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Preface

ESWC celebrated its 10th anniversary this year and took place in Languedoc-
Roussillon, in the beautiful city of Montpellier, during May 26–30.

As motto for this year’s edition of the conference, we chose the topic “Seman-
tics and Big Data.” Big Data Analytics is one of the top technological trends
identified by Gartner Inc., stressing the increasingly important role of informa-
tion governance. The capability of processing, analyzing, and interpreting large
amounts of continuously changing, complex, and heterogeneous data is a chal-
lenge that will engage the research community’s attention for the years to come.
The ESWC community can and should contribute to this challenge, focusing in
particular on the role that semantic technologies can play in the strive for scal-
able interpretation of not only large but also heterogeneous and complex data
with many explicit and implicit relations.

The 10th edition of ESWC featured an exciting program including four
keynotes by Enrico Motta (Knowledge Media Institute, Open University), David
Karger (MIT), and Manfred Hauswirth (National University of Galway) as well
as by Márta Nagy-Rothengass from the European Commission, whose invited
talk took place during the EU Project Networking Session. In addition, the con-
ference program featured 13 workshops, 7 tutorials as well as a PhD Symposium,
an EU Project Networking Session, a panel on the motto of the conference, and a
Semantic Mashup Challenge. The main program of the conference was rounded
off by a demonstration and poster session in which researchers had the chance
to present their latest results and advances in the form of live demos. We are
also happy that OWLED decided to collocate again their annual workshop with
ESWC to discuss future directions for the Web Ontology Language.

The program of the conference comprised 42 contributed paper talks (37 re-
search and 5 in-use papers), selected among 162 submissions, which corresponds
to an acceptance rate of 25.9%. This year the reviewing procedure was improved
in terms of transparency and quality. We introduced a rebuttal phase that in
some cases was crucial for taking final decisions, and a limited number of papers
were accepted after a second reviewing round aimed at verifying specific accep-
tance conditions. The PhD Symposium attracted 23 submissions, of which 7 were
accepted as full papers for oral presentation and 11 as short papers for poster
presentation, corresponding to an acceptance rate of 30%. In order to foster in-
teraction with other disciplines and to inspire the ESWC research community to
venture into new problems and challenges, the conference also featured a special
track on “Cognition and the Semantic Web.”

As General and PC Chairs we would like to thank everybody who was in-
volved in the organization of ESWC 2013. First of all, our thanks go to the
Local Chairs François Scharffe and Clement Jonquet for doing a great job with
the local arrangements of the conference, but also in the acquisition of addi-



VI Preface

tional funding and sponsoring. Further, we would like to thank all our Track
Chairs who played a key role in helping the PC Chairs to select and com-
pile an outstanding technical program: Aldo Gangemi, Eva Blomqvist, Pascal
Hitzler, Luciano Serafini, Maŕıa Esther Vidal, Axel Polleres, Jun Zhao, Jens
Lehmann, Marta Sabou, Andreas Hotho, Alfio Gliozzo, Malvina Nissim, Josiane
Parreira, Payam Barnaghi, Claudia d’Amato, Dunja Mladenic, Terry Payne, José
Luis Ambite, Sören Auer, Peter Boncz, Krzysztof Janowicz, Kai-Uwe Kühnberger,
Sofia Angeletou, and José Manuel Gómez-Pérez.

Special thanks go to this year’s PhD Symposium Chairs Laura Hollink and
Sebastian Rudolph, who gave their very best to contribute to the progress and
education of our research offspring. We would also like to thank our Work-
shop Chair, Johanna Völker, as well as our Tutorial Chair, Stefan Schlobach,
for putting together an exciting tutorial and workshop program that attracted
the interest of many attendees of the conference. Vanessa Lopez and Miriam
Fernández did an excellent job in selecting a number of very interesting and
relevant posters and demos for the conference. We are very happy that Brigitte
Endres-Niggemeyer, Giuseppe Di Fabbrizio, and Ioannis Papadakis kindly agreed
to organize again the AI Mashup Challenge, this year with an emphasis on “Se-
mantic and Intelligent Mashups.” We would also like to thank Marko Grobelnik
for chairing a panel on the motto of the conference and Achim Rettinger for
organizing the European Project Networking Session. We are very grateful to
Fabien Gandon as our Publicity and Communication Chair for spreading news
about the conference in a timely manner and to Axel Ngonga as our Sponsorship
Chair for his help with the acquisition of sponsoring.

This conference would not have been possible without the support of STI
International. We thank Serge Tymaniuk from STI for administrating the web-
site. Thanks also to our treasurer and financial officer Alex Wahler from STI for
diligently taking care of the budget and financial/administrative issues.

We would also like to acknowledge the great work of youvivo GmbH, in
particular of Edith Leitner and Martina Hartl, in organizing the conference.
Thanks also to our Proceedings Chair, Katja Temnow, who made it possible
that you are reading these lines right now. We are grateful to our Metadata
Chairs: Dieter Fensel, Birgit Leitner, Alex Oberhauser, and Cord Wiljes.

Last but not least, we would like to thank all our sponsors. You will find their
logos on the following pages. We kindly acknowledge the support of Springer in
the preparation of this volume as well as a gift from Springer as prize for the AI
Mashup Challenge.

March 2013 Philipp Cimiano
Valentina Presutti

Oscar Corcho
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François Scharffe LIRMM, Université Montpellier 2, France
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A Semantic Web for End Users

David Karger

MIT, Cambridge, USA

karger@mit.edu

For whom are we creating the Semantic Web? As we wrestle with our ontologies,
alignments, inference methods, entity extractions and triple stores, it is easy to
lose track of the vast majority of users who have no idea what any of these things
are, who they help, or what problems they will solve.

In this talk, I will adopt the perspective of these end users. I will identify a
number of information management problems faced by them – such as organizing
their personal information, communicating effectively on the web, and handling
their incoming information overload. The Semantic Web can play a key role in
solving these problems. But what will matter most to end users is not the details
of the Semantic Web’s syntax, model, or algorithms, but rather the interfaces
and workflows through which end users interact with it. I will describe key
characteristics of these interfaces and workflows, and offer an overview of the
research that needs to be done to develop them as effective solutions for end
users.



What Does It Mean to Be Semantic? On the

Effective Use of Semantics in the Semantic Web

Enrico Motta

Knowledge Media Institute, The Open University, UK

enrico.motta@open.ac.uk

Twelve years after the publication of the seminal article by Tim Berners-Lee,
James Hendler and Ora Lassila, which expounded the vision of a Semantic Web
characterised by dynamic and large scale agent interoperability, the Semantic
Web still distinctly lacks a wow factor. Many SW applications exist, but too
often they are characterised by few data sources put together at compile time
to drive some relatively simple user functionality. In many cases it is difficult
to identify the competitive advantage that being semantic affords these appli-
cations, compared to systems built using conventional technologies. Of course,
one could argue that this is not necessarily a problem: the success of an area
is measured in terms of its academic vitality and its impact on commerce and
society. However, I would argue that there is actually a problem here and in
my talk I will analyse these issues by examining how the notion of semantics
is used in our community, highlighting the productive and unproductive uses of
the term, and in particular describing the different ways in which semantics can
be effectively exploited to provide added value to applications. The key message
is that while there are many ways to exploit semantics to develop better func-
tionalities, as a community we need to develop a better understanding (both
fundamentally and pragmatically) of the value proposition afforded by the use
of semantics. Without such understanding there is a risk that we will fail to take
full advantage of the technologies that we are developing and the opportunities
they create for us.



It’s a Dynamic World – Ubiquitous Streams

and the Linked Data Web

Manfred Hauswirth

Digital Enterprise Research Institute (DERI), Ireland

manfred.hauswirth@deri.org

It is well established that we produce humongous amounts of information –
technical infrastructures (smart grid, smart cities), the Social Web (Twitter,
social networks, blogs), information systems (e-commerce, e-health), the media
(newspapers, broadcasters), the Internet of Things, mobile phones, and many
more – and that these amounts are growing exponentially. Linked Data gives us
the technical means to network all this information and enables us to develop new
forms of analytics on networked data from many sources instead of traditional
”monolithic” data analytics. But this network of information is ”in-discrete” as
the data is produced continuously and at potentially high speeds with varying
loads and demands on the producer and the consumer sides. This calls for new
data/knowledge management approaches and as a result, the Linked Data world
is slowly moving from a simplifying discrete model to a more realistic continuous
view. This development impacts on and changes research problems in all areas
and for all layers and requires well-orchestrated research efforts in and across
research communities to support ”streaming” as an integrated paradigm. In
this talk, I will present a comprehensive stack of Linked Stream management
approaches for all layers – from the Internet of Things to backend information
systems, and will discuss the impact of streams on big data, analytics, and
privacy.
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A Unified Approach for Aligning Taxonomies
and Debugging Taxonomies and Their Alignments

Valentina Ivanova and Patrick Lambrix

Department of Computer and Information Science and the Swedish e-Science Research Centre
Linköping University, 581 83 Linköping, Sweden

Abstract. With the increased use of ontologies in semantically-enabled applica-
tions, the issues of debugging and aligning ontologies have become increasingly
important. The quality of the results of such applications is directly dependent on
the quality of the ontologies and mappings between the ontologies they employ. A
key step towards achieving high quality ontologies and mappings is discovering
and resolving modeling defects, e.g., wrong or missing relations and mappings. In
this paper we present a unified framework for aligning taxonomies, the most used
kind of ontologies, and debugging taxonomies and their alignments, where ontol-
ogy alignment is treated as a special kind of debugging. Our framework supports
the detection and repairing of missing and wrong is-a structure in taxonomies, as
well as the detection and repairing of missing (alignment) and wrong mappings
between ontologies. Further, we implemented a system based on this framework
and demonstrate its benefits through experiments with ontologies from the On-
tology Alignment Evaluation Initiative.

1 Motivation

To obtain high-quality results in semantically-enabled applications such as the ontology-
based text mining and search applications, high-quality ontologies and alignments are
both necessary. However, neither developing nor aligning ontologies are easy tasks, and
as the ontologies grow in size, it is difficult to ensure the correctness and completeness
of the structure of the ontologies. For instance, some structural relations may be miss-
ing or some existing or derivable relations may be unintended. This is not an uncom-
mon case. It is well known that people who are not expert in knowledge representation
often misuse and confuse equivalence, is-a and part-of (e.g., [2]). Further, ontology
alignment systems are used for generating alignments and, as shown in the Ontology
Alignment Evaluation Initiative (OAEI, http://oaei.ontologymatching.org/), alignments
usually contain mistakes and are incomplete. Such ontologies and alignments, although
often useful, lead to problems when used in semantically-enabled applications. Wrong
conclusions may be derived or valid conclusions may be missed.

A key step towards high-quality ontologies and alignments is debugging the ontolo-
gies and alignments. During the recent years several approaches have been proposed
for debugging semantic defects in ontologies, such as unsatisfiable concepts or incon-
sistent ontologies (e.g., [24,14,15,8]) and related to mappings (e.g., [22,11,23,28]) or
integrated ontologies [13]. Further, there has been some work on detecting modeling de-
fects (e.g., [9,3]) such as missing relations, and repairing modeling defects [19,18,16].

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 1–15, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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The increased interest in this field has also led to the creation of an international work-
shop on this topic [20]. In a separate sub-field of ontology engineering, ontology align-
ment, the correctness and completeness of the alignments has traditionally received
much attention (e.g., [25]). Systems have been developed that generate alignments and
in some cases validation of alignments is supported.

In this paper we propose a unified approach for ontology debugging and ontology
alignment, where ontology alignment can be seen as a special kind of debugging. We
propose an integrated framework that, although it can be used as an ontology debugging
framework or an ontology alignment framework, presents additional benefits for both
and leads to an overall improvement of the quality of the ontologies and the alignments.
The ontology alignment provides new information that can be used for debugging and
the debugging provides new information that can be used by the ontology alignment.
Further, the framework allows for the interleaving of different debugging and align-
ment phases, thereby in an iterative way continuously generating new information and
improving the quality of the information used by the framework.

In sections 3, 4, 5 and 6 we propose our unified approach for ontology alignment and
debugging. To our knowledge this is the first approach that integrates ontology debug-
ging and ontology alignment in a uniform way and that allows for a strong interleaving
of these tasks. We present a framework (Section 3), algorithms for the components
(Sections 4 and 5) and their interactions (Section 6). Further, we show the advantages
of our approach in Section 7 through experiments with the ontologies and alignment
of the OAEI 2011 Anatomy track. Related work is given in Section 8 and the paper
concludes in Section 9. However, we start with some preliminaries.

2 Preliminaries

In this section we introduce notions that are needed for our approach. This paper focuses
on taxonomies O = (C, I), the most widely used type of ontologies, where C is a set
of atomic concepts and I ⊆ C × C represents a set of atomic concept subsumptions
(is-a relations). In the following we use ’ontologies’ and ’taxonomies’ interchangeably.
An alignment between ontologiesOi and Oj is represented by a set Mij of mappings
between concepts in different ontologies. The concepts that participate in mappings are
called mapped concepts. Each mapped concept can participate in multiple mappings
and alignments. We currently consider equivalence mappings (≡) and is-a mappings
(subsumed-by (→) and subsumes (←)).

The output of ontology alignment systems are mapping suggestions. These should
be validated by a domain expert and if accepted, they become part of an alignment.

Definition 1. A taxonomy networkN is a tuple (O,M) with O = {Ok}nk=1 the set of
the ontologies in the network and M = {Mij}ni,j=1;i<j the set of representations for
the alignments between these ontologies.

Figure 1 shows a small ontology network with two ontologies (concepts are represented
by nodes and the is-a structures are represented by directed edges) and an alignment
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(represented by dashed edges).1 The alignment consists of 10 equivalence mappings.
One of these mappings represents the fact that the concept bone in the first ontology is
equivalent to the concept bone in the second ontology.

The domain knowledge inherent (logically derivable) in the network is represented
by its induced ontology, an ontology that consists of the set of all concepts from the
taxonomies, all asserted is-a relations in the taxonomies and all mappings.

In our algorithms we use knowledge bases (KBs) related to the taxonomies and
taxonomy networks that allow us to do deductive inference.

3 Approach and Algorithms

Our framework consists of two major components - a debugging component and an
alignment component. They can be used independently or in close interaction. The
alignment component detects and repairs missing and wrong mappings between on-
tologies, while the debugging component additionally detects and repairs missing and
wrong is-a structure in ontologies. Although we describe the two components sepa-
rately, in our framework ontology alignment can be seen as a special kind of debugging.

The workflow (Figure 2) in both components consists of three phases during which
wrong and missing is-a relations/mappings are detected (Phase 1), validated (Phase 2)
and repaired (Phase 3) in a semi-automatic manner by a domain expert. Although the
algorithms for repairing are different for missing and wrong is-a relations/mappings,
the repairing goes through the same phases as shown in the figure - the generation of
repairing actions (Phase 3.1), the ranking of is-a relations/mappings (Phase 3.2), the
recommendation of repairing actions (Phase 3.3) and finally, the execution of repair-
ing actions (Phase 3.4). In our approach we repair ontologies and alignments one at a
time since dealing with all ontologies and alignments simultaneously would be infea-
sible. The is-a relations are handled in the context of the selected ontology, while the
mappings are handled in the context of the selected alignment and its pair of ontologies.

1 The first ontology is a part of AMA, the second ontology is a part of NCI-A, and the alignment
is a part of the alignment between AMA and NCI-A as defined in OAEI 2011.
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We note that at any time during the debugging/alignment workflow, the user can
switch between different ontologies and the different phases shown in Figure 2. We also
note that the repairing of defects often leads to the discovery of new defects, i.e., leading
to additional debugging opportunities. Thus several iterations are usually needed for
completing the debugging/alignment process. The process ends when no more missing
or wrong is-a relations and mappings are detected or need to be repaired.

In the next three sections we describe the components and their interactions, and
present algorithms for the different components and phases.

4 Debugging Component

The input for the debugging component is a taxonomy network, i.e., a set of taxonomies
and their alignments. The output is the set of repaired taxonomies and alignments.

Phase 1: Detect Candidate Missing Is-a Relations and Mappings. In this component
we focus on detecting wrong and missing is-a relations and mappings in the ontology
network, based on knowledge that is inherent in the network. Therefore, given an on-
tology network, we use the domain knowledge represented by the ontology network to
detect the deduced is-a relations and mappings in the network.

In our algorithm we initialize a KB for the ontology network (KBN ), KBs for each
ontology (KBk) and for each pair of ontologies and their alignment (KBij). For each
ontology in the network, the set of candidate missing is-a relations (CMIs) derivable
from the ontology network consists of is-a relations between two concepts of the ontol-
ogy, which can be inferred using logical derivation from the domain knowledge inherent
in the network, but not from the ontology alone. Similarly, for each pair of ontologies
in the network, the set of candidate missing mappings (CMMs) derivable from the
ontology network consists of mappings between concepts in the two ontologies, which
can be inferred using logical derivation from the domain knowledge inherent in the
network, but not from the two ontologies and their alignment alone.
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Definition 2. Let N = (O,M) be an ontology network, with O = {Ok}nk=1, M =
{Mij}ni,j=1;i<j and induced ontology ON = (CN , IN ). Let Ok = (Ck, Ik). Then, we
define the following.

(1) ∀k ∈ 1..n: CMIk = {(a, b) ∈ Ck × Ck | ON |= a→ b ∧ Ok 	|= a→ b}
is the set of candidate missing is-a relations for Ok derivable from the network.
(2) ∀i, j ∈ 1..n, i < j: CMMij = {(a, b) ∈ (Ci × Cj) ∪ (Cj × Ci) | ON |= a →
b ∧ (Ci ∪ Cj , Ii ∪ Ij ∪Mij) 	|= a → b} is the set of candidate missing mappings for
(Oi,Oj ,Mij) derivable from the network.
(3) CMI = ∪n

k=1 CMIk is the set of candidate missing is-a relations derivable from
the network.
(4) CMM = ∪n

i,j=1;i<j CMMij is the set of candidate missing mappings derivable
from the network.

In the network in Figure 1 the CMIs are (nasal bone, bone), (maxilla, bone), (lacrimal
bone, bone), (jaw, bone), (upper jaw, jaw) and (lower jaw, jaw) in AMA, and (metatarsal
bone, foot bone) and (tarsal bone, foot bone) in NCI-A.

Our algorithms for detecting CMIs/CMMs rely on the knowledge inherent in the net-
work where the ontologies are connected in a network through mapped concepts. Thus
the derivation paths of all CMIs and CMMs, which can be found using the knowledge
inherent in the network, go through mapped concepts. Therefore, instead of checking
whether the is-a relations between all pairs of concepts are derivable in the network, we
only check all pairs of mapped concepts.2,3

Phase 2: Validate Candidate Missing Is-a Relations and Mappings. Since the struc-
ture of the ontologies may contain wrong is-a relations and the alignments may contain
wrong mappings, some of the CMIs and CMMs may be derived due to some wrong is-a
relations and mappings. Therefore they have to be validated by a domain expert. During
Phase 2 the domain expert validates the CMIs/CMMs and partitions them into wrong
and missing is-a relations/mappings. As an aid to the domain expert, we have devel-
oped recommendation algorithms based on the existence of is-a and part-of relations
in the ontologies and external domain knowledge (WordNet [29] and UMLS [27]). In
addition, the domain expert is provided with the derivation paths (justifications) for the
CMI/CMM under validation.

In the network in Figure 1 (upper jaw, jaw) and (lower jaw, jaw) are validated as
wrong since an upper/lower jaw is a part-of (not is-a) a jaw. The others are missing.

Phase 3: Repair Wrong and Missing Is-a Relations and Mappings. Once missing
and wrong is-a relations and mappings have been obtained4, we need to repair them.
For each ontology in the network, we want to repair the is-a structure in such a way

2 In the worst case scenario the number of mapped concept pairs is equal to the total number
of concept pairs. In practice, the use of mapped concepts may significantly reduce the search
space, e.g., when some ontologies are smaller than other ontologies in the network or when not
all concepts participate in mappings. For instance, in the experiments in Section 7 the search
space is reduced by almost 90%.

3 For large ontologies or ontology networks, checking all pairs of concepts is also infeasible.
4 Using the technique for detection described above or the techniques used by the alignment

component or any other technique.
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that (i) the missing is-a relations can be derived from their repaired host ontologies
and for each pair of ontologies, we want to repair the mappings in such a way that
(ii) the missing mappings can be derived from the repaired host ontologies of their
mapped concepts and the repaired alignment between the host ontologies of the mapped
concepts. Further (iii) the wrong is-a relations and (iv) the wrong mappings should
no longer be derivable from the repaired ontology network. The notion of structural
repair formalizes this. It contains is-a relations and mappings that should be added to
or removed from the ontologies and alignments to satisfy these requirements. These is-a
relations and mappings are called repairing actions.

Definition 3. Let N = (O,M) be an ontology network, with O = {Ok}nk=1, M =
{Mij}ni,j=1;i<j and induced ontology ON = (CN , IN ). Let Ok = (Ck, Ik). Let MIk

and WIk be the missing, respectively wrong, is-a relations for ontology Ok and let
MIN = ∪n

k=1MIk and WIN = ∪n
k=1WIk. Let MMij and WMij be the miss-

ing, respectively wrong, mappings between ontologies Oi and Oj and let MMN =
∪n
i,j=1;i<jMMij and WMN = ∪n

i,j=1;i<jWMij . A structural repair for N with
respect to (MIN ,WIN ,MMN ,WMN ), denoted by (R+,R−), is a pair of sets of
is-a relations and mappings, such that
(1) R− ∩R+ = ∅
(2) R− = R−

M ∪R−
I ; R−

M ⊆ ∪n
i,j=1,i<jMij ; R−

I ⊆ ∪n
k=1Ik

(3)R+ = R+
M∪R+

I ;R+
M ⊆ ∪n

i,j=1,i<j((Ci×Cj)\Mij);R+
I ⊆ ∪n

k=1((Ck×Ck)\Ik)
(4) ∀k ∈ 1..n : ∀(a, b) ∈ MIk: (Ck, (Ik ∪ (R+

I ∩ (Ck × Ck))) \ R−
I ) |= a→ b

(5) ∀i, j ∈ 1..n, i < j : ∀(a, b) ∈ MMij: ((Ci ∪ Cj), (Ii ∪ ((Ci × Ci) ∩R+
I ) ∪ Ij ∪

((Cj × Cj) ∩R+
I ) ∪Mij ∪ ((Ci × Cj) ∩R+

M )) \ R−) |= a→ b
(6) ∀(a, b) ∈ WIN ∪WMN ∪R−: (CN , (IN ∪R+) \ R−) 	|= a→ b

In our algorithm, at the start of the repairing phase we add all missing is-a relations and
mappings to the relevant KBs. As these are validated to be correct, this is extra knowl-
edge that should be used in the repairing process. Adding the missing is-a relations and
mappings essentially means that we have repaired these using the least informative re-
pairing actions (I preference in [19]). Then during the repairing process we try to
improve this and find more informative repairing actions. We say that a repairing action
is more informative than another repairing action if adding the former to the ontology
also allows to derive the latter. In general, more informative repairing actions that are
correct according to the domain are preferred.

Definition 4. Let (x1, y1) and (x2, y2) be two different is-a relations in the same ontol-
ogy O (i.e., x1 	≡ x2 or y1 	≡ y2), then we say that (x1, y1) is more informative than
(x2, y2) iff O |= x2 → x1 ∧ y1 → y2.

As an example, consider the missing is-a relation (nasal bone, bone) in Figure 1. Know-
ing that nasal bone → viscerocranium bone, according to the definition of more infor-
mative, we know that (viscerocranium bone, bone) is more informative than (nasal
bone, bone). As viscerocranium bone actually is a sub-concept of bone according to the
domain, a domain expert would prefer to use the more informative repairing action.

Further, we initialize global variables for the current sets of missing (MI) and wrong
(WI) is-a relations, and the current sets of missing (MM) and wrong (WM) map-
pings based on the validation results. Further, the sets of added (R+

I ,R+
M ) and removed
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1. Compute AllJust(w, r,Oe)
where Oe = (Ce, Ie) such that Ce = ∪n

k=1Ck and
Ie = ((∪n

k=1Ik) ∪ (∪n
i,j=1;i<jMij) ∪MIN ∪MMN ∪R+

I ∪R
+
M ) \ (R−

I ∪R
−
M );

2. For every I′ ∈ AllJust(w, r,Oe):
choose one element from I′ \ (MIN ∪MMN ∪R+

I ∪R+
M ) to remove;

Fig. 3. Algorithm for generating repairing actions for wrong is-a relations and mappings

(R−
I , R−

M ) repairing actions for is-a relations and mappings, and the current sets of
CMIs (CMI) and CMMs (CMM) are initialized to ∅.

Phase 3.1: Generate Repairing Actions. The structural repairs generated from the
repairing algorithms below follow the preferences defined in [19].

Wrong Is-a Relations and Mappings. The algorithm for generating repairing actions
(Figure 3) computes all justifications (AllJust) for all wrong is-a relations (WI) and
mappings (WM). A justification for a wrong is-a relation or mapping can be seen as
an explanation for why this is-a relation or mapping is derivable from the network.

Definition 5. (similar definition as in [13]) Given an ontologyO = (C, I), and (a, b) ∈
C × C an is-a relation derivable from O, then, I ′ ⊆ I is a justification for (a, b) in O,
denoted by Just(I ′, a, b,O) iff (i) (C, I ′) |= a → b; and (ii) there is no I ′′ � I ′ such
that (C, I ′′) |= a→ b. We use All Just(a, b,O) to denote the set of all justifications for
(a, b) in O.

Our algorithm initializes a KB taking into account repairing actions up to now and
computes the minimal hitting sets for each wrong is-a relation or mapping. The wrong
is-a relation or mapping can then be repaired by removing at least one element in every
justification.

In the network in Figure 1 (upper jaw, jaw) in AMA is validated as wrong. Its justi-
fication is AMA:upper jaw ≡ NCI-A:Upper Jaw → NCI-A:Jaw ≡ AMA:jaw. To repair
it NCI-A:Upper Jaw → NCI-A:Jaw should be removed from NCI-A.

Missing Is-a Relations and Mappings. It was shown in [16] that repairing missing
is-a relations (and mappings) can be seen as a generalized TBox abduction problem.
Figure 4 shows our solution, an extension of the algorithm in [19], for the computa-
tion of repairing actions for a missing is-a relation or mapping. The main component
of the algorithm (GenerateRepairingActions) computes, for a missing is-a relation or
mapping, the more general concepts of the first concept (Source) and the more spe-
cific concepts of the second concept (Target) in the KB. To not introduce non-validated
equivalence relations where in the original ontologies and alignments there are only is-
a relations, we remove the super-concepts of the second concept from Source, and the
sub-concepts of the first concept from Target. The already known wrong is-a relations
or mappings and their repairing actions are removed from Repair (Source × Target).
Adding an element from Repair to the KB makes the missing is-a relation or mapping
derivable.
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Repair missing is-a relation (a,b) with a ∈ Ok and b ∈ Ok:
Choose an element from GenerateRepairingActions(a, b, KBk);

Repair missing mapping (a,b) with a ∈ Oi and b ∈ Oj :
Choose an element from GenerateRepairingActions(a, b, KBij );

GenerateRepairingActions(a, b, KB):
1. Source(a, b) := super-concepts(a) − super-concepts(b) in KB;
2. Target(a, b) := sub-concepts(b) − sub-concepts(a) in KB;
3. Repair(a, b) := Source(a, b)× Target(a, b);
4. For each (s, t) ∈ Source(a, b)× Target(a, b):

if (s, t) ∈ WI ∪WM∪R−
I ∪ R−

M then remove (s, t) from Repair(a, b);
else if ∃(u, v) ∈ WI ∪WM∪R−

I ∪ R−
M : (s, t) is more informative than (u, v) in KB

and u→ s and t→ v are derivable from validated to be correct only is-a relations and/or mappings
then remove (s, t) from Repair(a, b);

5. return Repair(a, b);

Fig. 4. Algorithm for generating repairing actions for missing is-a relations and mappings

In the network in Figure 1 (nasal bone, bone) in AMA is validated as missing. After
adding the missing is-a relations to the ontology, its Source set is {nasal bone, viscero-
cranium bone} and its Target set is {bone, limb bone, forelimb bone, hindlimb bone, foot
bone, metatarsal bone, tarsal bone, jaw, maxilla, lacrimal bone}, i.e., Repair contains
2× 10 = 20 possible repairing actions.

Phase 3.2: Rank Wrong and Missing Is-a Relations and Mappings. In general, there
will be many is-a relations/mappings that need to be repaired and some of them may
be easier to start with such as the ones with fewer repairing actions. We therefore rank
them with respect to the number of possible repairing actions.

Phase 3.3: Recommend Repairing Actions. The recommendation algorithm for wrong
is-a relations/mappings assigns a priority to each possible repairing action based on how
often it occurs in the justifications and its importance in already repaired is-a relations
and mappings. For a missing is-a relation/mapping (a, b) (as defined in [19]) it com-
putes the most informative repairing actions from Source(a, b)×Target(a, b) that are
supported by external domain knowledge (WordNet and UMLS).

Phase 3.4: Execute Repairing Actions. Depending on whether a wrong or missing is-
a relation/mapping is repaired the chosen repairing actions are removed from or added
to the relevant ontologies and alignments. The current sets of wrong (WI/WM) and
missing (MI/MM) is-a relations and mappings need to be updated since one repair-
ing action can repair more than one is-a relation/mapping or previously repaired rela-
tions/mappings may need to be repaired again. The sets of repairing actions for wrong
(R−

I , R−
M ) and missing (R+

I , R+
M ) is-a relations/mappings need to be updated as well.

Further, new CMIs and CMMs may appear. In other cases the possible repairing actions
for wrong and missing is-a relations and mappings may change (update justifications
and sets of possible repairing actions for missing is-a relations and mappings). We also
need to update the KBs.



A Unified Approach for Aligning Taxonomies and Debugging Taxonomies 9

5 Alignment Component

The input for this component consists of two taxonomies. The output is an alignment.

Phase 1: Detect Candidate Missing Mappings. In ontology alignment mapping sug-
gestions are generated which essentially are CMMs. While the generation of CMMs in
the debugging component is a specific kind of ontology alignment using the knowledge
inherent in the network, in the alignment component we use other types of alignment
algorithms. Matchers are used to compute similarity values between concepts in dif-
ferent ontologies. The results of the matchers can be combined and filtered in different
ways to obtain mapping suggestions. In our approach we have currently used the lin-
guistic, WordNet-based and UMLS-based algorithms from the SAMBO system [21].
The matcher n-gram computes a similarity based on 3-grams. The matcher TermBasic
uses a combination of n-gram, edit distance and an algorithm that compares the lists
of words of which the terms are composed. The matcher TermWN extends TermBasic
by using WordNet for looking up is-a relations. The matcher UMLSM uses the domain
knowledge in UMLS to obtain similarity values. The results of the matchers can be
combined using a weighted-sum approach in which each matcher is given a weight and
the final similarity value between a pair of concepts is the weighted sum of the simi-
larity values divided by the sum of the weights of the used matchers. Further, we use a
threshold for filtering. A pair of concepts is a mapping suggestion if the similarity value
is equal to or higher than a given threshold value.

We note that in the alignment component the search space is not restricted to the
mapped concepts only - similarity values are calculated for all pairs of concepts. KBs
are initialized, in the same way as in the debugging component, for the taxonomy net-
work and the pairs of taxonomies and their alignments. We also note that no initial
alignment is needed for this component. Therefore, if alignments do not exist in the
network (at all or between specific ontologies) this component may be used before
starting debugging.

Phase 2: Validate Candidate Missing Mappings. The CMMs (mapping suggestions)
are presented to a domain expert for validation, which is performed in the same way
as in the debugging component. The domain expert can use the recommendation algo-
rithms during the validation as well. As before, the CMMs are partitioned into two sets
- wrong mappings and missing mappings. The wrong mappings are not repaired since
they are not in the alignments. However, we store this information in order to avoid
recomputations and for conflict checking/prevention. The concepts in the missing map-
pings are added to the set of mapped concepts (if they are not already there), and they
will be used the next time CMMs/CMIs are derived in the debugging component.

Phase 3: Repairing Missing Mappings. As mentioned, we only need to repair the
missing mappings. Initially, the missing mappings are added to the KBs in the same
way as in the debugging component and then we try to repair them using more infor-
mative repairing actions. For repairing a missing mapping the same algorithms as in
the debugging component are used to generate the Source and Target sets and the re-
pairing process continues with the same actions described for the debugging workflow.
In Phase 3.4 the repairing actions are executed analogically to those in the debugging
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component and their consequences are computed. Further, the concepts in the repairing
actions are added to the set of mapped concepts (if not there yet).

6 Interaction between the Components

The alignment component generates CMMs that are validated in the same way as in the
debugging component. The CMMs validated to be correct often are missing mappings
that are not found by the debugging component. Further, they may lead to new mapped
concepts that are used in the debugging component. The CMMs validated to be wrong
are used to avoid unnecessary recomputations and validations.

The debugging component repairs the is-a structure and the mappings. This can be
used by the alignment component. For instance, the performance of structure-based
matchers (e.g., [21]) and partial-alignment-based preprocessing and filtering methods
[17] heavily depends on the correctness and completeness of the is-a structure.

We also note that the different phases in the components can be interleaved. This
allows for an iterative and modular approach, where, for instance, some parts of the
ontologies can be fully debugged and aligned before proceeding to other parts.

7 Experiments

We performed three experiments to demonstrate the benefits of the integrated ontology
alignment and debugging framework. As input for Experiment 1 and 2 we used the two
ontologies from the Anatomy track of OAEI 2011 - AMA contains 2,737 concepts and
1,807 asserted is-a relations, and NCI-A contains 3,298 concepts and 3,761 asserted is-
a relations. The input for the last experiment contained the reference alignment (1516
equivalence mappings between AMA and NCI-A) together with the two ontologies.
The reference alignment was used indirectly as external knowledge during the valida-
tion phase in the first two experiments. The experiments were performed on an Intel
Core i7-2620M Processor 2.7GHz with 4 GB memory underWindows 7 Professional
operating system and Java 1.7 compiler. The first author performed the validation in the
experiments with help of two domain experts.

Experiment 1 - Aligning and Debugging OAEI Anatomy. The first experiment demon-
strates a complete debugging and aligning session where the input is a set with the two
ontologies. After loading the ontologies mapping suggestions were computed using
matchers TermWN and UMLSM, weight 1 for both and threshold 0.5. This resulted in
1384 mapping suggestions. The 1233 mapping suggestions that are also in the refer-
ence alignment were validated as missing equivalence mappings (although, as we will
see, there are defects in the reference alignment) and repaired by adding them to the
alignment. The others were validated manually and resulted in missing mappings (53
equivalence and 39 is-a) and wrong mappings (59 equivalence and 39 is-a). These miss-
ing mappings were repaired by adding 53 equivalence and 28 is-a mappings (5 of them
more informative) and 5 is-a relations (3 to AMA and 2 to NCI-A). 6 of these missing
mappings were repaired by repairing others. Among the wrong mappings there were 3
which were derivable in the network. These were repaired by removing 2 is-a relations
from NCI-A. Figure 5 - part A summarizes the results.
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candidate missing missing wrong repair missing repair missing
mappings ≡/← or→ ≡/← or→ ≡/←/→/derivable is-relations

part A /more informative
Alignment 1384 1286/39 59/39 1286/20/8/6/5 -
AMA - - - - 3
NCI-A - - - - 2

candidate missing missing wrong repair missing repair wrong
part B all/non-redundant self/more informative/other removed
AMA 410/263 224 39 144/57/23 30
NCI-A 355/183 166 17 127/13/26 17
Alignment - - - - 8 ≡ and 1→

Fig. 5. Experiment 1 results: A - debugging of the alignment; B - debugging of the ontologies

The generated alignment was then used in the debugging of the network created
by the ontologies and the alignment. Two iterations of the debugging workflow were
performed, since the repairing of wrong and missing is-a relations in the first iteration
led to the detection of new CMIs which had to be validated and repaired. Over 90% of
the CMIs for both ontologies were detected during the first iteration, the detection of
CMIs took less than 30 seconds per ontology. Figure 5 - part B summarizes the results.

The system detected 410 (263 non-redundant) CMIs for AMA and 355 (183 non-
redundant) CMIs for NCI-A. The non-redundant CMIs were displayed in groups, 45
groups for AMA and 31 for NCI-A. Among the 263 non-redundant CMIs in AMA 224
were validated as missing and 39 as wrong. In NCI-A 166 were validated as missing
and 17 as wrong. The 39 wrong is-a relations in AMA were repaired by removing 30
is-a relations from NCI-A, and 8 equivalence and 1 is-a mapping from the alignment.
The 17 wrong is-a relations in NCI-A were repaired by removing 17 is-a relations in
AMA. The missing is-a relations in AMA were repaired by adding 201 is-a relations
- in 144 cases the missing is-a relation itself and in 57 cases a more informative is-a
relation. 23 of the 224 missing is-a relations became derivable after repairing some of
the others. To repair the missing is-a relations in NCI-A 140 is-a relations were added
- in 127 cases the missing is-a relation itself and in 13 cases a more informative is-a
relation. 26 out of the 166 missing is-a relations were repaired while other is-a relations
were repaired.

We observe that for 57 missing is-a relations in AMA and 13 in NCI-A the repairing
actions are more informative than the missing is-a relation itself, i.e., for each of these,
knowledge, which was not derivable from the network before, was added to the network.
Thus the knowledge represented by the ontologies and the network has increased.

Experiment 2. For this experiment the alignment process was run twice and at the end
the alignments were compared. The same matchers, weights and threshold as in Exper-
iment 1 were used. During both runs the CMMs (mapping suggestions) were computed
and validated in the same manner. This step is as in Experiment 1 and the results are the
ones in Figure 5 - part A. The difference between both runs is in the repairing phase.
In the first run the missing mappings were repaired by directly adding them to the final
alignment without benefiting from the repairing algorithms - in the same way most of
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the alignment systems do. The final alignment contained 1286 equivalence and 39 is-a5

mappings.
During the repairing phase in the second run the debugging component was used

to provide alternative repairing actions than those available in the initial set of map-
ping suggestions. The final alignment then contained 1286 equivalence mappings from
the mapping suggestions, 28 is-a mappings from the mapping suggestions where 5 of
them are more informative, thus adding knowledge to the network. Further, 5 mapping
suggestions were repaired adding is-a relations (3 in AMA and 2 in NCI-A) and thus
adding more knowledge to each of the ontologies. 6 more mapping suggestions became
derivable from the network as a result from the repairing actions for other CMMs.

Experiment 3. In this experiment the debugging process was run twice, CMIs were
detected for both ontologies and compared between the runs. The input for the first run
was the set of the two ontologies and their alignment from the Anatomy track in OAEI
2011. The network was loaded in the system and the CMIs were detected. 496 CMIs
were detected for AMA, of which 280 were non-redundant. For NCI-A 365 CMIs were
detected of which 193 were non-redundant. The same input was used in the second run.
However, the alignment algorithms were used to extend the set with mappings prior
to generating the CMIs. The set-up for the aligning was the same as in Experiment 1
and the mapping suggestions were computed, validated and repaired in the same way
as well. Then CMIs were generated - 638 CMIs were detected for AMA (357 non-
redundant), and 460 CMIs for NCI-A (234 non-redundant). In total 145 new CMIs were
detected for AMA - 120 were validated as missing and 25 validated as wrong6. 103 new
CMIs were detected for NCI-A - 53 were validated as missing and 50 as wrong.

Discussion. Experiment 1 shows the usefulness of the system through a complete ses-
sion where an alignment was generated and many defects in the ontologies were re-
paired. Some of the repairs added new knowledge. As a side effect, we have shown that
the ontologies that are used by the OAEI contain over 200 and 150 missing is-a rela-
tions, respectively and 39 and 17 wrong is-a relations, respectively. We have also shown
that the alignment is not complete and contains wrong information. We also note that
our system allows validation and allows a domain expert to distinguish between equiv-
alence and is-a mappings. Most ontology alignment systems do not support this.

Experiment 2 shows the advantages for ontology alignment when also a debugging
component is added. The debugging component allowed to add more informative map-
pings, reduce redundancy in the alignment as well as debug the ontologies leading to
further reduced redundancy in the alignment. For the ontologies and alignment new
knowledge not found when only aligning, was added. In general, the quality of the final
alignment (and the ontologies) becomes higher.

Experiment 3 shows that the debugging process can take advantage of the alignment
component even when an alignment is available. The alignment algorithms can provide
additional mapping suggestions and thus extending the alignment. More mappings be-

5 5 of these are repaired in the second run by adding is-a relations in the ontologies.
6 The sum of the newly generated CMIs and those in the first run is not equal to the number of

the CMIs in the second run because some of the CMIs generated in the first run are derivable
in the second run.
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tween two ontologies means higher coverage and possibly more detected and repaired
defects. In the experiment more than 100 CMIs (of which many correct) were detected
for each ontology using the extended set of mappings. We also note that the initial align-
ment contained many mappings (1516). In the case that the alignment contains fewer
mappings the benefit to the debugging process will be even more significant.

8 Related Work

To our knowledge there is no other system that integrates ontology debugging and on-
tology alignment in a uniform way and that allows for a strong interleaving of these
tasks. There are some ontology alignment systems that do semantic verification and
disallow mappings that lead to unsatisfiable concepts (e.g., [10,12]). Further, adding
missing is-a relations to ontologies was a step in the alignment process in [17].

Regarding the debugging component, this work extends the work in [19,18] that
dealt with debugging is-a structure in taxonomy networks. These were one of the few
approaches dealing with repairing missing is-a structure and in the case of [18] de-
bugging both missing and wrong is-a structure. The current work extends this by also
including debugging of mappings in a uniform way as well as ontology alignment. The
ontology alignment component also removed the restriction of [18] that required the
existence of an initial alignment.

There are different ways to detect missing is-a relations. One way is by inspection of
the ontologies by domain experts. Another way is to use external knowledge sources.
For instance, there is much work on finding relationships between terms in the ontology
learning area [1]. Regarding the detection of is-a relations, one paradigm is based on
linguistics using lexico-syntactic patterns. The pioneering research conducted in this
line is in [9], which defines a set of patterns indicating is-a relationships between words
in the text. Another paradigm is based on machine learning and statistical methods.
Further, guidelines based on logical patterns can be used [3]. These approaches are
complementary to the approach used in this paper. There is, however, not much work
on the repairing of missing is-a relations that goes beyond adding them to the ontologies
except for [19] for taxonomies and [16] for ALC acyclic terminologies.

There is more work on the debugging of semantic defects. Most of it aims at iden-
tifying and removing logical contradictions from an ontology. Standard reasoners are
used to identify the existence of a contradiction, and provide support for resolving and
eliminating it [6]. In [24] minimal sets of axioms are identified which need to be re-
moved to render an ontology coherent. In [15,14] strategies are described for repairing
unsatisfiable concepts detected by reasoners, explanation of errors, ranking erroneous
axioms, and generating repair plans. In [8] the focus is on maintaining the consistency
as the ontology evolves through a formalization of the semantics of change for ontolo-
gies. [26] introduces a method for interactive ontology debugging. In [22] and [11]
the setting is extended to repairing ontologies connected by mappings. In this case, se-
mantic defects may be introduced by integrating ontologies. Both works assume that
ontologies are more reliable than the mappings and try to remove some of the mappings
to restore consistency. The solutions are often based on the computation of minimal
unsatisfiability-preserving sets or minimal conflict sets. The work in [23] further char-
acterizes the problem as mapping revision. Using belief revision theory, the authors
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give an analysis for the logical properties of the revision algorithms. Another approach
for debugging mappings is proposed in [28] where the authors focus on the detection
of certain kinds of defects and redundancy. The approach in [13] deals with the in-
consistencies introduced by the integration of ontologies, and unintended entailments
validated by the user.

Regarding the alignment component there are some systems that allow validation
of mappings such as SAMBO [21], COGZ [5] for PROMPT, and COMA++ [4]. [7]
introduces an efficient algorithm for computing a minimal set with mappings which
could reduce user interaction. Many matchers have been proposed (e.g., many papers on
http://ontologymatching.org/), and most systems use similar combination and filtering
strategies as in this paper. For an overview we refer to [25].

9 Conclusion

In this paper we presented a unified approach for aligning taxonomies and debugging
taxonomies and their alignments. This is the first approach which integrates ontology
alignment and ontology debugging and allows debugging of both the structure of the
ontologies as well as their alignments. Further, we have shown the benefits of our
approach through experiments. The interactions between ontology alignment and de-
bugging significantly raise the quality of both taxonomies and their alignments. The
ontology alignment provides or extends alignments that are used by the debugging. The
debugging provides algorithms for repairing defects in alignments and possibly add
new knowledge.

We will continue exploring the interactions between ontology alignment and debug-
ging. We will include and investigate the benefits when using structure-based alignment
algorithms and partial-alignment-based techniques. Further, we will investigate the de-
bugging problem for ontologies represented in more expressive formalisms.

Acknowledgements. We thank the Swedish Research Council (Vetenskapsrådet) and
the Swedish e-Science Research Centre (SeRC) for financial support.
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Abstract. Due to the high heterogeneity of ontologies, a combination of many
methods is necessary in order to discover correctly the semantic correspondences
between their elements. An ontology matching tool can be seen as a collection of
several matching components, each implementing a specific method dealing with
a specific heterogeneity type (terminological, structural or semantic). In addition,
a mapping selection module is introduced to filter out the most likely mapping
candidates. This paper proposes an empirical study of the interaction between
these components working together inside an ontology matching system. By the
help of datasets from the Ontology Alignment Evaluation Initiative, we have car-
ried out several experimental studies. In the first place, we have been interested in
the impact of the mapping selection module on the performance of terminological
and structural matchers revealing the advantage of using global methods vs. local
ones. Further, we have carried an extensive study on the flaw of the performance
of a structural matcher in the presence of noisy input coming from a terminologi-
cal method. Finally, we have analyzed the behavior of a structural and a semantic
component with respect to inputs taken from different terminological matchers.

1 Introduction

The field of ontology matching has matured considerably as a result of more than a
decade of research and practice. Many ontology matching approaches and systems have
been developed dealing with the semantic heterogeneity problem by taking into account
various aspects of this problem [20]. Methodologically speaking, these approaches rely
on techniques from fields as diverse as machine learning, graph matching, information
retrieval, relational algebra, logics, – each of these fields providing a framework to
deal with a certain heterogeneity type. In this respect, a standalone ontology matching
system is a successful combination of several matching components. We consider that
time has come to pay attention to the way these components connect to each other
within a matching system and how these interactions impact the overall quality of the
produced alignments.

Many challenges stand in front of the ontology matching community – a full picture
is given in [20]. By this study, we contribute to the solution of matcher selection and
combination problems, which are fundamental for the development of a stable system.
A matching system can be seen as a combination of four main components: a termino-
logical, a structure-based and a semantics-based matcher accompanied by a mapping
selection module1. Although these components exploit different features of the entities

1 Not each of these components is always and necessarily part of the system’s architecture.

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 16–30, 2013.
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of an ontology, they are not independent. A structure-based matcher takes as an in-
put the mappings resulting from a terminological matcher [1,7,24]; a semantics-based
matcher may take as an input the mappings resulting from either a terminological [5,9],
or a structure-based matcher, or a combination of the mappings resulting from both
[4,6]. Therefore, difficulties can arise not only inside each component but also on the
interaction lines between them. We take into consideration several of these difficulties.

A mapping selection module is usually introduced in order to filter out the best
mapping candidates, at each of the different matching levels. The interaction of this
module with the matchers is, therefore, among the basic issues to be addressed.

A terminological matcher discovers mappings by comparing annotations (i.e., la-
bels, comments) of entities. To this end, it may use many different similarity measures.
The difficulty is, on the one hand how to select the most appropriate similarity measures
and, on the other hand, how to effectively combine them.

A structure-based matcher discovers mappings between entities by analyzing the
similarity of the structural patterns, which these entities are part of. However, accord-
ing to [3], almost all methods of this type are not stable and do not improve the matching
quality when the structures of the ontologies are different. Moreover, structural match-
ers are error-prone, since they strongly depend on initial mappings provided by a termi-
nological matcher and on the specific settings of the mapping selection component.

A semantic matcher is mainly used to refine candidate mappings [5,6,9]. It exploits
the semantic constraints between entities in the ontologies in order to discover conflicts
between potential mappings and remove them from the list of candidate mappings.
To do that, in some tools [5,9], the semantic module requires a confidence value for
each mapping candidate. Then, it applies a global optimization method in order to find
the minimal inconsistent set of mappings. Therefore, similarly to structural methods,
semantic methods are error-prone because they also depend on the confidence values of
the mappings obtained at previous steps.

This empirical study aims to investigate the interconnections between the different
components in an ontology matching system. Our intention has been to make explicit
the relations between these components by showing how one impacts the other and
thus guide practitioners and researchers in the choice of the matchers with regard to the
global quality of the matching system.

The rest of the paper is organized in the following manner. In the next section, we
present a generic ontology matching system architecture together with an evaluation
scenario for the ontology matching task. We continue by presenting two basic stud-
ies. With respect to different settings of the mapping selection module, we evaluate the
performance of different terminological methods (Sections 3) and different structural
methods (Section 4). Further, we go into a detailed study of the interaction between ter-
minological, structural and semantic methods. We first study the performance of differ-
ent structural matchers at the presence of noisy input (Section 5) and then the behavior
of structural and semantic matchers with respect to mappings produced by different ter-
minological methods that they take as an input (Section 6). Sections 3 to 6 present one
independent study each and are structured in an uniform manner: the matching methods
are presented first, followed by a presentation of the evaluation data and strategy and,
finally, the results are given and supported by an in-depth discussion.
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2 A Generic Framework for Ontology Matching and Evaluation

The main components of a standalone ontology matching system are depicted in the
lower part of Fig. 1. As discussed in the introduction, the three core matching compo-
nents are based on terminology, structure and semantics. The role of these matchers is
to discover correct mappings or remove incorrect ones according to specific features
extracted from the entities of the input ontologies. Additionally, a mapping selection
module is introduced to act as a filter which selects the best candidate mappings. We
define a matching strategy as the way the matcher and selection components work to-
gether in order to produce an alignment.

Fig. 1. Ontology Matching: System Architecture and Evaluation Scenario

To perform an evaluation of the quality of the different matching strategies, the on-
tology matching system requires matching scenarios as an input (upper part of Fig.
1). A matching scenario consists of a source and a target ontology and a reference
alignment provided by a domain expert. Given a matching scenario, input ontologies
are loaded, pre-processed and transformed into internal data structures (Loading/Pre-
Processing/Transforming component). The Matching Quality Estimation module eval-
uates the quality of a given matching strategy by comparing discovered alignments with
the reference alignment. It outputs three evaluation values corresponding to Precision
(Pr), Recall (Re) and F-measure (Fm). In this study, we compute the harmonic means
of precision, recall and F-measures on a set of n tests. These evaluation measures are
used in the OAEI campaign and are given as follows.

H(p) =

∑n
i=1 |Ci|∑n
i=1 |Ai|

; H(r) =

∑n
i=1 |Ci|∑n
i=1 |Ri|

; H(fm) =
2 ∗H(p) ∗H(r)

H(p) +H(r)
.

For the ith test, |Ai| denotes the total number of mappings discovered by a matching
system, |Ci| – the number of correct mappings, and |Ri| – the number of reference map-
pings provided by a domain expert. In the sequel, all results will be given by considering
F-measures only.

By following this generic architecture, we have developed the YAM++ system2. Var-
ious matching methods inside of the three matcher components and several filtering

2 YAM++ - (not) Yet Another Matcher, published here:http://www2.lirmm.fr/˜dngo/.

http://www2.lirmm.fr/~dngo/
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methods used in the mapping selection module have been implemented. The system is
described in detail in [17]. Because of the broad scope and diversity of the techniques
employed by YAM++, as well as its excellent results in the OAEI campaigns3, we have
used this system in order to evaluate the different matching strategies based on the in-
teraction of the matchers. More detail about the setup of the matching and filtering
methods for each matching strategy will be given in each experiment in the succeeding
sections.

Note that required computation times for each technique have not been taken into
account in this study. They could, however, be a useful decision factor when two tech-
niques produce similar results in terms of precision and recall.

3 Terminological Matchers and Mapping Selection

In this evaluation, we focus on terminological matchers and we study their interac-
tion with the mapping selection module. According to a classification found in [3], the
terminological matching approaches are divided into local and global methods. Local
methods focus on the similarity between individual entities, whereas global methods
combine local ones, taking into account the semantic context that these entities belong
to. We are particularly interested in the comparison between local and global methods.

3.1 Methods

We have considered several state-of-the-art local methods as well as advanced global
methods, some of which have been proposed originally for YAM++.

Local Terminology-Based Methods. We have implemented more than fifty local
methods used for terminology-based matching [16]. We divide them into three groups
based on the algorithm for computing similarity between strings that they rely on. To
economize space, the following representative methods will be used in this experiment:

Edit Distance-Based Methods. The similarity of two strings is computed based on the
number of edit operations needed to transform one string to another. We have considered
Levenstein and ISUB [21].

Token-Based Methods. These methods split strings into sets of tokens and then com-
pare tokens by string-based methods. We have considered QGrams and TokLev (using
Levestein to compare tokens).

Hybrid Methods. Methods in this group split strings into sets of tokens and then com-
pare tokens by combining string-based and linguistic-based methods. We have taken as
examples HybLinISUB and HybJCLev. HybLinISUB uses a combination of ISUB and
Lin [11]; HybJCLev relies on the Levenstein and the Jiang-Corath [8] methods.

Global Terminology-Based Methods. In our experiments, we have implemented the
following global methods:

3 In OAEI 2012 YAM++ was first on the Conference, Multifarm, Benchmark and Bio-Medical
track, and second on the Anatomy track.
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Weighted Average with Local Confidence (LC). Each local method is assigned a local
confidence value. These values are used as weights in a weighted average function to
compute the final similarity score between entities. More details can be found in [1].

Harmony-based Adaptive Similarity Aggregation (HADAPT). Here, each local method
is assigned a weight which is computed by the harmony estimation algorithm [12].
Then, a weighted sum aggregation method is used to produce a final similarity score
between entities.

Machine Learning-Based Approach (ML). This method combines all local methods
and constructs a classification function on the basis of given training data. In a machine
learning setting, the training dataset consists of pairs of entities (seen as training exam-
ples) for which the confidence value of their similarity is known. Based on these training
examples, a classifier learns a function which is able to predict the confidence value of
an unseen pair of entities. In that way, the ontology matching task is transformed into
a classification task. After testing the performance of over 15 machine learning tech-
niques, we have seen that J48 decision tree is the most appropriate one for the ontology
matching task [17]. This is the method that has been used in the following experiments.

Information Retrieval-Based Approach (IR). This method judges the similarity be-
tween two entities by the amount of overlap of the information content of their labels
[18]. It splits all labels of entities into tokens and calculates the information content
of each token in the whole ontology. Then, IR extends Tversky’s similarity measure
[23] with weight of tokens to compute a similarity score between labels of entities. The
method compares similarity of two labels by using not only the sequence of characters
themselves, but also their information content in an ontology. We will illustrate this idea
by examples in this experiment.

3.2 Matching and Evaluation Strategy

To perform this experiment, we have chosen the Conference dataset from the OAEI
including 21 test cases4. The reason for this choice is that this dataset consists of
moderate-sized real-world ontologies describing the same domain. These ontologies
are highly heterogeneous since they were developed by different people, hence, the
same concept is often labeled differently. We assume that high matching quality of a
system on these tests guarantees similar results of the system when applied to other real
matching scenarios.

The matching evaluation strategy works as follows. For each matching method (in-
cluding local and global ones) in the terminological matching module, we compute a
similarity score for all pairs of entities of the input ontologies. The mapping selection
module then selects candidate mappings according to the filter threshold value. At each
level of this threshold, a H-mean F-measure is computed over all test cases in the dataset.

3.3 Results and Discussion

Fig. 2 shows the results of this comparison. As can be seen, almost all local methods
(except for QGrams and ISUB) improve the F-measure when the threshold value of the

4 http://oaei.ontologymatching.org/2012/conference/index.html

http://oaei.ontologymatching.org/2012/conference/index.html
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filter increases. When the filter threshold increases, it appears that only highly similar
or identical labels are be passed. Therefore, as Fig. 2 shows, local methods closely
converge to results of the Identical method (≈ 0.55) when the filter threshold reaches
0.95 and 0.97. The same trend is observed for HADAPT and LC because they are linear
combinations of local methods.

Fig. 2. Mapping Selection for the Terminological Matcher Module

The experiment shows that the two global methods, ML and IR outperform the other
techniques within the terminological matcher module. Therefore, in what follows, we
will discuss in more detail these two methods.

Performance of ML. A machine learning method requires training data on which to
learn a classification function and test data on which to apply this function. To create
training data independent on the Conference dataset on which the evaluation will be
performed, we have used data from the OAEI Benchmark 20095 and I3CON6 datasets.
We have constructed 10 different training datasets by using these two sources and we
have trained the decision tree ML method on each of these 10 training sets. At each
time, the learned classification algorithm has been applied to the Conference dataset,
providing 10 different results. The result given in Fig. 2 is obtained by taking the average
over these 10 results.

We note that the ML method does not depend on the filter threshold since no can-
didate mapping selection takes place. As it is seen from the figure, ML returns a bet-
ter matching quality than LC, HADAPT and all local methods. For example, the ML
method discovers (cmt.owl#Co-author ≡ conference.owl#Contribution co-author) in
the cmt.owl and conference.owl ontologies, whereas local methods return a low
similarity score between these labels (Levenstein(Co-author,Contribution co-author) =
0.4; QGrams(Co-author,Contribution co-author) = 0.6). This is explained by the
fact that ML does not use arithmetic combination functions like LC and HADAPT,
instead, it extracts the combination rules on local methods from training data.
ML is able to find many patterns in the training data similar to the current example

5 http://oaei.ontologymatching.org/2009/benchmarks
6 http://www.atl.external.lmco.com/projects/ontology/i3con.html

http://oaei.ontologymatching.org/2009/benchmarks
http://www.atl.external.lmco.com/projects/ontology/i3con.html


22 D. Ngo, Z. Bellahsene, and K. Todorov

(e.g., (networkA.rdf#Office≡ networkB#OfficeSoftware), (russia1#payment≡ russia2#
means of payment), etc.). However, the ML method strongly depends on the training
data. With different training data, different machine learning models will be generated
and, therefore different matching results will be produced. For instance, with some train-
ing data, ML can discover (cmt.owl#Co-author ≡ conference.owl#Contribution
co-author), but not with other. Moreover, for a given training data this mapping is dis-
covered by ML, but (cmt.owl#Document ≡ conference.owl#Conference document) is
not, even though the latter seems similar to the former. To address this problem, we have
designed the IR method, which is discussed in the sequel.

Performance of IR. The IR method proposed in YAM++ [18] outperforms all other
methods in the experiment. We analyze this fact by giving an example with two entities:
cmt.owl#Co-author and conference.owl#Contribution co-author. After splitting
and normalizing the labels, we have the following two sets of tokens: {coauthor}
and {coauthor, contribution}. Token coauthor appears in each input ontol-
ogy only once, whereas token contribution appears 10 times among 60 concepts
in the conference.owl ontology. Therefore, the information content of the token
contribution is lower than that of token coauthor. In particular, the normalized
tf-idf weights of each token inside the input ontologies are equal: {wcoauthor = 1.0},
{wcoauthor = 1.0, wcontribution = 0.34}. The two sets of tokens share only the to-
ken coauthor, hence the similarity computed by Tversky’s method is 1.0+1.0

1.0+1.0+0.34 =
0.855. Similarly, we have the similarity between (Document,Conference docu-
ment) equaling 0.91. In this pair, the token conference appears 15 times in the
conference.owl ontology. Therefore, this token brings little information for this
ontology and, consequently, this pair of entities represents a likely match.

It is difficult to give a clear indication which of these two best performing methods to
use – ML or IR. Clearly, in the absence of training data, the choice will go for IR. Even
in the presence of training data, the IR method appears to be more suitable because it
reaches an overall higher performance than ML for low values of the mapping selection
threshold. However, an advantage of the ML method is that it does not depend on the
setting of a filter threshold. Both methods can be combined within the architecture of
an ontology matching tool.

4 Structural Matchers and Mapping Selection

In this evaluation, we are interested in the behavior of structural similarity methods with
respect to the mapping selection module.

4.1 Methods

The following standard structural matching methods have been considered within this
study: ANCESTORS (two entities are similar if all or most of their ancestor entities
are already similar), DESCENDANTS (two entities are similar if all or most of their
descendant entities are already similar), LEAVES (two entities are similar if all or most
of their leaf entities are already similar [2]), ADJACENTS (two entities are similar
if all or most of their adjacent entities (parents, children, siblings, domains, ranges)
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are already similar), ASCOPATH (two entities are similar if all or most of entities in
the paths from the root to the entities in question are already similar [10]). DSIPATH
(Descendant’s Similarity Inheritance) (two entities are similar if the total contribution
of entities in the paths from the root to them is higher than a specific threshold [22]), and
SSC (Sibling’s Similarity Contribution) (two entities are similar if the total contribution
of their sibling entities is higher than a specific threshold [22]).

Additionally, we have considered the SP (Similarity Propagation) method. This
method is proposed in the system YAM++ as an extension of the well-known simi-
larity flooding algorithm [15]. The basic idea of the method is as follows. Assume that
the entities A1 and A2 in one ontology are related by a directed relation P and the en-
tities B1 and B2 in another ontology are related by the same directed relation. Then, if
we discover that (A1, B1) is a match, the SP method would imply that (A2, B2) is a
match, too. The similarity values between the two pairs are propagated to each other at
each iteration of algorithm. The approach is described in detail in [19].

4.2 Matching and Evaluation Strategy

To perform this experiment, we have used the Benchmark 2011 dataset from the OAEI
campaign including 103 test cases. These datasets are acquired by taking an original
ontology and altering the names of some of its entities by using random strings (no
variation by naming convention or synonym words). The entities whose labels have not
been altered are kept as in the original ontology. Therefore, a matching scenario which
takes as an input the original and the altered ontologies is appropriate for evaluating
the performance of structural methods. As an input to these structural methods, we use
the alignment produced by an identical metric (defined as one which returns a correct
mapping only for identical strings), since the non-altered string names are identical
in both ontologies. An additional characteristics of this dataset is that in some tests,
not only the names of entities are altered but also the ontology structure by flattening,
extension and other structure modifying operations.

The matching and evaluation strategy used in the experiment is given as follows.
Only three modules will be used: a terminological matcher, a structure-based matcher
and a mapping selection module.

The terminology-based matcher provides input mappings to the structural matcher.
They are provided by the identical metric, denoted by INIT MAPPINGS.

Each structure-based matcher corresponding to each of the selected structural mea-
sures above produces a similarity matrix for all pairs of entities from the two input
ontologies.

In the mapping selection module, we vary the threshold (0.01 – 0.9) to filter out the
mappings discovered by this matcher. The mappings obtained by the structural matcher
are combined with mappings obtained by the terminological matcher to produce the set
of candidate mappings. Then, a greedy selection method [14] is used to extract the final
alignment.

4.3 Results and Discussion

As can be seen from Fig. 3, when the threshold varies from 0.6 to 0.9, the structural meth-
ods converge to the INIT-MAPPINGS line where H-mean Fmeasure = 0.68 (4463 correct
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mappings, 27 incorrect mappings, 4342 unfound). This means that the structural methods
did not discover additional correct mappings or they discovered correct mappings, which
already exist in the init mappings. This is natural, because most of the structural methods
compute similarity between two entities based on the overlap of their structural patterns
(i.e., adjacent, ancestor, etc.) by using, for instance, the Jaccard measure. Therefore, the
higher the filter threshold, the lower the possibility of discovering new mappings.

Fig. 3. Mapping Selection for Structural Methods

We note that the corresponding matching qualities of the structural methods differ
significantly when the filter threshold is set to small values. We will consider methods
that perform poorly and such that perform well.

For threshold values between 0.01 and 0.09, ASCOPATH and ANCESTORS dis-
cover many incorrect mappings. For example, when the threshold is equal to 0.01,
ACSOPATH discovers 90 (= 4733 − 4643) additional correct mappings but 453 (=
480 − 27) incorrect mappings in comparison to the init mappings. This can be ex-
plained as follows. After observing the ontologies in the Benchmark 2011 dataset, we
see that the maximum depth and also maximum number of ancestors of an entity in the
ontology hierarchy is 5. Assume that two entities have only one common entity among
their ancestors. Then their similarity score is equal to 1/10 = 0.1 at least. If two entities
do not have any common entities, then their similarity is equal to 0. Therefore, with a
threshold in the range of 0.01 to 0.09, any pair of entities having at least one common
ancestor will be considered as a match. Since sibling entities have the same ancestors
and paths to these ancestors, they will have the same structural patterns. Therefore,
many pairs of entities will have the same similarity scores. Moreover, one entity may
have many descendant entities so many pairs of entities can be coupled, consequently,
many incorrect mappings will be produced.

In contrast, other methods such as DESCENDANTS, LEAVES, DSIPATH and SSC
provide better results with small thresholds than the methods discussed above. They dis-
cover more additional correct mappings and, consequently, improve the overall quality
of the matching. For example, with a threshold equal to 0.01, DESCENDANTS dis-
covers 494 (= 5137 − 4643) additional correct mappings and 175 (= 202 − 27) in-
correct mappings in comparison to the init mappings. Similarly to the ASCOPATH and
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ANCESTORS methods, with low threshold filter, many pairs of entities are passed.
However, these methods clearly distinguish the structural patterns of entities. For in-
stance, in DESCENDANTS and LEAVES, different entities have different sets of leaves
/ descendants; in DSIPATH and SSC, they use different contribution percentage of en-
tities according to how much one entity is important to another [22]. Therefore, by run-
ning greedy selection, which always selects the pair of entities having high similarity
score with 1:1 cardinality, most of the selected mappings are correct.

Performance of SP. The similarity propagation (SP) method that we propose differs
from the other structural methods discussed above in several aspects. Note that the simi-
larity scores produced by SP are not absolute but relative values due to the normalization
process at the end of each running iteration. SP propagates similarity values from one
pair of entities to another, hence, if two entities have a similarity score higher than 0,
then they are considered as similar to a certain degree. Thus, with a low threshold filter,
SP discovers more correct mappings than with a high threshold value. Moreover, the
similarity score of a pair of entities depends not only on their current status but also on
the status of other related (neighboring) pairs. The more neighbors with high similarity
a pair of entities has, the likelier that they are matched. For example, when the threshold
is set to 0.01, SP discovers 1298 (= 5941− 4643) additional correct mappings and 247
(= 274− 27) incorrect ones in comparison with the init mappings. Therefore, SP dis-
tinguishes well correct and incorrect mappings by ranking the similarity scores which
is the main reason why this method outperforms the other local structural methods dis-
cussed above when the filter threshold is low.

5 Impact of Noisy Input on Structural Matchers

In this experiment, we evaluate the behavior of different structural matchers when we
add noise into the mappings that these methods take as an input from a terminological
matcher. Here, we call ”noise” a pair of dissimilar entities labeled as similar by the ter-
minological matcher. Indeed, in real matching scenarios, a terminological method rarely
produces 100% precision, consequently, it rarely provides input mappings without noise
to the structural methods. We will study the impact of this noise on the mappings dis-
covered by several structural methods with the aim to outline the most stable among
these methods with respect to the presence of noise.

5.1 Methods and Evaluation Strategy

For these experiments, we have used the Benchmark 2011 dataset from the OAEI cam-
paign. The reasons for this choice given in Section 4 are valid here, as well, since we
are dealing with structural methods.

At terminological level, we use the identical metric. To produce noise, we add a
number of random incorrect mappings, which correspond to N% of the size of the
original init mappings, with N ∈ {0, 10, .., 100}.

At structural level, the matcher takes input mappings from the terminological matcher.
According to the experiments in Section 4, we select the best threshold filter for each
structural method. For example, θSP = 0.01, θDESCENDANTS = 0.01, θADJACENTS

= 0.07, etc.
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At each iteration, we count the total number of correct mappings and the total number
of incorrect mappings that a structure method produces over all 103 test cases contained
in the Benchmark 2011 dataset.

Fig. 4. Impact of input noise on structural matchers

5.2 Results and Discussion

Fig. 4 shows the total number of correct and incorrect mappings produced by the struc-
tural methods at each time when noisy data are added to the input. When noisy data
are added, the number of correct mappings discovered by all the methods decreases.
Regarding the number of incorrect mappings, it increases for all methods, except for
DSIPATH and SSC. Note that DSIPATH and SSC differ from the other local structural
methods in terms of the interaction between the entities in an ontology. For example,
the similarity of two entities computed by DSIPATH strongly depends on the similarity
provided by input mappings and decreasingly depends on the similarity of their parents,
grandparents, etc. Consider two entities of two input ontologies. If noise appears at the
same level in their paths to the root, their similarity will be impacted by this noise, other-
wise, it will not. Therefore, the impact of noise in discovering further mappings depends
on the position of the entities in the hierarchies of the input ontologies. Because noise
is generated randomly, its impact is hard to predict for these methods. Other structural
methods use set operations (i.e., intersection, union) with no hierarchical consideration
for the elements. When noise appears in the set of ancestors or descendants of two en-
tities, the noise will directly propagate errors to them. Therefore, as seen in Fig. 4, the
number of incorrect mappings increases in almost all structural methods of this type.

This experiment shows the dominance of similarity propagation (SP) over other
structural methods in terms of stability. When noisy data reaches 100%, SP still dis-
covers 913 additional correct mappings in comparison to the init mappings. Note that
the maximum number of correct mappings discovered by the other methods is only
612 mappings with no noise added. Moreover, from 0% to 100% of the noisy data, SP
produces only 57 (321− 274) additional incorrect mappings. In contrast, for example,
the LEAVES method produces 481 (553 − 72). This is explained by the fact that SP
takes into account all kinds of semantic relations of entities such as concept-concept,
concept-property and property-property, which reduces the impact of noise.
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6 Interaction of Terminological Matchers with Structural and
Semantic Matchers

In this evaluation, we are going to study the impact of the quality of the input map-
pings provided by several terminological methods on the matching quality of structural
and semantic matchers. More precisely, we are interested in discovering which are the
terminological methods that provide best performance of the structural and semantic
matchers for a given mapping selection threshold.

6.1 Methods and Evaluation Strategy

To carry out this experiment, we have used the Conference dataset from the OAEI
campaign, which is a real world dataset from the domain of scientific publishing. Our
evaluation strategy is described as follows.

At terminological level, we have used three different methods to produce initial map-
pings. The choice of these matchers has been motivated by the study described in Sec-
tion 3 and the results shown in Fig. 2. We have chosen QGrams representing token-
based methods and ISUB representing edit-based methods because they show different
behaviors when the terminology-based filter threshold changes as compared to the other
methods. In addition, we have included IR, representing global methods, which is the
best performing among these methods.

At structural level, we have considered SP which takes input from the terminological
matchers and performs similarity propagation. This choice is justified by the fact that
this method has shown to perform best in the experiments in Section 4.

At semantic level, we use the global diagnosis optimization method proposed in [13]
which refines input terminological mappings in order to remove inconsistent ones.

We have studied the performance of each of the terminological methods when used
alone and when used as an input for the structural and the semantic methods, respec-
tively. At each iteration, the matching quality is evaluated by comparing the discovered
alignment to a reference alignment.

6.2 Results and Discussion

Fig. 5 shows the performance of the terminological methods used alone and in com-
bination with a structural matcher (SP) again as a function of the mapping selection
threshold. Fig. 6 shows the behavior of the same terminological methods, this time
taken as an input by a semantic matcher. The first observation is that the structural and
the semantic methods combined with terminological matchers have similar behaviors,
therefore the following analysis will encompass both.

Globally, the combined methods outperform the single terminological methods. Sim-
ilarly to the previous experiments, the overall performance increases by increasing the
threshold value. Quite straightforwardly, the quality of the combined methods increases
simultaneously with the quality of the single terminological methods.

Further, we notice that the methods based on QGrams tend to be more stable over
the variations of the filter threshold and provide high quality results already at low filter
values. This is explained by the fact that the QGrams measure is based on Jaccard sim-
ilarity computation and as soon as the threshold value reaches 0.6, the matcher already
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Fig. 5. Interaction of terminological methods with a structural matcher (SP) w.r.t. different values
of the mapping selection filters

Fig. 6. Interaction of terminological methods with a semantic matcher (SM) w.r.t. different values
of the mapping selection filters

accounts for two third of the overlapping tokens. The methods based on ISUB have a
different behavior – they have an almost linear growth of the performance as a func-
tion of the filter threshold, reaching higher values of the F-measure than the ones of the
QGrams methods for thresholds above 0.9, both for structural and semantic approaches.

We explain that by the fact that at a certain level of the threshold value, the number
of incorrect mappings is always higher than the number of correct mappings, especially
due to the 1:1 cardinality. Therefore, when the threshold value increases, the number
of removed incorrect mappings will get higher than the number of removed correct
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mappings. Thus, the overall quality increases. However, after surpassing the threshold
of 0.95 the quality decreases again. This is due to the fact that when the threshold is
that high, only identical or nearly identical strings are passed (i.e. the overall number of
passed entities decreases).

Finally, we note that the mapping selection component is a very important interme-
diate level between the terminology matchers and the structural or semantic ones in
order to select output of each matching component. Indeed, the quality of the produced
alignments is much worse if no mapping selection is performed. In the experiments, the
role of mapping selection is shown by varying the value of the filter threshold.

As a general conclusion, we outline the fact that both the structural and the semantic
matchers boost the performance of both local and global terminological methods, but
perform best by taking input from the global IR method.

7 Conclusion

In this empirical study, we have presented an analysis of the interaction between the
components of an ontology matching system, seen as a chain in which the resulting
mapping of a given module is the input to another. We have used evaluation data from
the OAEI campaign. In the first place, we were interested in the impact of the mapping
selection module on the performance of terminological and structural methods reveal-
ing the advantage of using global methods vs. local ones. Further, we have carried an
extensive study on the flaw of the performance of a structural method in the presence
of noisy input coming from a terminological method. Finally, we have analyzed the be-
havior of a structural and a semantic matcher with respect to different inputs taken from
different terminological methods at different values of the mapping selection filter.

The results of this study are oriented towards researchers and practitioners and are
meant to serve as a guide in the design and the use of a matching tool. Our outcomes
provide a support on the choice of matchers and the effects that can be expected in
their selection and combination. The ultimate goal has been to give the user control and
understanding of the mechanism behind an ontology matching system.
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Abstract. With a growing number of ontologies used in the semantic web, agents
can fully make sense of different datasets only if correspondences between those
ontologies are known. Ontology matching tools have been proposed to find such
correspondences. While the current research focus is mainly on fully automatic
matching tools, some approaches have been proposed that involve the user in the
matching process. However, there are currently no benchmarks and test methods
to compare such tools. In this paper, we introduce a number of quality measures
for interactive ontology matching tools, and we discuss means to automatically
run benchmark tests for such tools. To demonstrate how those evaluation can
be designed, we show examples on assessing the quality of interactive matching
tools which involve the user in matcher selection and matcher parametrization.

1 Introduction

Ontologies are used for describing information in the semantic web as well as for as-
signing meaning to data. Until now, there has been no commonly agreed upon a univer-
sal ontology, and it is unlikely that such an ontology will ever exist. On the contrary,
there is a wide spectrum of ontologies used in the semantic web. For example, in the
Linked Open Data cloud, more than half of the 295 datasets use their own ontologies.1

To use information from those ontologies in a reasonable way, ontology alignments,
i.e., links between those ontologies, are necessary. Ontology matching tools are capable
of finding such alignments. In the past, research on ontology matching tools has been
focused on developing fully automatic ontology matching tools to a large extent.

Performing ontology matching fully automatically in high quality is hard. For many
real-world datasets, fully automatic state of the art tools still yield results at a quality
level that is unsatisfying for many use cases. At the recent ontology alignment evalua-
tion initiative (OAEI),2 the best fully automatic ontology matching tools have yielded
a result quality3 of about 70% for single-language and 40% for multi-lingual matching
tasks from the conference domain [1].

1 http://wifo5-03.informatik.uni-mannheim.de/lodcloud/state/
2 http://oaei.ontologymatching.org/
3 In terms of F-measure, i.e., the harmonic mean of recall and precision.
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Our hypothesis implies that there is an upper bound to the quality of the alignment
which is hard to exceed by fully automatic ontology matching tools. As stated by Fal-
coner and Noy, ontology matching is “a very challenging problem for both man and
machine” [10], which calls for semi-automatic approaches combining the strengths of
automatic matching algorithms and the expertise of domain experts in the matching
process. On the other hand, domain experts are a scarce and expensive resource. This
makes it necessary to a) design tools that draw maximum benefits from as little user
interaction as possible, b) define suitable evaluation measures that capture those ben-
efits and interactions, as well as the trade-off between them, and c) provide automatic
evaluation approaches for such tools.

Incorporating user interaction in ontology matching tools is still a major challenge in
ontology matching today [28]. Furthermore, unlike the OAEI benchmarks that measure
the quality of fully automatic ontology matching tools in terms of recall, precision,
and F-measure, there are no commonly agreed upon quality measures for interactive
ontology matching tools, let alone comparative evaluations [10].

This paper introduces a number of quality measures for interactive ontology match-
ing tools, inspired by a similar field of research in the area of machine learning, i.e.,
active learning [25]. Furthermore, we discuss how that quality can be measured in fully
automatic test settings.These test settings will form the basis of a new branch of tests in
future OAEI campaigns.

The rest of this paper is structured as follows. In Section 2, we discuss previous
approaches to interactive ontology matching and evaluations. Section 3 introduces a
general framework for describing interactive ontology matching tools. Based on that
framework, we discuss a number of measures in Section 4. To illustrate how interac-
tive ontology matching tools can be evaluated, we show two experiments for interactive
matching in Section 5, that deal with matcher selection and parameterization. We con-
clude with a summary and an outlook on future work.

2 Related Work

Interactive ontology matching is closely related to active learning, a problem class in
machine learning where the algorithm actively presents instances to label to a user [25].
The idea behind active learning is that a learning algorithm can minimize the workload
to label examples if it is able to choose examples that are “interesting” for learning, e.g.,
borderline cases. Active learning has been successfully applied to other fields, related to
ontology matching. Isele et al. discuss an active learning approach to generate linkage
rules for the Web of Data [14], de Freitas et al. provide a method for detecting data
duplication in databases [5] and Rodler et al. use it for ontology debugging [26].

In general, there are several possibilities how and at which point of time to involve
the user in the matching process. This can be either before, during or after the match-
ing process. Common examples to improve the matching by involving the user include
defining system configurations, creating anchor mappings, correcting suggested corre-
spondences, or evaluating the created alignment.

Several matching systems provide a configuration which can be adapted by the user
according to the actual matching task. Since defining a configuration is a difficult task
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for domain experts, some approaches ask users for example mappings or validation of
generated correspondences instead [23,27].

Most ontology matching systems combine different matching strategies. Some of the
systems implementing machine learning for selecting strategies and fully automatically
learn how to best combine the matching methods, e.g. GLUE [6]. Other approaches,
e.g. [7], even combine several different matching systems. Beside automatic combina-
tion, some systems involve the user by asking for validation of created correspondences
[6,8,16] or request an initial list of correspondences and non-correspondences [32].
Such approaches are capable of outperforming conventional systems (in terms of qual-
ity), but it is not clear how the additional effort of the training or even user interaction
pays off and to which amount, nor how to measure that trade-off between user efforts
and improvement in alignment quality.

Besides the configuration and combination of matching systems, users can help to
improve the alignment, or the systems can support the users to generate an alignment.
The improvement can either be done a posteriori or (interactively) during the process.

One idea to perform an improvement after the matching is to let the user rate the cor-
respondences such that other users can take advantage of this rating [22]. This strategy
is independent of the applied matching system, however, cannot help to improve future
mappings since the rating is not fed back into the matching systems. Approaches such
as PROMPT perform the alignment generation interactively, ask the user for feedback,
indicate conflicts [20], and/or provide a proper visualization to support the decision
[3]. Moreover, they usually try to reduce the number of user interactions.Whenever a
domain expert is asked to manually create mappings, several tools can be taken into
account to support the process, e.g., by showing partial results when certain matching
rules are applied [2,19] or to point the user to places where attention is required [18].

Since collaborative strategies are getting very popular, some matching systems even
apply concepts like crowd sourcing [24] or gamification [30] to generate ontology align-
ments. Obviously, these approaches require a lot of user interactions.

The proposed systems clearly differ in the kind and amount of user involvement.
Most of the corresponding papers provide some evaluation, but they are rarely compa-
rable since they often apply different data sets or focus on various measures, e.g. quality,
runtime, and/or amount of user interaction.

Evaluation of ontology matching tools, such as the ontology alignment evaluation
initiative (OAEI), have focused on non-interactive aspects of the systems so far, and
do not take any user interaction into account. In contrast, Lambrix and Edberg [17]
performed an evaluation to compare tools with user involvement. They compared two
interactive matching systems with respect to availability, stability, representation lan-
guage, functionality, assistance, precision and recall of the mapping suggestions and
time, and also evaluated user satisfaction with a questionnaire. However, an evaluation
campaign involving many tools and including a certain amount of users would result in
an enormous effort and is thus hardly feasible.

Falconer and Storey [11] proposed a theoretical framework with several principles
and corresponding software requirements for ontology matching systems. They intro-
duce several functionalities each a tool should provide. These functionalities are con-
cerned with user analysis and decision making, interaction, analysis and generation as
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well as representation. Their work only shows a theoretical framework but does not
provide any benchmarks or evaluation techniques.

So far, several methods for interactive ontology matching have been proposed. How-
ever, as stated in [10], “evaluation of such [semi-automatic ontology matching] tools is
still very much in its infancy.” With this paper, we aim at closing that gap by providing
a set of measures and a toolkit for fully automatic evaluation of interactive ontology
matching tools.

3 Generic Framework

Non-interactive ontology matching tools do not provide any point of interaction be-
tween their invocation and the delivery of the final alignment. In the standard model
introduced by Euzenat and Shvaiko [9], ontology matching tools take two ontologies
and an (optional) alignment as input, and, optionally based on some parameters and ex-
ternal resources, deliver a final alignment. We extend that model to include interaction
with a user.

To describe those interactions, we use the following convention: an alignment is a
set of triples, also called correspondences

< o1#e1, o2#e2, r >, (1)

where o1#e1 is an element from ontology one, o2#e2 is an element from ontology
two, and r is a relation that holds between the two, such as equality or subsumption.
While most ontology matching tools also deliver a confidence score for each triple,
we consider that confidence score as meta-information on the alignment rather than
part of the alignment itself. Furthermore, we only consider simple mappings that relate
single elements, and not complex mappings, which might call for different forms of
interaction. Examples for possible interactions include, but are not limited to:

Asking for Validation of a Candidate Alignment. The tool provides a mapping ele-
ment < o1#e1, o2#e2, r > and asks the user if that mapping is correct or not.

Asking for Definition of the Relation in a Candidate Alignment. The tool provides
a mapping element < o1#e1, o2#e2, X > and asks the user for filling in the vari-
able X for the relation that holds between e1 and e2, e.g. broader than or equivalent
to.

Asking for Completion of an Element in a Candidate Alignment. The tool provides
a mapping element with a variable, e.g., < o1#e1, X, r > and asks the user to fill
in the variable X , if there is a sensible substitution.

Figure 1 depicts our generic framework. The tool may issue a hypothesized partial
alignment (which may contain variables, as discussed above) to a domain expert, and
asks for carrying out a certain action, such as validation or completion. The domain
expert returns a correct partial alignment (which may be empty, in case a hypothesized
alignment is completely discarded by the user). After a certain number of interactions
(which may be after a fixed a number of interactions or when the tool has derived an
alignment it considers to be stable), the tool delivers a final alignment.

Note that the list of interactions above is not fixed, and that the interactions may go
beyond purely validating the system’s output. For example, users may also be asked for
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Fig. 1. A generic framework for interactive ontology matching, as an extension of [9] and [10].
Unlike fully automatic matching systems, interactive ontology matching systems support (an arbi-
trary number of) interactions between the system and a domain expert, triggered by the matching
system. Typically, the ontology matching system will provide a hypothesized, partial alignment,
possibly containing variables, which is validated and completed by the domain expert.

arbitrary example mappings (using the third type of interaction with two variables), or
for the confirmation of completeness of a partial alignment.

4 Evaluation Measures for Interactive Ontology Matching Tools

Non-interactive ontology matching tools are evaluated using recall, precision, and in
particular F-measure [9]. Interactive ontology matching tools require different measures
which take into account the achieved result quality (i.e., the F-measure), as well as the
economic use of the domain expert’s workload, e.g., the amount of mappings a user has
to validate.

To compute a domain expert’s workload, we assign costs ci to each action ai per-
formed by the domain expert. This is a generic cost, which can be filled by different
actual measures when implementing our model, such as the time consumed, the money
paid to an expert, or the money spent on a crowdsourcing platform. With those values,
we can compare two matchers both by the F-measure they achieve, as well as by the
cost of interaction they have caused.

For an automatic evaluation, it is often necessary to further simplify the cost model.
For example, an automatic evaluation scenario may only allow one type of interaction.
In that case, it is possible to assign a constant weight (e.g., 1) to each interaction. In
the case that different interactions are allowed, the weights have to be fixed in a more
sophisticated manner (e.g., letting users perform sample tasks of each type, and com-
puting average times for those tasks). In scenarios where different interactions are pos-
sible, those may impose different cognitive loads on the domain expert (e.g., confirming
or discarding an element is less demanding than completing an incomplete mapping).
Thus, those different loads have to be reflected in different costs, which of course are
only an approximation of the actual costs.

While it is easy to optimize F-measure (let the domain expert do everything) and cost
(do not involve the domain expert at all) on their own, achieving a reasonable trade-off
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Fig. 2. An example learning curve for an ontology matcher. After each interaction step, the F-
measure of the preliminary alignment is graphed against the cost consumed so far. The cost axis
uses a logarithmic scale to reward fast convergence towards an optimal F-measure.

between the two is more challenging. Furthermore, depending on the actual interactive
ontology matching algorithm, it may be difficult to determine when to stop, as better
results may still be achieved through more user involvement. In order to account for
those differences, we demand that each matching tool is capable of delivering a prelim-
inary alignment Aprelim at any given point in time. This alignment represents the best
alignment found so far.4 Having preliminary alignments allows for plotting a learning
curve of F-measure relative to the cost consumed, as shown in Fig. 2.

As discussed above, interactive ontology matching follows a similar task setting as
active learning. Active learning tools are often evaluated by drawing a graph depicting
the quality of the learning algorithm (e.g., its ROC value) plotted against the number
of examples presented to the user. The normalized area under that curve (referred to
as AUL, the area under the learning curve) is then used as a measure for comparing
active learning tools [12]. A high AUL is achieved if a tool reaches a high overall F-
measure and converges towards that value with few user interactions. To reward quick
convergence (and, hence, efficient use of the domain expert’s workload), the cost axis
uses a logarithmic scale.

Given that the F-measure after the i-th user interaction is measured as fi using the
preliminary alignment Aprelim, and the cost of the i-th interaction is measured as ci,
the normalized AUL, using a logarithmic scale for the cost axis, can be computed as

AUL =
1

log
n∑

i=1

ci

n∑
i=1

(
log

i∑
k=1

ck − log
i−1∑
k=1

ck

)
fi + fi−1

2
(2)

In that case, f0 is the F-measure that the tool achieves without any user interaction, such
as a default initial mapping determined with a simple string-based similarity measure.
When using the AUL measure for comparing two matchers performing user interactions
at a different overall cost, the final F-measure of the matcher consuming lower cost is

4 Tools that do not maintain any intermediate results may simply return an empty alignment.
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used for the remaining interactions steps of the matcher consuming higher cost, so that
the AUL values can be compared in a meaningful manner. Usually, the largest cost
consumed is normalized to 1, so that AUL is a value between 0 and 1.

Next to AUL, the maximum F-measure value fmax reached during the interactive
matching process, as well as the final F-measure value ffinal are of interest. For an ideal
interactive ontology matching tool, the learning curve is monotonously increasing, thus,
fmax = ffinal holds in that case. However, real interactive ontology matching tools will
probably not always expose that behavior.

Besides new quality measures, interactive ontology matching introduces a new base-
line as well. After each interaction, the human expert may have generated a partial
mapping. For example, after correcting n mappings, there are is a partial mapping up
to size n. The F-measure achieved with that mapping, depicted as fhuman, serves a
baseline for interactive matching tools: a matching tool that makes use of a number of
interactions with a domain expert should provide a better alignment than that created
by the domain expert alone.

For automatically evaluating interactive matching systems, we use the architecture
depicted in Fig. 3.5 An evaluation system which holds the reference alignment creates
an oracle that answers the queries posed by the matching system. It informs the eval-
uation system whenever the oracle is called. The evaluation system can then ask the
matching system for a preliminary alignment, as discussed above, whenever the oracle
is called, in order to plot the learning curve and compute the final AUL value once the
matching system has returned its final alignment.

5 Experiments

To illustrate how interactive ontology matching tools are evaluated, as well as providing
some reasonable use cases for interactive ontology matching, we have conducted two
experiments: interactively selecting a matcher for a given problem, and interactively
tuning a matcher’s parameters. These experiments use existing matchers and results
from previous OAEI challenges and an illustration of how to implement our evaluation
framework, rather than an in-depth study in matcher combination and parameterization,
as the results strongly depend on the matchers and data used for the experiments.

5.1 Experiment 1: Matcher Selection

Not all ontology matching tools perform equally well on each ontology matching task.
Thus, automatically selecting a matching tool for a given pair of ontologies is desirable
to allow for optimal matching results. However, selecting a matching tool is difficult
for an end user, who may be a domain expert, but not an expert for ontology matching
tools [29].

As a possible solution, matchers can be selected indirectly by a domain expert in
an interactive matching setting. By letting users rate individual mappings generated by

5 An implementation of that framework, based on the Alignment API [4], is available from
http://www.ke.tu-darmstadt.de/resources/ontology-matching/
interactivematching/

http://www.ke.tu-darmstadt.de/resources/ontology-matching/interactivematching/
http://www.ke.tu-darmstadt.de/resources/ontology-matching/interactivematching/
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Fig. 3. Framework for evaluating interactive ontology matching tools. In order to facilitate au-
tomatic evaluation, the domain expert in Fig. 1 is replaced by an automatic oracle. The oracle
is observed by the evaluation system in order to track the cost consumed. The evaluation mea-
sures are calculated based on the cost consumed and the quality of the preliminary (i.e., the best
alignment found so far at a given point in time) and final alignments generated by the matching
tool.

different matching tools, we can select the matching tool that receives the best ratings
for a given pair of ontologies. In that case, we assume that the performance on a rated
partial alignment correlates with the performance on the complete alignment, which is
a valid assumption, as shown in [23].

For this experiment, we have used the dataset from the OAEI 2012 conference track.6

The public part of this dataset consists of seven ontologies and pairwise reference align-
ments, resulting in a total of 21 matching problems. In order to test the matcher selec-
tion, we have used three of the currently best performing matchers on this dataset: CODI
[13], LogMap [15], and Optima [31].7

As shown in Table 1, they all have their strengths and weaknesses: Each tool is
superior on a number of individual problems (CODI: four, LogMap: seven, Optima:
seven, tied: three). This shows that not every matching problem is best addressed by
the same strategy: While CODI reformulates the matching problem as an optimization
problem, Optima is a combination of “classic” matching techniques, such as string sim-
ilarities and structural measures, and LogMap uses reasoning for computing a mapping.
LogMap, the best tool among the three, achieves an average F-measure of .69, however,
if we were able to always select the best tool, that selection would yield an average
F-measure of .73 (and hence even beat the best tool in the competition, YAM++, which
reaches an overall F-measure of .71).

The algorithm for selecting matchers is designed as follows: each matcher is run
on the dataset. From the results, we collect all mappings that are found by at least
one, but not by all matchers. Those mappings are put in a list in random order, and pre-
sented to the user for validation. We use one basic kind of interaction, i.e., validating if a

6 http://oaei.ontologymatching.org/2012/conference/
7 We did not take the best performing tool YAM++ into account, because it was the best tool in

the majority of all cases, which makes it uninteresting for demonstrating matcher selection.

http://oaei.ontologymatching.org/2012/conference/
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Table 1. Setup and results of the matcher selection experiment. The table depicts the individual
results of the matchers included in the experiment, with the best results marked in bold. For both
selection strategies, the final and the maximum F-measure, the total cost of interactions and the
AUL value are depicted.

Matcher Selection by F-measure Selection by scoring
Data CODI LogMap Optima ffinal fmax cost AUL ffinal fmax cost AUL
cmt-conf 0.56 0.54 0.63 0.63 0.63 14 0.59 0.63 0.63 14 0.61
cmt-confOf 0.56 0.45 0.61 0.61 0.61 7 0.56 0.61 0.61 7 0.55
cmt-edas 0.73 0.76 0.67 0.73 0.76 8 0.71 0.67 0.76 8 0.70
cmt-ekaw 0.67 0.67 0.5 0.67 0.67 11 0.67 0.67 0.67 11 0.67
cmt-iasted 0.89 0.89 0.72 0.89 0.89 3 0.89 0.89 0.89 3 0.89
cmt-sigkdd 0.75 0.91 0.87 0.91 0.91 7 0.91 0.91 0.91 7 0.91
conf-confOf 0.67 0.76 0.80 0.80 0.80 20 0.80 0.80 0.80 20 0.69
conf-edas 0.60 0.73 0.63 0.73 0.73 18 0.70 0.63 0.73 18 0.67
conf-ekaw 0.5 0.56 0.45 0.56 0.56 17 0.56 0.56 0.56 17 0.56
conf-iasted 0.4 0.61 0.44 0.61 0.61 17 0.61 0.61 0.61 17 0.61
conf-sigkdd 0.71 0.71 0.77 0.77 0.77 11 0.73 0.77 0.77 11 0.74
confOf-edas 0.51 0.67 0.69 0.69 0.69 13 0.67 0.69 0.69 13 0.68
confOf-ekaw 0.74 0.80 0.83 0.83 0.83 10 0.81 0.83 0.83 10 0.82
confOf-iasted 0.67 0.62 0.64 0.67 0.67 11 0.64 0.64 0.67 11 0.64
confOf-sigkdd 0.92 0.73 0.88 0.92 0.92 6 0.86 0.88 0.92 6 0.83
edas-ekaw 0.62 0.58 0.64 0.64 0.64 12 0.63 0.64 0.64 12 0.61
edas-iasted 0.58 0.52 0.54 0.58 0.58 13 0.55 0.54 0.58 13 0.54
edas-sigkdd 0.61 0.64 0.64 0.64 0.64 2 0.64 0.64 0.64 2 0.64
ekaw-iasted 0.67 0.70 0.54 0.70 0.70 15 0.70 0.70 0.70 15 0.70
ekaw-sigkdd 0.86 0.74 0.80 0.86 0.86 9 0.83 0.80 0.86 9 0.81
iasted-sigkdd 0.75 0.85 0.63 0.85 0.85 16 0.83 0.85 0.85 16 0.85
average 0.67 0.69 0.66 0.73 0.73 11.4 0.71 0.71 0.73 11.4 0.70

candidate mapping element is correct or not. Based on the user’s response, a score for
each matcher is computed. We use two different variants for scoring matchers:

F-measure. Based on all true positives and false positives gathered from the user so
far, we compute a partial F-measure, as described in [23].

Scoring. For a true positive, all matchers that have found the element increase their
score by 1, for a false positive, all matchers that have not found the element increase
their score by 1.

For both variants, in case of ties, the tool with the higher a priori quality (i.e., with the
better overall performance in OAEI 2012) is returned (in that case, a random selection
would also be possible). Since scores are attributed after each interaction step, we can
always return a preliminary alignment (i.e., the one produced by the matcher which is
currently the best).

The results are shown in Fig. 4 and Table 1. It can be observed that the baseline
(i.e., only using the matcher which is best on average) is constantly exceeded by both
approaches after only two interactions. The value for fhuman is always worse than the
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Fig. 4. Resulting learning curves for the matcher selection experiment on the OAEI conference
dataset, using three matchers. The best results are achieved by selection via F-Measure. After
four interactions, the default selection is outperformed, and the algorithm quickly approaches the
theoretical best selection.

baseline, which shows that the approach actually makes significant use of the informa-
tion gathered from the domain expert.

When comparing both variants, it can be observed that selection by F-measure is
slightly superior to selection by scores, as it is less likely to diverge again once it has
found an optimal matcher, which can be seen by comparing fmax to ffinal. For se-
lection based on F-measure, the best possible selection is achieved in all but one case
(after a maximum of 14 interactions), i.e., fmax ≈ ffinal; the selection based on scores
misses the best possible selection in six out of 21 cases., i.e., fmax > ffinal. In both
cases, fmax equals the best possible selection, i.e., the best matcher is found at least
once in the process, but only the approach using selection by F-measure actually sticks
to the best selection.

To analyze how the approach can deal with a larger number of matchers, we have
repeated the experiment above with all matchers participating in OAEI 2012, again
using the conference dataset. The results are depicted in Fig. 5. Here, the superiority of
selection via F-measure over selection via scores is even more strongly visible: only the
selection via F-measure converges towards the optimum selection, while selection via
scores is not capable of outperforming the average selection baseline.

The reason why selection via scores is not optimal is that each true negative (among
the false positives found by any other matcher) and each true positive equally increase
the score. This can lead to skewed results in some situations. For example, a “defensive”
matcher with low recall and high precision can become over-rated in the presence of a
matcher producing a large number of false positives. Such effects are avoided using
selection via F-measure, which provides a more accurate approximation to the final
F-measure achieved in the selection process.
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Fig. 5. Resulting learning curves for the matcher selection experiment with all matchers on the
OAEI conference dataset. Only selection via F-Measure is capable of finding the best possible
selection, but the number of user interactions required is fairly large.

5.2 Experiment 2: Matcher Parametrization

Like selecting a matcher that performs optimally on a dataset, setting good parameters
for that matcher is a task that is hard to perform for a person who does not know about
the internals of that matcher (it may even be hard for the developer of the matcher, since
some parameters are hard to determine without experimentation) [23,29]. In our second
experiment, we try to let users determine parameters indirectly via rating candidate
alignments instead of direct parameter manipulation.

In this experiment, we use the matching tool WeSeE [21], which, like many tools,
requires a parameter for the cutoff threshold above which mappings are returned. As
shown in Table 2 for the conference dataset, always selecting an optimal threshold
would yield an F-measure of 0.70, while the best global threshold only yields 0.65.

We determine the threshold to select by presenting mappings to the user and collect-
ing the feedback. The presented mappings are selected by using a search window of
size w containing mappings around a given threshold.

To find the threshold, we use the following algorithm: starting with thresholds of
0, 0.5, and 1, we initially pick each w mapping element which has a confidence score
as close as possible to those values. After rating the 3 · w elements, the approximate
F-measure on each of those thresholds is calculated based on all the elements rated so
far, like in experiment 1. For the best threshold value, we divide the intervals left and
right of that value in half and select to mapping elements at those split points for the
next round of interaction. The algorithm ends if there are no more mappings elements
between two split points.

All costs are set as in experiment 1. The results are shown in Fig. 6 and Table 2
for window sizes w of 1, 3, and 5. It can be seen that the baseline is exceeded in all
three variants, and that the results are close to the optimum. For window sizes 1 and 3,
the search algorithm is sometimes distracted in a wrong direction, thus, the F-measure
does not grow monotonously. For a window size of 5, where a lot of mapping elements
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Table 2. Setup and results of the matcher parametrization experiment with WeSeE-Match. The
table depicts the matcher’s results with a default threshold parameter and with the best possible
threshold parameter. For the three variants, the final and the maximum F-measure achieved, as
well as the total cost of interactions and the AUL value are depicted.

Threshold w = 1 w = 3 w = 5
Data def. best ffinal fmax cost AUL ffinal fmax cost AUL ffinal fmax cost AUL
cmt-conf 0.58 0.62 0.58 0.58 11 0.44 0.58 0.58 16 0.45 0.58 0.58 22 0.43
cmt-confOf 0.43 0.48 0.38 0.38 9 0.34 0.48 0.48 14 0.37 0.48 0.48 22 0.37
cmt-edas 0.76 0.76 0.76 0.76 11 0.51 0.76 0.76 16 0.47 0.76 0.76 22 0.41
cmt-ekaw 0.49 0.67 0.67 0.67 9 0.48 0.67 0.67 14 0.45 0.67 0.67 19 0.42
cmt-iasted 0.89 0.89 0.89 0.89 9 0.57 0.89 0.89 17 0.45 0.89 0.89 22 0.36
cmt-sigkdd 0.82 0.92 0.92 0.92 10 0.65 0.92 0.92 19 0.59 0.92 0.92 20 0.55
conf-confOf 0.71 0.71 0.69 0.69 10 0.49 0.71 0.71 16 0.48 0.71 0.71 22 0.53
conf-edas 0.64 0.69 0.67 0.67 11 0.48 0.67 0.67 17 0.45 0.62 0.67 22 0.40
conf-ekaw 0.45 0.54 0.55 0.55 12 0.53 0.46 0.48 17 0.38 0.52 0.55 29 0.50
conf-iasted 0.38 0.42 0.44 0.44 10 0.28 0.44 0.44 18 0.23 0.35 0.35 22 0.21
conf-sigkdd 0.69 0.69 0.67 0.67 11 0.48 0.69 0.69 18 0.47 0.69 0.69 25 0.44
confOf-edas 0.65 0.69 0.69 0.69 12 0.48 0.69 0.69 16 0.47 0.69 0.69 30 0.44
confOf-ekaw 0.78 0.82 0.76 0.76 10 0.61 0.79 0.79 14 0.72 0.82 0.82 21 0.70
confOf-iasted 0.67 0.71 0.67 0.67 10 0.45 0.71 0.71 16 0.43 0.71 0.71 21 0.37
confOf-sigkdd 0.83 0.86 0.83 0.83 9 0.58 0.86 0.86 16 0.54 0.86 0.86 20 0.48
edas-ekaw 0.50 0.59 0.48 0.48 10 0.39 0.51 0.51 18 0.38 0.56 0.56 22 0.39
edas-iasted 0.56 0.63 0.62 0.62 11 0.41 0.62 0.62 22 0.37 0.62 0.62 30 0.32
edas-sigkdd 0.61 0.77 0.77 0.77 12 0.50 0.72 0.72 18 0.43 0.72 0.72 22 0.40
ekaw-iasted 0.67 0.75 0.75 0.75 20 0.48 0.67 0.67 17 0.36 0.75 0.75 22 0.38
ekaw-sigkdd 0.78 0.78 0.78 0.78 10 0.53 0.78 0.78 14 0.52 0.78 0.78 20 0.49
iasted-sigkdd 0.73 0.81 0.85 0.85 10 0.57 0.85 0.85 22 0.51 0.85 0.85 22 0.45
average 0.65 0.70 0.69 0.69 10.8 0.49 0.69 0.69 16.9 0.45 0.69 0.70 22.7 0.43

are presented to the user, the curve does not grow significantly faster than Fhuman,
although it starts from a higher level (the F-measure achieved using a default parameter
setting). The results do not differ much in terms of the final F-measure that is reached,
but larger window sizes consume more interaction cost and take longer to converge to
the optimum, as reflected in the cost and AUL values.

6 Conclusion and Outlook

In this paper, we have discussed the problem of interactive ontology matching and its
evaluation. We have introduced a number of evaluation measures, which are generic
enough to be applied in an evaluation scenario involving end users or crowd sourcing,
as well as allow for automatic evaluation.

To support fully automatic testing and comparison of interactive ontology matching
tools, we have proposed a framework which can make use of existing benchmark data
and emulate user behavior. We have shown how the framework can be applied to ad-
dress common problems in ontology matching, such as matcher selection and parameter
tuning, by interactive techniques, to compare different variants of interactive matchers,
and to draw useful insights from the results provided by our evaluation measures.
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Fig. 6. Resulting learning curves for the matcher parametrization experiment with WeSeE-Match
on the OAEI conference dataset. Larger window sizes result in better results, but slower conver-
gences (i.e., more user interaction).

In this paper, we have introduced a set of example interactions. Those may range
from accepting or rejecting a candidate mapping to completing mappings. This set of
examples is not an exhaustive list. For the future, we envision a full catalog of pos-
sible interactions during ontology matching. In particular, when turning to complex
mappings involving more than one element on each side, the set of interactions may
encompass more interactions.

Such a catalog of interactions would be even more informative with a throrough eval-
uation of the costs that typically come with those interactions. These could be obtained,
for example, through user studies measuring the average time spent on different types
of interactions. A more fine-grained weighting of interactions than simply assigning a
weight to a class of interactions may also be beneficial. For example, users might be
faster in rejecting many false positives (such as Researcher ≡ Publication), while
true positives may require a closer look (such as Researcher ≡ Scientist).

Measuring user experience of interactive ontology matching tools has been out of
scope of our work so far. The reason is that we aim at test procedures that can be
fully automatized, which is difficult (if not impossible) for measuring user experience.
However, for interactive ontology matching tools providing a user interface, measuring
user experience is a useful complement to the measures discussed in this paper.

Based on the work presented in this paper, we are planning to introduce a new track
to the next OAEI campaign, which will explicitly focus on interactive ontology match-
ing tools. By supplying a test environment, we hope to gather insights in the quali-
tative comparison of existing interactive matching approaches, as well as encourage
researchers in the community to develop novel approaches and algorithms for interac-
tive ontology matching.
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Abstract. There are a number of challenges that need to be addressed when
aligning large ontologies. Previous work has pointed out scalability and effi-
ciency of matching techniques, matching with background knowledge, support
for matcher selection, combination and tuning, and user involvement as major
requirements. In this paper we address these challenges. Our first contribution
is an ontology alignment framework that enables solutions to each of the chal-
lenges. This is achieved by introducing different kinds of interruptable sessions.
The framework allows partial computations for generating mapping suggestions,
partial validations of mappings suggestions and use of validation decisions in
(re)computation of mapping suggestions and the recommendation of alignment
strategies to use. Further, we describe an implemented system providing solu-
tions to each of the challenges and show through experiments the advantages of
the session-based approach.

1 Introduction

In recent years many ontologies have been developed and many of those contain over-
lapping information. Often we want to use multiple ontologies. For instance, companies
may want to use community standard ontologies and use them together with company-
specific ontologies. Applications may need to use ontologies from different areas or
from different views on one area. In each of these cases it is important to know the
relationships between the terms in the different ontologies. Further, the data in different
data sources in the same domain may have been annotated with different but similar
ontologies. Knowledge of the inter-ontology relationships would in this case lead to
improvements in search, integration and analysis of data. It has been realized that this
is a major issue and much research has recently been done on ontology alignment, i.e.
finding mappings between terms in different ontologies (e.g. [5]).

The existing frameworks for ontology alignment systems (e.g. [3,13]) describe dif-
ferent components and steps in the ontology alignment process such as preprocessing,
matching, filtering and combining match results, and user validation of the mapping
suggestions generated by the ontology alignment system. Systems based on the existing
frameworks function well when dealing with small ontologies, but there are a number
of limitations when dealing with larger ontologies. Some recent work (e.g. [15,8]) has
defined challenges that need to be addressed when dealing with large ontologies. Ac-
cording to [8] interactivity, scalability, and reasoning-based error diagnosis are required
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to deal with large ontologies. [15] defines the following challenges related to align-
ing large ontologies. Regarding scalability [15] discusses efficiency of matching tech-
niques. This is important as many participants in the Ontology Alignment Evaluation
Initiative (OAEI, a yearly event that focuses on evaluating systems that automatically
generate mapping suggestions) have perfomance problems when dealing with large on-
tologies. Further, matching with background knowledge should be used (which could
include in the [15] interpretation of background knowledge the error diagnosis of [8]).
Based on OAEI experience it is also clear that there is a need for support for matcher
selection, combination and tuning. There is also a need for user involvement in the
matching process. The user can be involved during the mapping generation. Further, as
stated by the OAEI organizers [4], automatic generation of mappings is only a first step
towards a final alignment and a validation by a domain expert is needed.

In this paper we address these challenges. Our first contribution is an ontology align-
ment framework that enables scalability, user involvement, use of background knowl-
edge and matcher selection, combination and tuning (Section 2). This is achieved by
introducing different kinds of interruptable sessions (computation, validation and rec-
ommendation). It is the first framework that allows partial computations for generating
mapping suggestions. Currently, to our knowledge, no system allows to start validating
mapping suggestions before every suggestion is computed. It also is the first framework
that allows a domain expert to validate a sub-set of the mapping suggestions, and con-
tinue later on. Further, it supports the use of validation results in the (re)computation of
mapping suggestions and the recommendation of alignment strategies to use.

Our second contribution is the first implemented system that integrates solutions for
these challenges in one system (Section 3). It is based on our session-based framework.
It deals with efficiency of matching techniques by, in addition to the sessions, avoid-
ing exhaustive pair-wise comparisons between the terms in the different ontologies. It
provides solutions to matching with background knowledge by using previous decisions
on mapping suggestions as well as using thesauri and domain-specific corpora. Matcher
selection, combination and tuning is achieved by using an approach for recommending
matchers, combinations and filters. Further, user involvement is supported in the val-
idation phase through user interfaces that have taken into account earlier experiments
with ontology engineering systems user interfaces. Also, user decisions are taken into
account in the matching and recommendation steps.

Our third contribution are experiments (Section 4) that show the advantages of the
session-based approach. They show alignment quality improvements based on the new
functionality and show how such a system can be used for evaluating strategies that
could not (easily) be evaluated before.

2 Framework

Our framework is presented in Figure 1. The input are the ontologies that need to be
aligned. The output is an alignment between the ontologies which consists of a set of
mappings that are accepted after validation. When starting an alignment process the
user starts a computation session. When a user returns to an alignment process, she can
choose to start or continue a computation session or a validation session.
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During the computation sessions mapping suggestions are computed. The computa-
tion may involve preprocessing of the ontologies, matching, and combination and filter-
ing of matching results. Auxiliary resources such as domain knowledge and dictionaries
may be used. A reasoner may be used to check consistency of the proposed mapping
suggestions in connection with the ontologies as well as among each other. Users may
be involved in the choice of algorithms. This is similar to what most ontology alignment
systems do. However, in this case the algorithms may also take into account the results
of previous validation and recommendation sessions. Further, we allow that computa-
tion sessions can be stopped and partial results can be delivered. It is therefore possible
for a domain expert to start validation of results before all suggestions are computed.
The output of a computation session is a set of mapping suggestions.

During the validation sessions the user validates the mapping suggestions generated
by the computation sessions. A reasoner may be used to check consistency of the val-
idations. The output of a validation session is a set of mapping decisions (accepted
and rejected mapping suggestions). The accepted mapping suggestions form a partial
alignment (PA) and are part of the final alignment. The mapping decisions (regarding
acceptance as well as rejection of mapping suggestions) can be used in future com-
putation sessions as well as in recommendation sessions. Validation sessions can be
stopped and resumed at any time. It is therefore not neccesary for a domain expert to
validate all mapping suggestions in one session. The user may also decide not to re-
sume the validation but start a new computation session, possibly based on the results
of a recommendation session.

The input for the recommendation sessions consists of a database of algorithms for
the preprocessing, matching, combination and filtering in the computation sessions.
During the recommendation sessions the system computes recommendations for which
(combination) of those algorithms may perform best for aligning the given ontologies.
When validation results are available these may be used to evaluate the different algo-
rithms, otherwise an oracle may be used. The output of this session is a recommendation
for the settings of a future computation session. These sessions are normally run when
a user is not validating and results are given when the user logs in into the system again.

Most existing systems can be seen as an instantiation of the framework with one or
more computation sessions. Some systems also include one validation session.

3 Implemented System

We have implemented a prototype based on the framework described above. The system
includes components from the SAMBO system and newly developed components.

Session Framework. When starting an alignment process for the first time, the user
starts a computation session. However, if the user has previously stored sessions, then a
screen is shown where the user can start a new session or resume a previous session.

The information about sessions is stored in the session management database. This
includes information about the user, the ontologies, the list of already validated map-
pings suggestions, the list of not yet validated mappings suggestions, and last access
date. In the current implementation only validation sessions can be saved. When a com-
putation session is interrupted, a new validation session is created and this can be stored.
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Fig. 1. Framework

Fig. 2. Screenshot: start computation session

Computation. Figure 2 shows a screen shot of the system at the start of a computa-
tion session. It allows for the setting of the session parameters. The computation of
mapping suggestions uses the following steps. During the settings selection the user
selects which algorithms to use for the preprocessing, matching, combining and filter-
ing steps. An experienced user may choose her own settings. Otherwise, the suggestion
of a recommendation session (by clicking the ’Use recommendations from predefined
strategies’ button) or a default setting may be used. This information is stored in the
session information database.

When a PA is available, the preprocessing step partitions the ontologies into corre-
sponding mappable parts that make sense with respect to the structure of the ontologies
(details in [11]). Therefore, the matchers will not compute similarity values between
all pairs of concepts, but only between concepts in mappable parts, thereby consider-
ably reducing the search space. The user may choose to use this preprocessing step by
checking the ’use preprocessed data’ check box (Figure 2).

Matchers compute similarity values between terms in different ontologies. Whenever
a similarity value for a term pair using a matcher is computed, it is stored in the similar-
ity values database. This can be done during the computation sessions, but also during
the recommendation sessions. In the current implementation we have used string match-
ing for matching relations. Regarding concepts, the matchers compute similarity values
between pairs of concepts as received from the preprocessing step (all pairs or pairs
of concepts in mappable parts). We use the linguistic, WordNet-based, UMLS-based
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and instance-based algorithms from the SAMBO system [13]. The matcher n-gram
computes a similarity based on 3-grams. The matcher TermBasic uses a combination
of n-gram, edit distance and an algorithm that compares the lists of words of which
the terms are composed. The matcher TermWN extends TermBasic by using WordNet
[20] for looking up is-a relations. The matcher UMLSM uses the domain knowledge
in the Unified Medical Language System (UMLS, [17]) to obtain mappings. Finally,
the instance-based matcher NaiveBayes makes use of research literature that is related
to the concepts in the ontologies. It is based on the intuition that a similarity measure
between concepts in different ontologies can be defined based on the probability that
documents about one concept are also about the other concept and vice versa [18].

The user can define which matchers to use in the computation session by checking
the check boxes in front of the matchers’ names (Figure 2). To guarantee partial results
as soon as possible the similarity values for all currently used matchers are computed
for one pair of terms at a time and stored in the similarity values database. When the
similarity values for each currently used matcher for a pair of terms are computed, they
can be combined and filtered (see below) immediately. As ontology alignment is an
iterative process, it may be the case that the similarity values for some pairs and some
matchers were computed in a previous round. In this case these values are already in
the similarity values database and do not need to be re-computed.

Results from different matchers can be combined. In our implemented system we
allow the choice of a weighted-sum approach or a maximum-based approach. In the
first approach each matcher is given a weight and the final similarity value between a
pair of terms is the weighted sum of the similarity values divided by the sum of the
weights of the used matchers. The maximum-based approach returns as final similarity
value between a pair of terms, the maximum of the similarity values from different
matchers. The user can choose which combination strategy to use by checking radio
buttons (Figure 2), and weights can be added in front of the matchers’ names.

Most systems use a threshold filter on the similarity values to decide which pairs of
terms become mapping suggestions. In this case a pair of terms is a mapping sugges-
tion if the similarity value is equal to or higher than a given threshold value. Another
approach that we implemented is the double threshold filtering approach [1] where two
thresholds are introduced. Pairs with similarity values equal to or higher than the upper
threshold are retained as mapping suggestions. These pairs are also used to partition the
ontologies in a similar way as in the preprocessing step. The pairs with similarity values
between the lower and upper thresholds are filtered using the partitions. Only pairs of
which the elements belong to corresponding elements in the partitions are retained as
suggestions. Pairs with similarity values lower than the lower threshold are rejected as
mapping suggestions. When a PA is available, a variant of double threshold filtering
can be used, where the PA is used for partitioning the ontologies [11]. The user can
choose single or double threshold filtering and define the thresholds (Figure 2). Further,
to obtain higher quality mappings, we always remove mapping suggestions that conflict
with already validated correct mappings [11].

The computation session is started using the ’Start Computation’ button. The session
can be interrupted using the ’Interrupt Computation’ button. The user may also specify
beforehand a number of concept pairs to be processed and when this number is reached,
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Fig. 3. Screenshot: mapping suggestion

the computation session is interrupted and validation can start. This setting is done
using the ’interrupt at’ in Figure 2. The output of the computation session is a set of
mapping suggestions where the computation is based on the settings of the session.
Additionally, similarity values are stored in the similarity values database that can be
used in future computation sessions as well as in recommendation sessions. In case the
user decides to stop a computation session, partial results are available, and the session
may be resumed later on. The ’Finish Computation’ button allows a user to finalize the
alignment process. (A similar button is available in validation sessions.)

Validation. The validation session allows a domain expert to validate mapping sug-
gestions. The mapping suggestions can come from a computation session (complete or
partial results) or be the remaining part of the mapping suggestions of a previous vali-
dation session. For the validation we extended the user interface of SAMBO [13] which
took into account lessons learned from experiments [9,10] with ontology engineering
systems’ user interfaces. As stated in [6] our user interface evaluations are one of the
few existing evaluations and our system is one of the few systems based on such evalu-
ation. Through the interface, the system presents mapping suggestions (Figure 3) with
available information about the terms in the mapping suggestions. When a term appears
in multiple mapping suggestions, these will be shown at the same time. The user can
accept a mapping suggestion as an equivalence or is-a mapping, or reject the mapping
suggestion by clicking the appropriate buttons. Further, the user can give a preferred
name to equivalent terms as well as annotate the decisions. The user can also review the
previous decisions (’History’) as well as receive a summary of the mapping suggestions
still to validate (’Remaining Suggestions’). After validation a reasoner is used to detect
conflicts in the decisions and the user is notified if any such occur.

The mapping decisions are stored in the mapping decisions database. The accepted
mapping suggestions constitute a PA and are partial results for the final output of the
ontology alignment system. The mapping decisions (both accepted and rejected) can
also be used in future computation and recommendation sessions.

Validation sessions can be stopped at any time and resumed later on (or if so desired
- the user may also start a new computation session).

Recommendation. We implemented several recommendation strategies. The first ap-
proach (an extension of [19]) requires the user or an oracle to validate all pairs in small
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segments of the ontologies. To generate these segments we first use a string-based ap-
proach to detect concepts with similar names. The sub-graphs of the two ontologies
with the matched concepts as roots are then candidate segments. Among the candidate
segments a number of elements (15) of small enough size (60 concepts) are retained
as segments. As a domain expert or oracle has validated all pairs in the segments, full
knowledge is available for these small parts of the ontologies. The recommendation
algorithm then proposes a particular setting for which matchers to use, which combi-
nation strategy and which thresholds, based on the performance of the strategies on the
validated segments. The advantage of the approach is that it is based on full knowledge
of the mappings of parts of the ontologies. An objection may be that good performance
on parts of the ontologies may not lead to good performance on the whole ontologies.
The disadvantage of the approach is that a domain expert or an oracle needs to provide
full knowledge about the mappings of the segments.

The second and third approach can be used when the results of a validation are avail-
able. In the second approach the recommendation algorithm proposes a particular set-
ting based on the performance of the alignment strategies on all the already validated
mapping suggestions. In the third approach we use the segment pairs (as in the first
approach) and the results of earlier validation to compute a recommendation. The ad-
vantages of these approaches are that decisions from different parts of the ontologies
can be used, and that no domain expert or oracle is needed during the computation of
the recommendation. However, no full knowledge may be available for any parts of
the ontologies (e.g. for some pairs in the segment pairs, we may not know whether the
mapping is correct or not), and validation decisions need to be available.

We note that in all approaches, when similarity values for concepts for certain match-
ers that are needed for computing the performance, are not yet available, these will be
computed and added to the similarity values database.

To define the performance of the alignment algorithms several measures can be used.
We define the measures that are used in our implementation. We assume there is a set of
pairs of terms for which full knowledge is available about the correctness of the map-
pings between the terms in the pair. For the first approach this set is the set of pairs in the
segments. In the other approaches this set is the set of pairs in the mappings decisions
(accepted and rejected). For a given alignment algorithm, let then A be the number of
pairs that are correct mappings and that are identified as mapping suggestions, B the
number of pairs that are wrong mappings but were suggested, C the number of pairs
that are correct mappings but that were not suggested, and D the number of pairs that
are wrong mappings and that were not suggested (see Table 1(a)). In A + D cases the
algorithm made a correct decision and in B + C cases the algorithm made a wrong de-
cision. In our system we use then the following measures (see Table 1(b)). Pc, Rc and
Fc are the common measures of precision, recall and their harmonic mean f-measure.
These focus on correct decisions for correct mappings. Pw, Rw and Fw are counterparts
that focus on correct decisions regarding wrong mappings. Sim1 is a similarity measure
that computes the ratio of correct decisions over the total number of decisions. Sim2
is the Jaccard-similarity where the case of non-suggested wrong mappings is not taken
into account (assumed to be a common and non-interesting case).



A Session-Based Approach for Aligning Large Ontologies 53

Table 1. Performance measures

(a) Number of correct/wrong map-
pings that are suggested/not sug-
gested.

Suggested Not suggested
Correct A C
Wrong B D

(b) Measures.

Pc = A/(A+B), Rc = A/(A+C), Fc = 2PcRc/(Pc+Rc)
Pw = D/(C+D), Rw = D/(B+D), Fw = 2PwRw/(Pw+Rw)
Sim1 = (A+D)/(A+B+C+D), Sim2 = A/(A+B+C)

The results of the recommendation algorithms are stored in the recommendation
database. For each of the alignment algorithms (e.g. matchers, combinations, and filters)
the recommendation approach and the performance measure are stored. A user can use
the recommendations when starting or continuing a computation session.

4 Experiments

In this Section we discuss experiments that show the advantages of using a session-
based system regarding performance of computation of similarity values, filtering and
recommendation. Further, the experiments in Sections 4.2-4.3 also show how a session-
based system can be used for evaluating PA-based and recommendation algorithms.

Experiments Set-Up. We use the OAEI 2011 Anatomy track for our experiments which
contains the ontologies Adult Mouse Anatomy (AMA) and the anatomy part of the NCI
Thesaurus (NCI-A). (Removing empty nodes in the files) AMA contains 2737 concepts
and NCI-A contains 3298 concepts. This gives 9,026,626 pairs of concepts. Further, a
reference alignment containing 1516 equivalence mappings is available.

Regarding the alignment strategies, we used the following. As matchers we used
n-gram, TermBasic, TermWN, UMLSM and NaiveBayes.1 As combination strategies
we used weighted sum with possible weights 1 and 2 as well as the maximum-based
approach. Further, we used the single and double threshold strategies with threshold
values 0.3, 0.4, 0.5, 0.6, 0.7 and 0.8. In total this gives us 4872 alignment strategies.
For each of these strategies we computed Pc, Rc, Fc, Pw, Rw, Fw, Sim1 and Sim2 based
on the OAEI reference alignment. For instance, Table 2, shows the top 10 strategies
with respect to Sim2. All these 10 strategies use a weighted-sum combination, double
threshold and include UMLSM and at least one string matching-based matcher. These
strategies have also a very high Fw of over 0.99. The top 10 strategies with respect
to Rc all include UMLSM and at least one of n-gram or TermWN. All these strategies
use a maximum-based combination approach, single threshold and, as expected, a low
threshold (0.3). The best strategies find 1497 correct mapping suggestions. The highest
Pc for these strategies is, however, less than 0.016. When sorting strategies based on Pc,

1 For NaiveBayes we generated a corpus of PubMed abstracts. We used a maximum of 100
abstracts per concept. For AMA the total number of documents was 30,854. There were 2413
concepts for which no abstract was found. For NCI-A the total number of documents was
40,081. There were 2886 concepts for which no abstract was found.
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Table 2. Top 10 strategies for Fc and Sim2

matchers weights threshold correct wrong Fc Sim2
suggestions suggestions

TermBasic;UMLSM 1;1 0.4;0.7 1223 101 0.8612 0.7563
TermWN;UMLSM;NaiveBayes;n-gram 1;2;2;1 0.3;0.5 1223 101 0.8612 0.7563
n-gram;TermBasic;UMLSM 1;1;2 0.5;0.8 1192 63 0.8603 0.7549
n-gram;UMLSM 1;1 0.5;0.8 1195 67 0.8603 0.7548
UMLSM;NaiveBayes;TermWN 2;1;2 0.4;0.6 1203 78 0.8602 0.7547
UMLSM;NaiveBayes;n-gram;TermBasic 2;1;1;1 0.4;0.6 1199 73 0.8601 0.7545
n-gram;TermBasic;UMLSM 1;2;2 0.5;0.8 1181 50 0.8598 0.7541
UMLSM;NaiveBayes;TermBasic 2;1;2 0.4;0.6 1194 68 0.8596 0.7537
UMLSM;NaiveBayes;n-gram;TermBasic 2;2;1;1 0.3;0.5 1221 104 0.8595 0.7537
UMLSM;NaiveBayes;TermBasic 2;1;1 0.5;0.6 1187 60 0.8592 0.7531

Table 3. Three alignment strategies

strategy matchers weights threshold suggestions Fc Sim2
AS1 TermBasic;UMLSM 1;1 0.4;0.7 1324 0.86 0.75
AS2 TermWN;n-gram;NaiveBayes 2;1;1 0.5 1824 0.65 0.48
AS3 n-gram;TermBasic;UMLSM 1;1;2 0.3 4061 0.48 0.32

528 strategies had maximum Pc value of 1. All of these strategies include NaiveBayes.
Six of the strategies are single matcher strategies (NaiveBayes with thresholds 0.6, 0.7,
0.8, 0.6;07, 0.6;0.8 and 0.7;0.8). No strategy has threshold 0.3. Among those strategies
the maximum amount of correct mapping suggestions that are found is 259. All 528
strategies have Rw = 1 and Pw > 0.99. They have high Sim1 values and low Sim2 val-
ues. With respect to the other measures, i.e. Rw, Pw, Fw and Sim1, the strategies do not
show much variation. Therefore, in the remainder of this paper, we mainly discuss re-
sults with respect to Fc and Sim2. Fc is a standard measure; Sim2 has a high correlation
to Fc, but has a higher degree of differentiation in our experiments.

For the experiments in Sections 4.2 and 4.3 we chose three alignment strategies (Ta-
ble 3) as a basis for discussion. Strategy AS1 uses a weighted sum combination of
TermBasic with weight 1 and UMLSM with weight 1, and as double thresholds 0.4;0.7.
This information is presented in columns 2-4 in Table 3. AS1 generates 1324 mapping
suggestions (column 5). AS1 is the strategy with best Fc (0.86) and with best Sim2
(0.75) values. AS2 is an average strategy regarding Fc (0.65) and Sim2 (0.48). It uses a
weighted sum combination of TermWN with weight 2, n-gram with weight 1 and Naive-
Bayes with weight 1, and as threshold 0.5. It generates 1824 mapping suggestions. AS3
performs poorly for Fc (0.48) and Sim2 (0.32), but has a high Rc value (0.89). It uses
a weighted sum combination of n-gram with weight 1, TermBasic with weight 1, and
UMLSM with weight 2, and as threshold 0.3. It generates 4061 mapping suggestions.

4.1 Computation of Similarity Values

For each of the matchers we computed the similarity values for all pairs of concepts.
When a similarity value is computed it is stored in the similarity values database.
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Table 4. Matcher computation time (in mins)

n-gram NaiveBayes
number of pairs without previous with previous without previous with previous

values stored values stored values stored values stored
902,662 2.59 196.15
1,805,324 5.08 3.98 149.95 84.05
4,513,310 12.73 10.78 418.49 265.87
6,769,965 19.19 13.83 645.71 212.35
9,026,626 25.85 17.32 790.74 207.64

Previous approaches could not take advantage of previously stored values. However,
computation sessions in a session-based approach can take advantage of the fact that
previous computation sessions already stored similarity values. In Table 4 we show for
two of the matchers the computation times for when previous values were stored and for
when no previous values were stored. We do this for the computation of 10%, 20% (of
which 10% stored), 50% (of which 20% stored), 75% (of which 50% stored) and 100%
(of which 75% stored) of the 9,026,626 pairs. For instance, for n-gram the computa-
tion and storage of 902,662 similarity values took 2.59 minutes. The computation and
storage of 1,805,324 similarity values from scratch took 5.08 minutes. However, assum-
ing 902,662 similarity values are already stored and checking the database, it will take
3.98 minutes. Using the database is advantageous for string matchers, and even more
advantageous for more complex matchers for which the speed-up may be up to 25%.
The session-based approach leads therefore to reduced computation times and reduced
waiting times for the domain expert.

4.2 Using the Validation Decisions from Previous Sessions for Filtering

There are few approaches that can take into account already given mappings. Further,
it is not common that such a set a pre-existing mappings exists. In a session-based ap-
proach, however, every validation session generates such sets, which can be used to
improve the quality of the mapping suggestions and reduce unnecessary user interac-
tion. Further, the knowledge of the domain expert is taken into account in an early stage.

Filtering Using Validated Correct Mappings. Table 5 shows for the strategies AS1,
AS2 and AS3 the reduction of the number of suggestions by using the filter strategy that
removes mapping suggestions that are in conflict with already validated correct map-
pings. It shows the number of removed mapping suggestions after 500, 1000 and 1300
processed mapping suggestions. The results show that AS1 does not produce many
mapping suggestions that would conflict. They also suggest that the removal should
be done as soon as possible. For instance, when we would process 1000 suggestions
without removal, the 156 that would be removed after 500 processed suggestions may
actually have been - unnecessarily - validated by the user. Therefore, in our system
we perform the removal after every validation of a correct equivalence mapping and
thereby reduce unnecessary user interaction. We also remind that the strategies AS1,
AS2 and AS3 produce 1365, 1824 and 4061 mapping suggestions, respectively. There-
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Table 5. Filter using validated correct mappings

processed AS1 AS2 AS3
500 20 107 156
1000 26 58 288
1300 4 20 20

Table 6. Double threshold filter using validated correct mappings

processed AS1 AS2 AS3 AS1 AS2 AS3
suggestions suggestions suggestions correct correct correct
removed removed removed removed removed removed

500 0/2 134/113 244/279 0/0 12/1 9/1
1000 1/0 52/47 532/470 1/0 1/0 22/4
1300 0/2 43/35 443/276 0/0 9/2 21/3

fore, having processed 1000 mapping suggestions means that 73%, 40% and 25% of
the suggestions have been processed for AS1, AS2 and AS3, respectively.

Double Threshold Filtering Using Validated Correct Mappings. In our second ex-
periment, once a session is locked, we use double threshold filtering with thresholds
0.3 (lowest considered threshold) and 0.6 on the remaining unvalidated mapping sug-
gestions of that session. Table 6 shows for the strategies AS1, AS2 and AS3 the total
number of mapping suggestions (columns 2-4) and the number of correct suggestions
(columns 5-7) that are removed by this operation. There are two values separated by ’/’.
As double threshold filtering heavily relies on the structure of the ontologies and many
is-a relations are actually missing in AMA and NCI-A [12], we experimented with the
original ontologies (first value) and the repaired ontologies (second value). The results
show that this filtering has a positive effect on Fc. Further, in most cases more mapping
suggestions, but also more correct suggestions are removed in the original ontologies
than in the repaired ontologies, and the quality in terms of Fc is higher for the repaired
ontologies. We also note that for the best strategy the effect is not that high.

4.3 Recommendation Strategies with and without Sessions

For the recommendation experiments we used Sim2 as recommendation measure. For
some of the experiments we also needed to generate segment pairs. The system gener-
ated 94 segment pair candidates of which 15 were randomly chosen as segment pairs.
The maximum number of concepts in a segment is 12 and the minimum number is 3.
The total number of concept pairs for all 15 segment pairs together is 424. According to
the reference alignment of the OAEI, 46 of those are correct mappings. The maximum
number of correct mappings within a segment pair is 7 and the minimum is 1.

Session-Based Recommendation Using Validation Decisions Only. In this experi-
ment we use the recommendation algorithm that computes a performance measure for
the alignment strategies based on how the strategies perform on the already validated
mapping suggestions. Table 7, rows ’rec1’, show the recommended strategies together
with their Fc value on the current validation decisions and their actual Fc value, after
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having processed 500/5032, 1000, ..., 4000 suggestions for AS1 and AS3, respectively.
For AS1, AS1 itself does not appear among the top 10 recommendations for all the
sessions. The strategies that received the best score for 500, 1000 and 1300 processed
suggestions have actual Fc values of 0.18, 0.85 and 0.23 respectively. The results are
explained by the consistent group in the double threshold filtering. For AS3, the strat-
egy that receives the best score after 1000, 2000 and 2500 processed suggestions is
also the best strategy (AS1) in reality. Otherwise, AS1 is within the top 10 recommen-
dations. In these cases AS1 is not recommended because it suggests 2, 1, 13, 6 and
48 wrong mapping suggestions for 503, 1500, 3000, 3500 and 4000 processed sugges-
tions, respectively, which are not suggested by the recommended strategy. The reason
for the better performance of the recommended strategy is due to the generated con-
sistent group in the double threshold filtering. We note that the recommended strategy
always has an actual Fc ≥ 0.85 (with best 0.861 for AS1).

Further, we performed an experiment where a recommendation was computed after
every 500 validations and every time the recommended strategy was used. We noted that
usually the recommendations improved. For instance, when using the recommended
strategy after 500 validations for AS1 for computing the next 500 suggestions, leads to
an improved recommendation after the 500 new suggestions are validated.

Session-Based Recommendation Using Segment Pairs and Validation Decisions. In
this experiment we use the recommendation algorithm that uses segment pairs and com-
putes a performance measure for the alignment strategies based on how the strategies
perform on the already validated parts of the segment pairs. Table 7, rows ’rec2’, show
the results for AS1 and AS3, respectively. For AS1, the recommended strategy after
500, 1000 and 1300 processed suggestions has actual Fc = 0.07. The reason for this
result is that AS1 has very high precision so the oracle (validated suggestions) has very
little information about wrong mapping suggestions. However, it has much information
about correct mapping suggestions. The strategy that is recommended in the three ses-
sions is one that has very high recall but that also suggests many wrong mapping which
the algorithm cannot detect. For AS3, the strategies that are recommended after 503,
1000, 1500, 2000 and 2500 processed suggestions have actual Fc = 0.53, after 3000
actual Fc = 0.76, and after 3500 and 4000 actual Fc = 0.82. This result shows that as the
number of processed suggestions increases, the recommended strategy becomes better.
This is because the quality of the oracle increases.

Session-Independent Recommendation Using Segment Pairs and Oracle. In this
experiment we use the recommendation algorithm that uses segment pairs and com-
putes a performance measure for the alignment strategies based on how the strategies
perform on the segment pairs. This requires an oracle that has full knowledge about the
mappings in the segment pairs and for this we use the reference alignment as provided
by the OAEI. As this recommendation strategy is independent from the actual valida-
tion decisions, the recommendation does not change during the alignment process. It
can therefore be performed in the beginning. Based on the performance on the 15 small
segments pairs (with a reference alignment of only 46 mappings), the recommendation

2 503, because the validation decision for suggestion 500 removes other suggestions.
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Table 7. Recommendations for AS1 and AS3

processed rec matchers weights threshold rec actual
suggestions Fc Fc

AS1 500 rec1 NaiveBayes;n-gram;TermBasic;TermWN 1;1;2;1 0.3;0.6 0.993 0.186
rec2 NaiveBayes;n-gram 1;1 0.3;0.8 1 0.070

1000 rec1 TermBasic;TermWN;UMLSM;NaiveBayes 2;1;2;1 0.5;0.7 0.992 0.850
rec2 NaiveBayes;n-gram 1;1 0.3;0.8 1 0.070

1300 rec1 n-gram;TermBasic;TermWN;UMLSM 1;1;2;1 0.3;0.7 0.972 0.235
rec2 NaiveBayes;n-gram 1;1 0.3;0.8 1 0.070

AS3 503 rec1 n-gram ;TermBasic;UMLSM 1;1;2 0.4;0.8 0.920 0.850
rec2 n-gram ;TermBasic;TermWN;UMLSM 1;1;1;2 0.3;0.5 1 0.530

1000 rec1 TermBasic;UMLSM 1;1 0.4;0.7 0.950 0.861
rec2 n-gram ;TermBasic;TermWN;UMLSM 1;1;1;2 0.3;0.5 1 0.530

1500 rec1 TermBasic;UMLSM;TermWN 1;2;1 0.4;0.7 0.940 0.860
rec2 n-gram ;TermBasic;TermWN;UMLSM 1;1;1;2 0.3;0.5 1 0.530

2000 rec1 TermBasic;UMLSM 1;1 0.4;0.7 0.920 0.861
rec2 n-gram ;TermBasic;TermWN;UMLSM 1;1;1;2 0.3;0.5 1 0.530

2500 rec1 TermBasic;UMLSM 1;1 0.4;0.7 0.920 0.861
rec2 n-gram ;TermBasic;TermWN;UMLSM 1;1;1;2 0.3;0.5 1 0.530

3000 rec1 UMLSM;TermWN 1;1 0.4;0.7 0.920 0.860
rec2 n-gram ;TermBasic;TermWN;UMLSM;

NaiveBayes 1;1;1;2;1 0.3;0.7 1 0.760
3500 rec1 UMLSM;NaiveBayes;n-gram ;TermBasic 2;2;1;1 0.3;0.5 0.920 0.860

rec2 TermBasic;TermWN;UMLSM;NaiveBayes 1;2;2;1 0.3;0.6 1 0.820
4000 rec1 n-gram ;TermBasic;UMLSM 1;1;2 0.5;0.8 0.920 0.860

rec2 TermBasic;TermWN;UMLSM;NaiveBayes 1;2;2;1 0.3;0.6 0.990 0.820

algorithm gives Sim2 = 0.87 and Fc = 0.93 for AS1, Sim2 = 0.52 and Fc = 0.68 for
AS2, and Sim2 = 0.47 and Fc = 0.64 for AS3.

However, there are also 145 strategies that have a higher Sim2 value than AS1. The
top 8 recommended strategies all use double threshold filtering and have Sim2 = 0.98
and Fc = 0.99 for the segment pairs, and an actual Fc between 0.8 and 0.84. They
suggest 45 correct mappings and 0 wrong mappings, whereas AS1 suggests 42 correct
mappings and 2 wrong mappings. We also note that that there are 81 strategies which
have Sim2 >0.9 and Fc >0.95 on the segment pairs.

5 Related Work

To our knowledge there is no other framework or system that deals with all the chal-
lenges for aligning large ontologies that our approach deals with. Many systems gen-
erate mapping suggestions and can be seen as covering a computation session. This is
also what is evaluated at the OAEI. There are some systems that allow validation of
mappings such as SAMBO [13], COGZ [7] for PROMPT, and COMA++ [2]. None of
these systems allow, however, interruptable sessions. LogMap2 [8] allows user interac-
tion although it does not have graphical user interfaces yet. Interrupting user interac-
tion in this case means using heuristics to deal with remaining mapping suggestions.
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Regarding the computation session components of our system, many matchers have
been proposed (e.g. many papers on http://ontologymatching.org/). There are some
approaches that reduce the search space by segmenting or partitioning the ontologies
[2,16]. The main difference with our approach is that we use validation decisions to par-
tition the ontologies. Our combination strategies are standard strategies. Most systems
use single threshold filtering, while we also allow double threshold filtering. There are
very few recommendation approaches. The approach in [3] proposes a machine learn-
ing approach to optimize alignment strategies and is complementary to our approach.
Further, there are approaches that try to minimize user interaction (e.g. [14]).

6 Conclusion

In this paper we presented to our knowledge the first framework and implemented sys-
tem that allows a user to interrupt and resume the different stages of the ontology align-
ment task. Our work addressed several of the challenges in ontology alignment [15].

Further, we showed the usefulness of the system and its components through exper-
iments with many alignment strategies on the OAEI 2011 Anatomy track ontologies.
We showed that we obtain better quality suggestions using the session-based approach.
For instance, one of the lessons learned from the experiments is that filtering after the
locking of sessions is useful and the worse the initial strategy, the more useful this is.
Better quality suggestions are also achieved through the use of validated mappings in
the preprocessing phase. In all these cases domain expert knowledge is taken into ac-
count through the validated mappings. We also showed that the use of the session-based
approach reduces unnecessary user interaction. Further, the recommendation is impor-
tant, especially when the initial strategy is not good. It is also clear that the approaches
using validation decisions, become better the more suggestions are validated. For the
approaches using segment pairs, the choice of the segment pairs influences the recom-
mendation results (which is different from the conclusions of experiments in [19]).

We note that the session-based framework enabled experimentation and evaluation
of new alignment approaches (both in computation and recommendation) that are based
on validation decisions. These evaluations were not possible or cumbersome before.

In future work we will continue to develop and evaluate computation strategies and
recommendation strategies. Especially interesting are strategies that reuse validation
results to e.g. reduce the search space or guide the computation. Further, we will inves-
tigate new strategies for recommendations using validation decisions.
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Abstract. Ontology design patterns have been pointed out as a promising ap-
proach for ontology engineering. The goal of this paper is twofold. Firstly, 
based on well-established works in Software Engineering, we revisit the notion 
of ontology patterns in Ontology Engineering to introduce the notion of ontolo-
gy pattern language as a way to organize related ontology patterns. Secondly, 
we present an overview of a software process ontology pattern language. 
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1 Introduction 

Although nowadays ontology engineers are supported by a wide range of ontology 
engineering methods and tools, building ontologies is still a difficult task even for 
experts. In this context, reuse is pointed out as a promising approach for ontology 
engineering. Ontology reuse allows speeding up the ontology development process, 
saving time and money, and promoting the application of good practices [1]. Howev-
er, ontology reuse in general is a hard research issue, and one of the most challenging 
and neglected areas of ontology engineering [2]. The problems of selecting the right 
ontologies for reuse, specializing them, and composing several ontology fragments 
are not properly addressed yet [3]. 

Ontology Design Patterns (ODPs) are an emerging approach that favors the reuse 
of encoded experiences and good practices. ODPs are modeling solutions to solve 
recurrent ontology development problems [4]. Experiments, such as the ones con-
ducted by Blomqvist et al. [3], show that ontology engineers perceive ODPs as useful, 
and that the quality and usability of the resulting ontologies are improved. However, 
compared with Software Engineering, where patterns have been used for a long pe-
riod, patterns in Ontology Engineering are still in infancy. The earliest works address-
ing the issue of patterns in Ontology Engineering are from the beginning of the 2000s 
(e.g. [5]), and only recently this approach has gained more attention in this area [1, 2, 
3, 4] and in the Semantic Web area [6].  

A striking feature of the current use of patterns in Ontology Engineering is that 
they are generally being applied as stand-alone entities. However, as pointed out by 
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Alexander and colleagues in their pioneering work [7], each pattern can exist only to 
the extent that it is supported by other patterns. This is especially important to ontolo-
gy patterns that are related to a specific domain. 

Although many ODPs in the literature refer to others, most of these references fail 
to give more complete guidelines on how the patterns can be combined to form solu-
tions to larger problems. Contexts and problem descriptions are usually stated as gen-
eral as possible, so that each pattern can be applied in a wide variety of situations. In 
addition, solution descriptions tend to focus on applying the patterns in isolation, and 
do not properly address issues that arise when multiple patterns are applied in over-
lapping ways, such as the order in which they can be applied. This situation is prob-
lematic, since the features introduced by applying one pattern may be required by the 
next. A larger context is therefore needed to describe the larger problems that can be 
solved by combining patterns, and to address issues that arise when patterns are used 
in combination. This context can be provided by what in Software Engineering has 
been termed a Pattern Language [8].  

It is important to highlight that we borrowed the term “pattern language” from 
Software Engineering (SE), where patterns have been studied and applied for a long 
time. A pattern language, in a SE view, is a network of interrelated patterns that de-
fines a process for systematically solving coarse-grained software development prob-
lems [8, 9]. Thus, we are not actually talking about a language properly speaking. In 
“pattern language”, the use of the term “language” is, in fact, a misnomer, given that a 
pattern language does not typically define per se a grammar with an explicit asso-
ciated mapping to a semantic domain. However, if we focus on a more general con-
cept of a representation system, we can consider the constituent patterns as an alpha-
bet of higher-granularity primitives. Moreover, in this case, we can consider the  
procedural rules prescribing how these primitives can be lawfully combined as defin-
ing a set of valid possible instantiations for that representation system.  

That all said, perhaps a more appropriate name would be a “Pattern System”. In 
any case, since we intend to reuse notions well-established in SE to apply them in 
Ontology Engineering as well as connect to the tradition in that area, we decided to 
keep here the term “pattern language”. Thus, we define Ontology Pattern Language 
(OPL) as a network of interrelated domain-related ontology patterns that provides 
holistic support for solving ontology development problems for a specific domain. 

An OPL contains a set of interrelated domain-related ontology patterns, plus a 
process providing explicit guidance on what problems can arise in that domain, in-
forming the order to address these problems, and suggesting one or more patterns to 
solve each specific problem. It is worthwhile to point out that, although an OPL pro-
vides a process describing how to use the patterns to address problems related to a 
specific domain, an OPL is not a method for building ontologies. It only deals with 
reuse in ontology development, and its guidance can be followed by ontology engi-
neers using whatever ontology development method that considers ontology reuse as 
one of its activities. 

According to Schmidt et al. [10], the trend in the SE patterns community is towards 
defining pattern languages, rather than stand-alone patterns. We advocate this should 
also be taken into account in Ontology Engineering, mainly for a class of ontologies 
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called Core Ontologies. Core ontologies provide a precise definition of structural 
knowledge in a specific field that spans across different application domains in this 
field [11]. Thus, we argue that core ontologies are good candidates to be presented as 
ontology pattern languages. 

In summary, the contribution of this paper is to incorporate ideas from patterns as 
used in Software Engineering to patterns in Ontology Engineering. Firstly, based on 
well-established works in Software Engineering, such as [9], we revisit the notion of 
ontology patterns in Ontology Engineering, and introduce the notion of Ontology 
Pattern Language as a way to organize domain-related ontology patterns. Secondly, 
we present a particular ontology pattern language in the Software Process domain. 

This paper is organized as follows. In Section 2, we present pattern-related con-
cepts, mainly as used in Software Engineering. In Section 3, we discuss ontologies 
focusing on their generality level. This discussion is important in the context of this 
paper to point out which is the generality level that we believe to be the most appro-
priate to build OPLs. In Section 4, we discuss ontology patterns and we introduce the 
notion of Ontology Pattern Language. In Section 5, we briefly present the Software 
Process Ontology Pattern Language (SP-OPL), and an example showing its use for 
building a fragment of a measurement process ontology. Section 6 discusses related 
works. Finally, in Section 7, we present the final considerations of the paper. 

2 On Patterns and Pattern Languages 

Patterns are vehicles for encapsulating knowledge. They are considered one of the 
most effective means for naming, organizing, and reasoning about design knowledge. 
“Design knowledge” here is employed in a general sense, meaning design in several 
different areas, such as Architecture and Software Engineering (SE). According to 
Buschmann et al. [9], “a pattern describes a particular recurring design problem that 
arises in specific design contexts and presents a well-proven solution for the problem. 
The solution is specified by describing the roles of its constituent participants, their 
responsibilities and relationships, and the ways in which they collaborate”. 

In SE, there are several types of patterns. The best known are analysis patterns, de-
sign patterns and idioms. An analysis pattern is a pattern that describes how to model 
a particular kind of problem in an application domain. A design pattern provides a 
scheme for refining elements of a software system or the relationships between them. 
An idiom is a pattern specific to a programming language or environment. An idiom 
describes how to implement particular behavior or structures in code using the fea-
tures of the given language or environment [9]. 

Patterns are often considered and applied separately. However, no pattern is an isl-
and. Contrariwise, patterns are fond of company: sometimes with one pattern as an 
alternative to another, sometimes with one pattern as an adjunct to another, sometimes 
with a number of patterns bound together as a tightly-knit group. The manifold rela-
tionships that can exist between patterns help to strengthen and extend the power of 
an individual pattern beyond its specific focus [9].  
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A pattern language is a set of patterns and relationships among them that can be 
used to systematically solve coarse-grained problems [8]. A pattern language defines 
a process that aims to provide holistic support for using the patterns to address prob-
lems related to a specific technical or application domain. This holistic view should 
provide explicit guidance on what problems can arise in the domain, inform the order 
to address them, and suggest one or more patterns to solve each specific problem [9]. 
A pattern language should also provide guidelines showing how the patterns can be 
composed to form solutions to problems [8]. The patterns in a pattern language are 
usually designed to be used within the context of the language. Therefore, they tend to 
be tightly coupled, and it is difficult or even impossible to use them in isolation [8]. 

3 Ontologies and Their Generality Levels 

There are different classifications of ontologies in the literature. In the context of this 
work, we are interested in the one that classifies ontologies according to their general-
ity levels, discriminating between foundational, core and domain ontologies [11].  

At the highest level of generality, there are the foundational ontologies. Founda-
tional ontologies span across many fields and model the very basic and general con-
cepts and relations that make up the world, such as object, event, parthood relation 
etc. [12, 13, 14]. Domain ontologies, in turn, describe the conceptualization related to 
a given domain, such as electrocardiogram in medicine [12]. With a level of generali-
ty between that of foundational and domain ontologies, there are core ontologies. 
Core ontologies provide a precise definition of structural knowledge in a specific field 
that spans across different application domains in this field. These ontologies are built 
based on foundational ontologies and provide a refinement to them by adding detailed 
concepts and relations in their specific field [11]. 

Guizzardi [15] makes an important distinction between ontologies as conceptual 
models, known as reference ontologies, and ontologies as coding artifacts, called  
here operational ontologies. A reference domain ontology is constructed with the  
goal of making the best possible description of the domain in reality. It is a special 
kind of conceptual model, an engineering artifact with the additional requirement of 
representing a model of consensus within a community [15]. On the other hand, once 
users have already agreed on a common conceptualization, operational versions of a 
reference ontology can be created. Contrary to reference ontologies, operational  
ontologies are designed with the focus on guaranteeing desirable computational  
properties. 

Although we agree with Scherp et al.’s classification for ontologies [11], we perce-
ive them as a continuum, ranging from pure foundational ontologies, such as DOLCE 
[13] and UFO (Parts A [14] and B [16]), to domain ontologies. In our view, there can 
be different levels of generality in ontologies that are classified as, for instance, core 
ontologies. In [11], for example, three core ontologies are presented: Event-Model-F 
provides a formal representation of the different aspects of events in which humans 
participate; The Core Ontology on Multimedia (COMM) describes arbitrary digital 
media data; The Cross-Context Semantic Information Management Ontology  



 Organizing Ontology Design Patterns as Ontology Pattern Languages 65 

 

(X-COSIMO) allows representing the communication taking place between different 
persons and systems and the information associated with it. Although all three are 
built based on DOLCE and classified as core ontologies, in our opinion, Event-
Model-F is more general than COMM and X-COSIMO, since the last two address 
conceptualizations that are closer to a domain conceptualization (multimedia and 
personal information management, respectively) than the former (events for 
representing human experience).  

We have experienced such situations when developing ontologies for the software 
process domain. Originally, we classified our Software Process Ontology (SPO) [16, 
17] as a reference domain ontology. However, it has been used as basis for develop-
ing other reference domain ontologies related to specific software processes, such as 
the measurement process (Reference Software Measurement Ontology (RSMO) [18]). 
The latest version of SPO [17] is grounded in UFO-C, an ontology of social entities 
[16]. In [16], UFO-C is classified as a foundational ontology, but it builds on top of 
UFO-A (an ontology of endurants) and UFO-B (an ontology of events) to systema-
tized social concepts such as action, goal, agent, commitment, among others.  

In the light of the above, we see those categories of ontologies (foundational, core 
and domain ontologies) as regions in a spectrum with fuzzy boundaries between them. 
Figure 1 illustrates this continuous view using the aforementioned ontologies. 
DOLCE, UFO-A and UFO-B are genuine foundational ontologies. UFO-C and Event-
Model-F are in the frontier between foundational and core ontologies. X-COSIMO, 
COMM and SPO are core ontologies, but the last is in the region closer to domain 
ontologies. Finally, RSMO is classified as a domain ontology.  

 

Fig. 1. Ontology level of generality as a continuum 

In this paper we are interested in core ontologies, mainly those that are in a region 
closer to domain ontologies. Ontologies in this region, although general enough to be 
specialized when applied to more restrict domains, are still domain-related. We claim 
that these core ontologies should be presented as ontology pattern languages. Moreo-
ver, we are interested in patterns to support the development of reference domain 
ontologies [15], which are to be reused in the conceptualization phase. In the next 
section, we present a fuller argumentation defending our view that patterns defined in 
the level of Core Ontologies are the ones which can be most appropriately defined as 
a Pattern System or Pattern Language.  

UFO-C 

Event-Model-F 

UFO-A / B 

DOLCE 

X-COSIMO 

COMM 
RSMO SPO 

Foundational  

Ontologies 

Core 

 Ontologies 
Domain 

 Ontologies 

more specific more general 



66 R. de Almeida Falbo et al. 

 

4 Ontology Design Patterns and Ontology Pattern Languages 

According to Gangemi and Presutti [2], an Ontology Design Pattern (ODP) is a mod-
eling solution to solve a recurrent ontology design problem. ODPs can be of different 
types, such as content, logical, architectural, and so on. Content Ontology Patterns 
(COPs) refer to small fragments of ontology conceptual models, and must be lan-
guage-independent [2]. A COP can extract a fragment of either a foundational or a 
core ontology, which constitutes its background [19]. Thus, we consider two types of 
COPs: Foundational (FOPs) and Domain-related ontology patterns (DROPs).  

Since FOPs are COPs extracted from foundational ontologies, they tend to be more 
generally applied. Although they certainly have dependencies with other patterns, 
these dependencies tend to be weaker, and the pattern is easily applied in isolation. 
Take the example discussed in [1] for the development of a context ontology network 
called mIO!. The reused patterns were selected among ODPs present in catalogues 
such as the one available in the ontologydesignpatterns.org portal. The 
reused patterns were related to general (formal) problems, such as taxonomical or 
part-whole relations, n-ary relations/participation. All the reused patterns are FOPs. 
None of the examples there are of DROPs. 

In contrast, DROPs for a specific domain are very inter-related, and it is very diffi-
cult (if not impossible) to apply them in isolation. It is important to highlight, none-
theless, that as patterns move closer to a Domain ontology, they agglutinate to form a 
stable model, i.e., the constraints on how they can be inter-related become so strong 
that the very domain model is practically the only way they can appear together, thus, 
lacking the potential for recurrence which is part of the very definition of what a 
pattern is. That is why we advocate that DROPs occurring at the level of Core Ontol-
ogies are the best candidates for being organized as ontology pattern languages.   

Regarding the way they are documented and communicated, COPs, in general, are 
comparable to design patterns in Software Engineering [2]. On the other hand, regard-
ing their contents, DROPs are comparable to Software Engineering analysis patterns. 

COPs should be encoded in a higher-order representation language [2]. OntoUML 
[14] is an example of an ontology representation language that is suitable for this 
purpose. OntoUML is a UML profile that enables modelers to make finer-grained 
modeling distinctions between different types of classes and relations according to 
ontological distinctions put forth by UFO-A. Thus, we advocate for the use of On-
toUML as a modeling language for DROPs in an OPL. On the other hand, Gangemi 
and Presutti [2] state that “a (sample) representation in OWL is needed in order to 
(re)use the patterns as building blocks over the Semantic Web”. We agree that an 
example in OWL could be useful, but it is not a requisite for DROPs. DROPs are to 
be reused in the conceptualization phase. If they have a counterpart implemented in 
some language (such as OWL), this operational version of the pattern can also be 
reused, amplifying the benefits of applying the pattern. However, we defend here that 
DROPs should be captured in a codification language independent manner. This al-
lows for a modeling solution to be implemented in multiple codification languages. 

A COP has to be small (typically two to ten classes with relations defined between 
them) [2]. Moreover, a COP can be an element in a partial order, where the ordering 
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relation requires that at least one of the classes or relations in the pattern is specialized 
[2]. These characteristics are essential for DROPs in an OPL. A user should be able to 
read the pattern, understand its applicability and decide if it is useful for the problem 
at hands or not. Once decided which DROPs to reuse, the user can specialize their 
concepts and relations. 

A domain ontology typically results from the composition of several COPs, with 
appropriate dependencies between them, plus the necessary design expansion based 
on specific needs [3]. Making this knowledge explicit is essential for achieving the 
main benefits of reuse. Thus, organizing DROPs in catalogues is not a good choice. In 
a conventional catalog there is a lack of a strong sense of connection. We need some-
thing stronger than simply knowing that another pattern in the collection is related in 
some way. When collections are presented in conjunction with, for example, pattern 
sequences, we start to get a stronger sense of connection [9]. This is especially impor-
tant for reusing DROPs. 

An Ontology Pattern Language (OPL) aims to provide holistic support for using 
DROPs in ontology development for a specific application domain. It should provide 
explicit guidance on what problems can arise in that domain, inform the order to ad-
dress these problems, and suggest one or more patterns to solve each specific prob-
lem. Thus, an OPL should support the explicit consideration of complementing or 
conflicting pattern combinations to solve a given problem, along with guidelines for 
integrating patterns into a concrete ontology conceptual model. 

An OPL should indicate explicitly which referenced patterns address mandatory 
aspects and which ones address optional aspects. To ensure a stable and sound pattern 
application, referenced patterns should be presented in the suggested application or-
der. Without this explicit procedural guidance, a representation that fits the basic net-
work of the patterns might not provide a suitable process that helps to ensure a suffi-
ciently complete and well-formed ontology. 

OPLs are structured to support and encourage the application of one pattern at a 
time, in the order defined by the pattern sequences that result from the chosen paths 
through the language. This guideline ensures that the main property of piecemeal 
growth is preserved: the ‘whole’ always precedes its ‘parts’. A pattern language is of 
little use if its audience loses the big picture. Conversely, the essential information of 
each individual pattern within the language must still be preserved [9]. 

In summary, an OPL should give concrete and thoughtful guidance for developing 
ontologies in a given domain, addressing at least the following issues: (i) What are the 
key problems to solve in the domain of interest? (ii) In what order should these prob-
lems be tackled? (iii) What alternatives exist for solving a given problem? (iv) How 
should dependencies between problems be handled? (v) How to resolve each individ-
ual problem most effectively in the presence of its surrounding problems? 

Using the notion of OPLs, we can reorganize ontology pattern catalogues. We 
might provide an entry in a catalogue for each domain of interest. Each entry in the 
catalogue, in turn, can be viewed as a special purpose pattern language that advises 
developers how to construct a domain ontology with the help of DROPs. 

For illustrating the ideas discussed above, in the next section, we present an OPL in 
the domain of Software Process. The patterns there were extracted from the Software 



68 R. de Almeida Falbo et al. 

 

Process Ontology (SPO) presented in [17]. SPO has been developed since 1997, and it 
results from several revisions. The latest version was obtained as a result of a reengi-
neering effort to ground it in UFO [17]. In the version presented here, we managed to 
advance further improvements, mainly regarding modularity, which directly affects 
reusability. For this reason, we decided to restructure SPO as an OPL.  

5 An Ontology Pattern Language for the Software Process 
Domain (SP-OPL) 

Figure 2 shows a UML activity diagram giving an overview of the SP-OPL. An activ-
ity diagram is one of the possible modeling notations comprising UML and it is the  
standard UML notation for representing temporal sequencing constraints between 
activity types and, hence, for specifying the possible order of execution between ac-
tivities. In the model of Fig. 2, we use activities in an activity diagram (rounded rec-
tangles) to represent specific patterns. Moreover, we use the activity ordering notation 
to represent the procedural rules governing the admissible sequences in which these 
patterns can be used. In that diagram, an extension to the original UML notation (dot-
ted lines with arrows) was introduced to show variant patterns. 

It is important to emphasize that we would have employed activity diagrams (or a 
language with similar representation capabilities) for that purpose regardless of the 
domain under study, i.e., the choice for using an activity-ordering language is related 
to the need for defining the permissible sequence of instantiation of the patterns. In 
particular, it bears no relation to the fact that, incidentally, the domain under study is 
about Software Processes.     

 

Fig. 2. Software Process Ontology Pattern Language (SP-OPL) 



 Organizing Ontology Design Patterns as Ontology Pattern Languages 69 

 

The main problem areas addressed by the SP-OPL are: Standard Process Defini-
tion, Project Process Definition and Scheduling, Resource Allocation, and Software 
Process Execution. Table 1 shows the patterns that compose the SP-OPL.  

As shown in Fig. 2, SP-OPL has three entry points, depending on the focus of the 
ontology engineer. When the requirements for the domain ontology being developed 
include problems related to Standard Process Definition, the start point is EP1. In this 
case, first the ontology engineer should address problems related to how a standard 
process is structured in terms of standard sub-processes and activities (SPS). Follow-
ing, he can optionally address problems related to the definition of human roles 
(HRD), types of resources (hardware and software) (RD), types of work products 
required (input) and produced (output) (WPD), and procedures (methods, techniques, 
guidelines etc.) (PD) that are required for performing each standard activity when it is 
instantiated in the scope of a project. 

When the requirements for the ontology being developed include problems related 
to Project Process Definition and Scheduling, the start point is either EP2 or SPS. In 
this case, the ontology engineer has to first deal with problems related with the 
process planning in terms of project sub-processes and activities. If there is already 
defined a standard process, project process planning can be done by means of instan-
tiating the standard process (SPI – Software Process Planning via Instantiation)1, oth-
erwise, the ontology engineer should consider planning the project process from 
scratch (SPP). Once defined the project processes and activities, he can treat modeling 
problems related to scheduling them (PSCH). Moreover, the ontology engineer can 
optionally treat modeling problems related to planning human roles (HRPI/HRP), 
types of resources (hardware and software) (RPI/RP), types of work products required 
(input) and produced (output) (WPPI/WPP), and procedures (methods, techniques, 
guidelines etc.) (PRPI/PRP) that are required for performing each project activity. 

For dealing with problems related to Resource Allocation, it is necessary to have 
the project process planed and scheduled. Resource Allocation involves patterns re-
garding hardware and software resource allocation (RAL), project team definition 
(PTD), and human resource allocation. Human resource allocation problems can be 
solved considering constraints imposed by a project team (TDHRA) or not (TIHRA).  

Finally, when there are requirements related to the Software Process Execution, the 
start point is either EP3 or PSCH. EP3 should be chosen when it is not a requirement 
for the ontology to address process planning and scheduling. In this case, the ontology 
engineer has to first deal with problems related to the execution of processes and ac-
tivities (PAE). Then he can address problems related to resource (human and other) 
participation (HRPA and RPA), procedures adopted (PRPA), and work product inputs 
and outputs (WPPA). On the other hand, if the project process is already scheduled, it 
is possible to address problems related to process and activity execution and tracking, 
which involves the corresponding variant patterns PAET, HRPAT, RPAT, PRPAT 

                                                           
1  The patterns SPPI, HRPI, RPI, WPPI, and PRPI shown in Fig. 2 are not listed in Table 1, 

due space limitations. Those patterns are variant patterns of SPP, HRP, RP, WPP and PRP, 
respectively, considering that they address the same problems, but considering the instantia-
tion of a standard process or activity. 
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and WPPAT. These patterns, which are not shown in Table 1, address the same prob-
lems described above, but considering that it is possible to check if the execution of 
activities and processes conforms to their previous definition (process tracking). 

Table 1. Domain-Related Ontology Patterns (DROPs) in the SP-OLP 

Id Name Intent 

Standard Process Definition 

SPS Standard Process Structure Represents how a standard software process is defined in 

terms of standard sub-processes and activities 

HRD Standard Activity Human Role 

Definition 

Defines the human roles responsible for performing a standard 

activity in the projects that instantiate it 

RTD Standard Activity Resource 

Type Definition 

Defines the types of resources (hardware and software) re-

quired for performing a standard activity 

WPD Standard Activity Work Product 

Definition 

Defines the types of work products required (input) and pro-

duced (output) when performing a standard activity 

PD Standard Activity Procedure 

Definition 

Defines the procedures (methods, techniques, guidelines etc.) 

to be applied when performing a standard activity 

Project Process Definition and Scheduling 

SPP Software Process Planning Represents how a software process is planned in terms of sub-
processes and activities 

PSCH Process Scheduling Defines the time boundary for project processes and activities 

HRP Human Role Planning Defines the human roles responsible for performing a project 
activity 

RP Resource Planning Defines the types of resources (hardware and software) re-
quired for performing a project activity 

WPP Work Product Planning Defines the types of work products required (input) and pro-
duced (output) when performing a project activity 

PRP Procedure Planning Defines the procedures (methods, techniques, guidelines etc.) 
to be applied when performing a project activity 

Resource Allocation 

PTD Project Team Definition Defines the human resources that are member of a project team 

TDHRA Team-dependent Human 
Resource Allocation 

Allocates human resources to project activities, considering 
team allocation constraints 

TIHRA Team-independent Human 
Resource Allocation 

Allocates human resources to project activities, when there is 
not a project team formally defined 

RAL Resource Allocation Allocates resources (hardware equipments and software tools) 
to project activities 

Software Process Execution 

PAE Process and Activity Execution Register the occurrences of processes and activities. 

HRPA Human Resource Participation Registers the participation of Human Resources in an activity 

occurrence 

RPA Resource Participation Registers the participation of Resources (hardware equipment 

or software tool) in an activity occurrence 

WPPA Work Product Participation Register the participation of Work Products (as input or out-

put) in an activity occurrence. 

PRPA Procedure Participation Register the adoption of procedures by an activity occurrence 
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Figure 3 shows the conceptual model of the “Process and Activity Execution 
(PAE)” DROP. The intent of this pattern is to represent the occurrences of processes 
and activities in the context of a project, and their mereological structure. The follow-
ing competency questions are addressed by this pattern: (CQ1) How is a process oc-
currence structured in terms of sub-processes and activities? (CQ2) When did a 
process/activity occurrence start and when did it end? (CQ3) From which activity 
occurrences does an activity occurrence depend on? 

 

Fig. 3. The “Process and Activity Execution” (PAE) pattern 

The foundations for the PAE pattern were given by UFO-B [16]. Process Occur-
rences and Activity Occurrences are complex events, and the whole-part relations 
between events are strict partial order. In the software process domain, there are two 
main kinds of Process Occurrences: General Process Occurrence and Specific 
Process Occurrence. A general process occurrence is the whole execution of a 
process. It is composed of specific process occurrences, allowing an organization to 
decompose a general process into sub-processes. A specific process occurrence, in 
turn, is decomposed into Activity Occurrences. Activity occurrences can be simple 
or composite. A composite activity occurrence is a complex event that is composed 
by other activity occurrences. A simple activity occurrence is not composed by other 
activity occurrences, but it is still a complex event in UFO-B, since it is composed by 
other events representing the participations of human resources, hardware and soft-
ware resources, work products, and procedures in the activity occurrence. 

The PAE pattern has some related patterns, with different types of relations hold-
ing between them. PAE has a variant pattern, the “Process and Activity Execution and 
Tracking (PAET)” pattern, which is an alternative to PAE when a project has a 
process previously defined and scheduled, allowing to track the execution against to 
what was previously planned. When PAE is used, its use can be followed by the use 
of patterns whose intent is to represent the participations of human resources (HRPA), 
software and hardware resources (RPA), procedures (PRPA), and work products 
(WPPA). Figure 4 presents the conceptual model of the WPPA pattern. 

This pattern shows that an activity occurrence can have as its parts Artifact Par-
ticipations, which are also events. An artifact participation is the participation of a 
single artifact. This is in line with UFO-B, which says that events are ontologically 
dependent entities in the sense that they existentially depend on objects in order to 
exist. Artifact, in turn, is a category in UFO-A [14], since it is a dispersive universal 
that aggregates essential properties (not shown in this pattern) that are common to 
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different subtypes of artifacts. Artifact participations can be of three types: (i) Arti-
fact Creation, meaning that the artifact is created during the activity occurrence, and 
thus it is an output of this activity occurrence (the /produces derived relation); (ii) 
Artifact Usage, meaning that the artifact is only used during the activity occurrence, 
and thus it is only an input for the activity occurrence (the /uses derived relation); and 
(iii) Artifact Change, meaning that the artifact is changed during the activity occur-
rence, and thus it is both input and output of the activity occurrence. The foundations 
for this conceptualization are given by UFO-C [16], which defines four types of re-
source participations: creation, termination, usage and change. In the case of software 
processes, we consider that artifacts are not thrown away in activity occurrences, and 
thus there is not a case of termination participation in this domain. 

 

Fig. 4. The “Work Product Participation” (WPPA) pattern 

SP-OPL was used for building a domain ontology about the software measurement 
process. Figure 5 shows a fragment of this domain ontology, considering the reuse of 
the two patterns presented before (PAE and WPPA). Concepts reused from the pat-
terns are presented in grey.  

 

Fig. 5. A fragment of a Domain Ontology for the Software Measurement Process 

As shown in Fig. 5, the Measurement Process is composed by activity occur-
rences of Measurement Planning, Execution, and Result Analysis. The first one is 
a composite activity occurrence, although, for simplicity, its parts are not shown in 
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the figure. The other two are simple activity occurrences. Measurement Planning 
produces a Measurement Plan, which is used by the other activity occurrences 
(Measurement Execution and Result Analysis occurrences). Measurement Execution 
produces Measurement Results, which are used by Measurement Result Analysis for 
producing Measurement Analysis Results. 

6 Related Works 

Our work is strongly inspired, on one side, by works on Ontology Design Patterns, 
especially those developed by Gangemi, Presutti and colleagues [2, 3, 19]; on the 
other side, by works on Pattern Languages in Software Engineering, especially those 
developed by Buschmann, Schmidt and colleagues [9, 10]. In fact, we believe that our 
main contribution in this paper is to introduce the idea of pattern languages, as used in 
Software Engineering, in the field of Ontology Design Patterns, which is especially 
important for Ontology Engineering and consequently for Semantic Web.  

At the best of our knowledge, we are the first to organize domain-related ontology 
patterns as Ontology Patterns Languages (OPLs). However, it is important to rein-
force that we borrowed the term “pattern language” from Software Engineering (SE), 
where it has a special meaning [8, 9]. A pattern language, in this context, is a network 
of interrelated patterns, plus a process for systematically solving software develop-
ment problems [8, 9]. Highlighting the particular meaning that we associate to the 
term Pattern Language is particularly important in order to avoid confusion with ex-
isting literature. For instance, in [20], Noppens and Liebig seek to develop a language 
to encode OWL patterns in a declarative way. They did not use the term OPL in the 
sense we did. 

Finally, although an OPL defines a process for traveling along the patterns, it is not 
a method for building ontologies. An OPL can be used jointly with several methods. 
For instance, the measurement process ontology partially presented in Section 5 was 
developed using the method SABiO [21], adapting one of its activities (Reusing Ex-
isting Ontologies) for using an OPL. In particular, the eXtreme Design (XD) method 
[4] is quite suitable to be used with an OPL, since it is a content pattern-oriented me-
thod. Tasks such as “Match Competency Questions to Generic Use Case”, “Select 
Content Patterns (CPs) to Reuse”, and “Reuse and Integrate Selected CPs” could be 
easily adapted to consider patterns in an OPL. In fact, an OPL has great potential to 
improve XD. Take the experiments done by Blomqvist et al. [3], which evaluate pat-
tern-based ontology design using XD. As pointed by these authors, the participants of 
the experiments may be faster in using patterns if they are more familiar with them. 
Moreover, the particular set of CPs could have an impact on the time spent in the 
ontology development. In the reported experiments, most of the patterns were quite 
general. Regarding this, Blomqvist et al. suggest that more specific patterns could also 
improve this aspect. Based on those perceptions, we argue that an OPL could be used 
to improve XD. Firstly, the patterns in an OPL are domain-related patterns, and thus 
more specific ones. Secondly, the OPL gives a context for the patterns, and guides the 
ontology engineer in traveling along them. 
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7 Final Considerations 

Nowadays, ontology design patterns are recognized as a beneficial approach for on-
tology development [2, 3]. Particularly in the case of Domain-related Ontology Pat-
terns (DROPs), these benefits can increase if we organize them as a pattern language, 
as it has been shown to be the case in Software Engineering. In this paper we intro-
duced the notion of Ontology Pattern Language (OPL) as a network of interrelated 
DROPs with procedural rules prescribing the order in which they can be combined. 
OPLs can then be used to systematically solve ontology modeling problems in a given 
(core) domain. We also briefly present an OPL for the Software Process domain (SP-
OPL), which illustrates the approach.  

We shall consider that, as pointed out by Buschmann et al. [9], useful pattern lan-
guages must be sufficiently complete and mature. In particular, they must be complete 
regarding the coverage of the problem and solution spaces for their subjects, and must 
be mature regarding the quality and interconnection of their constituent patterns. 
Quality and maturity cannot be produced casually and hastily, but require great care 
and much time to age gracefully. OPLs are not an exception. Moreover, we claim that 
OPLs must present some characteristics generally pointed as being present in “beauti-
ful ontologies”, such as [22]: satisfy relevant requirements, have a good coverage of 
the targeted domain, be often easily applicable in some context, be structurally well 
designed (either formally or according to desirable patterns), and their domains 
should introduce constraints that lead to modeling solutions that are non-trivial. 

Finally, pattern languages should evolve in response to various events and insights. 
As new experiences are gained developing ontologies with reuse, it is certainly desir-
able to integrate these new experiences and patterns into related existing pattern lan-
guages to keep them up to date. Consequently, all pattern languages, from the rawest 
to the most mature, should always be considered as a work in progress that is subject 
to continuous revision, enhancement, refinement, completion, and sometimes even 
complete rewriting [9]. 

Acknowledgments. This research is funded by the Brazilian Research Funding 
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Abstract. The concepts of scale is at the core of cartographic abstraction
andmapping. It defines which geographic phenomena should be displayed,
which type of geometry and map symbol to use, which measures can be
taken, as well as the degree to which features need to be exaggerated or
spatially displaced. In this work, we present an ontology design pattern
for map scaling using the Web Ontology Language (OWL) within a par-
ticular extension of the OWL RL profile. We explain how it can be used
to describe scaling applications, to reason over scale levels, and geometric
representations. We propose an axiomatization that allows us to impose
meaningful constraints on the pattern, and, thus, to go beyond simple sur-
face semantics. Interestingly, this includes several functional constraints
currently not expressible in any of the OWL profiles. We show that for
this specific scenario, the addition of such constraints does not increase
the reasoning complexity which remains tractable.

1 Introduction and Motivation

The notion of scale is at the very core of cartography and essential for the
visualization of geo-information in maps [14]. However, scale also plays a key
role for knowledge representation and measurement [8]. In its simplest form,
scale can be expressed as a representative fraction that specifies the relation
between the distance measured on a map to the corresponding distance in the
physical world [16]. For example, a large map scale of 1:25000 indicates that one
unit of measure on this map corresponds to 25000 units of the same measure on
the ground. In turn, a small scale map of 1:100000 covers a larger region.1

� An extended technical report with the appendix can be found at http://knoesis.
wright.edu/pascal/resources/publications/odp-carto-scaling-TR.pdf

1 The reason for this is that the terms small and large refer to the representative
fraction, with 1/25000 being the larger fraction. Note that this usage of small and
large differs from how other domains refer to scale, e.g., as in ’large scale study’.
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Dealing with scale-dependent representations of phenomena in maps in a
seamless manner is called map scaling. It involves a lot of specialized knowl-
edge. For instance, highway symbols may have to be exaggerated and displaced
before they can be rendered on a small scale map. Thus, trying to read the
street widths or pathway from a small scale map will yield meaningless results.
Similarly, geographic features such as creeks, lakes, and ponds will have to be
fused, simplified, or omitted. Buildings may be represented as polygons or point-
like features at some scale, but may be fused to blocks and neighborhoods at a
smaller scale. Generalizing further will collapse these blocks into a representa-
tion of a whole city. Finally, on a global map, only major capitals will be left
while all other cities may disappear.

Map scaling requires choosing a certain data representation as well as a mode
of display for every geographic phenomenon type at each scale level inside a map
extent. Cartographic abstraction is, to a large degree, a sophisticated craft. It
involves semantic as well as cartographic knowledge, including knowledge about
the involved type of features, map generalization rules, and appropriate symbol-
ism for layout as well as symbol placings [14].

However, currently, the knowledge about scale dependency of digital represen-
tations remains inaccessible. This makes the integration of digital information
across scales and across applications challenging. While there is a rich body of
work on how to address scale in cartography, most of the knowledge involved
is not specified formally or is hidden in application source code. This contra-
dicts with one of the major paradigm shifts underlying Semantic Web research,
namely to enable the creation of smarter data instead of smarter applications.
Rather than engineering increasingly complex software, the so-called business
logic should be transferred to the level of (meta) data. The rationale behind
this is that smarter data will enable more usable and flexible applications, while
smarter applications alone fail to improve data along the same dimensions. So
far, the notion of scale has barely been given any attention in the Semantic Web,
even though most digital resources have an intrinsic scale level. In particular, we
do not know of any published ontology patterns on scale.

In this paper, we propose a scale ontology design pattern (in the sense of
[6]) which can be used to document and publish knowledge about map scal-
ing applications on the web. It describes the scale dependent representation of
geographic phenomena in such applications, and makes the underlying scaling
decisions explicit and accessible on the Web. Hence, our work may be integrated
with provenance ontologies such as Prov-O2. With respect to (semantic) Web
services, our pattern can be used to link and track geo-features across scale lev-
els. For example, one could query for a map service that serves base data in the
scale required to visualize features from another service. Furthermore, the map
scaling pattern allows to reason on scaled geographic information. For example,
one can check whether two phenomena can be displayed together at a single
scale level across scaling applications. One may also gather information about
a certain geographic phenomenon at a high level of geographic detail across

2 http://www.w3.org/TR/prov-o/
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the Web. And one can check scaling applications for consistency of scaling and
representation.

From the viewpoint of semantic technology, we will address two challenges for
such a pattern: First, from a conceptual viewpoint, the pattern has to ensure
that geographic features are traceable across scale levels, and that the basic
logical constraints inherent in (rendering) applications are formally captured in
the pattern. Second, from a computational point of view, reasoning with the
pattern needs to be tractable. For this purpose, the application logic needs to
captured in a tractable subset of first order logic (FOL). However, as we will show
later on, current OWL fragments are not flexible enough to capture the required
functional constraints. We will show that these constraints can be captured by
a certain logical fragment that remains in polynomial order of complexity.

In the following, we will first discuss map scaling in order to motivate and help
understand our axiomatization. Then, we will discuss a formal axiomatization
on the level of a functional pattern as well as on the level of a DL fragment which
allows tractable reasoning. We will evaluate the pattern by showing its use in
an existing application that studies Malaria, before we discuss and conclude the
paper.

2 Map Scaling in a Nutshell

Practical solutions of the map scaling problem draw on a number of core issues in
Geographic Information Science (GIScience) as well as Computer Cartography
[14,13]. In this section, we will give a very brief overview of key concepts and
related work. We will also suggest a conceptual view on them, which helps put
our ontology pattern into context.

2.1 Map Scale

With the notion scale we mean cartographic scale, which refers to the ratio of
the depicted size of a feature on a cartographic map relative to its actual size
[16]. There are other notions of scale. For example, the scale of analysis and the
scale of observation are scales induced by analyzing or observing a phenomenon.
The scale of a phenomenon is the scale at which a phenomenon appears or can
best be studied [20]. The latter kinds of scale are not explicitly addressed in this
paper, however, they may decide about whether certain kinds of entities appear
at certain scales or not [16]. In this context it will be important to keep in mind
that a unique map scale exists only for a map image, i.e., a map displayed as
an image, and not for map data, which may be displayed at several different
scales. Furthermore, (digital) zooming should not be confused with scaling, as
no new information is added or removed while zooming. So far, we do not know of
any published work addressing the issue of scale in the Semantic Web context3.
However, the topic is central for GIScience [5].
3 Preliminary unpublished work is avaible here:
http://vocamp.org/wiki/Scale-vocab.
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2.2 Geographic Phenomena

Geographic phenomena can be represented in a cartographic map. They come
in different feature/object types, such as rivers, cities, roads, buildings, people,
landparcels, or the earth’s surface. They may also consist of conventionally es-
tablished regions in a spatial reference system, such as the borders of Germany.
Furthermore, they may consist of qualities, such as temperature or windspeed
or building height. Geographic phenomena can be represented by geo-ontologies,
ranging from top-level ontologies such as [2] to domain ontologies such as NASA’s
Sweet4. Most importantly, however, geographic phenomena can be measured in
terms of reference systems. This means one can unambiguously observe their ex-
tent in at least some spatial reference system that allows to refer to geographic
locations, such as WGS84. This makes them amenable to cartographic map-
ping. Externally, geo-ontologies can be aligned with the phenomenon class of
our pattern to differentiate among these types of phenomena and subclass them
further.

2.3 Map Data

Map data is any set of data which represents geographic phenomena and which
can be cartographically mapped (i.e., displayed in a map). For this purpose, it
needs to contain a spatial geometry, i.e., a type of data which specifies a subset
of points in some spatial reference system. This subset may be a single point,
a line, or some region. A frequent data structure are geodata records used in
Geographic Information Systems (GIS), i.e., records of a spatial geometry and
non-spatial attribute values. The latter can represent measurable qualities, e.g.,
temperature, as well as cartographic symbol types, e.g., a color symbol, which
may be used to display the map data at a certain scale level. Depending on the
kind of geometry, one can distinguish two kinds of map data: one is raster data,
where the geometry forms a regular tessellation (a topological cover with regular
polygons) of a subset of the reference space. An example is a satellite image.
Another one is vector data, where geometries can be irregular and need not form
a tesselation. Map data often comes in collections representing phenomena of
similar type called layers. The different kinds of map data form the context but
are not part of our ontology pattern.

2.4 Resolution

Resolution is a central notion for map scaling, however, its semantic specification
is challenging [4]. In this section, we clarify our use of the term in an informal
way, following ideas in [4]. Resolution can be regarded as a property of map
data which allows to measure its level of detail. Note that map data has a
resolution but not a map scale in our sense, since it is not necessarily displayed,
and not necessarily at a single scale level. There are different proxy-measures
for resolution, depending on the purpose. One proxy measure is based on grain

4 http://sweet.jpl.nasa.gov/2.2/sweetAll.owl.
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size, i.e., the extent of an atomic mapping entity in a spatial reference system.
An example is the instantaneaous field of view of a satellite, i.e., the area on
the ground surface that corresponds to a single remote detector element, or the
minimal mapping unit [8]. Our pattern allows grain size resolution levels of map
images interchangeably with their map scale levels in order to restrict potential
display of map data to a scale level. However, we do not explicitly model scale
and resolution of map data, which may be done in the future.

2.5 Map Image

A map image is the result of displaying map data in a map display, i.e., a medium
(e.g., paper) used to visualize the map, according to a map scale. Therefore, a
map image has a grain size resolution as well as a map scale, the latter because
it is projected into a map display in which each pixel has a measurable size. A
map scale can be computed from the image resolution by multiplying the latter
with the pixel size. In a map scaling application, a new map image is generated
every time one zooms in or out. Note that a map image file is a different beast.
In contrast to the former, the latter is a form of map data in raster format.
While the latter has a grain (pixel) size resolution, it does not have a map scale
(since its pixels do not have fixed display sizes).

2.6 Scaling and Map Generalization

Scaling [20] refers to the seamless transfer of information between different scale
levels. Even though a digital map display in principle allows zooming in and out
regardless of map data or phenomena, a visually graspable image as well as a
semantically adequate and computationally efficient data representation depends
on the resolution as well as the design of the map data. For example, from a
visual standpoint, representations can become congested, coalesced or impercep-
tible at inappropriate scales [14]. There is web technology available which allows
to specify and serve scale dependent maps in the web5. The problem of map gen-
eralization has been addressed by Computer Cartography with operations that
modify map data geometry and symbolization accordingly. These include simpli-
fication, smoothing, aggregation, amalgamation, merging, collapse, refinement,
exaggeration, enhancement and displacement [14]. Since existing algorithms are
not able to automatize generalization to a degree which corresponds in quality
to manual cartographic techniques [15], map generalization in practice is still
done manually or semi-automatically [15].

Furthermore, generalization has an aspect of (semantic) modeling [15], which
relates to observation and intrinsic phenomenon scales mentioned above [20]. As
a consequence of scaling, not only the visual representation of a phenomenon, but
also geometry, semantic classes, properties and relations are affected. Further-
more, even the occurrence of individuals is not invariant across scales. Existing

5 For example, the Feature Portrayal Service (FPS) and Styled Layer Descriptor (SLD)
standards of the Open Geospatial Consortium (OGC)
http://www.opengeospatial.org.
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formalisms for scaling and generalization, such as stratified map spaces [19], sim-
plify the problem to lifting or generalizing classes and spatial regions, not objects.
However, as amatter of fact, individual geographic objects, such as cities and coun-
tries, appear at smaller scales, while streets, places and buildings only appear at
larger scales. From an ontological viewpoint, generalization therefore affects the
level of detail of an ontology and thus may change an ontological theory. This can
be treated as a mereological problem on the side of phenomena, such as the prob-
lem to individuate road junctions from a road segment network [17]. For our pat-
tern, we will therefore assume a generalization relation between map data sets,
which reflects diverse ways of generalizing data sets on different scale levels.

3 Preliminaries

To define and implement the pattern in a tractable way, we introduce an ex-
tension of the existing description logics fragment DLP [9], the logic fragment
underlying the OWL RL profile. We denote the extension as DLP∃ and show
that, under certain appropriate syntactic restrictions, reasoning over this DL
fragment remains tractable. Throughout the paper we will show how this exten-
sion allows us to express some useful constraints enhancing the usability of the
map scaling design pattern.

We will make use of the DL notation along the paper, as we think it improves
readability and understanding of the ideas presented. Furthermore, some of the
new features included in the extended fragment DLP∃ are not even part of the
OWL language, such as role conjunction, and therefore cannot be expressed
in any of the existing OWL syntaxes. DL syntax allows us to express these
constructors without having to introduce major changes in the existing notation.
Henceforth, we only implement the part of the pattern that can be done making
use of the current available constructors in OWL. If the reader is not familiar
with the DL notation see [12] for a quick introduction and [1] for a lengthier one.

The set C of allowed concepts in DLP∃ is the set of all concepts that can be
constructed making use of all constructors in Table 1. Like in other DL fragments,
we can divide the axioms in a DLP∃ knowledge base into ABox A, TBox B, and
RBox R statements.6

A DLP∃ TBox [RBox ] is a finite set of general concept inclusions (GCIs)
[role inclusion axioms (RIAs)] as described in Table 1. An ABox is a finite
set of concept and role assertions also as described in Table 1. Furthermore,
DLP∃ restricts the at-most one cardinal restriction constructor (≤ 1R.C) to
only appear in the right hand side of GCIs. Note that DLP∃ allows for the use
of unrestricted role conjunctions.

We do not impose any kind of role regularity restrictions in DLP∃ as defined
for SROIQ [10], which is the logic fragment underlying the OWL DL profile.
The regularity restrictions are applied to the tractable OWL profiles in order to
define OWL DL as a superset of these. Otherwise some of the tractable fragments
would allow some expressivity not available in OWL DL.

6 Assertional, terminological, and role boxes respectively
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Table 1. DLP∃ Constructors. C,D ∈ C are concepts, R and S are roles, and {t} is a
nominal.

Name Syntax Semantics

Concept Assertion C(a) aI ∈ CI

Role Assertion R(a, b) 〈a, b〉 ∈ RI

GCI C � D CI ⊆ DI

Existential Restriction ∃R.C {δ| there is ε with 〈δ, ε〉 ∈ RI and ε ∈ CI}
≤ 1 Card. Restriction ≤ 1R.C {δ|�{〈δ, ε〉} ∈ RI |ε ∈ CI} ≤ 1
Concept Conjunction C �D CI ∩DI

Top concept � ΔI

Bottom concept ⊥ ∅
RIA R � S RI ⊆ SI

Role Inverse R− {〈δ, ε〉|〈ε, δ〉 ∈ V I}
Role Chain (RIA) R1 ◦ . . . ◦Rn RI

1 ◦ . . . ◦RI
n

Role Conjunction R � S RI ∩ SI

To preserve tractability of DLP∃ we need to impose restrictions in the use
of the existential constructor on the right hand side of GCIs, otherwise the
fragment becomes undecidable as shown in [11]. The definition of necessary or
at least sufficient conditions under which DLP∃ still retains tractability are out of
the scope of this paper. Nevertheless as we show in the Appendix that reasoning
in DLP∃ is not only decidable but tractable for the defined pattern and leave the
definition of these restrictions as further work. We also elaborate on how simply
we could devise a reasoning algorithm based on some of the existing reasoning
procedures for DLP.

It may give the impression that the set of constructors represented in Table
1 do not cover the complete expressivity of the OWL RL profile. Indeed, we do
not explicitly include some of the constructors that are part of the specifications
of the RL profile. As shown Table 2, all of the original RL constructors can be
constructed from the set of constructors in Table 1. A smaller set of constructors
allows for more succinct definitions and theorems in further sections.

Table 2. DLP∃ Syntactic Sugar. C, D, and E are concepts, and R is a role.

RL Axiom Equivalent Axioms

C � ∀R.D ∃R−.C � D

C �D � E C � E
D � E

C � ¬D C �D � ⊥
C �≤ 0R.D C � ∃R.D � ⊥

Note that we have also included the⊥ concept in our definition in Table 2, which
does not appear as part of the RL constructors. This special concept is easy to
simulate in RL adding axioms C⊥ � D⊥ � ⊥ and C⊥ � D� where C⊥ and D⊥
are fresh concepts. We have that if K contains these axioms then K |= C⊥ ≡ ⊥.
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4 Formal Description of the Pattern

In Section 2, we introduced map scaling as seamless transfer of information in
maps from one level of detail to another. This idea can be understood in terms of
a binary scaling function. In this section, we will describe this idea first as a simple
functional pattern (see Figure 1), illustrate it with examples, and then formalize
it in DL such that it can published as ontology vocabulary (see Figure 2).

Fig. 1. The map scaling pattern in functional notation. Boxes denote functions, ellipses
denote types of entities. Dotted arrows indicate input types and full arrows output types
of functions. Relations are boolean functions.

The functional pattern in Figure 1 allows to quickly grasp the formal con-
straints in terms of functions (denoted as boxes) that map various input types
to a single output (types denoted as ellipses). Along with the explanation of
this pattern, the challenge addressed here is to translate these general functions
into the previously described DL language DLP∃, i.e., to translate Figure 1 into
Figure 27.

Simply put, map scaling applications providemore or less generalized geometric
representations of geographic phenomena for different scale levels. That is, we need
to deal with the primitive types of things listed in Table 3. The formal relationship
between these types,which ismanifest inmap scaling applications, canbe captured
by a scaling function and two ordering relations. The former can be understood as a
binary function from geographic phenomena and scale levels into geometric repre-
sentations.The latter account for scale dependent orderings of scale levels and data
representations. The numeric scale/resolution boundaries which correspond to a
single scale level are given by hasUpperBound and hasLowerBound , respectively.
The scaling function is specific for a certain scaling application. Other relations
(such as hasScale , getMap and sharesApplicationWith) and types (e.g.MapData)

7 General higher order functions, which are used here as in functional programming,
e.g. http://www.cl.cam.ac.uk/research/hvg/Isabelle/, are not formalizable in DL.

http://www.cl.cam.ac.uk/research/hvg/Isabelle/
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Table 3. Primitive types of entities involved in the functional pattern

Name Formal Type Explanation

Geographic phenomenon GeographicThing Type of mappable phenomenon,
may be categorized by geo-
ontologies and may be aggregated
to layers

Geometric representation GeometricRep Type of data representation of a
phenomenon which involves a geo-
metric part (raster or vector repre-
sentation) as well as a (map-) sym-
bolization part

Scale level ScaleLevel Type of discrete level of detail

Scaling ScaleLevel ⇒
GeographicThing ⇒
GeometricRep

Type of scaling function

can be based on this formal apparatus. For example, in this pattern, amap simply
corresponds to a the projection of a scaling function to a fixed scale level.

The corresponding DL ontology pattern is described in Figure 2. Since DL
does not support the specification of arbitrary functions, scaling functions in
our pattern are indirectly represented as subgraphs consisting of reified 3-tuples.
A scaled representation is a reified tuple of geographic thing, scale level and
geometric representation. This work around requires the introduction of a new
class ScaledRep, as well as its outgoing properties representsObject , isScaled
and isPresentedAs , denoting the three slots in each 3-tuple. Maps need to be
introduced as a primitive class, and we need to explicitly assert that they are
constituted of scaled representations and have a single scale level. Furthermore,
maps are assigned a single scale level which can only be shared within the same
application. Our pattern also involves further formal constraints which will be
discussed along the next paragraphs in terms of axioms.

Our pattern does not include concept hierarchies, because they are not pri-
marily relevant for scaling. Scale/generalization orders and concept subsump-
tion, even though related, are two separate things. However, the latter may be
introduced through geo-ontologies of phenomena.

4.1 Maps and Applications

As mentioned above, we define maps as being constituted of scaled represen-
tations of phenomena at a fixed scale. This notion of a map captures the idea
that maps are actually semiotic signs, i.e., they supply a unique cartographic
representation of phenomena as referents.8 In the ontology designed to fit the
pattern a map can be seen as a set of scaled representation individuals.

8 However, there are also other ways to capture the notion of cartographic maps. For
example, from a GIS viewpoint, a map may be defined as a particular collection of
map data.Or, from a cartographic point of view, maps may be seen as a kind of
cartographic visualization or image.
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Fig. 2. The DL ontology design pattern corresponding to the functional map scale
pattern. Ellipses stand for DL classes. Arrows represent DL properties that relate
classes.

The maps that stem from a certain scaling function (the former being projec-
tions of the latter to fixed scale levels) are considered part of the same scaling
application. This leaves open the possibility that there may be different scaling
applications for the same set of geographic phenomena but for different purposes.
We express this relation making use of the property sharesApplicationWith which
relates those maps that are part of the same application based on whether they
derive from the same scaling function. Property sharesApplicationWith is de-
clared to be transitive (1), symmetric (2), and reflexive (3) with respect of the
individuals within the class Map:

sharesApplicationWith ◦ sharesApplicationWith � sharesApplicationWith (1)

sharesApplicationWith− � sharesApplicationWith (2)

Map � ∃sharesApplicationWith.Self
(3)

We define property hasScale as the function which delivers the unique scale
level of a given map. This property is defined to be functional, since every map
is associated with a single scale. We also define getMap as the inverse property
of hasScale which allows us to retrieve the map associated with a given scale.
These constraints are enforced using axioms (4) and (5).

� �≤ 1hasScale.� (4)

hasScale− � getMap (5)

We impose a less restrictive form of functionality over property getMap. We have
that this property is functional over the set of maps that belong to the same
application, which defined in our pattern as the set of maps that are connected
through the sharesApplicationWith. Note that this property is declared to be
both symmetric and transitive. I.e. a given scale s1 cannot be shared by maps
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m1 and m2 if we have that sharesApplicationWith(m1 ,m2) is entailed by the
ontology. We enforce this constraint with axiom 6 which automatically collapses
into one single individual all maps associated to the same scale that are within
the same application.

� �≤ 1(getMap ◦ sharesApplicationWith).� (6)

Due to these constraints we have that for a given application, there is only
one map at an specific scale level. The rationality behind this constraint is to
eliminate all ambiguity at the time of representing map data at a given scale
over the same application.

We have defined our ontology to allow for an easy retrieval of all the infor-
mation pertaining to a single map. We can make use of the property connexion
isConstituentOf to retrieve and query about all the existing scaled representa-
tions associated with a given map. Property isScaled, which links every scaled
representation with the scale associated to the map this one belongs to, is auto-
matically generated due to axiom (7).

isConstituentOf ◦ hasScale � isScaled (7)

After imposing these restrictions over applications, maps and scales, we elaborate
about scale levels and geographic representations, which are ordered in a chain-
like manner.

4.2 Orders on Scale Levels and Geometric Representations

We enforce a strict partial order over properties isLargerThan and isMoreGener-
alThan which respectively connect (and order) individuals over the classes Scale
and GeometricRep.

isLargerThan ◦ isLargerThan � isLargerThan (8)

∃(isLargerThan � isLargerThan−).� � ⊥ (9)

isMoreGeneralThan ◦ isMoreGeneralThan � isMoreGeneralThan (10)

∃(isMoreGeneralThan � isMoreGeneralThan−).� � ⊥ (11)

As usual, a strict partial order is a binary relation that is irreflexive and transi-
tive, and therefore antisymmetric. We enforce transitivity of properties isLarg-
erThan and isMoreGeneralThan with axioms 8 and 10 respectively. Axioms 9
and 11 enforce irreflexivity of both properties9 also enforcing antisymmetry.

Furthermore, we add a similarity relation among scale levels (i.e., one that
is symmetric and reflexive), which allows us to connect compatible scales across
different applications. Similarity among scale levels allows us to merge data from
different applications, each having its separate scale level chain. Note that the
computation of this similarity relation may be done in various ways based on
their numerical scale boundaries, and we deliberately leave open in our pattern
how this may be done. The similarity relation is represented in the pattern by the

9 We have that (� � ¬∃R1,Self) ≡ � � ∃(R1 �R−
1 ).⊥ for any property R1.
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isCompatibleWith relation which is defined to be symmetric (12) and reflexive
(13) connecting all individuals in class ScaleLevel with themselves.

isCompatibleWith− � isCompatibleWith (12)

ScaleLevel � ∃isCompatibleWith.Self (13)

We assume that each scale level has one upper and lower bound in terms of
numeric map scales or pixel resolutions. The latter are simply rational numbers.
Every scale has at most one upper bound and one lower bound and therefore
both properties hasLowerBound and hasUpperBound are declared functional.
The defined constraint is enforced with axioms:

ScaleLevel � ∃hasLowerBound.xsd:float (14)

ScaleLevel � ∃hasUpperBound.xsd:float (15)

� �≤ 1hasLowerBound.� (16)

� �≤ 1hasUpperBound.� (17)

We skip the constraint that their order needs to comply with (or even defines)
the scale level order. To improve the understanding of the publication we have
not included datatypes within DLP∃, necessary to deal with algebraic operations
over the xsd:float class. Once done it would not be difficult to verify than the
existing isLargerThan relationships are valid, and to automatize the creation of
this relationship between the existing scales.

Now we come to the most essential part of the pattern, namely representing
the scaling function, compare Table 3 and Figure 1. The scaling function allows to
switch to a new data representation for all phenomena by changing the scale level.
This is done in a monotonic manner, i.e., such that the ordering of scale levels is
preserved in generalization levels. Put differently, scaling to a larger scale level
excludes the possibility that representations become more general. We include
the possibility that a phenomenon is not represented at all at certain scale levels
by creating an empty GeometricRep individual, as well as the possibility that it
may be represented in a constant manner.

4.3 Monotonicity of Scaling

To enforce this constraint using OWL we make use of the class ScaledRep,and
we add a logical equivalent to the following first order logic rule to the ontology:

sharesApplicationWith(mx,my) ∧ hasScale(sy,my) ∧ hasScale(sx,mx)

∧ isLargerThan(sx, sy)∧
isConstituentOf(mx, srx) ∧ isConstituentOf(my, sry)∧
representsObject(srx, g) ∧ representsObject(sry, g)∧
isPresentedAs(srx, grrx) ∧ isPresentedAs(sry, grry)∧
isMoreGeneralThan(grrx, grry)→ ⊥(mx)
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This rule enforces that the ontology becomes inconsistent if

– there exist maps m1 and m2 belonging to the same application with scales
s1 and s2,

– scale s1 is larger than scale s2,
– maps m1 and m2 contain scaled representations sr1 and sr2 that represent

the same geographic thing g, and
– the geographic representation record grr1 for sr1 is more general than the

one for sr2, namely grr2.

Although this rule may look quite complex it is indeed expressible in OWL. An
automatized way of performing this transformation is presented in [3], as well
as a procedure to check if a given rule is indeed expressible in OWL. A possible
set of DL axioms equivalent to the previous rule is:

hasScale− ◦ sharesApplicationWith ◦ hasScale � R1

R1 � isLargerThan � R2

isScaled ◦R2 ◦ isScaled � R3

isPresentedAs ◦ isMoreGeneralThan− ◦ isPresentedAs− � R4

representsObject ◦ representsObject− � R5

R3 �R4 �R5 � R⊥

∃R⊥.� � ⊥

where all Ri are freshly introduced roles that do not appear previously in the
ontology.

4.4 Functionality of Scalings

Next, we enforce functionality constraints on the subgraph of scaled representa-
tions which denotes a scaling function, i.e., a singular scaling application.

First, we make use of simple OWL axioms to enforce functionality for the prop-
erties isPresentedAs, isScaled, and representsObject, which respectively connect
a scaled representation with the geometric representation, the scale, and the
geographic thing it is associated with.

� �≤ 1isPresentedAs.� (18)

� �≤ 1isScaled.� (19)

� �≤ 1representsObject.� (20)

Second, a scaled representation is enforced to have a geometric representation,
a scale, and a geographic thing associated to it. This is enforced using OWL
axioms:

ScaledRep � ∃isPresentedAs.GeometricRep (21)

ScaledRep � ∃isScaled.ScaleLevel (22)

ScaledRep � ∃representsObject.GeographicThing (23)
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And third, since the relation expressed by scaled representations stands for a
scaling function, it needs to be restricted to be functional with respect to a
scale level and a geographic phenomenon represented. Furthermore, since a scal-
ing function corresponds to a particular scaling application, we need to restrict
functionality to only those scaled representations that are part of a single scaling
application.

Since every scale is only associated to one map within the same application
we only need to verify that there only exists one scaled representation for each
geographic phenomenon. This constraint is enforced with axioms (24) and (25).

isConstituentOf− ◦ representsObject ◦ representsObject− � Raux (24)

� �≤ 1(Raux � isConstituentOf−).� (25)

Due to axioms (24) and (25) we have that two different scaled representations are
collapsed into a single one if they are constituents of a given map and represent
the same object. Therefore we are guaranteed that, within the same map there
only exists one scaled representation representing the same geographic thing.
Given that functionality only needs to be enforced across the maps within the
same application, and that by previous restrictions we have that there are no
two maps with the same scale within the same application we have that the
mapping to a geometric representation is functional depending on the specific
geographic thin represented and the scale for any given scale representation.

We show a translation of the axioms presented in this section in Appendix,
which is part of the technical report of the paper. In the translation we also
establish a set of domain and range restrictions based on the relations between
properties and roles in Figure 2. As further constraints, we also declare all classes
defined in the pattern to be disjoint in order to avoid possible mistakes in the
declaration of individuals.

5 Application Scenario

When interpreting and comparing maps such as the global kernel density map
(raster data)10 in Fig. 3, where the color ramp of each pixel represents the
fraction of malaria transmitting mosquitos [7], it is crucial to take into account
the effect of scale. At its original resolution 11, each single pixel covers a width
of approximately 17 kilometers at the equator. Assuming that the malaria data
is displayed at a screen pixel size of 0,25 mm, the map image has an appropriate
maximal scale of 1:68000000. Thus, for instance, using such a map to determine
whether a particular village (many of which could be contained in a single pixel)
is affected to a higher degree than others is difficult, since villages are represented
on much larger scale levels.

10 c©2010 Malaria Atlas Project, available under the Creative Commons Attribution
3.0 Unported License.

11 Keeping in mind what we said about zooming and scale in digital images.
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Similarly, as mosquitos require water for reproduction, one may be tempted
to combine such a map with a river network layer. As in the case before, this
particular map is too coarse to support a meaningful comparison, since river
width is a fraction of the size of a pixel. Instead, scholars have to go back to
the source data and generate raster data at a scale which is appropriate for
the scale of river networks. While this is a simple operation for Geographic
Information Systems (GIS), and may be automatized in terms of a map scaling
service, the scale increase cannot be chanced ad libitum but has also a lower
bound. While the upper bound is constrained by the process of cartographic
abstraction mentioned before, the lower bound is limited by the measurement
procedure. In this specific case, data was coded at the village level during the
field study, and thus representing the data at a larger scale of, say, 1:2500, would
create a misleading impression of accuracy.

Fig. 3. Global kernel density map of the fraction of malaria infected mosquitos. The
spectrum blue-yellow-orange-red denotes an increase of this fraction.

The question that we address here is whether the decision about appropriate-
ness of scaled representations of phenomena can be automated in the Semantic
Web, independently from and without (manual) interaction with particular scal-
ing applications. In the following, we demonstrate how such a decision may be
computed based on our pattern.

Suppose we have an ABox which describes map data from different scaling
applications of the kind discussed above together with its scale level:

ScaleLevel(s1) GeographicThing(malaria)

GeometricRep(raster) ScaledRep(sr1)

representsObject (sr1,malaria) isScaled (sr1, s1)

isPresentedAs(sr1, raster)

ScaleLevel(s2) Village � GeographicThing

GeometricRep(polygon) Village(village1)

representsObject (sr2, village1) ScaledRep(sr2)

isPresentedAs(sr2, polygon) isScaled (sr2, s2)

Map(m1) Map(m2)

isConstituentOf(sr1,m1) isConstituentOf(sr2,m2)

isCompatibleWith (s2, s1)
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The data provided may come from different users that uploaded data from dif-
ferent applications. We assume there is one user that wants to merge existing
information about the malaria and existing villages. We define a new subclass
Village of the general class GeographicThing. The user can now query for all
existing villages that are represented on a compatible scale together with sr2,
which is the scaled representation of malaria.

(x?) : ∃representObject.Village � ∃(isScaled ◦ isCompatible ◦ isScaled−).{sr2}

The query will retrieve all scaled representations that represent a Village type
individual and have a compatible scale with sr2. The user can then select the
most appropriate for his visualization of the data. Making use of the xsd:float
values associated with a scale allows also to retrieve the scaled representations
within a certain range.

6 Discussion and Conclusion

In this paper, we suggested a formal ontology design pattern that describes car-
tographic map scaling on a semantic level in terms of a functional relationship
among geometric representations, phenomena and scale levels. Map scaling ap-
plications are used on the web to represent and display phenomena at different
scale levels. In the Semantic Web, the notions of scale and resolution have, to
the best of our knowledge, not been introduced so far, even though they are
of central importance to deal with information at different levels of granular-
ity. Scale, granularity and resolution are central notions of cartography [14] and
GIScience [13], however, formal approaches to describe map scaling are mostly
focused on mathematical models of generalization and granularity change [19],
not on making publicly available the application logic of actual scaling systems.

In the Web, granularity levels are needed to improve performance of query-
ing, reasoning, as well as in order to display information meaningfully on a map.
The challenge lies in preventing mashups of data at inappropriate resolutions,
or visual clutter across scaling applications, as well as in enabling the tracing of
geographic phenomena across different levels of detail and across different appli-
cations. Opening up existing scaling implementation logic for the Semantic Web
not only allows cross-linking web map services based on geographic phenomena,
it also has the potential to make the Semantic Web itself scale across different
levels of detail. This is because it adds the crucial information about whether
certain information can be used on certain scale levels or not. This information
today seems to be missing from the Semantic Web. For example, the geographic
reference of DBpedia or Linked Geodata [18] is a scale-free coordinate point.

In the paper, we proposed formal constraints to the pattern in a tractable
fragment of DL, which can be used to compute inferences on ABox descrip-
tions of actual scaling applications. For example, we showed that it is possible
to check automatically whether data representations from scaling applications
are compatible with respect to their scale levels, and thus, can be meaningfully
displayed in a single map. The constraints also allow to check consistency of a
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single scaling application, e.g., with respect to monotonicity and functionality
of scaling. Future research may enrich the axiomatization based on a full func-
tional specification in HOL, which could only be sketched in Figure 1. It may
also address scalable reasoners for DLP∃, which would allow testing the pattern
on a set of scaling applications described by the pattern. Even without computa-
tional reasoning, the pattern can be directly used to annotate and query existing
scaling applications based on RDF. Furthermore, the pattern may be specialized
by complementary patterns describing geometric data formats as known in GI-
Science, different geographic ontologies, the relation of map displays and scale,
as well as different notions of scale and resolution.
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Abstract. Collaborative editing on large-scale ontologies imposes seri-
ous demands on concurrent modifications and conflict resolution. In or-
der to enable robust handling of concurrent modifications, we propose a
locking-based approach that ensures independent transactions to simul-
taneously work on an ontology while blocking those transactions that
might influence other transactions. In the logical context of ontologies,
dependence and independence of transactions do not only rely on the
single data items that are modified, but also on the inferences drawn
from these items. In order to address this issue, we utilize logical mod-
ularization of ontologies and lock the parts of the ontology that share
inferential dependencies for an ongoing transaction. We compare and
evaluate modularization and the naive approach of locking the whole on-
tology for each transaction and analyze the trade-off between the time
needed for computing locks and the time gained by running transactions
concurrently.

1 Introduction

Ontologies, as a prominent knowledge representation approach on the Web, are
often collaboratively developed, distributed and extended by multiple users. In
general, users modify ontologies independently from each other and they are
not aware of edits of other users. Accordingly, approaches for enabling concur-
rent editing of large ontologies have to ensure that modifications of users are
not contradicting each other. Concurrent ontology editing and knowledge base
authoring has been the topic of several previous works, which can be roughly
partitioned into two categories. First, optimistic versioning-based approaches,
like in Karp et al. [10] or ContentCVS by Ruiz et al. [9], make users feel as in a
single-user setting — by distinguishing between a private (editable) knowledge
base and a public version users can only commit their changes to. In general,
commits in these systems consist of multiple changes and these systems pro-
vide conflict resolution functionalities. Second, systems like [15] address conflict
resolution for parallel editing over a Web interface. The latter systems usually
focus more on the social component by making simultaneous changes of different
users possible and showing them immediately to all users. In terms of time spans
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between two commits/edits of a single user, these two categories are the end-
points of a wide spectrum of approaches for dealing with concurrent knowledge
base and ontology editing. However, the trade-off between “isolated” access and
interleaving operations is also studied in traditional transaction management
for databases, which is the foundation for the approach to deal with concurrent
access to ontologies. There, sophisticated access methods and protocols avoid
unwanted intermediate results and guarantee a consistent synchronization be-
tween users. This is achieved by introducing transactions and specific means
for handling them. A transaction is defined by an opening statement (‘begin
of transaction’), some arbitrary program code that includes interactions with
the database and a conclusion statement, i. e., either a ‘commit’ that finalizes
the transaction or an ‘abort’ that erases all effects of this transaction. Using
a transaction, the individual user should be shielded from influences of other
users. The easiest way to achieve such isolation would be a strict serial execu-
tion of all transactions. Because individual transactions, however, may contain
time-consuming user code, the parallel execution of transactions seems to be a
necessity for the performance of the system. Trading off between users’ wishes
for isolation from effects of other users led to the notion of serializability [2]. If
transactions are scheduled in a—typically interleaved—way that is equivalent to
some serial schedule of the same transactions, then the schedule is called seri-
alizable and the program code defining the transactions behaves functionally as
if it has exclusive access to the database. Obviously, such a scheme is not only
desirable to have for databases but is also highly desirable to have in the case
of frequently accessed ontologies. However, there arise several issues that need
to be tackled to carry over the notions of ‘transaction’ and ‘serializability’ from
databases to ontologies: (1)The notion of ‘serializability’ is based on the notion of
‘equivalence’ of transaction schedules, but what does it mean that two schedules
are equivalent if also computational inferences in ontologies need to be accounted
for? (2)As will be shown below, ‘serializability’ is typically based on locking data
items such that different transactions do not interact with each other. But what
should be locked when logical inference comes into play? (3)Locking data items
for transaction scheduling is beneficial as the actual locking process is computa-
tionally cheap. However, in the context of ontologies computing the axioms to be
locked may become computationally expensive. What is the trade-off between
concurrency of ontology access and determining the locks for transactions on an
ontology? To illustrate the above challenges, we consider the following example:

Example 1. Let O = (T ,A) be an ontology with the following axioms in the
T -Box:

A1 ≡ ∀R.D1 (1) A2 ≡ ∀R.D2 (2) D1 �D2 � ⊥ (3)

B � D1 (4) A � ∀R.B (5)

and some arbitrary ABox A. Assume that one user intends to replace Axiom
(4) B � D1 by a new Axiom (6) B � D2. Imagine a second user is asking (at
the same time) for all concepts that subsume A. Before the change of the first
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user (replacement of Axiom (4) by (6)), concept A1 subsumes A, but after the
change, A2 subsumes A. Before the first user starts the transaction the result to
the second user’s query would be A � A1 and afterwards A � A2. However, the
relationship does not hold after the first user has deleted Axiom (4) and not yet
added Axiom (6), the result would be neither A � A1 nor A � A2.

In this paper, we present a locking-based framework for handling concurrent
transactions on ontologies. We define a notion of conflict that prevents different
transactions to be executed in an arbitrary way (Sect. 4) and adapt a two-phase
locking approach from databases [3] (Sect. 5). Whenever a user issues some
operation the necessary locks are acquired. For computing the locking areas for
transactions, we utilize the modules of an ontology [6].

2 Foundations and Related Work

The first part of this section introduces fundamentals on concurrent transactions
and locking principles, rooted in the database research field. The second part
gives an overview on related work of concurrent ontology editing.

2.1 Foundations of Transaction and Locking

Transaction management guarantees the isolation of a transaction execution
from the inference with other transactions. Transactions in databases ensure the
following properties [2]: Atomicity: A transaction is either completely executed
or not executed; Consistency: The execution of a transaction has to maintain the
consistency of a database; Isolation: The execution of a set of transactions has
the same effect as all transactions would be executed individually; Durability:
After executing a transaction, all modifications need to be stored in the database.
Technically, isolation can be ensured by serializability, which guarantees that the
outcome of a schedule is equal to the outcome of the same transactions executed
one after the other. Such a schedule is called serializable. The serializability is
guaranteed by concurrency control mechanisms like locking, e. g., the two-phase
locking (2PL) [3], where data of potential competing transactions are locked
in two phases: In the ‘expanding phase’, the transaction successively tries to
acquire locks for the resources of each single atomic operation. If it successfully
acquires a lock then it performs the operations and continues. If the resource of
an operation is already locked by another transaction, the current transaction
will stop and consecutively try to acquire a lock for this resource until it succeeds.
After all operations of an transaction are performed, the transaction will enter
the ‘shrinking phase’ and free all of its locks.

Following this line of argumentation, a key issue is to determine the resources
that need to be locked in order to execute an atomic operation. Obviously, the
locked area should be as small as possible to enable interleaving transactions,
but the area should be as large as necessary to avoid conflicts.
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2.2 Concurrent Ontology Editing

The need for concurrency control in knowledge bases was already acknowledged
by Chaudhri et al. [4]. They show the inadequacy of concurrency control mech-
anism from databases and present Dynamic Directed Graph (DDG), a con-
currency control mechanism for rule-based knowledge bases. Their setting and
approach is similar to ours but use a very restrictive knowledge representation
formalism which simplifies transaction schedule computations.

Other approaches can be roughly partitioned into two categories. The first
category [10,9] extends versioning systems to the knowledge base setting and
implement an optimistic conflict resolution schema. The second category [15]
applies ideas of online editors to the field of collaborative ontology editing, with-
out considering issues of conflict resolution directly. The rationale behind using
these two approaches base on different assumptions. For the first category, it
is assumed that knowledge bases are created over a large period of time. For
both, it is assumed that the areas of responsibility of different contributors are
relatively independent, i. e. they usually modify different parts of the knowledge
base. However these assumptions do not necessarily hold in many of applica-
tion areas, where e. g. already deployed ontologies are modified more frequently.
In this paper, we focus on scenarios that need not satisfy these assumptions.
Nonetheless, we now look at some of these approaches in more detail.

In [10], Karp et al. introduced an authoring tool for knowledge bases based
on frame logic, a predecessor of modern ontology languages. Along with the
collaborative subsystem they define the notion of conflicts regarding knowledge
base operations and they provide conflict detection mechanisms for the merge
process. A similar approach is pursued in ContentCVS [9]. The authors adopted
the popular concurrent versioning approach CVS to the field of collaborative
ontology development. They include structural and semantic-based conflict de-
tection and state-of-the-art ontology debugging and repair techniques to help
the user in conflict resolution. Both approaches make use of an optimistic ver-
sioning based approach which detects and resolves conflicting edits in commits
on merge time without locking. In [15], Tudorache et al. evaluate the collabo-
ration features of WebProtégé within an intense user study during the develop-
ment process of the 11th version of the International Classification of Diseases
(ICD-11). WebProtégé’s collaborative features are all directly integrated in the
editing process and make all users aware of all edits currently happening. Ad-
ditional WebProtégé provides features for incorporating, tracking and reviewing
changes on-the-fly. This way of collaborative ontology editing is focusing on con-
flict prevention or just-in-time conflict resolution. To provide the users of such
an editor with useful information about possible conflicts resulting from their
edits, an approach similar to our approach could be facilitated. In such a setting
our approach would not lock resources but make users aware of possible conflicts
calculate from the current edits.

For further related work, Falconer et al. [5] describe patterns of editing behav-
ior and roles of the contributors for large scale ontology-development projects.
This is of particular interest for the design and implementation of collaborative
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editing environments for ontology. The concurrency control mechanism, described
in this paper, builds the basis for such systems and the calculation of areas affected
by a transaction might benefit from contributor roles and predefined behavior
patterns.

For OWL ontologies, Seidenberg and Rector [13] discuss basic principles for
multi-user ontology editing. They indicate that due to inference capabilities the
computation of locking areas goes beyond transaction management principles
in databases since changes of a class might lead to different subsumptions of
other classes, for instance: (i) classes with different names are classified as equal;
(ii) a class is classified as a new subclass of a new/changed class; (iii) a class
might become unsatisfiable. In this paper, we tackle this indicated challenge of
computing locking areas for transaction management.

In order to handle locking, it is necessary to identify areas that are affected
by a transaction. Subsequently, we call such areas of an ontology the area of
influence of a single operation. These areas are obtained by computing modules,
either in terms of structural areas, which are built by traversal techniques [14,11],
or in terms of semantic influence areas [6], as it is used in our work.

3 Preliminaries

In this section, we introduce description logics [1], the language family that
underlies modern ontology languages like OWL2 [8]. For purpose of presentation,
we refer to ALC, but our approach can be generalized to any other description
logic where module computation [6] is supported. The signature SigL = C�R�I
of L is composed of a set C of atomic concepts denoted by A,B,C, . . . , a set R of
atomic roles denoted by r, s, . . . , and a set I of individuals denoted by a, b, c, . . . ,
and subsets of SigL are denoted S,S1,S2, . . .. Concepts in L are built using the
symbols in SigL and the following syntax rules:

C ::= A | � |⊥ | (¬C) | (C � C) | (C � C) | (∃ r.C) | (∀ r.C) |

where A ∈ C is a concept name, r ∈ R is a role name and a1, . . . , an ∈ I are
individuals. If C1, C2 are concepts then C1 � C2 is an inclusion axiom. If C is
a concept, r ∈ R is a role, and a, b ∈ I are individuals, then C(a) and r(a, b)
are assertional axioms. An ontology O is a pair O = (T ,A) where T is a finite
set of inclusion axioms (called the Tbox) and A is a finite set of assertional
axioms (called the Abox). The signature Sig(O) of an ontology O is the set
Sig(O) ⊆ SigL of symbols occurring in O. The signature Sig(α) of an axiom
α is defined analogously. If O = (T ,A) is an ontology and α is an axiom we
define O ∪ {α} to be either O ∪ {α} = (T ∪ {α},A) or O ∪ {α} = (T ,A∪ {α}),
depending on whether α is an inclusion or assertional axiom. The set difference
is defined analogously. We assume the standard first-order semantics of O, given
by Tarski style model-theoretic semantics using interpretations like in [1].
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4 Transactions on Ontologies

In this section, we illustrate the problem of concurrent transaction management
for ontologies and specify the notion of atomic operations, transactions, trans-
action schedules and serializability. By a slight abuse of the notation, we use
standard set operators in the context of sequences, e. g., a ∈ (a1, . . . , an) ⇐⇒
a ∈ {a1, . . . , an}. The union ∪ of two sequences is defined as the set (a1, . . . , an)∪
(b1, . . . , bm) = {a1, . . . , an, b1, . . . , bm} and the concatenation ◦ of two sequences
is defined as the sequence (a1, . . . , an) ◦ (b1, . . . , bm) = (a1, . . . , an, b1, . . . , bm).

Definition 1. Let O be an ontology in language L and VC , VR and VI be sets
of variable names for concepts, roles and individuals. Then an atomic operation
a on O is a tuple a = (o, α), consisting of one operation o ∈ {ask, tell, forget}
and an axiom α with 1.) α ∈ L′ with SigL′ = (C ∪VC) � (R ∪VR) � (I ∪VI)
(if o = ask), 2.) α ∈ L (if o = tell), or 3.) α ∈ O (if o = forget).

For an atomic operation (ask, α), we allow α to contain variable names in order to
ask for more general formulas, e. g., the operation (ask, A � ?X) or (ask, ?Y �
B) with ?X, ?Y ∈ VC , asking for axioms with concept descriptions C such
that O |= A � C is true or for all axioms with concept descriptions D that
O |= D � B is true, respectively. Hence, an empty result to an ask operation
means false whereas some result would mean true. The operation (forget, α)
triggers a contraction of O by α ∈ O yielding a new ontology O′ = O \ {α}.
The operation (tell, α) triggers an expansion of O by α yielding a new ontology
O′ = O ∪ {α}. Note that we do not consider the general problem of complex
belief dynamics in ontologies [12]. For example, we do not consider the problem
of revising an ontology by a possibly contradicting axiom α such that the new
ontology remains consistent. To formalize the above intuition, we introduce two
functions that describe the results of an atomic operation. ans—answer, returns
a set of axioms for a given pair of ontology and atomic operation—and upd—
update returns a new (updated) ontology, for a given pair of ontology and atomic
operation. For α ∈ L′ with SigL′ = (C∪VC)� (R∪VR)� (I∪VI) let gr(α) be
the set of groundings of α in L, i. e., the set of all axioms that are the same as α
but every variable is substituted by some concept description, role description,
or individual. Let O be an ontology and a = (o, α) an atomic operation. Then
define

ans(O, (o, α)) =

{
{α′ ∈ gr(α) | O |= α′} o = ask
∅ otherwise

upd(O, (o, α)) =

⎧⎨
⎩
O o = ask
O ∪ {α} o = tell
O \ {α} o = forget

Note that only the ask operation may yield a non-empty answer and only tell
and forget operations actually update the ontology. Based on these atomic op-
erations, we are able to define ontology transactions as follows.

Definition 2. An ontology transaction θ (or transaction for short) is a finite
sequence θ = (a1, . . . , an) of atomic operations a1, . . . , an.
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A transaction bundles a sequence of atomic operations to be executed on be-
half of a user. For a transaction θ = ((o1, α1), . . . , (on, αn)) let axioms(θ) =
{α1, . . . , αn}. We denote with Sig(θ) ⊆ SigL′ the signature of all axioms of a
transaction θ, with L′ being the same as in Definition 1.

For an ontology O and a sequence of atomic operations (a1, . . . , an), in order
to take cumulative changes of O into account, we abbreviate

upd(O, ()) = O (1)

upd(O, (a1, . . . , an)) = upd(upd(O, (a1, . . . , an−1)), an) (2)

for all i = 1, . . . , n. In other words, upd(O, (a1, . . . , an)) is the ontology result-
ing after sequentially executing the atomic operations a1, . . . , an. Analogously,
ans(O, an) is the answer of the atomic operation an on upd(O, (a1, . . . , an−1)).

ans(O, an) = ans(upd(O, (a1, . . . , an−1)), an) (3)

Example 2. To clarify this, we continue with formalizing our Example 2 from the
introduction according to the definitions made so far. Let θ1 = (a1, a2), θ2 = (b1)
be the two transactions on O defined as:

a1 = (forget, B � D1) a2 = (tell, B � D2)

b1 = (ask,A �?X)

As defined in the introduction, transaction θ1 intends to replace the axiom B �
D1 by B � D2 while transaction θ2 asks for all subsumption relations of the form
A �?X . Figure 1 shows the interaction between these two transactions. The left
part of the figure shows transaction θ1, while the right part shows the three
possible execution orders of transactions θ1 and θ2. As we can see, depending
on the transaction order, the outcome differs. The outcome of the operation
of b1 = (ask, (A �?X)) is A � A1 if the operation takes place before and
A � A2 after the operations of θ1, a1, a2. Both cases refer to a serial schedule.
However, in the second case, we observe unintended answers of transaction θ2.
Since the operation (b1) takes place in between the operations a1 and a2 (non-
serial schedule) the only concept that subsumes A is the universal concept �.

Definition 3. Let Θ = {θ1, . . . , θk} with θi = (ai,1, . . . , ai,mi) for i = 1, . . . , k
be a set of transactions. A transaction schedule π of Θ is a transaction π =
(c1, . . . , cm) such that

{c1, . . . , cm} = θ1 ∪ θ2 ∪ . . . ∪ θk (4)

and for all i = 1, . . . , k we have u < r iff s < t for cu = ai,s and cr = ai,t.

Definition 4. Let Θ = {θ1, . . . , θk} be a set of transactions. A transaction
schedule π is a serial transaction schedule of Θ if there is a permutation σ :
{1, . . . , k} → {1, . . . , k} such that

π = θσ(1) ◦ θσ(2) ◦ . . . ◦ θσ(k) (5)

Let ΠserΘ be the set of all possible serial transaction schedules for a given set of
transactions Θ.
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Transaction θ1 Transaction θ2

Before schedule Intermediate schedule After schedule

Begin θ2

T |= A � A1 (ask, A �?X)

Begin θ1 End θ2

(forget, B � D1) Begin θ2

T �|= A � A1 ∨A � A2 (ask, A �?X)

(tell, B � D2) End θ2

End θ1 Begin θ2

T |= A � A2 (ask, A �?X)

dummy End θ2

Fig. 1. Transaction Processing

Obviously, a serial transaction schedule πser is a transaction schedule that re-
spects the original order of the atomic operations in the original transactions and
executes operations of the individual transactions in distinguishable batches. For
a set Θ of n transactions θi with i = 1, . . . , n there exist n! different serial trans-
action schedules. Apart from the serial transaction schedules, a vast number of
other interleaving schedules exists, e. g., for two transactions of lengths m1,m2

the possible number of schedules is (m1+m2
m1

). So there is, in general, a large num-
ber of possibilities for transactions to interleave. In order to both preserve the
intended semantics of a set of transactions and optimizing performance we are
interested in serializable schedules.

Definition 5. Let O be an ontology and Θ = {θ1, . . . , θk} be a set of transac-
tions on O. A transaction schedule π′ = (c1, . . . , cn) of Θ is serializable if there
exists a serial transaction schedule πser = (d1, . . . , dn) such that ci = dσ(i) (for
i = 1, . . . , n) for some bijection σ : {1, . . . , n} → {1, . . . , n} of Θ such that

1. upd(O, π′) = upd(O, πser)
2. ans(O, (c1, . . . , ci)) = ans(O, (dσ(1), . . . , dσ(i))) for i = 1, . . . , n

In other words, a transaction schedule π′ is serializable wrt. O if there is a serial
transaction schedule πser such that applying π′ on O yields the same ontology
as applying πser on O and all answers to queries stay the same.

Example 3. We continue Example 2 with the two transactions θ1 = (a1, a2)
and θ2 = (b1). Possible transaction schedules, which adhere to a fixed order in
operations of the same transaction, are π1 = (a1, a2, b1), π2 = (a1, b1, a2) and
π3 = (b1, a1, a2). Both π1 and π3 are serial transaction schedules. The schedule
π2 is not serializable due to

ansπ1(O, b1) = {A � A1} ansπ3(O, b1) = {A � A2}
ansπ2(O, b1) ∩ {A1, A2} = ∅

Definition 6. A set of transaction Θ = {θ1, . . . , θn} is conflicting if there is a
transaction schedule π that is not serializable.
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Obviously, in the case of conflicting transactions, some mechanism need to decide
how transactions have to be scheduled in order to have a well-defined outcome of
concurrent transactions. In the following, we address this issue in a conservative
way by restricting interleaving executions of possibly conflicting transactions
using locking.

5 What Has to Be Locked?

A problem of concurrent transaction management is to find, if existing, a seri-
alizable transaction schedule for a sequence of transactions θ1, . . . , θn. The sim-
plest serializable transaction schedule for a given set of transactions Θ would be
a serial transaction schedule, i. e., locking the whole ontology. However, such a
schedule would potentially suffer from execution delays regarding multiple trans-
actions. The other extreme is to lock exactly this part of the ontology necessary
to avoid conflicts, but this could suffer from a potentially expensive calculation
of the concrete locking area. To remedy this trade-off, we investigate the problem
of determining the right part of the ontology that has to be locked. Based on
this, we are able to investigate the problem of acquiring locks and determining
a serializable interleaving transaction schedule.

5.1 Modules of an Ontology

According to our example in Sect. 4, a lock has to be acquired on more than
just the axioms of the operations of a transaction (axioms(θ)). Additionally,
also the logical consequences, constructed using symbols from Sig(θ), should be
locked. Thus, for a transaction θ over ontology O, we have to lock a sub-ontology
Oθ ⊆ O ∪ axioms(θ), so that every logical consequence α constructed using only
symbols from Sig(θ) with O∪ axioms(θ) |= α is already a logical consequence of
Oθ. It is possible to define finite sets of axioms M⊆ O such that for all axioms
α with terms only from some Signature S ⊆ Sig(O), we have that M |= α iff
O |= α. In such case M is called S-module of O, cf. [6].

Definition 7. Let O′ ⊆ O be ontologies and S be a signature. Then O′ is a
module for S of O, if for all axioms α with Sig(α) ⊆ S, it holds that O′ |= α if
and only if O |= α.

An important property of modules is convexity, i. e., given three ontologies O1 ⊆
O2 ⊆ O3 if O1 is an S-module in O3 then O1 is an S-module in O2 and O2

is an S-module in O3 [6]. This means that it is sufficient to focus on minimal
S-modules. An S-module O1 is minimal if there is no other S-module O2 � O1.
This is also advantageous from a locking point of view, locking less is better
since is is more likely that other transactions could also be executed. However,
just one module is not enough since for a given signature S and an ontology
O there might be multiple S-modules and for our task we are interested in the
fragment Oθ that covers all axioms essential for the transaction θ. For such kind
of fragment of an ontology the literature gives us the following definition, cf. [6].
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Definition 8. For a signature S and an ontology O, we say that an axiom α ∈ O
is S-essential in O wrt. L if α belongs to some minimal S-module in O wrt. L.

Unfortunately, it has been shown in the literature that deciding if a set of axioms
is a module is hard or even undecidable for expressive DLs [6,7]. But there exists
several alternative (approximative) definitions of modules. One of them is the so
called locality-based module (LBM) [16], which comes in two flavors, syntactic
and semantic LBM. For syntactic LBMs it is known that they contain the cor-
responding semantic LBM and for their calculation algorithms with polynomial
runtime wrt. the size of the ontology are known [16].

Based on the definition above, we can now state our notion of influence area,
which describes the set of all axioms and entailments, which could be influenced
by a single atomic operation.

Definition 9. The minimal influence area Ωa of an atomic operation a = (o, α)
with respect to an ontology O is the set of all Sig(α)-essential axioms in O. If
o = tell we extend the definition to all Sig(α)-essential axioms in O ∪ {α}.

5.2 Two-Phase Locking for Ontologies

Now, we are able to define a 2PL based locking mechanism for ontology transac-
tions. Algorithm 1 displays the locking procedure. The input to the algorithm is
the transaction θi and a global lock GLock, which is synchronized for all running
instances of this procedure. The algorithm can be subdivided into three parts.
First the initialization part, in which a local empty lock TLock is initialized,
line (2). The second part of the algorithm complies the ‘Expanding Phase’ of
the 2PL mechanism. The algorithm picks the current atomic operation (a) (4).

Algorithm 1: ExecuteTransaction

input : θ, a single transaction, GLock a globale syncronized Lock

1 begin
/* Initialization */

2 TLock ←− ∅;
/* Expanding phase: acquire locks */

3 for i = 1 to |θ| do
4 a←− θ[i];
5 while ((GLock\TLock) ∩ΩSig(a) �= ∅) do
6 wait;

7 GLock ←− GLock\TLock;
8 TLock ←− ΩSig(a1...ai);
9 GLock ←− GLock ∪ TLock;

10 execute a;

/* Shrinking phase: remove all locks */

11 GLock ←− GLock\TLock;
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Only if the intersection between this Ωa and the global lock GLock is empty the
algorithm will continue, otherwise it will wait (5,6). During the time procedure
(a) is waiting for resources to be freed, it could happen that another parallel
working procedure (b) changes the ontology in two ways that could affect (a).
First, an axiom currently in the TLock of (a) is removed by (b), then the TLock
of (a) is just too big but the locking is still valid. Second, a new axiom that
should be part of TLock (a) is added by (b), then the calculated TLock of (a)
is to small and therefore it has to be constantly recalculated. If it is empty the
procedure acquires the lock for a, by adding Ωa to TLock as well as to GLock,
lines (7,8,9). Then the procedure could execute the atomic operation a, line (10).
As soon as all atomic operations of θi are processed, the procedure enters the
‘Shrinking Phase’ (third part) and frees all acquired locks (line (11)).

Theorem 1. Let Θ = {θ1, . . . , θn} be a set of transactions. Any transaction
schedule that is emitted by parallel executions of Algorithm 1 for each transaction
θ1, . . . , θn is serializable.

Proof (Sketch). Let Θ = {θ1, . . . , θn} with θi = (ai,1, . . . , ai,mi) for i = 1, . . . , k
be a set of transactions. Let π = (c1, . . . , cn) be a transaction schedule emitted by
the parallel executions of Algorithm 1. Consider the serial transaction schedule
πser = θσ(1) ◦ . . . θσ(n) with a permutation σ : {1, . . . , n} → {1, . . . , n} and
σ(i) < σ(j) iff k < l for ck = ai,1 and cl = aj,1. In other words, πser is the serial
schedule obtained from π by ordering the transactions according to their first
operation in π. It suffices to show that πser is the witness of π’s serializability
according to Definition 5. Assume upd(O, π′) = upd(O, πser) does not hold. Then
there are transactions θ, θ′ that manipulate some axiom α ∈ O. Without loss of
generality assume θ appears before θ′ in πser. Then θ acquires a lock on at least
the axiom α—note that always α ∈ ΩSig(α)—in line 9 of Algorithm 1 and releases
it only after executing the whole transaction in line 11. Then θ′ is blocked and
O is updated in the same way as a serial execution of θ and θ′, as in πser.
It follows upd(O, π′) = upd(O, πser). Similarly, it also holds that the answer
behavior is the same for both π and πser by taking into account that the subset
Ω′

Sig(α) ⊆ O that suffices to produce answers for an operation (ask, α)—i. e.

ans(O, (ask, α)) = {α′ ∈ gr(α) | O |= α′} = {α′ ∈ gr(α) | ΩSig(α) |= α′}— is
accessed by only one transaction at a time as well. ��

6 Evaluation

For our evaluation, we use different versions of the National Cancer Institute
Thesaurus (NCIt) which are available as OWL EL++ ontologies1. As there are
no real transaction logs available for NCIt (or any other versioned ontology), we
perform our evaluation using transactions artificially generated from four con-
secutive versions available for NCIt. More specifically, for each two consecutive

1 NCIt archive http://evs.nci.nih.gov/ftp1/NCI_Thesaurus/archive, Nov 2012.

http://evs.nci.nih.gov/ftp1/NCI_Thesaurus/archive
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versions of the NCIt ontology, we generate around 140 different transactions,
each consisting of 6-12 atomic operations, which contain tell -operations on ax-
ioms that are present in the more recent version but missing in the previous
version, forget -operations on axioms that are present in the previous version but
missing in the more recent version, and ask -operations on axioms artificially gen-
erated partially from the signature of the tell - and forget -operations in the same
transaction and potentially other symbols. We computed schedules for around
240 different combinations of these transaction.

Our evaluation aims at measuring the potential benefit of the module-based
locking approach in terms of total execution time. For each atomic operation
in a transaction, we compute the locking areas based on syntactic locality as
described in Sec. 5. While the time needed for computing a module-based lock
is, in general, much larger than for the whole ontology (which is almost imme-
diate) we estimate a benefit when taking varying execution times of non-critical
operations—i. e. user code that is contained in a transaction—into account. We
expect that with increasing average execution time of non-critical operations the
effort for computing a more specific locking area becomes negligible.

6.1 Evaluation Setup

In order to compensate for the lack of existing real transaction logs, we imple-
mented Algorithm 1 in a non-parallel fashion and compute all serializable trans-
action schedules that are consistent with our locking approach. Let Θmod resp.
Θonto be these sets of serializable transaction schedules. For the approach of lock-
ing the whole ontology for each atomic operation it follows that Θonto is the set
of all serial transaction schedules. For both locking approaches and each transac-
tion schedule θ = (c1, . . . , cn) obtained in this way, we estimate the running time
for executing the schedule as follows. Each atomic operation ci (i = 1, . . . , n)
can be decomposed via ci = c′ic

′′
i c

′′′
i , where in c′i the lock is acquired—which

might take some time of lock calculation and the locking itself—c′′i is the criti-
cal operation—which contains the actual database access and is the reason for
acquiring the lock—and c′′′i is a non-critical operation, which might contain user
interaction and other user code. For each non-critical operation c′′′i , we consider
different (but uniform over all non-critical operations) execution times while we
assume critical operations to be immediate, i. e. they have an execution time
of zero. If θ contains a sequence cici+1 = c′ic

′′
i c

′′′
i c′i+1c

′′
i+1c

′′′
i+1 where ci and ci+1

originate from different transactions we assume that c′′′i and c′i+1c
′′
i+1c

′′′
i+1 can be

executed in parallel, thus decreasing total execution time. A parallelization fθ
of θ is a function fθ : {1, . . . , n} → {1, . . . , n} that satisfies

1. fθ(i) ≤ fθ(j) for all i, j = 1, . . . , n,
2. If fθ(i) = fθ(j) then c′′i and c′′j come from different transactions, and
3. there is n′ ≤ n with Im fθ = {1, . . . , n′} (Im f is the image of a function f)

Therefore, a parallelization fθ says that all c′′i with fθ(i) = 0 are executed in
parallel at a first step (after their corresponding c′i). Then all c′′i with fθ(i) = 1
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are executed in parallel, and so on. The first requirement above ensures that no ci
is executed before cj if j < i. The second requirement says that only operations
of different transactions can be executed in parallel, and the third requirement
states that there are no steps in the execution where nothing is executed. Due to
the assumed execution time of zero for critical operations, we can neglect those.
Let Fθ be the set of all parallelizations of θ. As there may be different variants
on how to parallelize a single transaction schedule we average the total execution
time over all of them. Let tnc be the average execution time for a non-critical
operation and let tX(θ) be the total time needed for computing locks in θ wrt.
the approach X ∈ {onto,mod}. Then we estimate the total execution time for
a transaction schedule θ = (c1, . . . , cn) via

TX
tnc

(θ) = tX(θ) + tnc

∑
fθ∈Fθ

max Im fθ

|Fθ|

Finally, for each tnc we take the average total execution time over all transaction
schedules for both approaches, i. e.

TX
tnc

=

∑
θ∈ΘX TX

tnc
(θ)

|ΘX |

with X ∈ {onto,mod}. The implementation used for our evaluation can be
downloaded from https://launchpad.net/ontotrans.

6.2 Results

As mentioned, we considered different combinations of transactions of different
lengths. For around 30% of these tested combinations (≈ 240 combinations), we
could find serializable interleaving schedules. This seams to be strongly related
to our strategy of randomly picking axioms to generate the operations of a
transaction. The influence area of a whole transaction consisting of randomly
generated operations can be quite large so that the only possible serializable
schedules for a combination of such transactions are the serial ones. For real
transactions, we assume the axioms in the single operations to be more related
to each other and therefore the influence areas to be smaller. Due to reasons of
execution time, we decided to compute a maximum of 30 schedules per tested
transaction combination. With these settings, we were able to find around 1200
serializable transaction schedules. The average serializable transaction schedules
has only 76.642% of the length of the serial schedules and a single computation of
the two modules, one for the global lock and one for the current atomic operation
takes in average 2.832 seconds. Figure 2, displays the average total execution time
for a schedule of average length of ten, considering different execution times for
the non-critical part c′′′i of the atomic operation. The figure shows that starting
from a average execution time for a non-critical operations of around 12 seconds
the locking based approach starts to perform better.

https://launchpad.net/ontotrans
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Fig. 2. Average Total Execution Time for Tmod vs. T onto

6.3 Lessons Learned and Discussion

The relatively high threshold shown in Fig. 2 is the result of the expensive
module calculation. Due to a lack of implementations of incremental module
calculation mechanisms like those introduced in [17], we use the locality-based
module calculation of the OWLAPI which recalculates the global module for
every comparison. It turns out that this global lock calculation takes on average
over 90% of the whole time spend on module calculation. Thus, applying an
optimized incremental module calculation and efficient caching strategies would
lead to a significant decrease in average module calculation time and therefore to
a significantly lower threshold. However, even with our naive implementation our
results depicted in Fig. 2 clearly show the benefit of computing module-based
locks as total execution time decreases compared to the naive approach.

7 Conclusion

In this paper, we have presented a locking approach for concurrent ontology
transactions. While the management of transactions in general is a challenging
problem on its own, it becomes more complicated for ontologies since changes
in an ontology also affect the entailments of the ontology. Thus, the manage-
ment of transactions has to take the entailments of an ontology into account.
Several research has been done in order to analyze changes in ontologies and to
compare versions of ontologies or to build links between ontology versions. The
locking approach in this paper is a further step towards collaborative ontology
management. The locking principle takes the dependencies between axioms re-
garding the DL entailment into account, by determining the influence area of
transactions. Locking policies lock ontologies according to the influence area of
a transaction.

As a next step, we plan to investigate efficient scheduling of ontology trans-
actions, while the presented locking principles and locking policies are the fun-
damental building blocks of a scheduling approach.

Acknowledgments. The research reported here was partially supported by the
SocialSensor FP7 project (EC under contract number 287975).
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Abstract. In this paper, we describe a method for predicting the un-
derstandability level of inferences with OWL. Specifically, we present a
probabilistic model for measuring the understandability of a multiple-
step inference based on the measurement of the understandability of
individual inference steps. We also present an evaluation study which
confirms that our model works relatively well for two-step inferences
with OWL. This model has been applied in our research on generating
accessible explanations for an entailment of OWL ontologies, to deter-
mine the most understandable inference among alternatives, from which
the final explanation is generated.

1 Introduction

The emergence of the semantic web community during the last decade has led
to agreement on a common ontology language for exchanging knowledge called
OWL (Web Ontology Language) [1]. Since being adopted as a standard language
by the W3C in 2004, OWL has become widespread in many domains. Research
on reasoning services for automatically computing logical inferences from OWL
ontologies has also been intensively investigated since then, and resulted in au-
tomated reasoners such as FaCT++ [15], Pellet [14], and HermiT [10]. However,
there has been little research investigating the cognitive difficulty of OWL infer-
ences for humans, which is an essential problem in ontology debugging.

An important tool in debugging ontologies is to inspect entailments generated
by an automated reasoner. An obviously incorrect entailed statement such as
SubClassOf(Person,Movie) (“Every person is a movie”) signals that something has
gone wrong. However, many developers, especially those with limited knowledge
of OWL, will need more information in order to make the necessary corrections:
they need to understand why this entailment follows from the ontology, before
they can start to repair it. Various axiom pinpointing tools have been proposed
to compute justifications of an entailment—defined as any minimal subset of
the ontology from which the entailment can be drawn—including both reasoner-
dependent approaches [13,2] and reasoner-independent approaches [7,6]. A justi-
fication provides a set of premises for an entailment, so is helpful for diagnosing
an erroneous entailment; however, unlike a proof, it does not explain how the
premises combine with each other to produce the entailment. A user study [5] has

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 109–123, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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shown that for many justifications (an example is shown in Table 1) even OWL
experts were unable to work out how the conclusion follows from the premises
without further explanation. For non-expert developers, the opacity of standard
OWL syntaxes such as OWL/RDF, which are designed for efficient processing
by computer programs and not for fast comprehension by people, can be another
obstacle. As a possible solution to this problem, we are developing a system that
explains, in English, why an entailment follows from an ontology.

Table 1. An example explanation generated by our prototype

In
p
u
t

Entailment: SubClassOf(Person,Movie)
Justification:
1. EquivalentClasses(GoodMovie,ObjectAllValuesFrom(hasRating,FourStarRating))
2. ObjectPropertyDomain(hasRating,Movie)
3. SubClassOf(GoodMovie,StarRatedMovie)
4. SubClassOf(StarRatedMovie,Movie)

O
u
tp

u
t

The statement “Every person is a movie” follows because:
- everything is a movie (a).

Statement (a) follows because:
- anything that has as rating something is a movie (from axiom 2), and
- everything that has no rating at all is a movie (b).

Statement (b) follows because:
- everything that has no rating at all is a good movie (c), and
- every good movie is a movie (d).

Statement (c) follows because axiom 1 in the justification means that “a good
movie is anything that has as rating nothing at all, or has as rating only four-star
ratings”.
Statement (d) follows because:

- every good movie is a star rated movie (from axiom 3), and
- every star rated movie is a movie (from axiom 4).

Table 1 shows an explanation generated by our prototype for the (obviously
absurd) entailment “Every person is a movie” based on the proof tree in Figure 1.
The key to understanding this proof lies in the step from axiom 1 to statement
(c), which is an example of an inference in need of “further elucidation”.

To generate such explanations, our system starts from a justification of the
entailment, which can be computed using the method described by Kalyan-
pur et al. [7], and constructs proof trees in which the root node is the entail-
ment, the terminal nodes are the axioms in the justification, and other nodes
are intermediate statements (i.e., lemmas). Proof trees are constructed from
a set of intuitively plausible deduction rules which account for a large collec-
tion of deduction patterns, with each local tree corresponding to a rule. For a
given justification, the deduction rules might allow several proof trees, in which
case we need a criterion for choosing the most understandable one.1 From the

1 Alternatively the deduction rules might not yield any proof trees, in which case the
system has to fall back on simply verbalising the justification. Obviously such cases
will become rarer as we expand the set of rules.
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selected proof tree, the system generates an English explanation. Hard inference
steps will be identified, and further elucidation will be added when necessary
to make them understandable for most people. Such an explanation should be
easier to understand than one based on the justification alone, as it replaces a
single complex inference step with a number of simpler steps.

Fig. 1. The proof tree of the explanation in Table 1. The labels r6 etc. refer to rules
listed in Table 4. FI values represent how easy it is to understand the rules—their
Facility Indexes—with values ranging from 0.0 (hardest) to 1.0 (easiest).

As mentioned before, there may be multiple proof trees linking a justification
to an entailment, and so multiple potential explanations of how the justification
and the entailment are connected, some of which may be easier to follow than
others. Therefore, being able to predict the understandability of a proof tree
would be of great help in planning effective explanations for a given entailment.
Specifically, it would enable the system to identify the most understandable
explanation for a given justification. Additionally, when multiple justifications
for an entailment are found, it would enable the system to sort explanations in
order of decreasing understandability, which is very useful for end-users.

In prior work [12], we described how our current set of deduction rules was col-
lected through analysis of a large corpus of approximately 500 OWL ontologies,
and reported on an empirical study that allowed us to assign understandability
indexes to the deduction rules. We called these indexes facility indexes (FIs). An
FI of a deduction rule provides our best estimate of the probability that a per-
son will understand the relevant inference step—i.e., that a person will recognise
that the conclusion of the rule follows from the premises. Therefore, it ranges
from 0.0 to 1.0, and the higher it is, the easier the inference. The result of this
work is a list of 51 single-step inferences with known FIs, as shown in Table 4
(at the end of this paper) with the inferences sorted by FIs.

This paper focusses on the understandability of an entire proof tree. A proof
tree can be viewed as a complex inference. When a tree has no lemma nodes, it
corresponds to a single-step inference. Otherwise, it corresponds to a multiple-
step inference, as in Figure 1. We propose here a model which predicts the un-
derstandability of a multiple-step inference based on the FIs of individual steps.
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We also report on an evaluation study which confirms that our model works rel-
atively well in detecting differences in understandability of two-step inferences.
In this study we analysed both the participants’ subjective reported understand-
ing (how difficult they found the task), and their objective performance on the
task (how often they got it right). The proposed model has been applied in our
system to identify the best explanation for a given justification as well as to sort
explanations by decreasing understandability when multiple justifications for a
given entailment are found. We envisage that this model can be used by others
to predict the understandability of different kinds of inferences.

2 Related Work

Several support tools have been proposed to help ontology developers to identify
the causes of class unsatisfiability [8], and to rewrite potentially problematic
axioms [9]. Two studies have been conducted [8,9] to evaluate how ontology
developers debug ontologies with and without the tools. However, these studies
focus on how people with a good understanding of OWL perform debugging,
but not on how well they understand OWL inferences.

In a deduction rule, the conclusion can be viewed as an entailment, and the
premises can be viewed as a justification of the entailment. Horridge et al. have
proposed a model for measuring the cognitive difficulty of a justification [3].
In this model, they provide a list of components, each of which has an associ-
ated weight. For a given justification, the model checks for all appearances of
these components, sums the weighted number of occurrences of the components,
and outputs the result as the justification’s difficulty score. The choice of the
components and their weights is based on the authors’ observations from an
exploratory study [5] and their intuitions. Moreover, most of the proposed com-
ponents are based on the syntactic analysis of justifications such as the number
of premises in a justification, and these syntax-based components are mostly
assigned a high weight. There are also several components for revealing difficult
phenomena such as the trivial satisfaction of universal restriction2 in OWL; how-
ever, the weights of these components are often low and are chosen intuitively.
Therefore, this model predicts the difficulty of a justification in a manner that
is biassed towards its structural complexity rather than its cognitive difficulty.

An empirical study was conducted by the model’s authors to evaluate how well
it predicts the difficulty of justifications. In this study, they created a deduction
problem, presented in Manchester OWL Syntax [4] with alpha-numeric charac-
ters as class and property names, for testing a justification. In each problem, a
justification and its entailment were given and subjects were asked whether the
justification implied the entailment. A weakness of this study was that response
bias was not controlled—i.e., if subjects had a positive response bias then they
would have answered most questions correctly. Additionally, this study tested
the model based on analysis of subjective understanding only.

2 That is, if 〈x, y〉 /∈ RI for all y ∈ ΔI then x ∈ (∀R.C)I .
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The above-mentioned complexity model and evaluation study were, in fact,
inspired by those of Newstead et al. [11], which were proposed for measuring the
difficulty of “Analytical Reasoning” (AR) problems in Graduate Record Exami-
nation (GRE) tests. An AR problem is a deductive reasoning problem in which
an initial scenario is given along with a number of constraints called rules, and
the examinee is asked to determine a possible solution for the problem among
five choices. Like Horridge et al., Newstead et al. identified a set of difficulty
factors and their weights through an intensive pilot study, and they built a pre-
liminary difficulty model based on these factors and weights. After that, a series
of large-scale studies was conducted to validate as well as adjust the model.
Leaving aside the fact that these reasoning problems are different from OWL
inferences, a strength of this work was that response bias of all types was suc-
cessfully controlled. However, in both Newstead et al.’s and Horridge et al.’s
work there was no clear explanation of how weights were assigned, suggesting
that the choice might have been based partly on intuition.

3 An Understandability Model

This section describes our model for predicting the understandability of an OWL
inference. Of course there is no fixed understandability for a given OWL infer-
ence as it depends on the readers’ knowledge of OWL as well as their deductive
reasoning ability. For this reason, it is impossible to provide an accurate mea-
surement of the understandability of an inference that is correct for most people.
However, what we expect from this model is the ability to detect the difference
in the understandability between any two inferences. For example, if an inference
is easier than another then we expect that our model will be able to detect it.

In prior work [12], we reported an empirical study for measuring the under-
standability of deduction rules that have been combined to construct proof trees
for OWL justifications. A deduction rule is an inferential step from premises to a
conclusion, which cannot be effectively simplified by introducing substeps (and
hence, intermediate conclusions). Therefore, the understandability of a rule is,
in fact, the understandability of the associated single-step OWL inference.

To measure the understandability of a deduction rule, we devised a deduction
problem in which premises of the rule were given in English, replacing class or
property variables by fictional nouns and verbs so that the reader would not be
biassed by domain knowledge, and the subjects were asked whether the entail-
ment of the rule followed from the premises.3 The correct answer was always
“Follows”. To control for response bias (i.e., favouring a positive, or a nega-
tive, answer to any question), we included easy questions for both “Follows”
and “Does not Follow” as control questions (as opposed to test questions). The
complete discussion of the design of this study can be found in [12].

3 Fictional words are nonsense words selected from various sources, such as Lewis Car-
roll’s Jabberwocky poem (http://en.wikipedia.org/wiki/Jabberwocky), an auto-
matic generator (http://www.soybomb.com/tricks/words/), and so on.

http://en.wikipedia.org/wiki/Jabberwocky
http://www.soybomb.com/tricks/words/
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We used the proportion of correct answers for each test question as an index
of understandability of the associated deduction rule, which we call its facility
index. This index provides our best estimate of the probability that a person will
understand the relevant inference step—i.e., that a person will recognise that the
conclusion follows from the premises. Therefore, it ranges from 0.00 to 1.00, and
the higher this value, obviously, the easier. Values of the FI for 51 rules tested in
this study are shown in Table 4, ordered from high values to low. In this table,
the rules r6, r12, and r17 used in the explanation in Table 1 are relatively easy,
with FIs of 0.93, 0.80, and 0.78. By contrast rule r51, which infers statement (c)
from axiom 1 in the example, is the hardest, with an FI of only 0.04.

To understand a more complex inference consisting of multiple inference steps,
it is essential to be able to understand each individual inference step within it.
Given a proof tree with FIs assigned to each inference step, such as the proof
tree in Figure 1, a natural method of combining indexes would be to multiply
them, so computing the joint probability of all steps being followed—in other
words, the facility index of the proof tree. As before, the higher this value, the
easier the proof tree. According to this model, the understandability of the proof
tree in Figure 1 would be 0.93*0.78*0.80*0.04*0.80 or 0.02, indicating that the
proof tree is very difficult to understand. This prediction is supported by the
claim from the study conducted by Horridge and colleagues that this inference
is very difficult even for OWL experts [5].

4 An Evaluation Study

In this section we report an experiment for evaluating our proposed model.
We focussed on how well the model can detect differences in understandability
between inferences. We adapted the use of bins for grouping inferences having
close FIs from the study of Horridge et al. [3], but used a different experimental
protocol and materials. Moreover, as mentioned in Section 1, both objective and
subjective understanding of the subjects were analysed.4

4.1 Materials

We carried out the study with 15 proof trees collected from our ontology corpus.
Each proof tree was assigned to an understandability bin on the basis of the FI
predicted by our model. For our purpose, a total of five understandability bins
were constructed over the range from 0.00 to 1.00, each with an interval of 0.20.5

The test proof trees were selected so that there would be three for each bin, and
additionally they would cover as many deduction rules as possible. In fact, our
test proof trees included 25 of 51 rules from Table 4. For simplicity we only tested

4 All the materials and results of this study can found at
http://mcs.open.ac.uk/nlg/SWAT/ESWC2013.html.

5 The ranges of the five bins were as follows: (B1) 0.80<x≤1.00, (B2) 0.60<x≤0.80,
(B3) 0.40<x≤0.60, (B4) 0.20<x≤0.40, and (B5) 0≤x≤0.20, respectively. B1 is the
easiest bin and B5 is the hardest bin.

http://mcs.open.ac.uk/nlg/SWAT/ESWC2013.html
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Table 2. The list of tested inferences and their predicted FIs

ID Tested Inference FI ID Tested Inference FI

1.1 EqvCla(C0,C1) 0.96 2.1 ObjPropRng(r0,C1) 0.74
∧ObjPropDom(r0,C0) ∧SymObjProp(r0)
→ObjPropDom(r0,C1) ∧SubClaOf(C1,C0)
(Rules used: r3, r1) →ObjPropDom(r0,C0)

(Rules used: r18, r3)

1.2 SubClaOf(ObjUniOf(C0,C1),C2) 0.90 2.2 SubClaOf(C0,C1) 0.72
∧SubClaOf(C0,C3) ∧SubClaOf(C1,C2)
→SubClaOf(C0,ObjIntOf(C2,C3)) ∧ObjPropRng(r0,C0)
(Rules used: r4, r5) →ObjPropRng(r0,C2)

(Rules used: r12, r8)

1.3 SubClaOf(C0,ObjIntOf(C1,C2)) 0.86 2.3 EqvCla(C1,ObjUniOf(C2,C3)) 0.66
∧ObjPropRng(r0,C0) ∧SubClaOf(C0,C2)
→ObjPropRng(r0,C1) →SubClaOf(C0,C1)
(Rules used: r2, r8) (Rules used: r10, r12)

3.1 SubClaOf(ObjCompOf(C1),C2) 0.53 4.1 ObjPropRng(r0,C1) 0.34
∧SubClaOf(C1,C0) ∧InvObjProp(r1,r0)
∧SubClaOf(C2,C0) ∧SubClaOf(C0,ObjSomValF(r1,C2))
→SubClaOf(�,C0) →SubClaOf(C0,C1)
(Rules used: r25, r24) (Rules used: r44, r9)

3.2 SubObjPpOf(r0,r1) 0.48 4.2 SubClaOf(C0,ObjSomValF(r0,C2)) 0.32
∧SubObjPpOf(r1,r2) ∧ObjPropRng(r0,C1)
∧ObjPropDom(r2,C0) ∧DisCla(C1,C2)
→ObjPropDom(r0,C0) →SubClaOf(C0,⊥)
(Rules used: r14, r33) (Rules used: r30, r40)

3.3 SubClaOf(C0,ObjMinCard(1,r1,C2)) 0.45 4.3 SubClaOf(C2,ObjAllValF(r0,C1)) 0.26
∧SubObjPpOf(r1,r0) ∧InvObjProp(r0,r1)
∧SubClaOf(ObjSomValF(r0,C2),C1) ∧SubClaOf(C0,ObjSomValF(r1,C2))
→SubClaOf(C0,C1) →SubClaOf(C0,C1)
(Rules used: r37, r11) (Rules used: r48, r12)

5.1 FunDataProp(d0) 0.18
∧SubClaOf(C0,DataHasVal(d0,l0�DT0))
∧SubClaOf(C0,DataHasVal(d0,l1�DT0)), l1�=l0
∧SubClaOf(C1,ObjMinCard(2,r0,C0))
→SubClassOf(C1,⊥)
(Rules used: r45, r42)

5.2 SubClaOf(C1,ObjSomValF(r0,DataHasVal(d0,l0�DT0))) 0.09
∧DataPropRng(d0,DT1), D0 and DT1 are disjoint
∧SubClaOf(C0,ObjSomValF(r1,C1))
→SubClassOf(C0,⊥)
(Rules used: r49, r42)

5.3 EqvCla(C0,ObjAllValF(r0,C1)) 0.03
∧ObjPropDom(r0,C0)
→SubClaOf(�,C0)
(Rules used: r51, r17)

proof trees consisting of exactly two deduction rules (i.e., two-step inferences).
The list of tested inferences and their predicted FIs is shown in Table 2.

For each proof tree, we devised a test problem in which the proof tree was given
to the subjects in the form of a simple explanation in English, and the subjects
were asked whether the explanation is correct. We also asked the subject to rank
how difficult they found the question on a scale from 5 (very easy) to 1 (very
difficult). When presenting the test proof trees, we used fictional nouns and verbs
so that the reader would not be biassed by domain knowledge, and labels such
as (a), (b), and so on, to help subjects in locating the statements quicker. Since
the correct answers to all test questions were “Yes”, we controlled for response
bias (i.e., favouring either positive or negative answers) by including a number
of control problems as well as test problems. An example test problem in our
study is shown in Figure 2.

Our control problems were designed to be similar to our test problems but
were obvious to subjects who did the test seriously (rather than responding ca-
sually without reading the problem properly). We created two types of control
problems: non-entailment and trivial problems. In a non-entailment problem the
test proof tree includes a lemma or a conclusion about an object, a relation-
ship, or both, that are not mentioned in the premises. The correct answer for
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Fig. 2. A test problem in which the FI of the proof tree is 0.03 (0.04 * 0.78)

non-entailment problems is “No”, trivially. In order to create such problems, we
examined three possibilities for which the entailment is invalid:

1. First inference step is invalid, second inference step is valid
2. First inference step is valid, second inference step is invalid
3. Both inference steps are invalid

Among the three above-mentioned cases, one would expect fewer mistakes for the
third case since they had two opportunities to detect a mistake in the reasoning.
Therefore, in this study we used either the first or the second case. In both
of these cases, we could not introduce unrelated objects into a premise as this
violated the assumption of a test problem that all given premises were true;
therefore, we only introduced new objects into the lemma in the first case or the
entailment in the second case.

A trivial problem was one in which the test proof tree included only obviously
correct inferences, so the correct answer was, also trivially, “Yes”. Making trivial
problems was quite tricky in this study as we could not merely use repetitions
of premises, as we did in the previous study [12]. This is because people might
get confused about whether a statement explained an entailment if it merely
repeated the entailment. Since people usually reason better with individuals than
with general statements, we used inferences with individuals in trivial problems.

As mentioned before, there were 15 test problems for which the correct answers
were always positive. For balancing, we created 15 additional control problems,



Predicting the Understandability of OWL Inferences 117

five of which having positive answers and the remaining problems having negative
answers. This resulted in 20 positive and 10 negative problems—i.e., 67% positive
vs. 33% negative.

4.2 Method

The study was conducted on CrowdFlower, a crowdsourcing service that allows
customers to upload tasks to be passed to labour channel partners such as Ama-
zon Mechanical Turk6. We set up the operation so that tasks were channelled
only to Amazon Mechanical Turk, and were restricted to subjects from Australia,
the United Kingdom and the United States since we were aiming to recruit as
many (self-reported) native speakers of English as possible.

To eliminate responses from ‘scammers’ (people who respond casually with-
out considering the problem seriously), we used CrowdFlower’s quality control
service which is based on gold-standard data: we provided problems called gold
units for which the correct answer is specified, allowing CrowdFlower to filter au-
tomatically any subjects whose performance on gold units falls below a threshold
(75%). In our study, we selected five of our of fifteen control problems as gold
units. The management of these gold units was internal to CrowdFlower, and
the order for which these gold units would be presented varied randomly on sub-
jects. As in our previous study, the control problems were used only in checking
response biases and were not be counted in our main analysis.

It is important to note that in CrowdFlower subjects are not required to com-
plete all problems. They can give up whenever they want, and their responses
will be accepted so long as they perform well on gold units. CrowdFlower ran-
domly assigns non-gold problems to subjects until it collects up to a specified
number of valid responses for each problem. In our study we specified 80. How-
ever, since we were only interested in responses in which all 30 problems were
answered, we selected only 59 valid responses.

5 Results

5.1 Control Problems

Figure 3 shows that for the 59 participants, there are 7 who answered fewer than
70% of the control questions correctly, suggesting that they were not performing
the test seriously; their results were accordingly discarded. Of the 52 subjects
remaining, only one claimed familiarity with OWL, 45 reported no familiarity,
and the others did not specify (this question was optional).

5.2 Response Bias

Table 3 shows the absolute frequencies of the subjects’ responses “Yes” (+Y)
and “No” (−Y) for all problems in the study—both control and test. It also sub-
divides these frequencies according to whether the response was correct (+C) or

6 http://crowdflower.com/ and http://www.mturk.com/

http://crowdflower.com/
http://www.mturk.com/
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Fig. 3. The subjects’ performance on the control problems sorted decreasingly

Table 3. The distribution of the subjects’ responses—“Yes” (+Y) and “No” (−Y)—
according to their correctness—“Correct” (+C) and “Incorrect” (−C)

+Y −Y TOTAL

+C 774 458 1232

−C 59 265 324

TOTAL 833 723 1556

incorrect (−C). Thus for instance the cell +Y+C counts cases in which subjects
answered “Yes” when this was the correct answer, while +Y−C counts cases in
which they answered “Yes” when this was incorrect.

Recall that for 67% of the problems the correct answers were “Yes”, and for all
the remaining problems they were “No”. If subjects had a positive response bias
we would expect an overall rate much higher than 67%, but in fact we obtained
833/1556 or 54%, suggesting no positive response bias.

Looking at the distribution of incorrect answers, we can also ask whether sub-
jects erred through being too ready to accept invalid conclusions (+Y−C), or
too willing to reject conclusions that were in reality valid (−Y−C). The table
shows a clear tendency towards the latter, with 265 responses in −Y−C com-
pared with an expected value of 324*723/1556=151 calculated from the overall
frequencies. In other words, subjects were more likely to err by rejecting a valid
conclusion than by accepting an invalid one, a finding confirmed statistically
by the extremely significant association between response (±Y) and correctness
(±C) on a 2×2 chi-square test (χ2=205.3, df=1, p<0.0001).

5.3 Analysis of Objective Understanding

Figure 4 shows the relationship between the predicted FIs and the proportions
of correct answers for tested proof trees. Our analysis indicates a statistically
significant relationship between the two values (r=0.88, p<0.0001) (Pearson’s r
correlation). For most tested proof trees the predicted FIs are lower than the
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actual proportions of correct answers. A possible explanation is that all of the
control questions in this study are two-step inferences whereas those in the pre-
vious study [12] are single-step inferences, and the use of more complex control
questions in this study may have caused us to recruit better subjects than those
of the previous study. However, for detecting differences in understandability of
proof trees, our model works relatively well. Among the 15 tested trees in this
study, there are 105 pairs on which difficulty comparisons can be made; of these,
93 comparisons were ordered in difficulty as predicted (i.e., an accuracy of 89%).

Fig. 4. The predicted FIs vs. the proportions of correct answers

We also tested how well our model can detect differences in understandability
of proof trees by analysing the performance of the subjects by bins. For each
of the 52 subjects, we counted the number of correct answers for the three
questions in each bin, so obtaining a value of 0 to 3 for the associated bin.
After that, we applied a Friedman test on the obtained values, which confirmed
that there were statistically significant differences in performance between the
five bins (χ2=108.95, df=4, p<0.0001). Follow-up pairwise comparisons using
a Wilcoxon Signed Ranks test showed that there were statistically significant
differences in performance between any bin pair (p<0.05) except between bins 2
and 3. (This could be because subjects found questions 3.1 and 3.3 easier than
expected, thus reducing the difference between bins 2 and 3.)

It is also clear from Figure 4 that there are exceptional cases for which the
subjects performed much better than we expected, such as proof trees 4.3, 4.1,
3.3, and 3.2. The changes of verbalisations used in this study may be the main
reason for these exceptions. Proof trees 4.1 and 4.3 are the only two cases which
include an InverseObjectProperties(r1,r0) axiom. In the previous study [12], we
used the verbalisation “X r0 Y if and only if Y r1 X” to present this axiom
in rules 44 and 48 (in Table 4). The FIs we measured for these rules when
using this verbalisation are 0.40 and 0.32 respectively. In this study, we used the
verbalisation ““X r0 Y” means the same as “Y r1 X””, which is less technical
than the former, for testing trees 4.1 and 4.3; this might explain why participants
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performed better on these trees than we expected. The proportions of correct
answers for trees 4.1 and 4.3 are 0.67 and 0.73.

Similarly, proof trees 3.2 and 3.3 are the only two cases which include SubOb-

jectPropertyOf(r1,r0) axioms. In our previous study [12], we used the verbalisation
“The property r1 is a sub-property of r0” to present this axiom in rules 33 and 37
(in Table 4). The FIs we measured for these rules when using this verbalisation
are 0.61 and 0.55. In the present study, we used the less technical verbalisation
“If X r1 Y then X r0 Y”, which might again explain why performance on these
trees was better than expected. The proportions of correct answers for trees 3.2
and 3.3 are 0.63 and 0.75.

5.4 Analysis of Subjective Understanding

Figure 5 plots the predicted FIs for test problems against the mean difficulty
ratings (ranging from 1, very difficult, to 5, very easy) reported by subjects. The
correlation between FIs and difficulty ratings is high (r=0.85) and significant
(p<0.0001) (Pearson’s r correlation).

Fig. 5. The predicted FIs vs. the mean subjective difficulty ratings

As in the analysis of objective understanding, we tested how our model can
detect differences in understandability of proof trees by analysing difficulty rank-
ings by bins. For each of the 52 subjects, we computed the mean value of difficulty
rankings for the three questions of each bin, and so obtained a value of 0 to 5
for the associated bin. After that, we applied a Friedman test on the obtained
values, which confirmed that there were statistically significant differences in
difficulty ranking between the five bins (χ2=88.66, df=4, p<0.0001). Follow-up
pairwise comparisons using a Wilcoxon Signed Ranks test showed that there
were statistically significant differences in difficulty ranking between any bin
pair (p<0.05) except between bins 3 and 4, for which the results might have
been affected (as explained in section 5.3) by the more accessible verbalisations
used in the present study for the proof trees 3.2, 3.3, 4.1, and 4.3. Proof tree 5.3
is an exception as it was ranked as easier than 5.2 while our model predicted
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Table 4. Deduction rules and their facility indexes (FI). For short, the names of OWL
functors are abbreviated.

ID Rule FI ID Rule FI

1 EqvCla(X,Y. . . ) 1.00 2 SubClaOf(X,ObjIntOf(Y,Z. . . )) 0.96
→SubClaOf(X,Y) →SubClaOf(X,Y)

3 ObjPropDom(r0,X) 0.96 4 SubClaOf(ObjUniOf(X,Y. . . ),Z) 0.96
∧ SubClaOf(X,Y) →SubClaOf(X,Z)
→ObjPropDom(r0,Y)

5 SubClaOf(X,Y) 0.94 6 SubClaOf(�,Y) 0.93
∧ SubClaOf(X,Z) →SubClaOf(X,Y)
→SubClaOf(X,ObjIntOf(Y,Z))

7 SubClaOf(X,ObjSomValF(r0,�)) 0.90 8 ObjPropRng(r0,X) 0.90
∧ SubClaOf(X,ObjAllValF(r0,Y)) ∧ SubClaOf(X,Y)
→SubClaOf(X,ObjSomValF(r0,Y)) →ObjPropRng(r0,Y)

9 ObjPropDom(r0,Y) 0.86 10 EqvCla(X,ObjUniOf(Y,Z. . . )) 0.82
∧ SubClaOf(X,ObjSomValF(r0,Z)) →SubClaOf(Y,X)
→SubClaOf(X,Y)

11 SubClaOf(X,ObjSomValF(r0,Y)) 0.82 12 SubClaOf(X,Y) 0.80
∧ SubClaOf(ObjMinCard(1,r0,Y),Z)) ∧ SubClaOf(Y,Z)
→SubClaOf(X,Z) →SubClaOf(X,Z)

13 SubClaOf(X,ObjCompOf(X)) 0.80 14 SubObjPpOf(r0,r1) 0.79
→SubClaOf(X,⊥) ∧ SubObjPpOf(r1,r2)

→SubObjPpOf(r0,r2)

15 SubClaOf(X,ObjSomValF(r0,Y)) 0.79 16 EqvCla(X,ObjIntOf(Y,Z. . . )) 0.79
∧ SubClaOf(Y,Z) →SubClaOf(X,Y)
→SubClaOf(X,ObjSomValF(r0,Z))

17 ObjPropDom(r0,X) 0.78 18 ObjPropRng(r0,X) 0.77
∧ SubClaOf(ObjAllValF(r0,⊥),X) ∧ SymObjProp(r0)
→SubClaOf(�,X) →ObjPropDom(r0,X)

19 SubClaOf(Y,X) 0.77 20 ObjPropDom(r0,⊥) 0.76
∧ SubClaOf(ObjCompOf(Y),X) →SubClaOf(�,ObjAllValF(r0,⊥))
→SubClaOf(�,X)

21 ObjPropRng(r0,⊥) 0.76 22 DisCla(X,Y. . . ) 0.76
→SubClaOf(�,ObjAllValF(r0,⊥)) ∧ SubClaOf(Z,X)

∧ SubClaOf(W,Y)
→DisCla(Z,W)

23 SubClaOf(X,ObjSomValF(r0,Y)) 0.75 24 SubClaOf(X,ObjUniOf(Y,Z)) 0.73
∧ SubClaOf(Y,ObjSomValF(r0,Z)) ∧ SubClaOf(Y,W)
∧ TrnObjProp(r0) ∧ SubClaOf(Z,W)
→SubClaOf(X,ObjSomValF(r0,Z)) →SubClaOf(X,W)

25 SubClaOf(ObjCompOf(X),Y) 0.72 26 SubClaOf(X,ObjUniOf(Y,Z)) 0.71
→SubClaOf(�,ObjUniOf(X,Y)) ∧ SubClaOf(Y,Z)

→SubClaOf(X,Z)

27 SubClaOf(ObjSomValF(r0,X),Y) 0.71 28 ObjPropDom(r0,X) 0.69
∧ SubClaOf(ObjAllValF(r0,⊥),Y) ∧ SymObjProp(r0)
→SubClaOf(ObjAllValF(r0,X),Y) →ObjPropRng(r0,X)

29 SubClaOf(X,ObjSomValF(r0,ObjSomValF(r0,Y))) 0.68 30 ObjPropRng(r0,Z) 0.64
∧ TrnObjProp(r0) ∧ SubClaOf(X,ObjSomValF(r0,Y))
→SubClaOf(X,ObjSomValF(r0,Y)) →SubClaOf(X,ObjSomValF(r0,ObjIntOf(Y,Z)))

31 SubClaOf(�,Y) 0.64 32 SubClaOf(X,ObjExtCard(n1,r0,Y)) 0.63
∧ DisCla(X,Y) →SubClaOf(X,ObjMinCard(n2,r0,Y)), 0<n2≤n1
→SubClaOf(X,⊥)

33 ObjPropDom(r0,X) 0.61 34 SubClaOf(X,Y) 0.57
∧ SubObjPpOf(r1,r0) ∧ DisCla(X,Y)
→ObjPropDom(r1,X) →SubClaOf(X,⊥)

35 SubClaOf(X,Y) 0.56 36 TrnObjProp(r0) 0.55
∧ SubClaOf(X,Z) ∧ InvObjProp(r0,r1)
∧ DisCla(Y,Z) →TrnObjProp(r1)
→SubClaOf(X,⊥)

37 SubClaOf(X,ObjSomValF(r0,Y)) 0.55 38 ObjPropRng(r0,X) 0.52
∧ SubObjPropOf(r0,r1) ∧ SubObjPropOf(r1,r0)
→SubClaOf(X,ObjSomValF(r1,Y)) →ObjPropRng(r1,X)

39 SubClaOf(X,Y) 0.51 40 SubClaOf(X,ObjSomValF(r0,ObjIntOf(Y,Z. . . ))) 0.50
∧ SubClaOf(X,ObjCompOf(Y)) ∧ DisCla(Y,Z)
→SubClaOf(X,⊥) →SubClaOf(X,⊥)

41 SubClaOf(X,ObjMinCard(n1,r0,Dor�)) 0.48 42 SubClaOf(X,ObjSomValF(r0,Y)) 0.45
∧ SubClaOf(X,ObjMaxCard(n2,r0,�)), 0<n2<n1 ∧ SubClaOf(Y,⊥)
→SubClaOf(X,⊥) →SubClaOf(X,⊥)

43 FuncDatProp(d0) 0.41 44 ObjPropRng(r0,X) 0.40
∧ SubClaOf(X,DatMinCard(n,d0,DR0)), n>1 ∧ InvObjProp(r0,r1)
→SubClaOf(X,⊥) →ObjPropDom(r1,X)

45 FuncDatProp(d0) 0.40 46 FuncObjProp(r0) 0.39
∧ SubClaOf(X,DatHasVal(d0,l0�DT0)) ∧ SubClaOf(X,ObjHasVal(r0,i0))
∧ SubClaOf(X,DatHasVal(d0,l1�DT1)) ∧ SubClaOf(X,ObjHasVal(r0,i1))
where DT0 and DT1 are disjoint or l0 �= l1 ∧ DiffInd(i0,i1. . . )
→SubClaOf(X,⊥) →SubClaOf(X,⊥)

47 ObjPropDom(r0,X) 0.38 48 SubClaOf(X,ObjAllValF(r0,Y) 0.32
∧ InvObjProp(r0,r1) ∧ InvObjProp(r0,r1)
→ObjPropRng(r1,X) →SubClaOf(ObjSomValF(r1,X),Y)

49 DatPropRng(d0,DR0) 0.19 50 DatPropRng(d0,DR0) 0.18
∧ X	ObjSomValF(r0,DatHasVal(d0,l0�DT1)) ∧ SubClaOf(X,DatSomeValFrm(d0,DR1))
where DR0 & DT1 are disjoint where DR0 & DR1 are disjoint
→SubClaOf(X,⊥) →SubClaOf(X,⊥)

51 EqvCla(X,ObjAllValF(r0,Y)) 0.04
→SubClaOf(ObjAllValF(r0,⊥),X)
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the opposite direction. Our prediction was supported by the analysis of objective
understanding presented previously. This result suggests a failure in understand-
ing this proof tree—that is, the subjects thought that they had understood the
inference correctly but actually they had not.

6 Conclusions and Future Work

This paper describes a method for predicting the understandability of OWL
inferences, focussing on people with limited knowledge of OWL. We present a
probabilistic model for measuring the understandability of a multiple-step infer-
ence based on measurement of the understandability of single-step inferences.
First the FIs of 51 single-step inferences were measured in an empirical study
resulting in estimates of the probability that a person will understand the in-
ference. Then by multiplying the FIs of individual inference steps, we can com-
pute the joint probability of all steps being followed as the FI of the associated
multiple-step inference. We also report an evaluation study which confirms that
our model works relatively well for two-step inferences in OWL. This model
has been applied in our research on generating accessible explanations for en-
tailments derived from OWL ontologies, to determine the most understandable
among alternative inferences from a justification, as well as to sort explanations
in order of decreasing understandability when multiple justifications are found.7

The proposed model grounds FIs in a well-established probabilistic interpre-
tation. This gives us confidence that the good performance of the model on
two-step inferences will extend to n-step inferences for n>2. This has, however,
to be balanced with the somewhat better performance of the theoretically less
well-founded approach of taking the minimum, which for two-step inferences
achieves an accuracy of 94%. Further work is needed to compare these models
for inferences with more than two steps.

In addition to improving the understandability model, we will aim to make our
explanations for absurd entailments more focused; for instance, by tracing from
the entailment in Table 1 to a sequence of absurd lemmas, including “Everything
is a movie”, “Everything that has no rating at all is a movie”, and “Everything
that has no rating at all is a good movie”, and finally reaching the misused axiom
“A good movie is anything that has as ratings only four stars”. Leaving aside
the way the proposed model was used in our work, we believe it can be used by
others to predict the understandability of different kinds of inferences, and so is
worth reporting as a resource for other researchers.
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7 We have implemented a prototype of this model as a plug-in of the SWAT ontology
editing tool, which will be published soon at http://mcs.open.ac.uk/nlg/SWAT/ .
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Abstract. Publicly available Linked Data repositories provide a mul-
titude of information. By utilizing Sparql, Web sites and services can
consume this data and present it in a user-friendly form, e.g., in mash-
ups. To gather RDF triples for this task, machine agents typically issue
similarly structured queries with recurring patterns against the Sparql
endpoint. These queries usually differ only in a small number of individ-
ual triple pattern parts, such as resource labels or literals in objects. We
present an approach to detect such recurring patterns in queries and in-
troduce the notion of query templates, which represent clusters of similar
queries exhibiting these recurrences. We describe a matching algorithm
to extract query templates and illustrate the benefits of prefetching data
by utilizing these templates. Finally, we comment on the applicability of
our approach using results from real-world Sparql query logs.

1 Introduction

Public Sparql endpoints provide valuable resources for various information
needs, e.g., drug information1 or government spending data2. While end users
are in most cases free to query these endpoints using Web forms, a much more
widespread way to consume the provided data is through an intermediary soft-
ware or service [14], including mash-ups3,4 or general-purpose exploration5 tools.

Whereas such frontends may increase usability, they typically reduce the scope
of issued queries. Depending on the architecture and purpose of the software,
requests exhibit certain recurring patterns [14], e.g., based on interaction with
a fixed user interface. Potentially, these patterns result from combining Linked
Data with unstructured or semi-structured information. For example, literals,
such as labels or latitude and longitude specifications, may be extracted from
user input and serve as objects of an individual triple pattern within a query,
whereas the overall structure of this query is hard-coded. Hence, the application
1 http://www4.wiwiss.fu-berlin.de/drugbank/sparql
2 http://govwild.hpi-web.de/sparql
3 http://km.aifb.kit.edu/sites/spark/
4 http://code.google.com/p/sgvizler/
5 http://iwb.fluidops.com/
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or Web site issues many highly-similar queries on behalf of its users and utilizes
only a subset of the information provided by the Sparql endpoint. However,
those (nearly) identical requests generated by user input increase the load on
the Sparql endpoint as well as the response time of the application’s frontend.
Additionally, in case the Sparql endpoint becomes unavailable, the entire ap-
plication has no access to the data.

One solution to this problem is to employ result caching. Caching eliminates
the need to issue identical requests to the Sparql endpoint multiple times as-
suming the knowledge base does not change over time. However, this solution
works only if the exact same query is discovered in subsequent requests. In a real-
world scenario however, it is more likely to encounter similar queries retrieving
information about related resources. For these new queries, none or only partial
locally cached information of previous requests can be used.

However, it might prove beneficial to gather the data relevant for related
resources if a recurring access pattern is discovered. There exist different ap-
proaches of how to detect such related resources, including considering ontology
information or graph distance metrics. In this work, we do not assume knowl-
edge of such metadata and instead focus on structural elements of the Sparql
queries to determine the relatedness of RDF resources. We present an approach
to detect recurring query patterns and use these patterns to introduce the no-
tion of query templates. Query templates can be considered representatives of
potentially overlapping query clusters containing structurally similar Sparql
queries. Furthermore, we introduce a use case for these query templates where
the idea is to reduce the number of queries issued against a Sparql endpoint
by prefetching data relevant for subsequent requests.

This paper is organized as follows: We present related research in the fields of
Sparql query profiling and semantic caching in Sec. 2. In Sec. 3, we introduce
fundamental notions required for this work. Section 4 provides details of our
approach for discovering triple pattern mappings and graph pattern mappings
as well as an algorithm for detecting and extracting query templates. We present
some results for determining query templates in query sessions and evaluate our
query rewriting approach on real-world Sparql query logs in Sec. 5. Lastly, we
conclude this work and comment on future research activities in Sec. 6.

2 Related Work

The related work for this paper draws mainly from two fields (i) SPARQL Query
Profiling, e.g., the systematic analysis of queries to detect usage patterns, and (ii)
Semantic Caching and Prefetching, e.g., techniques to either retain previously
fetched data or retrieve data relevant for subsequent queries.

2.1 SPARQL Query Profiling

There have been a number of scientific projects aiming for a better understanding
of structures and patterns of Linked Data. Here, most of the work has focused on
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profiling the data itself, such as [1,4,8]. However, analyzing and profiling actual
queries on Linked Data has recently also spawned a number of applications, such
as Sparql benchmarking [3,12] or providing query suggestions [9,16].

Our work is closely related to the latter topic. As the results in [14] suggest,
there is great potential for discovering and reusing patterns of Sparql queries.
Indeed, in [9] the authors present a supervised machine learning framework to
suggest Sparql queries based on examples previously selected by the user. The
authors claim that their approach benefits users who have no knowledge of the
underlying schema or the Sparql query language. A similar approach in [16]
allows users to refine an initial query based on keywords.

In contrast to these works, the goal of our research is an automated approach
to prefetch information without a priori knowledge of the knowledge base. More-
over, we rely on the structure of queries instead of applying natural language
processing techniques on potentially unrelated keywords or resources. Addition-
ally, we allow analysis of complex Sparql queries and offer a means to clus-
ter such queries for subsequent analysis. Overall, our research extends previous
works on profiling Linked Open Data usage [11,14] by suggesting a concrete use
case for recurring patterns in Sparql queries.

2.2 Semantic Caching and Prefetching

Semantic caching builds on the idea of maintaining a local copy of retrieved data
that can be used for subsequent queries. As with traditional caching, one of the
motivations for semantic caching is to reduce the transmission overhead when
retrieving data over a network link. Conventional approaches, such as tuple or
page caching, usually retain fetched data based on temporal or frequency aspects,
e.g., by prioritizing least-recently or least-frequently used items. Such techniques
also exist for Sparql query result caching [10,15]. Compared to this, semantic
caching employs more fine-grained information to characterize data, e.g., in order
to establish variable-sized semantic regions containing related tuples [5].

Closely related to semantic caching and our work is prefetching. Instead of
simply retaining tuples retrieved previously, prefetching allows to gather data
that is potentially useful for subsequent queries based on semantic information
derived from past queries or the overall system state. In computer architecture
design, prefetching is usually employed to request instructions that are antic-
ipated to be executed in the future and place them in the CPU cache. For
information retrieval, query prefetching typically assumes a probabilistic model,
e.g., considering temporal features [6]. However, to the best of our knowledge,
there have been no attempts to prefetch RDF data based on the structure of
sequential related Sparql queries within and across query sessions.

3 SPARQL Preliminaries

Sparql is the de facto standard query language for RDF triples. In this section,
we introduce some basic notions of Sparql. Based on this, we illustrate several
concepts used in this work to identify individual elements of a query. We use
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these concepts in Sec. 4 to describe a matching algorithm for Sparql queries
based on an underlying query normal form.

3.1 SPARQL Graph Patterns

One central concept of a Sparql query is that of a triple pattern T = (s, p, o) ∈
(V ∪ U) × (V ∪ U) × (V ∪ U ∪ L) with V being a set of variables, U being a
set of URIs, and L being a set of literals. A Sparql query Q contains a number
of graph patterns P1, P2, . . . , which are defined recursively: (i) A valid triple
pattern T is a graph pattern. (ii) If P1 and P2 are graph patterns, then P1 AND
P2, P1 UNION P2, and P1 OPTIONAL P2 are graph patterns [13]. While there is
the notion of empty graph patterns in Sparql, we consider only non-empty
graph patterns. Additionally, we focus on SELECT queries. An example of such
a query is illustrated in Listing 1.

SELECT * WHERE {
{

?p1 foaf:firstName "Alice" .
?p1 ?associationWith example:Bob .

} UNION {
?p2 foaf:firstName "Carol" .
OPTIONAL {

?p2 ?associationWith ?p1 .
}

}
}

Listing 1. SPARQL query example

In terms of relational operations, the keyword AND represents an inner join of
the two graph patterns, UNION unsurprisingly denotes their union, and OPTIONAL
indicates a left outer join between P1 and P2. Whereas UNION and OPTIONAL
are reserved keywords in actual Sparql queries to indicate the corresponding
connection between two graph patterns, the AND keyword is omitted. In [13], it
is shown that there exists a notion of a normal form for Sparql queries based
on the recursive graph pattern structure presented earlier and the precedence of
the operators connecting those graph patterns. Hence, for this work we assume
a Sparql SELECT query can always be expressed as a composition of graph
patterns, connected either by UNION, AND, or OPTIONAL.

Curly braces delimiting a graph pattern (i.e., {P }) are syntactically required
for both P1 and P2 in a UNION statement and only for P2 in an OPTIONAL state-
ment. Furthermore, we refer to the largest delimited graph pattern P contained
in a Sparql query Q as the query pattern PQ. Note that every query has ex-
actly one query pattern PQ. To increase readability and avoid confusion with
set braces, we omit the brace delimiters in this work whenever possible. For the
remainder of this work, Pi denotes a valid graph pattern contained in PQ.

In Sec. 4, we introduce a matching algorithm for graph patterns. One neces-
sary prerequisite for this algorithm is to identify individual child graph patterns



128 J. Lorey and F. Naumann

contained in PQ. For example, the query in Listing 1 contains the following three
non-trivial child graph patterns PAND, POPTIONAL, and PUNION:

PAND := ?p1 foaf : firstName "Alice" .
?p1 ? associationWith example :Bob .

POPTIONAL := ?p2 foaf : firstName " Carol" .
OPTIONAL {

?p2 ? associationWith ?p1 .
}

PUNION = PQ := PAND UNION POPTIONAL

3.2 Graph Pattern Decomposition

To extract child graph patterns, we introduce the three functions ΘUNION(P ),
ΘAND(P ), and ΘOPTIONAL(P ). They each take as input a graph pattern P and totally
decompose P into the set of its non-empty child graph patterns P1, P2, . . . , Pn, all
conjoined exclusively by UNION, AND, or OPTIONAL, respectively. The three func-
tions can then be applied recursively on the individual elements P1, P2, . . . , Pn

in the result set, possibly yielding further non-trivial results.
For example, if we apply ΘUNION(PQ) on the query pattern in Listing 1, we

retrieve the set {PAND, POPTIONAL}. Similarly, ΘAND(PAND) retrieves a set containing
the two triple patterns listed above as elements. If no such total decomposition
can be derived, the result set is empty, e.g., ΘAND(PQ) = ∅ or ΘUNION(PAND) = ∅.

Whereas in general, for ⊕ ∈ {UNION, AND, OPTIONAL} :

Θ⊕(P ) �= ∅ ⇔ P := P1 ⊕ P2 ⊕ . . . ⊕ Pn,

the individual functions are defined as follows (all n ≥ 2):

ΘUNION(P ) :=

{
{P1, . . . , Pn}, iff P := P1 UNION P2 . . . UNION Pn

∅, else.

ΘAND(P ) :=

⎧⎪⎨
⎪⎩

{P }, iff P is a triple pattern
{P1, . . . , Pn}, iff P := P1 AND P2 . . . AND Pn

∅, else.

ΘOPTIONAL(P ) :=

{
{P1, . . . , Pn}, iff P := P1 OPTIONAL P2 . . . OPTIONAL Pn

∅, else.

We also define the function Θ(P ) as a convenience method to detect whether
for a graph pattern P a decomposition exists for either ΘUNION(P ), ΘOPTIONAL(P ),
or ΘAND(P ) (in this order):

Θ(P ) :=

⎧⎪⎨
⎪⎩

ΘUNION(P ), iff ΘUNION(P ) �= ∅
ΘOPTIONAL(P ), iff ΘOPTIONAL(P ) �= ∅
ΘAND(P ), else.
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Except for when P is a triple pattern and we apply ΘAND(P ) = P , we also assume
that all decompositions are non-trivial, i.e., Θ⊕(P ) �= {P }. Hence, according to
the underlying graph pattern normal form, all the above cases are mutually
exclusive. We call |P | = |Θ(P )| the size of a graph pattern.

In addition, we introduce the function κ(P ) for a graph pattern P :

κ(P ) :=

⎧⎪⎨
⎪⎩

UNION, iff ∃P1 ∈ PQ : P ∈ ΘUNION(P1)
OPTIONAL, iff ∃P1, P2 ∈ PQ : P, P2 ∈ ΘOPTIONAL(P1) ∧ P2 OPTIONAL P

AND, else.

The function κ(P ) allows to determine how P is connected to other graph pat-
terns in a graph pattern decomposition, e.g., ∀Pi ∈ ΘUNION(P ) : κ(Pi) = UNION.
We incorporate the results from both κ(P ) and Θ(P ) in the algorithm presented
in the next section. This information allows us to decide whether two graph
patterns can be matched to one another or not.

4 Query Templates

In real-world applications, a large number of queries processed by a Sparql end-
point exhibit similar structures and vary only in a certain number of resources.
In this section, we present query templates that can be used to cluster these
similar Sparql query structures. To identify such query structures, we present
a triple pattern similarity measure that is used for our recursive graph pattern
matching algorithm. If the algorithm detects a match between the query patterns
of two queries, they share a common query template.

4.1 Triple Pattern Similarity and Merging

We first define similar triple patterns that can be mapped to and merged with
one another. To establish a mapping between two triple patterns T1 = (s1, p1, o1)
and T2 = (s2, p2, o2), we try to match the individual elements of T1 with the
corresponding part of T2, i.e., we align x1 with x2 for x ∈ {s, p, o}. To calculate
the distance of such mappings, we introduce the score Δ(x1, x2):

Δ(x1, x2) :=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

d(x1, x2)
max(|x1| , |x2|) + 1

∗ k, if x1 ∈ V ∧ x2 ∈ V , with 0 ≤ k < 1

d(x1, x2)
max(|x1| , |x2|) + 1

, if (x1 ∈U ∧ x2 ∈U) ∨ (x1 ∈ L ∧ x2 ∈ L)

1, else.

Here, V , U , L are the sets of variables, URIs, and literals, respectively, |x| is
the string length of x and d(x1, x2) → N0 is a string distance measure with
d(x1, x2) = 0 ⇔ x1 = x2. In our work, we use the Levenshtein distance. No-
tice that we apply the Levenshtein distance on the entire resource strings, i.e.,
including possible prefix definitions for URIs or types for literals.
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If two queries are identical in structure and content except for their variable
names, the binding result set of those variables retrieved from a Sparql endpoint
is the same. Hence, we assume that variables can be mapped more easily to one
another than URIs or literals, and apply a factor k ≤ 1 to Δ(x1, x2), if both x1
and x2 are variables. In our implementation, we use k = 1

3 .
To evaluate how easily two triple patterns can be merged, we introduce the

triple pattern distance score Δ(T1, T2) that sums up the individual distance
scores, i.e., Δ(T1, T2) := Δ(s1, s2) + Δ(p1, p2) + Δ(o1, o2).

1 ?p1 foaf:firstName "Alice" .
2 ?p1 ? associationWith example:Bob .
3 example:Bob foaf:firstName "Bob " .
4 example:Bob foaf:lastName " Alice" .
5 ?p2 foaf:firstName "Carol" .
6 ?p2 ? associationWith ?p1 .

Listing 2. Triple pattern similarity example

Consider the first triple pattern T1 in Listing 2: The minimum distance score be-
tween T1 and all other triple patterns shown, i.e., min(Δ(T1, T2), . . . , Δ(T1, T6)),
is ( 1

12 + 0 + 5
8 ) ≈ 0.71 for T5. For T2, the minimum value is ( 1

12 + 0 + 1) ≈ 1.08
for T6, and for T3 it is (0 + 3

15 + 5
8 ) ≈ 0.83 for T4.

We also allow the calculation of distance scores between two graph patterns
P1, P2 as follows:

Δ(P1, P2) :=

{
Δ(T1, T2), if Θ(P1) = {T1} ∧ Θ(P2) = {T2}
∞, else.

This notation mainly serves as a shorthand for analyzing graph patterns with
size 1, i.e., graph patterns that constitute triple patterns.

Finally, we introduce the generalization function λ(T1, T2) = T̂ that takes as
input two triple patterns T1, T2 and merges them into one T̂ = (ŝ, p̂, ô). It does
so by replacing the non-equal triple pattern elements between T1 = (s1, p1, o1)
and T2 = (s2, p2, o2) with arbitrary, uniquely named variables. More formally,
we first define λ(x1, x2) on the triple pattern parts with x ∈ {s, p, o}:

λ(x1, x2) :=

{
x1, if Δ(x1, x2) = 0
?var, else.

Here, ?var represents a variable unique to both triple patterns. The distance of
any two of these introduced variables Δ(?var1, ?var2) = 0. Thus,

λ(T1, T2) := (λ(s1, s2), λ(p1, p2), λ(o1, o2))

In particular, this means that T̂ = T1 iff Δ(T1, T2) = 0, i.e., no merging is nec-
essary, if the two triple patterns are identical. As with Δ, we use the shorthand
notation λ(P1, P2), if |P1| = |P2| = 1.
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4.2 Graph Pattern Matching

Using the triple pattern distance notion, we can now derive matchings between
graph pattern by mapping their individual triple patterns. We consider the task
of finding a match a variation of the stable marriage problem [7], which we
solve greedily using Algorithm 1. The recursive algorithm takes as arguments
two graph patterns P1, P2, a maximum distance threshold Δmax for mapping
any two triple patterns, and an existing mapping between triple patterns. This
mapping is initially empty and is established in polynomial time by iterating over
all graph patterns contained in P1 and P2. If no complete matching between P1
and P2 can be derived, the result of the algorithm is an empty set of mappings.

Two necessary conditions for a match are κ(P1) = κ(P2) and |Θ(P1)| =
|Θ(P2)| (Line 1). Hence, the algorithm does not establish a match between graph
patterns with different keywords or sizes. These conditions are necessary, as there
might exist partial (i.e., non-perfect) matches between graph patterns of different
sizes, but we are interested in discovering only complete matches.

The algorithm traverses over the graph patterns P i
1 contained in S1 (which

is initialized with the results of Θ(P1)) and tries to match these graph patterns
with the graph patterns P j

2 in S2 (comprising the results of Θ(P2)) (Line 1).
In case both graph patterns currently in consideration have size 1, i.e., they
are triple patterns (Line 1), the algorithm checks whether a mapping can be
established between these two triple patterns.

Given that P i
1 and P j

2 exhibit the same keyword (Line 1), a mapping between
the two triple pattern can be established under two conditions: (i) Δ(P i

1 , P j
2 ) ≤

Δmax and there is currently no other mapping between P j
2 and another triple

pattern (Line 1), or (ii) the current mapping of P j
2 has a higher distance score

to it than Δ(P i
1 , P j

2 ) (Line 1). In the first case, the mapping is established, in
the second case, the existing mapping is changed accordingly, and the previously
mapped element P ∗

1 is again added to S1 (Line 1). This ensures that the algo-
rithm tries to discover a new match for P ∗

1 in a subsequent iteration. In both
cases, the algorithm sets the value of the Boolean variable foundMapping to
true and continues by examining the next element in S1.

If P i
1 and P j

2 are not triple patterns, i.e., their size is greater than 1, the
algorithm is executed recursively, using P i

1 and P j
2 along with mappings as

arguments (Line 1). If mappings has changed, either because there were new
mappings added or previous mappings altered, foundMapping is set to true.

If throughout this iteration, no mapping was discovered between P i
1 and P j

2 ,
i.e., foundMapping is false, the returned mappings are empty (Line 1). Po-
tentially, some mappings could have been determined throughout the recursion
and added to mappings, while overall the current graph pattern P i

1 cannot be
matched to any other graph pattern. To avoid partial matches, mappings is
returned only if matches were established for all child graph patterns.

As mentioned earlier, Algorithm 1 determines mappings between two triple
patterns T1, T2 only if they reside in graph patterns P1, P2 with identical keyword
and size (Line 1). While there might exist a triple pattern Ti in another graph
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Algorithm 1. GraphPatternMatching
Input : P1, P2 : Two graph patterns
Input : Δmax : Triple pattern distance threshold
Input : mappings : Current triple pattern mappings
Output: mappings : Symmetric triple pattern mappings between P1, P2

S1 ← Θ(P1), S2 ← Θ(P2)1
if κ(P1) �= κ(P2) ∨ |S1| �= |S2| then2

return ∅3

while S1 �= ∅ do4
P i

1 ← S1.pollFirst()5
foundMapping ← false6
foreach P j

2 ∈ S2 do7
if

∣∣P i
1
∣∣ = 1 ∧

∣∣P j
2
∣∣ = 1 then8

if κ(P i
1) = κ(P j

2 ) then9
P ∗

1 ← mappings.get(P j
2 )10

if P ∗
1 = NIL then11
if Δ(P i

1 , P j
2 ) ≤ Δmax then12

mappings.put(P j
2 , P i

1)13
foundMapping ← true14
break15

else16
if Δ(P i

1 , P j
2 ) < Δ(P ∗

1 , P j
2 ) then17

mappings.put(P j
2 , P i

1)18
S1.add(P ∗

1 )19
foundMapping ← true20
break21

else22
oldMappings ← mappings23
mappings ← GraphPatternMatching(P i

1, P j
2 , mappings)24

if mappings �= ∅ ∧ mappings �= oldMappings then25
foundMapping ← true26

if ¬foundMapping then27
return ∅28

return mappings29

pattern Pi with i > 2 and a lower distance score Δ(T1, Ti) < Δ(T1, T2), these
cannot be mapped, e.g., because of different keywords κ(P1) �= κ(Pi).

Hence, any non-empty set of mappings resulting from Algorithm 1 can be
considered stable in the sense that the mapped triple patterns have minimal
distance to their mapping partner with respect to the graph pattern they are
contained in. If there exists another possible mapping with a lower distance
score for a particular triple pattern, this mapping would have been established
instead of the current one (Line 1). Note however that the algorithm prefers
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the first possible triple pattern mapping over all other possible mappings with
identical triple pattern distance (Lines 1 and 1). If for any evaluated graph
pattern no match could be determined, the overall return value of the algorithm
is an empty set of mappings (Line 1). Conversely, any non-empty mapping result
is complete (or perfect) and therefore maximal (the size of non-empty mappings
is determined by the number of triple patterns contained in the graph pattern).

4.3 Query Templates and Clusters

Using the output of Algorithm 1, we can now discover query templates. The idea
of query templates builds on the findings discussed in [14], where the authors
mine Sparql query log files to determine the behavior of agents issuing the
respective query. We extend this approach by establishing a formal definition of
what constitutes a query template and how to find it. In contrast to previous
work, we also show a concrete application of query templates in the next section.

To generate a query template, we evaluate the mappings generated by Graph-
PatternMatching(PQ1 , PQ2 , 1, ∅) for two Sparql queries Q1, Q2 with query pat-
terns PQ1 , PQ2 , respectively. If the output of Algorithm 1 is empty, no query
template can be derived. Otherwise, we initialize the query template Q̂ with the
query Q1 and replace all triple patterns Ti in Q̂ with the merged triple pattern
T̂ that resulted from λ(Ti, Tj) where (Ti, Tj) ∈ map. Whereas in general we
require any introduced variable to be unique with relation to other variables in
both PQ1 , PQ2 , if we observe a repeated merge between two identical triple pat-
tern parts, e.g., two consecutive λ(si, sj) �= si, we re-use the variable introduced
for the first merge. Finally, we consider Q̂ to be a query template, if Q̂ �= Q1, i.e.,
Q1 �= Q2 and at least one triple pattern mapping (T1, T2) ∈ map is non-trivial.

Recall that variables introduced during merging have distance 0 to each other
as defined in Subsec. 4.1. Hence, if we determine two query templates that are
identical except for the identifiers of the introduced variables, we consider them
to represent the same template. Thus, all queries sharing a query template form
a query cluster, which may overlap. Notice that all queries in a cluster can be
matched to the cluster’s query template, albeit potentially only for Δmax > 1.
We assume that for most queries in such a cluster a single resource or literal is
replaced throughout all triple patterns as indicated by the findings in [14].

5 Evaluation

To evaluate our template discovery approach we analyzed the DBpedia 3.6 query
log files from the USEWOD 2012 dataset [2]. In total, these files contain around
8.5 million anonymized queries received by the public DBpedia endpoint6 on
14 individual days in 2011. We chose these particular log files mainly for three
reasons: (i) the query intention is to some extent comprehensible to non-domain
experts, (ii) the log files exhibit recurring query patterns [14], and (iii) all queries
6 http://dbpedia.org/sparql

http://dbpedia.org/sparql
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are assigned a source (hashed IP address) and timestamp (hourly granularity),
allowing us to to coarsely delimit query sessions.

To illustrate the last point, an excerpt of the query log file 2011-01-24.log
is presented in Listing 3. Each line starts with the hashed IP address of the
issuing source, followed by the timestamp and the actual query. We found that
additional metadata provided in the log files, e.g., the user agent sending the
requests, did not provide any information relevant to our work.

Listing 3 also indicates that the level of granularity in the query log is hours.
For our experiments, we consider all queries from one user within one hour (i.e.,
with the same timestamp) to constitute a query session. Moreover, we also map
queries in such a query session to the clusters they belong to. Hence, for the rest
of our evaluation, query sessions can be considered sequences of query templates
uniquely identified by a timestamp and user id.

1 237 fbf63e8449c1ade56eb7d208ce219 - [24/ Jan /2011 01 :00:00 +0100] "/ sparql /? query ... " 200 512 "-" "-"
2 f452f4195b4d2046c77ad98496c1b127 - [24/ Jan /2011 01 :00:00 +0100] "/ sparql /? query ... " 200 1024 "-" " Java"
3 9 b1d83195dd251275c55c12ac2efa43d - [24/ Jan /2011 02 :00:00 +0100] "/ sparql /? query ... " 200 512 "-" " Mozilla "
4 f452f4195b4d2046c77ad98496c1b127 - [24/ Jan /2011 02 :00:00 +0100] "/ sparql /? query ... " 200 1024 "-" " -"

Listing 3. Abbreviated excerpt from query log file 2011-01-24.log

5.1 Query Session Analysis

For our first evaluation, we analyze the size, frequency, and contents of query
sessions across all users. Figure 1 illustrates how often query sessions of different
length occur. We distinguish between homogeneous query sessions, i.e., sessions
containing only queries from the same cluster, and heterogeneous query sessions,
i.e., sessions containing queries from at least two clusters. Overall, homogeneous
query sessions occur far more often than heterogeneous query sessions, even
if query sessions of length 1 (which are always homogeneous) are disregarded.
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Fig. 1. Length of query sessions correlated with their frequency
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Generally, the average length of homogeneous query sessions is also in order of
magnitudes higher than the average length of heterogeneous query sessions.

Both these findings, i.e., the high frequency and length of homogeneous query
sessions, indicate that most requests received by the DBpedia endpoint are
similarly-structured Sparql queries, most likely issued by machine agents. On
the other hand, only a small percentage of relatively short query sessions are het-
erogeneous, possibly indicating human users querying the DBpedia endpoint.

We also evaluated the conditional probability of sequences of length 2 for all
query clusters discovered in the log files and present results in Fig. 2. Here, both
axes Qi and Qi+1 of all individual diagrams correspond to the query clusters,
where a single tick mark on each axis represents one cluster. Both axes are sorted
in descending size of the represented query clusters. The values for p(Qi+1|Qi)
illustrate the probability of observing a query from a certain cluster given the
cluster of the previous query. A high value (represented by a darker color) indi-
cates that queries from two query clusters are likely to occur in sequence.

While the plots differ slightly for the various dates in Fig. 2, two general trends
can be observed: First, the matrix of all conditional probabilities is sparsely
populated, i.e., for a query belonging to any given query cluster discovered in
the log, the subsequent query usually belongs to one of a limited number of
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clusters. In addition, there is a high probability that queries from one query
cluster are followed by queries of the same cluster. This notion is illustrated by
the high values on the diagonal of all diagrams.

5.2 Query Template Prefetching

If many individual similarly-structured queries, i.e., queries from the same query
cluster, are issued in immediate succession by an agent, as observed in Sec. 5.1,
this agent essentially utilizes only parts of the provided data. Moreover, while
the relevant information is retrieved one query at a time, it could instead be
gathered all at once and used to populate a locally materialized view on the
knowledge base. This approach yields advantages for both the endpoint provider
and the data consumer by reducing the number of connections on the Sparql
endpoint and eliminating latency overhead (e.g., for query planning, disk access,
and data transmission) on each request, respectively.

Consider the sample query in Listing 4: This query retrieves the English lan-
guage abstract of the resource dbpedia:Charreada. Similar queries concerning
abstracts were discovered around 3.5 million times for varying subjects in the
query log files. The longest individual query sequence consisting only of distinct
queries from this cluster issued by a single user contains 56,633 queries. At the
time of writing, the DBpedia endpoint provides English abstract information for
3,769,926 resources. Hence, during the longest query sequence around 1.5% of all
English DBpedia abstracts are retrieved. We discovered similar request patterns
for other query sessions of this user and among query sequences of other users.

SELECT ?abstract WHERE {
dbpedia:Charreada dbpedia-owl:abstract ?abstract .
FILTER (langMatches(lang(?abstract), "en"))

}

Listing 4. SPARQL sample query retrieving the English abstract of a resource

To evaluate the accumulated latency overhead caused by such a large amount of
similar queries, we first randomly extracted 100 sample queries from the query
cluster containing requests retrieving English abstracts of a resource. Then, we
sent these queries to the public Sparql endpoint. Based on our measurements,
the average time between issuing a query and receiving a result was around
5.2 ms. Retrieving the abstracts of 1000 resources using the query template on
the other hand took only around 611 ms. Hence, issuing a single query template
to retrieve results for related resources instead of multiple queries each retrieving
only bindings for one resource leads to an execution speedup of nearly factor 10.
For different query templates, we measured similar speedup results.

The benefit of prefetching data for future queries depends on how many
queries actually exploit this locally available data. This number is influenced by
the length of the analyzed time frame. We illustrate the advantages of prefetch-
ing for distinct query sessions in Tab. 1a and for all queries from a specific
user within one day in Tab. 1b. Here, we chose the five users (identified by
their abbreviated IP hash) with the most queries in the respective time frame.
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We identified the most common query cluster in this query set, gathered results
for the corresponding template, and materialized these results locally. The cov-
erage rate describes how many of these prefetched results were also retrieved
individually by the queries within the respective time frame. Higher coverage
indicates that more prefetched results were retrieved by actual queries.

Table 1. Template coverage rates for the top five users with the most queries

(a) Distinct query sessions

User ID #Queries Coverage Rate
237. . . 6,081 54.21%
ea0. . . 4,951 44.14%
6cb. . . 3,216 28.67%
e36. . . 3,106 27.69%
a40. . . 455 4.05%

(b) All queries within a day

User ID #Queries Coverage Rate
237. . . 68,472 100.00%
f45. . . 29,235 21.11%
6cb. . . 18,844 100.00%
5de. . . 13,500 100.00%
499. . . 9,747 27.84%

Table 1 illustrates that for a large number of queries issued over a short period
of time by a distinct user, i.e., a single hour or day, a local cache containing the
data retrieved in advance can efficiently provide results for these queries. This
effect becomes more obvious for longer time periods: As Tab. 1b indicates, there
are cases when prefetched data can be used for myriads of queries on a single
day and all prefetched information is completely utilized during this time frame.

6 Conclusion

In this work, we presented the notion of Sparql query templates. They rep-
resent potentially overlapping clusters of similarly-structured queries, where all
elements within a cluster exhibit recurring query patterns and are subsumed
by the template. We described an algorithm to detect and extract query tem-
plates based on a flexible resource similarity distance function. Furthermore,
we evaluated our approach on real-world Sparql query logs. Here, we discov-
ered three main results: First, the large amount of Sparql queries received by
the DBpedia endpoint can be mapped to a small number of query clusters. In
addition, resulting query sessions are mostly homogeneous, i.e., queries from a
specific cluster are likely to be followed by queries from the same cluster. Lastly,
retrieving combined results for queries from the same cluster instead of issuing
individual queries reduces the latency overhead.

We have illustrated a specific use case for query templates by exploiting these
findings: Result prefetching. Here, instead of issuing multiple queries from the
same cluster, we instead issue the common query template that subsumes these
queries. As we have shown in our evaluation, this is particularly useful for longer
query sessions. If we assume that a cache containing these prefetched results is
maintained in-between query sessions, even more cache hits are generated.

As the findings in this work have proven, there is a huge potential for retrieving
semantically relevant data for future queries before these are actually issued.
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Whereas the introduced approaches already work well for long query sessions
or across query sessions, they do not cater to short query sessions with mixed
requests, typically encountered when human agents issue exploratory Sparql
queries. Thus, in future work we plan to extend our query prefetching approach
by adapting more sophisticated query rewriting approaches based on common
information retrieval strategies for RDF data. Ultimately, our goal is to train a
classifier to automatically choose the most suitable of these rewriting methods.
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Abstract. Despite unified data models, such as the Resource Descrip-
tion Framework (Rdf) on structural level and the corresponding query
language Sparql, the integration and usage of Linked Open Data faces
major heterogeneity challenges on the semantic level. Incorrect use of
ontology concepts and class properties impede the goal of machine read-
ability and knowledge discovery. For example, users searching for movies
with a certain artist cannot rely on a single given property artist, because
some movies may be connected to that artist by the predicate starring.
In addition, the information need of a data consumer may not always
be clear and her interpretation of given schemata may differ from the
intentions of the ontology engineer or data publisher.

It is thus necessary to either support users during query formulation
or to incorporate implicitly related facts through predicate expansion.
To this end, we introduce a data-driven synonym discovery algorithm
for predicate expansion. We applied our algorithm to various data sets
as shown in a thorough evaluation of different strategies and rule-based
techniques for this purpose.

1 Querying LOD

The increasing amount of Linked Open Data (Lod) is accompanied by an appar-
ently unavoidable heterogeneity as data is published by different data publishers
and extracted through different techniques and for different purposes. The hetero-
geneity leads to data inconsistencies and impedes applicability of Lod and raises
new opportunities and challenges for the data mining community [16]. On the
structural level, consistency already has been achieved, because (Lod) is often
represented in the Resource Description Framework (Rdf) data model: a triple
structure consisting of a subject, a predicate, and an object (SPO). Each triple
represents a statement/fact. This unified structure allows standard query
languages, such as Sparql, to be used. However for real applications also factual
consistencies are relevant. When processing Rdf data, meta information, such as
ontological structures and exact range definitions of predicates, are desirable and
ideally provided by a knowledge base. However in the context of Lod, knowledge
bases are usually incomplete or simply not available. For example, our recent work
showed that there is a mismatch between ontologies and their usage [1]. Evalua-
tions on the DBpedia data set showed that some of the mismatches occurred, be-
cause predicates where used that were synonymous to a predicate defined by the
ontology (e.g., city or location instead of locationCity). Of course two synonymous
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c© Springer-Verlag Berlin Heidelberg 2013



Synonym Analysis for Predicate Expansion 141

predicates may have been defined on purpose for two disjoint purposes, but be-
cause they have been used in substitution of each other, the data consumer has to
deal with the inconsistency. As we analyzed a Sparql query workload provided
by usewod20121 we encountered multiple sets of Sparql queries that included
UNION constructions as illustrated in Table 1. These examples show that appli-
cations already try to deal with the predicate inconsistency within the data by ex-
panding their queries with UNION constructions containing synonymously used
predicates. These UNION constructions further join dozens of patterns intercept-
ing schema and value errors and abbreviations.

In the fields of traditional information retrieval there are already intuitions
and techniques for expanding keyword queries. They comprise techniques for
synonym discovery, stemming of words, and spelling corrections. In this work
we want to concentrate on the discovery of synonymously used predicates. The
discovery of sameAs-links between subject/object resources has already been
extensively subject of research. However the discovery of synonymously used
predicates has not received any attention at all. Note, we explicitly talk about
synonymously used predicates instead of synonym predicates. For example, pred-
icates with more general or specific meaning often substitute each other in the
data. E.g., artist is often used as a substitute for starring even though artist is
more general than starring.

Table 1. Joined patterns with UNION in DBpedia query logs

Pattern pairs containing synonymous predicates

?company dbpedia-prop:name “International Business Machines Corporation”@en
?company rdfs:label “International Business Machines Corporation”@en

?place dbpedia-prop:name ”Dublin”@en.
?place dbpedia-prop:officialName ”Dublin”@en.

?airport onto:iataLocationIdentifier ”CGN”@en.
?airport prop:iata ”CGN”@en.

Synonym discovery is further interesting for the general purpose of enriching
an existing synonym thesaurus with new synonyms that have evolved through
the time as multiple people use different terms for describing the same phe-
nomenon. Because Lod is formatted in Rdf, synonym candidate terms are easy
to extract and easier to compare with regard to their contextual occurrence.
Note, synonym discovery in unstructured data, such as web documents, needs
to consider natural language processing rules. Last but not least, the discovery
of synonym predicates benefits the usage of Lod. Furthermore, for many data
sources meta-data is only poorly provided. Identifying synonymously used pred-
icates can support the evaluation and improvement of the underlying ontology
and schema definitions. Usage of global synonym databases is not sufficient and
might lead to misleading facts in this scenario, because of the heterogeneity of
Lod, as predicates are used in different knowledge bases for different purposes

1 http://data.semanticweb.org/usewod/2012/

http://data.semanticweb.org/usewod/2012/
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by different data publishers. So a data-driven approach is necessary to dissolve
the existing synonym dependencies.

In this paper, we present an approach for discovering predicate pairs that
substitute each other in the data and are good candidates for query expansions.
Our approach is based on aggregating positive and negative association rules
at statement level based on the concept of mining configurations [2]. We only
incorporate information based on the given Rdf graph. As a proof-of-concept
we applied our algorithm to several Lod sources including the popular DBpedia
data set [8].

The rest of this paper is organized as follows: In the next section we present
related work with regard to synonym discovery and schema matching. Next
we present necessary foundations with regard to Rdf and association rules. In
Section 4 we describe our algorithm. We evaluate our approach and strategies
in Section 5 and conclude in Section 6.

2 Related Work

We apply existing data mining algorithms to the new domain of Lod and propose
predicate expansion approach based on synonym discovery. Therefore, we present
related work with regard to data mining in the Semantic Web as well as existing
applications in the fields of synonym discovery. As most of our techniques for
synonym discovery derive from schema matching approaches, we also give an
overview of relevant schema matching approaches.

2.1 Mining the Semantic Web

There is already much work on mining the Semantic Web in the fields of induc-
tive logic programming and approaches that make use of the description logic
of a knowledge base [21]. Those approaches concentrate on mining answer-sets
of queries towards a knowledge base. Based on a general reference concept, ad-
ditional logical relations are considered for refining the entries in an answer-set.
This approach depends on a clean ontological knowledge base, which is usually
not available. Furthermore, that approach ignores the interesting opportunities
of mining of rules among predicates.

As Rdf data spans a graph of resources connected by predicates as edges,
another related field of research is mining frequent subgraphs or subtrees [17].
However, in Lod no two different nodes in an Rdf graph have the same URI.
Therefore, frequency analysis cannot be performed unless we assume duplicate
entries in the data set. But if we consider the corresponding type of each URI
pattern analysis can be performed, because multiple URIs belong to the same
type. Thus, any graph mining would be restricted to type mining and not data
mining.

Among profiling tools, ProLOD is a tool for profiling Lod, which includes
association rule mining on predicates for the purpose of schema analysis [9]. An
approach based on predicate mining was introduced for reconciling ontologies[1].
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As similar approach was also used for schema induction [22].The method of
mining association rules on predicates is also applied in our work, however we go
further than just analyzing the schema and show a concrete application that is
based on this method and show how it can be combined to rule mining scenarios
that also involve the objects of Rdf statements.

2.2 Query Expansion and Synonym Discovery

Research on query expansion includes stemming techniques, relevance feedback,
and other dictionary based approaches [6]. On their technical level the ap-
proaches do not apply to our Sparql scenario as we do not retrieve documents
but structured entities. So far, Shady et al. have already presented a query
expansion approach based on language models [12]. Our approach is based on
association rules and a more simplistic model and we were able to process large
datasets, such as DBpedia, in couple of minutes. Most existing work for dis-
covering synonyms is based on different language processing and information
retrieval techniques. A common approach is to look for co-occurrence of syn-
onym candidates in web documents [7,23]. The idea behind this approach is
that synonymous word co-occur in documents [15]. So they calculate the ratio
of real co-occurrence of two terms and the independent occurrence of each term.
Note that for these approaches there are already known candidate pairs that
have to be validated. In our scenario this assumption does not hold, as we also
have to retrieve the candidate pairs.

While Baronis work [7] concentrates on globally valid synonyms the authors
of [23] address context sensitive synonym discovery by looking at co-clicked query
results. Whenever the distance between two clusters of clicked query results is
below a certain threshold, the query terms can be seen as synonyms.

The approaches so far are very different from our domain where we want
to discover synonym schema elements in Rdf data. An approach that has a
similar characteristic is the synonym discovery approach based on extracted
webtables [10]. The authors introduce a metric that enables to discover synonyms
among table attributes. However their approach is quite restrictive: they assume
a context attribute given for making attributes comparable. Furthermore, they
ignore instance-based techniques as they process only extracted table schemata.

2.3 Schema Matching

Schema matching differs from synonym discovery within schemata in the sense
that two schema elements may be synonyms but still may not share a remarkable
number of values. On the other hands two attributes may share a lot of values
but their corresponding labels may not be synonyms from a global point of view.
Still approaches for the discovery of attribute matches and synonyms follow
similar intuitions. According to the classification of Rahm and Bernstein [20],
we would classify our approach as a mixture of an instance-based and a schema
level matching algorithm. At schema level we apply existing techniques to Rdf

data and evaluate their effectivity.
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Existing instance-based approaches are different from our work as they com-
pare the content of each attribute column-wise [11,13,19]. Choosing features for
matching is cumbersome and algorithms that look for value overlaps lack effi-
ciency. We propose an association rule based approach that discovers overlaps
between attribute values in an Rdf corpus.

One could also perform schema matching on element level by using dictio-
naries, however the performance of those approaches has been poor in real data
scenarios [18]. In this paper we want to focus on mining based features for syn-
onym discovery.

3 Preliminaries

Our approach is based on association rule mining that is enabled by two mining
configurations introduced by [2]. First of all we give a brief introduction to
concept of association rule mining. Next we introduce of mining configurations
for Rdf data and outline how we apply them to our use case.

3.1 Association Rule Mining

The concept of association rules has been widely studied in the context of market
basket analysis [3], however the formal definition is not restricted by any domain:
Given a set of items I = {i1, i2, . . . , im}, an association rule is an implication
X → Y consisting of the itemsets X,Y ⊂ I with X ∩ Y = ∅. Given a set of
transactions T = {t|t ⊆ I}, association rule mining aims at discovering rules
holding two thresholds: minimum support and minimum confidence.

Support s of a rule X → Y denotes the fraction of transactions in T that
include the union of the antecedent (left-hand side itemset X) and consequent
(right-hand side itemset Y ) of the rule, i.e., s% of the transactions in T contain
X ∪ Y . The confidence c of a rule denotes the statistical dependency of the
consequent of a rule from the antecedent. The rule X → Y has confidence c if
c% of the transactions T that contain X also contain Y . Algorithms to generate
association rules decompose the problem into two separate steps:

1. Discover all frequent itemsets, i.e., itemsets that hold minimal support.
2. For each frequent itemset a generate rules of the form l → a− l with l ⊂ a,

and check the confidence of the rule.

While the second step of the algorithm is straightforward, the first step marks the
bottleneck of any algorithm. The three best known approaches to this problem
are Apriori [4], FP-Growth [14], and Eclat [24]. For each of these algorithms,
there exist multiple modifications and optimizations. We use the FP-Growth
algorithm for our paper.

3.2 Mining Configurations

To apply association rule mining to Rdf data, it is necessary to identify the
respective item set I as well as the transaction base T and its transactions.
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Table 2. Facts in SPO structure
from DBpedia

Subject Predicate Object

Obama birthPlace Hawaii
Obama party Democrats
Obama orderInOffice President
Merkel birthPlace Hamburg
Merkel orderInOffice Chancellor
Merkel party CDU
Brahms born Hamburg
Brahms type Musician

Table 3. Six configurations of context and
target

Conf. Context Target Use case

1 Subject Predicate Schema discovery
2 Subject Object Basket analysis
3 Predicate Subject Clustering
4 Predicate Object Range discovery
5 Object Subject Topical clustering
6 Object Predicate Schema matching

Our mining approach is based on the subject-predicate-object (SPO) view of
Rdf data as briefly introduced in [2]. Table 2 illustrates some SPO facts ex-
tracted from DBpedia. For legibility, we omit the complete URI representations
of the resources and just give the human-readable values.

Any part of the SPO statement can be regarded as a context, which is used for
grouping one of the two remaining parts of the statement as the target for mining.
So, a transaction is a set of target elements associated with one context element
that represents the transaction id (TID). We call each of those context and target
combinations a configuration. Table 3 shows an overview of the six possible
configurations and their preliminarily identified use-cases. Each can be further
constrained to derive more refined configurations. For instance, the subjects may
be constrained to be of type Person, as happens to be the case in our example.

The application of Configuration 1 from Tab. 3 to our example data set would
transform the facts into three transactions, one for each distinct subject as illus-
trated in Tab. 4a. In this example, the itemset {birthPlace, party, orderInOffice}
is a frequent itemset (support 66.7%), implying rules, such as birthPlace → or-
derInOffice, party and orderInOffice → birthPlace, party with 66.7% and 100%
confidence, respectively. Furthermore, we can infere negative rules, such as birth-
Place → ¬ born.

Configuration 6 in the context of objects would create the transactions pre-
sented in Tab. 4b. The frequent itemsets here contain predicates that are similar
in their ranges, e.g., {born, birthPlace}. Given the negative rule in Conf. 1 and
the pattern in Conf. 6, one could conclude that both predicates born and birth-
Place have synonymous meanings.

Table 4. Configuration examples

(a) Context: Subject, Target: Predicate

TID transaction

Obama {birthPlace, party, orderInOffice}
Merkel {birthPlace, party, orderInOffice}
Lennon {birthPlace, instrument}

(b) Context: Object, Target:
Predicate

TID transaction

Musician {type}
Hamburg {born, birthPlace}
Hawaii {birthPlace}
President {orderInOffice}
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4 Generation of Candidates for Predicate Expansion

Our approach aims at discovering all possible predicate pairs where each predi-
cate could be the expansion of the other one. Having identified all such candidate
pairs the expansion candidates of a given predicate can easily be retrieved by
retrieving all pairs in which the respective to be expanded predicate occurs.

We introduce three basic strategies that we combine for the discovery of these
candidate pairs. The first two strategies make direct usage of the mining con-
figurations from Tab. 3. With Configuration 1 we perform schema analysis in
the context of subjects. Configuration 6 enables us to mine similar predicates in
the context of objects. Additionally, we look into range structure of predicates
by looking at value type distributions. All three approaches are derived from
existing schema-level and instance-based schema matching techniques.

4.1 Schema Analysis

Configuration 1 enables us to do frequency analysis and rule discovery per entity.
For instance, positive rules between predicates can be used for re-validating
existing ontologies [1]. In our use case we have a different intuition: Expansion
candidates for a predicate should not co-occur with it for any entity. It is more
likely for entities to include only one representative of a synonymous predicate
group within their schema, e.g., either starring or artist. That is why we look for
negative correlations in Configuration 1. For this purpose we developed an FP-
Growth [14] implementation that retrieves all negative correlations for a set of
candidate pairs. The approach can also be used stand-alone looking at all possible
pairs that have a negative correlation in the data set. Negative correlation can
be expressed by several score functions. One could look at the bidirectional
correlation coefficient or consider some kind of aggregations of the negative rules’
confidence values. In the following we describe each of the used scoring functions
at schema level.

Confidence Aggregations. The confidence conf of the rule p1 → ¬p2 de-
scribes the probability c% of predicate p2 not to occur for the same entity where
p1 occurs. We refer to these rules as negative rules. If p2 was a rare predicate
that, however, occurs always with p1, conf(p1 → ¬p2) might be considerably
high however conf(p2 → ¬p1) would be close to 0%. Therefore we need to ag-
gregate both confidence values. We experimented using the three aggregations
maximum, minimum, and F-Measure (harmonic mean).

Reversed Correlation Coefficient. The drawback of confidence aggregation
is that the scoring ignores the overall relevance of a pair within a data set. We
apply the formula given in [5], which measures the linear relationship between
two predicates:

cCoeff(X,Y ) =
N · supp(X,Y )− supp(X) · supp(Y )√

supp(Y ) · (N − supp(Y )) · supp(X) · (N − supp(X))
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where N denotes the total number of baskets in the mining configuration, which,
for Configuration 1, is equivalent to the total number of entities (distinct sub-
jects) in the data set. For ranking purposes we reverse the sign of cCoeff(X,Y ),
as we want to have positive scores on negative correlations. We label the score
reversed correlation coefficient (RCC ).

Syn-Function. In [10] the authors introduce the syn-function for synonym
discovery in different webtables. Their assumptions are also that synonyms never
occur together. In case of Lod ‘never’ is a too strong assumption. Furthermore,
their score is based on a set of context attributes. Unfortunately the authors did
not mention how to choose this context attribute, if domain knowledge is not
given. Nevertheless, the intuition behind their function that two synonymous
predicates have the same odds in occurring with other predicates can also be
applied in our scenario. Thus, we also adapted this score function and compared
the results to the scoring functions named before.

Bare schema analysis leads to results also including incorrect pairs, such as
recordLabel and author as both occur for different entities. While songs have
the predicate recordLabel, books have the predicate author. So a negative
correlation is not a sufficient condition for a predicate to be expanded by another.
The context or the range of the predicates should also be taken into account.
In the following we describe our strategies that complement the schema analysis
by considering also the range of predicates.

4.2 Range Content Filtering

Our second intuition is that as synonym predicates have a similar meaning they
also share a similar range of object values. Normally when trying to compute
the value overlap between two predicates one would look at the ratio of overlaps
depending on the total number of values of such a predicate. We apply a more
efficient range content filtering approach (RCF) based on mining configurations
(see Sec. 3.2).

Configuration 6 constitutes a mining scenario where each transaction is de-
fined by a distinct object value. So each transaction consists of all predicates
containing the distinct object value in there range. Frequent patterns in this
configuration are sets of predicates that share a significant number of object
values in their range. As each configuration is an adaption of frequent itemset
mining the threshold that decides whether two predicates are similar or not is
minimum support and depends on the number of all baskets or all existing dis-
tinct objects. Furthermore, our approach ignores value overlaps that occur due
to multiple occurrence of one distinct value in the ranges. We analyze the effect
of these differences and show that our approach is much more efficient with-
out any loss of quality. Similar to the schema analysis strategy also the range
content filtering based on value overlaps is not a sufficient condition for discover-
ing synonymously used predicates. For example the predicates birthPlace and
deathPlace share a remarkable percentage of their ranges but are obviously not
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used synonymously. However this candidate pair can be pruned looking at their
exclusion rate per entity during schema analysis.

4.3 Range Structure Filtering

In some scenarios value range content filtering might not be the most appropri-
ate technique as it requires two synonym predicates to share a portion of exactly
equal values. However, real world data might contain synonymous predicates
with completely disjoint range sets where the range elements are only onto-
logically similar. This is often the case when looking at predicates describing
numbers and dates. Therefore existing work looks not only at exact overlaps but
also on general string or token characteristics, such as string length and charac-
ter distributions [11,19]. As the goal of this paper is to analyse the capabilities
graph data and statement level mining, we do not dive into literal similarities
and character distributions. Furthermore our experiments showed that based on
range similarity we are already able to discover all pairs that contain values with
similar ranges. Instead we look at type distributions in predicate ranges. So for
every object in the range of a predicate we retrieve its type from the graph.
Then we create type vectors per predicate where each component contains the
number of the occurrences of one type. As each entity in Rdf might have several
types due to existing type hierarchies, i.e., Barack Obama is a Politician as well
as a Person, we considered only the most specific type of an entity.

Having type vectors for a predicate pair, the range type similarity can be
computed using measures, such as cosine similarity or weighted Jaccard simi-
larity. Preliminary experiments showed that weighted Jaccard similarity seems
more promising because cosine similarity results into high scores as soon as one
component value of one vector is very large although all other components have
very small values. Missing type values, e.g., in case of dates and other numerical
values, have been handled as unknown types, whereas no two unknown types
are equal.

4.4 Combined Approach

We have introduced three different ways of generating and evaluating synonym
candidate pairs. It is crucial to find a reasonable order for combining those three to
make best use of the intuitions and achieve optimal quality and to be efficient at the
same time. We decided on the following order: (1) first retrieve all predicate pairs
through range content filtering, (2) filter those pairs by range structure filtering
and then (3) analyze their schema co-occurrences. This strategy has two advan-
tages: as retrieving negative correlations and type vectors is time-consuming, it is
reasonable to perform both on given candidates instead of using them on the com-
plete data set to retrieve candidates. Furthermore, theminimum support threshold
for range value overlapping is a more expressive threshold than arbitrary correla-
tion and scoring thresholds on schema level, which aremore suited for ranking pur-
poses of the filtered candidates. Consider that type range filtering can be applied
only to data sets for which the type information is available. In our experiments
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we could use the type filtering approach only for the DBpedia data, and even there
it did not contribute to the precision on top of range content filtering.

5 Evaluation

We evaluated our approach with regard to precision and recall of generated
expansion candidates. Table 5 shows the data sets with the corresponding num-
bers of distinct triples, subjects, predicates, and objects used for experiments.
Because DBpedia contains data from different domains, we also performed our
experiments on subsets of a certain domain, such as people and places. In the
following we first show to which extent each component of our algorithm con-
tributes to the quality of query expansion candidate analysis. Then we show
overall precision results on multiple data sets. Last, we illustrate the efficiency
gain of our frequent itemset based overlap discovery method towards the stan-
dard value-overlap approach.

Table 5. Datasets for evaluations

Source #triples #predicates #subjects #objects

Magnatune 243,855 24 33,643 68,440
Govwild 7,233,610 35 963,070 2,648,360
DBpedia 3.7 17,518,364 1,827,474 1,296 4,595,303
DBpedia Person 4,040,932 237 408,817 982,218
DBpedia Organisation 1,857,849 304 169,162 731,136
DBpedia Work 2,611,172 136 262,575 751,916

5.1 Step-Wise Evaluation of Recall and Precision

Fig. 1. Precision recall curve for the filtering
methods

To evaluate the components of
our algorithm, it is necessary
to be able to classify good
and poor expansion candidates.
For this purpose, we manually
classified 9,456 predicates pairs
of a dataset. The classification
of predicate pairs for expan-
sion appropriateness is cumber-
some, because one has to look
for defined ranges, example val-
ues, and consider query inten-
tions using these predicates. We
chose the data sets with the
lowest number of predicates,
Magnatune, and the data set
comprising all entities of type



150 Z. Abedjan and F. Naumann

Work from DBpedia. A predicate pair is annotated as a correct expansion pair
if both predicates are appropriate candidates for expanding the respective other
predicate. Each classification result was validated by three experts (computer
scientists). All in all, we discovered 82 expansion candidate pairs among the
predicates for Work entities and 9 candidates in the Magnatune data set, out of
9,180 and 276 pairs, respectively.

First, we evaluated the precision/recall curve of the range-content and the
range-type filtering approaches on the Work dataset as illustrated in Fig. 1. For
this purpose we sorted all pairs twice, once with regard to their support value and
once with regard to the weighted Jaccard distance of their range types. As the
diagram illustrates, both approaches perform better than a random approach,
which results in 0.8% precision on a recall of 100%. However, the precision of
the range-content filtering method is on all recall levels better than the precision
achieved with range-type filtering.

(a) 0.01% support (b) 0.1% support

Fig. 2. Precision recall curve of schema scores on the Work dataset

Figures 2a and 2b illustrate the ranking improvement of the algorithm using
the schema scores. We chose the support thresholds 0.1% and 0.01% where the
content filtering part resulted in 52% and 22% precision and recall levels of 28%
and 98% respectively (see Fig. 1). At the support threshold of 0.01% the range
content filtering achieved 22% precision and 98% recall. Figure 2a shows that
all schema scores result in better precision on this recall level. Furthermore, on
lower recall levels the precision is higher by orders of magnitudes. The precision
improvement can be explained through the fact that predicate pairs with a very
similar range but different semantics, such as album and previousWork, achieve
lower scores on schema level as they often appear together. Looking at Fig. 2b
the only difference is that at the highest possible recall level of 28% only the RCC
score leads to better results. In general it can be observed that at high recall
levels the RCC score performs better than all other scoring functions, while on
low recall levels the Syn function performs better.
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Fig. 3. Precision recall on Magnatune with 0.0%
minimum support

Regarding the results for
Magnatune in Fig. 3, we can ob-
serve very high precision values
even with range content filter-
ing. However, even at a support
threshold of 0.0% the schema-
based scoring functions all per-
form better. If we raise the
minimum support threshold to
0.01% or 0.1%, the precision re-
mains 100% for all approaches,
however the recall falls to 89%
and 44%, respectively.

Next, we evaluate the preci-
sion of our combined approach
on these two minimum support
thresholds and fixed schema
scoring thresholds.

5.2 Precision Quality

To evaluate the different approaches we defined minimum thresholds as fol-
lows: For the minimum, maximum, and f-measure confidence scores we fixed
the threshold at 50% minimum confidence. For the RCC and Syn scores we set
the threshold as >0.0. For RCC only scores above 0.0 indicate any negative cor-
relation. The closer the value is to 0.0 the more random is the co-occurrence
of two predicates. The Syn function results in scores above zero only if there
is a significant correlation of the predicates. However, because the value is not
normalized within a certain range, there is no basis for the choice of a higher
threshold. That is why we use here the absolute value 0.0 as a threshold.

Comparing both Tables 6 and 7 one can see the precision improvement by
leveraging the support threshold for RCF. Furthermore, one can observe that
all schema scores behave very similar. The only significant differences can be
observed for the Govwild data set, where minimum and f-measure confidence re-
trieve no correct results at all. The reason is that the Govwild dataset comprises
data from different domains, such as people, locations, and organisations. That
leads to false positives like name and city, because both people and organisations
are connected to a city with the city attribute, while triples with cities as their
subject use name for labeling the same city Rdf object. The same reason also
applies to the experiments on the complete DBpedia 3.7 data set. Looking at
more specific domain data, such as Magnatune or DBpedia Work and Organisa-
tion the results are much better. Of course the numbers of retrieved results are
much smaller, because the algorithm was able to filter nearly all true negatives.

One can conclude that the more cautious the thresholds are chosen the better
quality can be achieved on all data sets. On data sets containing entities of
very different domains, the algorithm produces too many false positives, so it is
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Table 6. Precision at 0.01% RCF minimum support

Dataset minConf maxConf f-Measure RCC Syn RCF # RCF results

Magnatune 100% 87.5% 100% 100% 87.5% 87.5% 8
Govwild 0% 20% 0% 14% 0% 20% 25
DBpedia 3.7 32% 32% 32% 15% 22% 32% 1115
DBpedia Person 32% 32% 32% 35% 26% 32% 308
DBpedia Work 49% 52% 50% 61% 60% 22% 256
DBpedia Organisation 33% 32% 32% 31% 32% 32% 412

Table 7. Precision values at 0.1% range content filtering minimum support

Dataset minConf maxConf fMeasure RCC Syn RCF # RCF results

Magnatune 100% 100% 100% 100% 100% 100% 4
Govwild 0% 56% 0% 50% 0% 50% 10
DBpedia 3.7 40% 43% 38% 46% 45% 36% 64
DBpedia Person 56% 49% 50% 60% - 40% 35
DBpedia Work 73% 57% 74% 78% 89% 52% 46
DBpedia Organisation 88% 86% 90% 89% 95% 85% 45

Table 8. Runtime experiment results

RCF RCF
Dataset @ 0.1% support @ 0.01% support naive RCF

Magnatune 4,116 ms 4,417 ms 18,122 ms
Govwild 66,297 ms 67,676 ms > 3h
DBpedia Work 93,876 ms 97,676 ms > 3h
DBpedia 3.7 (complete) 122,412 ms 127,964 ms > 3h

always reasonable to perform the algorithm on each domain fraction of the data
set separately. Performing the experiments on entities of the more specific type
Actor that is a subclass of Person, we achieved much better precision, e.g., RCF
and RCC values were 65% and 87% respectively.

5.3 Efficiency Analysis

We stated that our RCF approach for discovering value overlaps using Configu-
ration 6 (see Sec. 3.2) is more efficient than pairwise comparison of predicates.
Table 8 illustrates some runtime comparisons; we aborted runs after three hours.
Our mining-based RCF approaches are always by faster than the näıve overlap
approach by orders of magnitude, because predicate pairs with no overlap are
filtered early. Furthermore the runtime of our approach is adaptive to support
thresholds in the manner of frequent item mining, as it filters predicate pairs
below the specified threshold in beforehand.
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The total runtime of our algorithm including range content filtering and
schema analysis is below 8 minutes for each presented dataset at a minimum
support of 0.1% for range content filtering and below 10 minutes at the thresh-
old of 0.01%. The experiments have been performed on a notebook with a 2.66
GHz Intel Core Duo processor and 4 GB DDR3 memory.

6 Conclusion

In this paper we addressed data inconsistencies due to synonymously used pred-
icates in Rdf and introduced the concept of predicate expansion for Sparql

patterns. We presented several strategies for automatically discovering expan-
sion candidates. We showed the strength and weakness of the strategies on dif-
ferent datasets, proposing a stacked algorithm based on range content filtering
and schema analysis. Our evaluation showed that our algorithm performs very
good on data containing only subjects of one domain, but produces more false
positives on Rdf data where the subjects represent entities of many different
types. We believe that providing an optional predicate expansion interface at
Sparql endpoints is useful. An alternative approach is to (semi-)automatically
remove or change facts with wrongly used predicates, based on the results of our
synonym discovery.
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Abstract. The Linked Open Data (LOD) cloud contains tremendous
amounts of interlinked instances, from where we can retrieve abundant
knowledge. However, because of the heterogeneous and big ontologies, it
is time consuming to learn all the ontologies manually and it is difficult
to observe which properties are important for describing instances of a
specific class. In order to construct an ontology that can help users easily
access to various data sets, we propose a semi-automatic ontology inte-
gration framework that can reduce the heterogeneity of ontologies and
retrieve frequently used core properties for each class. The framework
consists of three main components: graph-based ontology integration,
machine-learning-based ontology schema extraction, and an ontology
merger. By analyzing the instances of the linked data sets, this framework
acquires ontological knowledge and constructs a high-quality integrated
ontology, which is easily understandable and effective in knowledge ac-
quisition from various data sets using simple SPARQL queries.

Keywords: Semantic Web, linked data, ontology integration, knowl-
edge acquisition, machine learning.

1 Introduction

The Linked Open Data (LOD) is a collection of machine-readable structured
data with over 31 billion Resource Description Framework (RDF) triples in-
terlinked by around 504 million SameAs links (as of Sep. 2011). Instances are
represented using the Uniform Resource Identifier (URI), and identical instances
are linked with the built-in OWL property owl:sameAs [3]. The Web Ontology
Language (OWL) is a semantic markup language developed as a vocabulary ex-
tension of the RDF with more vocabularies for describing properties and classes
[2]. RDF Schema is a simple vocabulary for describing properties and classes of
RDF resources. The OWL 2 Web Ontology Language [16] provides classes and
properties as the old OWL 1[2], but with richer data types, data ranges, and
disjoint properties, etc.

The LOD cloud has been growing rapidly over the past years and many Se-
mantic Web applications have been developed by accessing the linked data sets
[4]. However, in order to use the data sets, we have to understand their heteroge-
neous ontologies in advance. One possible solution for the ontology heterogeneity
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Fig. 1. Interlinked Instances of “France”

problem is constructing a global ontology that integrates various ontologies in
the LOD cloud. Ontologies commonly consist of classes, properties, and rela-
tions between them. Although the built-in properties owl:equivalentClass and
owl:equivalentProperty are designed to link classes or properties with the same
concept, there are only few links at a class or property level [7]. Hence, it is
difficult to directly retrieve equivalent classes and properties for integrating on-
tologies of various data sets.

In order to integrate ontologies of various data sets, we need to identify related
classes and properties of the ontologies. Since the same instances are linked by
owl:sameAs, we can create undirected graphs with the linked instances. Fig. 1
shows the interlinked instances of “France” and each instance is described us-
ing properties and objects. As shown in Fig. 1, all the properties (labeled on
the dotted line) connected with the grey boxes (objects) represent the name of
“France” and the properties connected to the black boxes represent the popula-
tion. By analyzing the graph patterns, we can observe how the same classes and
properties are represented differently in various data sets and integrate them.

Other than integrating related classes and properties, we also need frequently
used core classes and properties to construct a high-quality integrated ontology.
Machine learning methods such as association rule learning and rule-based clas-
sification can be applied to discover core properties for describing instances in
a specific class. Apriori is a well-known algorithm for learning association rules
in a big database [1], while the rule-based learning method - Decision Table
can retrieve a subset of properties that leads to high prediction accuracy with
cross-validation [10].

In this paper, we propose a framework that semi-automatically integrates
heterogeneous ontologies for the linked data sets. The integrated ontology con-
sists of frequently used core classes and properties that can help Semantic Web
application developers easily understand the ontology schema of the data sets.
Furthermore, the integrated ontology also includes related classes and properties,
with which we can integrate data sets and find missing links between instances.

This paper is organized as follows. In Section 2, we discuss some related
work and the limitation of their methods. In Section 3, we introduce our semi-
automatic ontology integration framework in details. The experiments are dis-
cussed in Section 4. We conclude and propose future work in Section 5.
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2 Related Work

The authors in [11] introduced a closed frequent graph mining algorithm to ex-
tract frequent graph patterns from the Linked Data Cloud. Then, they extracted
features from the entities of the graph patterns to detect hidden owl:sameAs
links or relations in geographic data sets. They applied a supervised learning
method on the frequent graph patterns to find useful attributes that link in-
stances. However, their approach only focused on geographic data and did not
discuss about what kind of features are important for finding the hidden links.

A debugging method for mapping lightweight ontologies is introduced in [13].
They applied machine learning method to determine the disjointness of any pair
of classes, with the features of the taxonomic overlap, semantic distance, object
properties, label similarity, and WordNet similarity. Although their method per-
forms better than other ontology matching systems, their method is limited to
the expressive lightweight ontologies.

In [14], the authors focused on finding concept coverings between two sources
by exploring disjunctions of restriction classes. Their approach produces cov-
erings where concepts at different levels in the ontologies can be mapped even
there is no direct equivalence. However, the work is mainly for specific domains
and the alignments of ontologies are limited between two resources.

In contrast to the research described above, our approach retrieves related
ontology schema and frequently used core properties and classes in each data
set. Our method is domain-independent and successfully integrates heteroge-
neous ontologies by extracting related properties and classes that are critical for
interlinking instances. In addition, for the instances of specific classes, we can
recommend core properties that are frequently used for the instance description.

3 Semi-automatic Ontology Integration Framework

Constructing a global ontology by integrating heterogeneous ontologies of the
linked data can help effectively integrate various data resources. In order to
create an integrated ontology and decrease the ontology heterogeneity problem,
we focus on retrieving related classes and properties, top-level classes, and fre-
quent core properties. We can extract related classes and properties from the
interlinked instances using the graph-based ontology integration component. In
addition, we also need the top-level classes and frequent core properties in each
data set, which can be extracted using machine learning methods. For instance,
the Decision Table algorithm can retrieve a subset of properties that leads to
high prediction accuracy with cross-validation and the Apriori algorithm can
discover properties that occur frequently in the instances of top-level classes.

In this paper, we propose a semi-automatic ontology integration framework,
which is an extension of the previous work in [18]. The semi-automatic on-
tology integration framework is shown in Fig. 2, which consists of three main
components: graph-based ontology integration, machine-learning-based ontology
schema extraction, and an ontology merger. In the following, we will describe
each component in details.
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Fig. 2. Framework for Semi-automatic Ontology Integration

3.1 Graph-Based Ontology Integration

The graph-based ontology integration component semi-automatically finds re-
lated classes and properties by analyzing SameAs graph patterns in the linked
data sets [18]. We will briefly describe this component, which is shown in Fig. 3.
This component consists of five processes: graph pattern extraction, <Predicate,
Object> collection, related classes and properties grouping, aggregation for all
graph patterns, and manual revision.

Graph Pattern Extraction. Since the instances which refer to the same thing
are interlinked by owl:sameAs in the LOD cloud, we collect all the linked in-
stances and construct graph patterns according to the SameAs graphs extraction
algorithm introduced in [18]. All the same SameAs graphs consist of a graph pat-
tern, from which we can detect related classes and properties.

<Predicate, Object> Collection. An instance is described by a collection of
RDF triples in the form of <subject, predicate, object>. Since a SameAs graph
contains linked instances, we collect all the <Predicate, Object> (PO) pairs of
the interlinked instances as the content of a SameAs graph and classify the PO
pairs into five different types: Class, Date, URI, Number, and String.

Related Classes and Properties Grouping. We track subsumption relations
to group related classes and apply different similarity matching methods to group
related properties. In the following, we discuss how to retrieve and group related
classes and properties from different types of PO pairs.

Class. For the PO pairs of type Class, we retrieve related classes from the most
specific classes of the linked instances by tracking the subsumption relations such
as owl:subClassOf and skos:inScheme. The classes and subsumption relations
compose a tree, where the most specific classes are called leaf nodes in the tree.

Date and URI. We perform exact matching on the types of Date and URI,
because even a slight difference of object values may refer to totally different
properties.

Number and String. For the types of Number and String, the object values
may vary in different data sets. For instance, the population of a country may
be slightly different in diverse data sets and the values in String may have dif-
ferent representations for the same meaning. Hence, in order to discover similar
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Fig. 3. Graph-Based Ontology Integration

properties for the types of Number and String, we apply similarity matching
approach by extending the methods introduced in [19].

The string-based and knowledge-based similarity matching methods are com-
monly used to match ontologies at the concept level [5]. In our approach, we
adopted three string-based similarity measures, namely, JaroWinkler distance
[17], Levenshtein distance, and n-gram, as introduced in [8]. String-based simi-
larity measures are applied to compare the objects of PO pairs that are classified
in String.

The knowledge-based similarity measures are applied to compare the pre-
processed terms of predicates, because most of the terms have semantic mean-
ings that can be recognized as a concept. To extract the concepts of predicate
terms, we pre-process the predicates of PO pairs by performing natural language
processing (NLP). We adopted nine knowledge-based similarity measures [15],
namely, LCH, RES, HSO, JCN, LESK, PATH,WUP, LIN, and VECTOR, which
are based on WordNet [6] (a large lexical database of English).

Aggregation for All Graph Patterns. In this step, we aggregate the inte-
grated groups of classes and properties from all the graph patterns. An integrated
ontology is automatically constructed with the integrated sets of related classes
and properties, automatically selected terms, and the designed relations that
link groups of related classes and properties to the integrated ontology schema.

Manual Revision. The automatically integrated ontology of this framework
includes related classes and properties from different data sets. However, not all
the terms of classes and properties are properly selected. Hence, we need experts
to work on revising the integrated ontology by choosing a proper term for each
group of properties, and by amending wrong groups of classes and properties.
Since the integrated ontology is much smaller than the original ontology schema,
it is a lightweight work.

The graph-based ontology integration component can discover related
classes and properties from various data sets. By analyzing the extracted graph
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patterns, we detect related classes and properties which are classified into differ-
ent data types: Date, URI, Number, and String. Similar classes are integrated
by tracking subsumption relations and different similarity matching methods are
applied on different types of PO pairs to retrieve similar properties. We auto-
matically integrate related classes and properties for each graph pattern, and
then aggregate all of them.

3.2 Machine-Learning-Based Ontology Schema Extraction

Although, the graph-based ontology integration method can retrieve related
classes and properties from different ontologies, it misses some classes and fre-
quent core properties. Therefore, we need another method to find top-level classes
and frequent core properties, which are essential for describing instances.

By applying machine learning methods, we can find frequent core properties
that are used to describe instances of a specific class. The Decision Table algo-
rithm is a rule-based algorithm that can retrieve a subset of core properties and
the Apriori algorithm can find a set of associated properties that are frequently
used for describing instances. Hence, we apply the Decision Table and the Apri-
ori algorithm to retrieve top-level classes and frequent core properties from the
linked data sets.

In order to perform the machine learning methods, we randomly select a fixed
number of instances for each top-level class from the data sets. For the data sets
built based on ontology schema, we track subsumption relations to retrieve the
top-level classes. For instance, we track owl:subClassOf subsumption relation to
retrieve the top-level classes in DBpedia and track skos:inScheme in Geonames.
However, some data sets use categories without any structured ontology schema.
For this kind of data sets, we use the categories as top-level classes. For example,
NYTimes instances are only categorized into people, locations, organizations,
and descriptors. We use this strategy to collect the top-level classes in each data
set, and then extract properties that appear more than the frequency threshold θ.
The selected instances, properties, and top-level classes are used for performing
machine learning methods.

Decision Table. The Decision Table is a simple rule-based supervised learning
algorithm, which leads to high performance with simple hypothesis [10]. The
Decision Table algorithm can retrieve a subset of core properties that can predict
unlabeled instances with a high accuracy. Hence, properties retrieved by the
Decision Table play an important role in the data description.

We convert the instances of linked data sets into data that is adaptable to
the Decision Table algorithm. The data consists of a list of weights of properties
and class labels, where the weight represents the importance of a property in
an instance and the labels are top-level classes. The weight of a property in an
instance is calculated in a similar way as the TF-IDF (Term Frequency - Inverse
Document Frequency), which is often used as a weighting factor in information
retrieval and text mining [12]. The TF-IDF value reflects how important a word
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is to a document in a collection or corpus. The weight of each property in an
instance is defined as the product of property frequency (PF) and the inverse
instance frequency (IIF) in a similar way as the TF-IDF. The pf(prop, inst) is
the frequency of the property prop in the instance inst.

The inverse instance frequency of the property prop in the data set D is
iif(prop, D), calculated as follows:

iif(prop,D) = log
|D|

|instprop|

where instprop indicates an instance that contains the property prop. The value
of iif(prop, D) is the logarithm of the ratio between the number of instances in
D and the number of instances that contain the prop. If prop appears in inst,
the weight of prop is calculated according to the following equation:

weight(prop, inst) = pf(prop, inst)× iif(prop,D)

The properties retrieved with the Decision Table in each data set are critical
for describing instances in the data set. Hence, we use these retrieved properties
and top-level classes as parts of the final integrated ontology.

Apriori. Association rule learning method can extract a set of properties that
occur frequently in instances. Apriori is a classic association rule mining algo-
rithm, which is designed to operate on the databases of transactions. A frequent
itemset is an itemset whose support is greater than the user-specified mini-
mum support. Each instance in a specific class represents a transaction, and the
properties that describe the instance are treated as items. Hence, the frequent
itemsets represent frequently used properties for describing instances of a specific
class. The frequent core properties can be recommended to the data publishers
or help them find missing important descriptions of instances.

For each instance, we collect a top-level class and all the properties that ap-
pear in the instance as a transaction data. The Apriori algorithm can extract
associated sets of properties that occur frequently in the instances of a top-level
class. Hence, the retrieved sets of properties are essential for describing instances
of a specific class. Furthermore, we can either identify commonly used properties
in each data set or unique properties used in the instances of each class. There-
fore, the properties extracted with the Apriori algorithm are necessary for the
integrated ontology.

3.3 Ontology Merger

The third component is an ontology merger, which merges the ontology classes
and properties extracted from the previous two components. The graph-based
ontology integration component outputs groups of related classes and proper-
ties. On the other hand, the machine-learning-based ontology schema extraction
component outputs a set of core properties retrieved by the Decision Table and
a set of properties along with a top-level class retrieved using the Apriori.
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We adopt OWL 2 for constructing an integrated ontology. During the merging
process, we also add relations between classes and properties so that we can easily
identify what kind of properties are used to describe instances of a specific class.
We obey the following rules to construct the integrated ontology, where “ex-
onto” and “ex-prop” are the prefixes of the integrated ontology.

Class. Related classes are collected from the graph-based ontology integration
component and the top-level classes in each data set are collected from the
machine-learning-based ontology schema extraction component.

Groups of classes from graph-based ontology integration. Related classes
from different data sets are extracted by analyzing SameAs graph patterns and
grouped into cgroup1, cgroup2, ..., cgroupz. For each group, we automatically
define a term ex-onto:ClassTerm for each group, where the ClassT erm is the
most frequent term in the group. For each class ci ∈ cgroupk, we add a triple
< ex-onto:ClassTermk, ex-prop:hasMemberClasses, ci >.

Classes from machine-learning-based ontology schema extraction. Top-level
classes in each data set are added to the integrated ontology. If a top-level
class ci 	∈ cgroupk(1 ≤ k ≤ z), we create a new group cgroupz+1 for ci and
a new term ex-onto:ClassTermz+1 for the new group. Then we add a triple
< ex-onto:ClassTermz+1, ex-prop:hasMemberClasses, ci >.

Property. The extracted properties from two components are merged according
to the following rules. At first, we extract the existing property type and domain
information of each property from the data sets. The property type is mainly
defined as rdf:Property, owl:DataTypeProperty, and owl:ObjectProperty. If the
type is not clearly defined, we set the type as rdf:Property.

Groups of properties from graph-based ontology integration. Related properties
from various data sets are extracted by analyzing SameAs graph patterns and
grouped into pgroup1, pgroup2, ..., pgroupp. For each group, we choose the most
frequent term ex-onto:propTerm. Then, for each property propi ∈ pgroupt (1 ≤
t ≤ p), we add a triple < ex-onto:propTermt, ex-prop:hasMemberProperties,
propi >.

Properties from machine-learning-based ontology schema extraction. We auto-
matically add domain information for the properties retrieved using the Apriori
method. For each property prop extracted from the instances of class c, we add
a triple < prop, rdfs:domain, c >, if it’s not defined in the data set.

The ontology merger constructs an integrated ontology using the triples cre-
ated as above. The global integrated ontology constructed with the ontology
merger can help us easily access to various data sets and discover missing links.
Furthermore, the domain information of the properties are automatically added
using the results of the Apriori algorithm.
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Table 1. Data Sets for Experiments

Data Set Instances Selected Class Top-level Property Selected
Instances Class Property

DBpedia 3,708,696 64,460 241 28 1385 840
Geonames 7,480,462 45,000 428 9 31 21
NYTimes 10,441 10,441 5 4 8 7
LinkedMDB 694,400 50,000 53 10 107 60

4 Experiments

In this section, we introduce the experimental data sets. Then we discuss whether
we successfully retrieved related classes and properties using the graph-based
ontology integration. We also discuss experimental results with the Decision
Table and the Apriori algorithm that retrieve top-level classes and frequent core
properties. Comparison with the previous work introduced in [18] and other
ontology matching tools is also discussed in this section. At last, we discuss use
cases with the integrated ontology and propose possible applications.

4.1 Data Sets

We selected DBpedia (v3.6), Geonames (v2.2.1), NYTimes and LinkedMDB
from the LOD cloud to evaluate our framework. DBpedia is a cross-domain
data set with about 8.9 million URIs and Geonames is a geographic domain
data set with more than 7 million distinct URIs. NYTimes and LinkedMDB are
both from media-domain with 10,467 and 0.5 million URIs, respectively.

The number of instances in our database are listed in the second column of
Table 1. The graph-based ontology integration component uses all the instances
in the data sets. For the machine learning methods, we randomly choose samples
of the data sets to speed up the modeling process as well as to concern unbi-
ased data size for each top-level class. We randomly selected 5000 instances per
top-level class in Geonames and LinkedMDB, 3000 instances per top-level class
in DBpedia, and used all the instances in NYTimes. The number of selected
instances of DBpedia is less than 84,000, because some classes include less than
3000 instances.

The original number of classes and properties, the number of top-level classes
and selected properties for the machine learning methods are listed in the Table
1. We track the subsumption relations such as owl:subClassOf and skos:inScheme
to collect the top-level classes. Since there are a big number of properties in the
data sets, we filter out infrequent properties that appear less than the frequency
threshold θ. For each data set, we manually set a different frequency threshold
θ as

√
n, where n is the total number of instances in the data set.
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Table 2. Results for the Decision Table Algorithm

Data Set Average Precision Average Recall Average F-Measure Selected Properties

DBpedia 0.892 0.821 0.837 53
Geonames 0.472 0.4 0.324 10
NYTimes 0.795 0.792 0.785 5
LinkedMDB 1 1 1 11

4.2 Graph-Based Ontology Integration

The graph-based ontology integration component uses all the interlinked in-
stances in the data sets. With this component, we retrieved 13 different graph
patterns from the SameAs Graphs [18]. In total, we extracted 97 classes from
the data sets and grouped them into 48 new classes. Each group contains at least
two classes and one class can belong to several groups. For instance, the schema
in NYTimes is too general, so that the nyt:nytd geo belongs to any group that
has geographical information. Here, we give an example of the integrated class ex-
onto:Country, which contains geo-onto:A.PCLI, geo-onto:A.PCLD, mdb:country,
db-onto:Country, and nyt:nytd geo. This group contains the classes about a
country from Geonames, LinkedMDB, and DBpedia, except the general geo-
graphic class nyt:nytd geo from NYTimes.

We retrieved 357 properties from the graph patterns using exact or similarity
matching, which are integrated into 38 groups. Because of the heterogeneous in-
fobox properties in DBpedia, some groups contain more than one DBpedia prop-
erty. For instance, the properties geo-onto:population, mdb:country population,
db-onto:populationTotal, db-prop:populationTotal, and other eight DBpedia
properties are integrated into the property ex-prop:population.

The graph-based ontology integration can retrieve related classes and proper-
ties from directly or indirectly linked instances by analyzing graph patterns.

4.3 Decision Table

The Decision Table algorithm is used to discover a subset of features that can
achieve high prediction accuracy with cross-validation. Hence, we apply the De-
cision Table to retrieve core properties that are essential in describing instances
of the data sets. For each data set, we perform the Decision Table algorithm to
retrieve core properties by analyzing randomly selected instances of the top-level
classes.

In Table 2, we listed the percentage of the weighted average of precision,
recall, and F-measure. Precision is the ratio of correct results to all the results
retrieved, and recall is the percentage of the retrieved relevant results to all the
relevant results. The F-measure is a measure of a test’s accuracy, that considers
both the precision and the recall. The F-measure is the weighted harmonic mean
of precision and recall, calculated as:

F-measure =
2× Precision×Recall

Precision+Recall
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The F-measure reaches its best value at 1 and worst value at 0. A higher F-
measure value means the retrieved subset of properties can well classify instances
with unique and core properties. A lower F-measure fails to classify some in-
stances, because the retrieved properties are commonly used in every instance.
In the following, we will discuss the experimental results in each data set using
the Decision Table algorithm.

DBpedia. The Decision Table algorithm extracted 53 DBpedia properties from
840 selected properties. For example, the properties db-prop:city, db-prop:debut,
db-onto:formationYear, and db-prop:stateName are extracted from DBpedia in-
stances. The precision, recall, and F-measure on DBpedia are 0.892, 0.821, and
0.837, respectively.

Geonames. We retrieved 10 properties from 21 selected properties, such as
geo-onto:alternateName, geo-onto:countryCode, and wgs84 post:alt, etc. Since
all the instances of Geonames are from geographic domain, the Decision Table
algorithm can not well distinguish different classes with these commonly used
properties. Hence, the evaluation results on Geonames are very low with 0.472
precision, 0.4 recall, and 0.324 F-measure.

NYTimes. Among 7 properties used in the data set, 5 properties are retrieved
using the Decision Table algorithm. The extracted properties are skos:scopeNote,
nyt:latest use, nyt:topicPage, skos:definition, and wgs84 pos:long. In NYTimes,
there are only few properties for describing news articles and most of them are
commonly used in every instance. The cross-validation test with NYTimes are
0.795 precision, 0.792 recall and 0.785 F-measure.

LinkedMDB. The algorithm can classify all the instances in the LinkedMDB
correctly with the 11 properties selected from 60 properties. Other than the
commonly used properties such as foaf:page, rfs:label, we also extracted some
unique properties such as mdb:performance performanceid, mdb:writer writerid,
and director directorid, etc.

The Decision Table algorithm retrieves a subset of core properties that are
important to distinguish instances. We feed the extracted properties to the inte-
grated ontology. However, the Decision Table can not find all the core properties
in each data set.

4.4 Apriori

The Apriori algorithm is a classic algorithm for retrieving frequent itemsets
based on the transaction data. For the experiment, we use the parameters upper
and lower bound of minimum support as 1 and 0.2, respectively. We use the
default minimum metric as 0.9 for the confidence metric. With a lower minimum
support, we can retrieve more properties that frequently appear in the data.
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Table 3. Examples of Retrieved Properties with the Apriori Algorithm

Data Set Class Properties

DBpedia
db:Event db-onto:place, db-prop:date, db-onto:related/geo.
db:Species db-onto:kingdom, db-onto:class, db-onto:family.
db:Person foaf:givenName, foaf:surname, db-onto:birthDate.

Geonames
geo:P geo-onto:alternateName, geo-onto:countryCode.
geo:R wgs84 pos:alt, geo-onto:name, geo-onto:countryCode.

NYTimes
nyt:nytd geo wgs84 pos:long.
nyt:nytd des skos:scopeNote.

LinkedMDB
mdb:actor mdb:performance, mdb:actor name, mdb:actor netflix id.
mdb:film mdb:director, mdb:performane, mdb:actor, dc:date.

We retrieved frequently appeared core properties using the Apriori algorithm.
Some examples are listed in Table 3. The first column lists the experimental data
sets, and the second column lists samples of the top-level classes in each data
set. The third column lists some of the retrieved interesting or unique prop-
erties from each top-level class. As we can see from Table 3, the place, date
and geographic properties are important for describing events. The best-known
taxonomies such as kingdom, class, and family are also extracted by analyzing
the data of species. From the LinkedMDB, we extracted mdb:actor netflix id,
mdb:actor name, and mdb:performance, that are critical for distinguishing dif-
ferent instances. Furthermore, the properties of director, performance, actor and
date of a film are extracted from instances in the class mdb:film.

In DBpedia and LinkedMDB, we retrieved some unique properties in each
class. However, for Geonames and NYTimes, we only retrieved commonly used
properties in the data sets. From the instances of Geonames, we found com-
monly used properties such as geo-onto:alternateName, wgs84 pos:alt, and geo-
onto:countryCode, etc. NYTimes only has few properties that are commonly
used in every instance, except the wgs84 pos:long in the nyt:nytd geo class and
skos:scopeNote in the nyt:nytd des class. Hence, the weighted average F-measure
of nyt:nytd geo and nyt:nytd des are much higher than other classes.

We retrieved frequent sets of properties in most of the cases except in the
db:Planet class. Because db:Planet contains 201 different properties for describ-
ing instances, which are sparsely used. In addition, we only retrieved db-onto:title
and rdfs:type from db:PersonFunction and only rdfs:type property from db:Sales.
This is caused by the lack of descriptions in the instances: most of the instances
in db:PersonFunction and db:Sales only defined the class information without
other detailed descriptions.

The set of properties retrieved from each class imples that the properties are
frequently used for instance description of the class. Hence, for each property
prop retrieved from the instances of class c, we automatically added <prop,
rdfs:domain, c> to assert that prop can be used for describing instances in the
class c. Therefore, we can automatically recommend missing core properties for
an instance based on its top-level class.



Instance-Based Ontological Knowledge Acquisition 167

Table 4. Extracted Classes and Properties

Previous Work Machine Learning Current Work
Graph-Based

Integration
Decision Table Apriori Integrated Ontology

Class 97 50 (38 new) 50 (38 new) 135 (38 new)
Property 357 79 (49 new) 119(80 new) 453 (96 new)

4.5 Comparison

The graph-based ontology integration framework introduced in [18] only focuses
on the related classes and properties acquisition, that may miss some core prop-
erties and classes. Hence, we applied machine learning methods to find out core
properties for describing instances. The second column of Table 4 lists the num-
ber of classes and properties retrieved with the previous work - graph-based
integration method. The next two columns list the number of classes and prop-
erties retrieved with the machine learning methods - Decision Table and Apriori.
The last column is the final integrated ontology which merged the acquired on-
tological knowledge from two functional components: graph-based ontology inte-
gration and machine-learning-based ontology schema extraction, which includes
Decision Table and Apriori algorithms.

With the graph-based ontology integration framework, we retrieved 97 classes
and 357 properties, which are grouped into 49 and 38 groups, respectively. The
final integrated ontology contains 135 classes and 453 properties that are grouped
into 87 and 97 groups, respectively. Both of the Decision Table and the Apriori
algorithms are performed on 50 selected top-level classes, among them 38 are
not retrieved in the graph-based ontology integration. With the Decision Table,
we extracted 79 properties, where 49 are not found in the graph-based ontology
integration. The Apriori algorithm discovered 119 properties in total, where 80
properties are newly added. Based on the same data sets, Apriori can retrieve
more properties than the Decision Table algorithm. Among the newly retrieved
properties, 33 properties are retrieved from both Decision Table and Apriori.

By adding machine-learning-based ontology schema extraction component to
the graph-based ontology integration, the final integrated ontology become more
concrete with groups of related classes and properties, top-level classes, and core
properties that are frequently used in instances. For each retrieved property,
we automatically added property type definition and for the properties retrieved
with the Apriori results, we automatically added domain information to indicate
the relations between properties and classes.

Since most of the ontology matching tools fail to find alignments for the
datasets that do not have a well designed ontology schema [9], we cannot use
them to find alignments among DBpedia, Geonames, NYTimes, and Linked-
MDB. The failure in the ontology alignment is caused by some ontologies that
have ambiguous meaning of the concepts or the absence of corresponding con-
cepts in the target dataset. However, our approach can find alignments for the
poorly structured datasets by analyzing the contents of the interlinked instances.
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4.6 Case Studies

In this section, we introduce some use cases with our integrated ontology. The
class of db:Actor and mdb:actor are integrated into ex-onto:Actor, which can
be used for discovering missing class information of the linked instances of ac-
tors. For instance, the db:Shingo Katori is only described as a musical artist,
but in fact he is also an actor and the DBpedia instance has a link to the
mdb-actor:27092. Hence, we should add the class db-onto:Actor to the instance
db:Shingo Katori, because all the instances linked with mdb-actor should be an
actor unless it is a wrong linkage.

If we want to link a person from different data sets, we can combine the
class which indicates a person with some properties such as the birth date,
the place of birth, and the name, etc. However, there exist various properties
to describe the same kind of property. For example, we integrated 7 different
properties that indicate the birthday of a person into the ex-prop:birthDate.
Among them, only the property “db-onto:birthDate” has the default domain
definition as db-onto:Person and has the highest frequency of usage, that ap-
peared in 287,327 DBpedia instances. From the definitions of the properties and
the number of instances which contain the corresponding properties, we can as-
sume that the properties except “db-onto:birthDate” are mistakenly used when
the data providers publish the DBpedia data. Therefore, we can suggest “db-
onto:birthDate” as the standard property to represent the birthday of a person,
and correct the other properties with this standard property.

Other than recommending standard properties, we also successfully integrated
different property descriptions from diverse data sets. For instance, proper-
ties geo-onto:population, mdb:country population, db-onto:populationTotal and
other nine DBpedia properties are integrated into the property ex-prop:
population. By combining the ex-onto:Country and ex-prop:population, we can
detect the same country or countries with similar population.

5 Conclusion and Future Work

We proposed a semi-automatic ontology integration framework that can inte-
grate heterogeneous ontologies by analyzing graph patterns of the interlinked
instances and by applying machine learning methods. Grouping related classes
and properties can reduce the heterogeneity of ontologies in the LOD cloud. The
integrated ontology consists of related classes and properties, top-level classes
and frequent core properties that can help Semantic Web application developers
easily find related instances and query on various data sets. With the integrated
ontology, we can also detect misuses of ontologies in the data sets and can rec-
ommend core properties for describing instances.

In future work, we plan to apply ontology reasoning methods to automatically
detect and revise mistakes during the ontology merging process. Furthermore, we
plan to automatically detect the undefined ranges of properties by analyzing the
corresponding objects of properties in the data sets. We will test our framework
with more data sets from the public linked data sets.
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Abstract. Linked data has experienced accelerated growth in recent
years. With the continuing proliferation of structured data, demand for
RDF compression is becoming increasingly important. In this study, we
introduce a novel lossless compression technique for RDF datasets, called
Rule Based Compression (RB Compression) that compresses datasets
by generating a set of new logical rules from the dataset and removing
triples that can be inferred from these rules. Unlike other compression
techniques, our approach not only takes advantage of syntactic verbosity
and data redundancy but also utilizes semantic associations present in
the RDF graph. Depending on the nature of the dataset, our system is
able to prune more than 50% of the original triples without affecting
data integrity.

1 Introduction

Linked Data has received much attention in recent years due to it’s interlinking
ability across disparate sources, made possible via machine processable non-
proprietary RDF data [18]. Today, large number of organizations, including gov-
ernments, share data in RDF format for easy re-use and integration of data by
multiple applications. This has led to accelerated growth in the amount of RDF
data being published on the web. Although the growth of RDF data can be
viewed as a positive sign for semantic web initiatives, it also causes performance
bottlenecks for RDF data management systems that store and provide access
to data [12]. As such, the need for compressing structured data is becoming
increasingly important.

Earlier RDF compression studies [3,6] have focused on generating a compact
representation of RDF. [6] introduced a new compact format called HDT which
takes advantage of the powerlaw distribution in term-frequencies, schema and re-
sources in RDF datasets. The compression is achieved due to a compact form rep-
resentation rather than a reduction in the number of triples. [13] introduced the
notion of a lean graphwhich is obtained by eliminating triples which contain blank
nodes that specify redundant information. [19] proposed a user-specific redundancy
elimination technique based on rules. Similarly, [21] studied RDF graphminimiza-
tion based on rules, constraints and queries provided by users. The latter two ap-
proaches are application dependent and require human input, which makes them
unsuitable for compressing the ever growing set of linked datasets.

In this paper, we introduce a scalable lossless compression of RDF datasets
using automatic generation of decompression rules. We have devised an algorithm

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 170–184, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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to automatically generate a set of rules and split the database into two smaller
disjoint datasets, viz., an Active dataset and a Dormant dataset based on those
rules. The dormant dataset contains list of triples which remain uncompressed
and to which no rule can be applied during decompression. On the other hand,
the active dataset contains list of compressed triples, to which rules are applied
for inferring new triples during decompression.

In order to automatically generate a set of rules for compression, we em-
ploy frequent pattern mining techniques [9,15]. We examine two possibilities
for frequent mining - a) within each property (hence, intra-property) and b)
among multiple properties (inter-property). Experiments reveal that RB com-
pression performs better when inter-property transactions are used instead of
intra-property transactions. Specifically, the contribution of this work is a rule-
based compression technique with the following properties:

• The compression reduces the number of triples, without introducing any new
subjects, properties or objects.

• The set of decompression rules, R, can be automatically generated using
various algorithms.

• The compression is lossless.

A very preliminary and limited version of this paper appeared in [14].

2 Preliminaries

2.1 Frequent Itemset Mining

The concept of frequent itemset mining [1] (FIM) was first introduced for min-
ing transaction databases. Over the years, frequent itemset mining has played an
important role in many data mining tasks that aim to find interesting patterns
from databases, including association rules and correlations, or aim to use fre-
quent itemsets to construct classifiers and clusters [7]. In this study, we exploit
frequent itemset mining techniques on RDF datasets for generating logical rules
and subsequent compressing of RDF datasets.

Transaction Database. Let I = {i1, i2, . . . , in} be a set of distinct items. A
set X = {i1, i2, . . . , ik} ⊆ I is called an itemset, or a k-itemset if it contains
k items. Let D be a set of transactions where each transaction, T = (tid,X),
contains a unique transaction identifier, tid, and an itemset X. Figure 1 shows
a list of transactions corresponding to a list of triples containing the rdf:type1

property. Here, subjects represent identifiers and the set of corresponding objects
represent transactions. In this study, we use the following definitions for intra-
and inter-property transactions.

Intra-property transactions. For a graph G containing a set of triples, an intra-
property transaction corresponding to a property p is a set T = (s,X) such that
s is a subject and X is a set of objects, i.e. (s, p, ox) is a triple in graph G; ox is
a member of X .
1 rdf:type is represented by a.
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Inter-property transactions. For a graph G containing a set of triples, an inter-
property transaction is a set T = (s, Z) such that s is a subject and each member
of Z is a pair (pz, oz) of property and object, i.e. (s, pz, oz) is a triple in graph G.

s1 a 125 s4 a 125.
s1 a 22. s4 a 22.
s1 a 225. s4 a 225.
s1 a 60. s4 a 60.
s6 a 90. s6 a 22.
s5 a 125. s5 a 22.
s2 a 225. s2 a 125.
s2 a 22. s3 a 81.
s3 a 22.

(a) Triples

TID rdf:type

S1 125,22,225,60
S2 125,22,225
S3 81,22
S4 125,22,225,60
S5 125,22
S6 90,22

(b) Transactions

Fig. 1. Triples and corresponding transactions

Item (k) Frequent Patterns (Fk)

225 {([22, 225], 525786)}
60 {([22, 225, 60], 525786)}
189 {([22, 227, 83, 189], 60194)}
213 {([22, 227, 83, 189, 213], 60194)}
173 {([22, 103, 26, 304, 173], 57772)}
70 {([22, 70], 56372),

([22, 103, 26, 304, 173, 70], 31084),
([22, 202, 42, 70], 25288)}

13 {([22, 225, 60, 174, 13], 53120)}
235 {([22, 225, 60,174,235],52305),

([22, 225, 60, 202,42, 174,235],480)}
126 {([22, 191, 97, 222, 126], 49252)}

(a) Frequent Patterns

Item Object

22 owl:Thing
227 dbp:Work
189 dbp:Film
213 schema:Movie
103 dbp:Person
26 schema:Person
304 foaf:Person
173 dbp:Artist
225 dbp:Place
60 schema:Place

(b) object mappings

Fig. 2. Sample frequent patterns generated for DBpedia Ontology Types dataset. Each
item represents a numerically encoded object. An item can be associated with multiple
frequent patterns as seen for item 70.

Support and Frequent Itemset. The support of an itemset X , denoted by
σ(X), is the number of transactions in D containing X . Itemset X is said to be
frequent if σ(X) ≥ σmin (σmin is a minimum support threshold).

Itemset Mining. A frequent itemset is often referred to as a frequent pattern.
Numerous studies have been done and various algorithms [1,2,9,22,23] have been
proposed to mine frequent itemsets. In this study, we use the FP-Growth [9] al-
gorithm for generating frequent itemsets. We represent the output of FP-Growth
as a set of pairs (k, Fk), where k is an item, and Fk, a set of frequent patterns
corresponding to k. Each frequent pattern is a pair of the form (v, σv). v is an
itemset of a frequent pattern and σv is a support of this frequent pattern.
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Definition 1. Let D be a transaction database over a set I of items, and σmin

a minimum support threshold. The set of frequent itemsets in D with respect to
σmin is denoted by F (D, σmin) := {X ⊆ I|σ(X) ≥ σmin}

Figure 2(a) shows several frequent patterns for DBpedia Ontology Types dataset
containing only the rdf:type property.2 To generate such frequent patterns, we
first create a transaction database as shown in Figure 1 and then use parallel
FP-Growth to compute frequent patterns. Please refer to [9,15] for details about
the FP-Growth algorithm and its implementation. Figure 3 shows the list of
inter-property frequent patterns for one of the linked open datasets.

Item Frequent Patterns

6:114 {([1:101, 5:113, 6:114],748384),
([1:101, 11:8912626, 5:113, 6:114],230746)}

5:102 {([1:101, 5:102],1042692),
([1:101, 11:8912626, 5:102],225428)}

5:176 {([1:101, 5:176],1695814),
([1:101, 11:8912626, 5:176],1044079)}

6:109 {([1:101, 5:108, 6:109],2792865),
([1:101, 5:108, 6:109, 11:8912626],166815)}

Fig. 3. Frequent patterns generated for the Geonames dataset. Each item is a pair of
property and object (p : o).

2.2 Association Rule Mining

Frequent itemset mining is often associated with association rule mining, which
involves generating association rules from the frequent itemset with constraints of
minimal confidence (to determine if a rule is interesting or not). However, in this
study, we do not require mining association rules using confidence values. Instead,
we split the given database into two disjoint databases, say A and B, based on
the frequent patterns. Those transactions which contain one or more of the top
N frequent patterns are inserted into dataset A while the other transactions are
inserted into dataset B. Compression can be performed by creating a set of rules
using top N frequent patterns and removing those triples from the dataset which
can be inferred by applying rules to some other triples in the same dataset.

Multi-dimensional Association Rules. Although association mining was
originally studied for mining transactions for only one attribute (ex:Product),
much research has been performed to extend it across multiple attributes
[16,17,28,29]. In this study, RDF datasets are viewed as multi-dimensional trans-
action databases by treating each property as an attribute and a subject as an
identifier. Similar to intra-transaction and inter-transaction associations [17], we
define intra-property and inter-property associations for RDF datasets. Intra-
property association refers to an association among different object values for

2 http://downloads.dbpedia.org/preview.php?file=3.7 sl en sl instance

types en.nt.bz2

http://downloads.dbpedia.org/preview.php?file=3.7_sl_en_sl_instance_types_en.nt.bz2
http://downloads.dbpedia.org/preview.php?file=3.7_sl_en_sl_instance_types_en.nt.bz2
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a given property while inter-property association refers to association between
multiple properties.

3 Rule Based Compression

In this section, we introduce two RB compression algorithms - one using intra-
property transactions and the other using inter-property transactions. In addi-
tion, we provide an algorithm for delta compression to deal with incremental
compression when a set of triples needs to be added to existing compressed
graphs. Specifically, we investigate how to

• generate a set of decompression rules, R
• decompose the graph G to GA and GD, such that the requirements of RB
compression holds true

• maximize the reduction in number of triples

Fig. 4. Rule Based Compression, G = GD ∪R(GA)

Figure 4 depicts the high level overview of Rule Based Compression technique.
We consider an RDF Graph G containing |G| non-duplicate triples. Lossless
compression on graph G can be obtained by splitting the given graph G into
an Active Graph, GA, and a Dormant Graph, GD, such that: G = R(GA) ∪
GD where R represents the set of decompression rules to be applied to the
active graph GA during decompression. R(GA) is the graph resulting from this
application.

Since the compression is lossless, we have |G| = |R(GA)|+ |GD|.

Definition 2. Let G be an RDF graph containing a set T of triples. An RB
compression is a 3-tuple (GA, GD, R), where GD ⊂ G is a dormant graph con-
taining some triples TD ⊂ T , GA is an active graph containing TA ⊂ T − TD

triples and R is a set of decompression rules that is applied to GA (denoted by
R(GA)) producing a graph containing exactly the set T − TD of triples.

GD is referred to as dormant since it remains unchanged during decompression
(no rule can be applied to it during decompression).
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3.1 Intra-property RB Compression

Algorithm 1 follows a divide and conquer approach. For each property in a
graph G, we create a new dataset and mine frequent patterns on this dataset.
Transactions are created per subject within this dataset. Each transaction is a
list of objects corresponding to a subject as shown in Figure 1. Using frequent
patterns, a set of rules is generated for each property and later aggregated. Each
rule contains a property p, an object item k, and a frequent pattern itemset v
associated with k. This rule will be used to expand compressed data given in
GA as follows:

∀x.triple(x, p, k)→
n∧

i=1

triple(x, p, vi) where, v = v1, v2, ..., vn

Algorithm 1. Intra-property RB compression

Require: G
1: R← φ, GD ← φ , GA ← φ
2: for each property, p that occurs in G do
3: create a transaction database D from a set of intra-property transactions. Each

transaction (s, t) contains a subject s as identifier and t a set of corresponding
objects.

4: generate {(k, Fk)} set of frequent patterns
5: for all (k, Fk) do
6: select vk such that
7: σ(vk) = argmaxv{σ(v)|v occurs in Fk, |v| > 1}
8: R← R ∪ (k→ vk) 
 add a new rule
9: end for
10: for each (s, t) ∈ D do
11: for each (k→ vk) ∈ R do
12: if t ∩ vk = vk then
13: GA ← GA ∪ (s, p, k) 
 add single triple
14: t← t− vk
15: end if
16: end for
17: for each o ∈ t do
18: GD ← GD ∪ (s, p, o)
19: end for
20: end for
21: end for

For illustration, here’s one such decompression rule we obtained during an
experiment on DBpedia dataset:
∀x.triple(x, rdf:type, foaf:Person) →

triple(x, rdf:type, schema:Person)
∧ triple(x, rdf:type, dbp:Person)
∧ triple(x, rdf:type, owl:Thing)

This triple is attached to the active graph GA so that all triples that can be
inferred from it are removed. Other triples which cannot be inferred, are placed
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in dormant graph GD. The process is repeated for all properties, appending
results to already existing rules R, active graph GA and dormant graph GD.

3.2 Inter-property RB Compression

In Algorithm 2, we mine frequent patterns across different properties. Transac-
tions used in this algorithm are created by generating a list of all possible pairs
of properties and objects for each subject. Thus, each item of a transaction is a
pair (p : o). We follow similar approach as before for generating frequent patterns
and rules. Each rule contains a key pair (pk, ok) and a corresponding frequent
pattern v as a list of items (p : o).

Algorithm 2. Inter-property RB compression

Require: G
1: R← φ, GD ← φ , GA ← φ
2: create a transaction database D from a set of inter-property transactions. Each

transaction, (s, t) contains a subject s as identifier and t a set of (p, o) items.
3: generate {(k, Fk)} set of frequent patterns
4: for all (k, Fk) do
5: select vk such that
6: σ(vk) = {argmaxvσ(v)|v occurs in Fk, |v| > 1}
7: R← R ∪ (k→ vk) 
 add a new rule
8: end for
9: for each (s, t) ∈ D do
10: for each (k→ vk) ∈ R do
11: if t ∩ vk = vk then
12: GA ← GA ∪ (s, pk, ok) 
 add single triple
13: t← t− vk
14: end if
15: end for
16: for each (p, o) ∈ t do
17: GD ← GD ∪ (s, p, o))
18: end for
19: end for

The procedure is similar to one described in 3.1 once frequent patterns and
rules are generated.

∀x.triple(x, pk, ok)→
n∧

i=1

triple(x, pi, oi)

For illustration, here’s one such decompression rule we obtained during an
experiment on Geonames dataset:
∀x.triple(x, geo:featureCode, geo:V.FRST) →

triple(x, rdf:type, geo:Feature)
∧ triple(x, geo:featureClass, geo:V)
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3.3 Optimal Frequent Patterns

In this section, we describe optimal rule generation strategy for achieving better
compression. In Algorithm 1 and Algorithm 2, we generate frequent patterns and
keep only one frequent pattern v per k. By selecting only one frequent pattern
per item, it’s guaranteed that no circular reference or recursion occurs during
decompression. As such, for any given triple in a compressed graph, only one
rule can be applied.

The choice of v for k is determined based on whether v has the maximum
support. In this section, we present our findings for optimal v pattern selection
based on both support value and itemset length. To illustrate this finding, please
consider a sample FP-Growth output obtained by mining one of the datasets as
shown in Figure 2(a) in section 2.1. If we look at frequent pattern sets for k = 70,
we have:

1. (v1, σ1) = ([22, 70], 56372)
2. (v2, σ2) = ([22, 103, 26, 304, 173, 70], 31084)
3. (v3, σ3) = ([22, 202, 42, 70], 25288)

The following rule can be applied to select the optimal frequent pattern: select
the pattern vi that maximizes (|vi|−1)×σi). We call (|vi|−1)×σi), denoted by
ρ(vi), the Redundant Triple Density, signifying the total number of triples that
can be removed by using a rule: (k → vk). It is apparent that selecting v2 during
rule generation leads to higher compression than selecting v1 or v3.

We call (|vi|) × σi) the Triple Density signifying the total number of triples
that are associated with this rule.

3.4 Delta Compression

One of the important properties of RB compression is that incremental com-
pression can be achieved on the fly without much computation. Let’s say, we
consider an RDF graph G, which has undergone RB-Compression resulting in
GA active graph, GD dormant graph and a set R of decompression rules. If a
new set of triples corresponding to a subject s, denoted by ΔTs, needs to be
added to graph G, delta compression can be achieved by using the results from
the last compression. Each delta compression updates the existing active and
dormant graphs. Hence, there is no need for full RB-Compression every time a
set of triples is added.

Algorithm 3 provides a delta compression algorithm when ΔTs needs to be
added. The algorithm can be extended to include a set of subjects, S. It should
be noted that we do not create new rules for a new set of triples. As such, the
compressed version might not be optimal. A full compression is recommended
if a large number of new triples needs to be added or if large number of delta
compression have already been performed.

If a triple needs to be removed, an extra check needs to be performed to see
if the removal violates any existing rules. Such removal might require moving
some of the inferred triples from the active graph to the dormant graph.
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Algorithm 3. Delta Compression

Require: GA, GD, R , ΔTs

1: Extract all triples, TD, corresponding to s subject from GD

2: T ← TD ∪ΔTs

3: for all t ∈ T do
4: if R(t) ⊆ T then
5: GA ← GA ∪ t 
 insert into active graph
6: T ← T −R(t)
7: end if
8: end for
9: for all t ∈ T do
10: GD ← GD ∪ t 
 insert into dormant graph
11: end for

4 Decompression

Decompression can be performed either sequentially or in parallel. Sequential
decompression requires applying R decompression rules to triples in GA active
graph and merging these inferred triples with the triples in GD dormant graph.
Since each triple in a compressed graph can belong to at most one rule, it’s
complexity is O(|R|.|GA|). The number of rules is negligible compared to the
number of triples in the active graph.

For parallel decompression, an active graph can be split into multiple smaller
graphs so that each small dataset can perform decompression. This allows gen-
eration of inferred triples in parallel. Since rules are not ordered, inferred triples
can be added to an uncompressed graph whenever they are generated. Finally,
all triples of the dormant graph are merged into this uncompressed graph.

5 Experiments

This section shows experimental results of the compression performed by our
system. Our experiment is conducted on several linked open datasets as well as
synthetic benchmark datasets of varying sizes. The smallest dataset consists of
130K triples while the largest dataset consists of 119 million triples.

5.1 RB Compression - Triple Reduction

Table 1 shows a comparison between the outputs of the two algorithms we dis-
cussed in Section 3 for nine different linked open datasets. The compression
ratio, r is defined as the ratio of the number of triples in compressed dataset to
that in uncompressed dataset. It is evident from the results that compression
based on inter-property frequent patterns is far better than compression using
intra-property frequent patterns. Details including the number of predicates and
transactions derived during experiments are also included in the table. It can be
seen that the best RB compression (inter-property) can remove more than 50%
of triples for the CN datasets and DBpedia rdftype dataset.
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Table 1. Compression ratio for various linked open datasets

Dataset triples predicate transaction
compression ratio

(K) (K) intra-property inter-property

Dog Food 130 132 12 0.98 0.82

CN 2012 137 26 14 0.82 0.43

ArchiveHub 431 141 51 0.92 0.71

Jamendo 1047 25 336 0.99 0.82

LinkedMdb 6147 222 694 0.97 0.75

rdftypes 9237 1 9237 0.19 0.19

RDF About 17188 108 3132 0.97 0.84

DBLP 46597 27 2840 0.96 0.86

Geonames 119416 26 7711 0.97 0.71

5.2 RB Compression - Performance

In addition to the compression ratio, the following metrics are measured to
evaluate the performance of the system: a) time it takes to perform RB com-
pression and b) time it takes to perform full decompression. Figure 5 shows the
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Fig. 5. Compression vs Decompression time for various linked open datasets

comparison between total time required for compression and the total time re-
quired for the full decompression. In general, RB compression time increases
with the increase in triple size. However, if the total number of predicates in
a dataset is very low, as in the case of DBpedia rdftypes dataset, compression
time could be significantly lower. Decompression is faster by several order of
magnitudes compared to the compression. This can be attributed to the fact
that each triple is associated with a maximum of one rule and the number of
rules are very few compared to the triple size. In addition, we apply rules only
to triples in the Active Graph.
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5.3 RB Compression on Benchmark Dataset

In this experiment, we ran RB Compression against one of the mainstream
benchmark datasets, LUBM [8]. LUBM consists of a university domain ontology
and provides a method for generating synthetic data of varying size.

Table 2 provides details on various LUBM datasets3 we used for the exper-
iment. Not surprisingly, these results show that compression time on dataset
increases with the increase in dataset size. However, the compression ratio re-
mained nearly constant for all the synthetic dataset. Decompression time proved
to be far lesser than the time required for compression as seen in Figure 6. It took
only 200 seconds for the decompression of the LUBM 1000 dataset compared to
11029 second for the compression.

Table 2. Compression ratio and time for various LUBM datasets

Dataset triples transaction compression Time
(K) (K) ratio sec

LUBM 50 6654 1082 0.763 715

LUBM 100 13405 2179 0.757 1485

LUBM 200 26696 4341 0.757 2513

LUBM 500 66731 10847 0.757 6599

LUBM 1000 133573 21715 0.757 11029
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Fig. 6. Compression vs Decompression time for various LUBM datasets

5.4 Comparison Using Compressed Dataset Size

In addition to evaluating our system based on triple count, we examine the
compression based on the storage size of the compressed datasets and compare it
against other compression systems. This is important since none of the existing
compression systems has the ability to compress RDF datasets by removing
triples. [5] compared different universal compressors and found that bzip24 is
one of the best universal compressors. For this study, we compress the input

3 LUBM datasets created with index and seed set to 0.
4 http://bzip2.org

http://bzip2.org
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dataset (in N-Triples format) and the resulting dataset using bzip2 and provide
a quantitative comparison (see Table 3). An advantage of semantic compression
such as RB Compression is that one can still apply syntactic compression (e.g.
HDT) to the results. HDT [6] achieves a greater compression for most of the
datasets we experimented on. Such high performance can be attributed to its
ability to take advantage of the highly skewed RDF data. Since any generic
RDF dataset can be converted to HDT compact form, we ran HDT on the
compressed dataset resulting from RB Compression. The experimental results
are shown in Table 3. We see that this integration does not always lead to a
better compression. This is due to the overhead of header and dictionary that
HDT creates for both active and dormant dataset5.

Table 3. Comparison of various compression techniques based on dataset size

Dataset Size compressed
compressed size using bzip2

HDT inter-property HDT + inter-

DogFood 23.4 MB 1.5 MB 1088 K 1492 K 1106 K

CN 2012 17.9 MB 488 K 164 K 296 K 144 K

Archive Hub 71.8 MB 2.5MB 1.8 MB 1.9 MB 1.7MB

Jamendo 143.9 MB 6 MB 4.4MB 5.6 MB 4.6 MB

LinkedMdb 850.3 MB 22 MB 16 MB 22.6 MB 14.5MB

DBpedia rdftypes 1.2 GB 45 MB 11 MB 17.9 MB 10.1 MB

DBLP 7.5 GB 265 MB 201 MB 239 MB 205 MB

Geonames 13 GB 410 MB 304 MB 380 MB 303 MB

6 Soundness and Completeness

Although it should already be rather clear from our definitions and algorithms
that our compression is lossless in the sense that we can recover all erased triples
by using the newly introduced rules—let us dwell on this point for a little while.

First of all, it is worth mentioning that we cannot only recreate all erased
triples by exhaustive forward-application of the rules—a fact that we could rea-
sonable refer to as completeness of our approach. Rather, our approach is also
sound in the sense that only previously erased triples are created by application
of the rules. I.e., our approach does not include an inductive component, but is
rather restricted to detecting patterns which are explicitly and exactly represented
in the dataset. Needless to say, the recreation of erased triples using a forward-
chaining application of rules can be rephrased as using a deductive reasoning
system as decompressor.

It is also worth noting that the rules which we introduce, which are essentially
of the form triple(x, p, k)→ triple(x, p, v), can also be expressed in the OWL [10]

5 If both these graphs are merged and HDT is performed, the resulting size will be
always lesser than that obtained when only HDT is used for compression.
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Web ontology Language. Indeed, a triple such as (x, p, k) can be expressed in
OWL, e.g., in the form6 k(x) if p is rdf:type, or in the form p(x, k) if p is
a newly introduced property. The rule above then becomes k � v for p being
rdf:type, and it becomes ∃p.{k} � ∃p.{v} in the case of the second example.

The observation just made that our compression rules are expressible in OWL.
From this perspective, our approach to lossless compression amounts to the
creation of schema knowledge which is completely faithful (in the sound and
complete sense) to the underlying data. I.e., it amounts to the introduction of
uncontroversial schema knowledge to Linked Data sets. It is rather clear that
this line of thinking opens up a plethora of exciting follow-up work, which we
intend to pursue.

7 Related Work

To the best of our knowledge, this is the first work that investigates practical
rule based logical compression of RDF datasets which removes triples to achieve
compression. Most of the existing compression techniques focus on compact rep-
resentation of RDF data as a means of compression. Turtle, a sub-language of
N3, is one such compact and natural text representation for RDF data. [5] has
explored various compression techniques for RDF datasets and observed that
most RDF datasets are highly compressible due to it’s power-law distribution in
term-frequencies, schemas and resources. [6] introduced a more compact repre-
sentation format, HDT, by decomposing an RDF data source into Header, Dic-
tionary and Triples. A specific compressed version of HDT, HDT-compressed,
outperforms most of the universal compressors [6]. [19,21] studied the problem of
redundancy elimination on RDF graphs in the presence of rules, constraints and
queries. [24] uses distributed dictionary encoding with MapReduce to compress
large RDF datasets.

Work on frequent itemset mining [1,9,15,26,20,27] provides a foundation for
our algorithms. [4] explored pattern mining based compression schemes for web
graphs specifically designed to accomodate community queries. [25] used associa-
tion rule mining techniques for generating ontology based on rdf:type statements.

8 Conclusion

In this paper, we have introduced a novel lossless compression technique called
Rule Based Compression that efficiently compresses RDF datasets using logical
rules. The key idea is to split the original dataset into two disjoint datasets
A and B, such that dataset A adheres to certain logical rules while B does
not. Dataset A can be compressed since we can prune those triples that can be
inferred by applying rules on some other triples in the same dataset. We have
provided two algorithms based on frequent pattern mining to demonstrate the
compression capability of our rule based compression. Experimental results show

6 We use description logic notation for convenience, see [11].
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that in some datasets, RB Compression can remove more than half the triples
without losing data integrity. This finding is promising and should be explored
further for achieving better compression. In future work, we will investigate the
use of RB Compression in instance alignment and automated schema generation.
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Abstract. Access control is a recognized open issue when interacting
with RDF using HTTP methods. In literature, authentication and au-
thorization mechanisms either introduce undesired complexity such as
SPARQL and ad-hoc policy languages, or rely on basic access control
lists, thus resulting in limited policy expressiveness. In this paper we show
how the Shi3ld attribute-based authorization framework for SPARQL
endpoints has been progressively converted to protect HTTP operations
on RDF. We proceed by steps: we start by supporting the SPARQL 1.1
Graph Store Protocol, and we shift towards a SPARQL-less solution for
the Linked Data Platform. We demonstrate that the resulting authoriza-
tion framework provides the same functionalities of its SPARQL-based
counterpart, including the adoption of Semantic Web languages only.

1 Introduction

In scenarios such as Linked Enterprise Data, access control becomes crucial, as
not all triples are openly published on the Web. Solutions proposed in litera-
ture protect either SPARQL endpoints or generic RDF documents and adopt
Role-based (RBAC) [20] or Attribute-based (ABAC) [18] models. The Semantic
Web community is recently emphasizing the need for a substantially “Web-like”
interaction paradigm with Linked Data. For instance, the W3C Linked Data
Platform1 initiative promotes the use of read/write HTTP operations on triples,
thus providing a basic profile for Linked Data servers and clients. Another ex-
ample is the SPARQL 1.1 Graph Store Protocol2, a set of guidelines to interact
with RDF graphs with HTTP operations. Defining an access control model for
these scenarios is still an open issue3. Frameworks targeting HTTP access to
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1 http://www.w3.org/TR/ldp/
2 http://www.w3.org/TR/sparql11-http-rdf-update/
3 http://www.w3.org/2012/ldp/wiki/AccessControl
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RDF resources rely on access control lists, thus offering limited policy expres-
siveness [13,14,17,19], e.g., no location-based authorization. On the other hand,
existing access control frameworks for SPARQL endpoints [1,4,10] add complex-
ity rooted in the query language and in the SPARQL protocol, and they often
introduce ad-hoc policy languages, thus requiring adaptation to the HTTP-only
scenario.

In this paper, we answer the research question: How to design an authoriza-
tion framework for HTTP-based interaction with Linked Data? This research
question breaks down into the following sub-questions: (i) how to define an au-
thorization model featuring expressive policies based on standard Web languages
only, and (ii) how to adopt this model in HTTP-based interaction with Linked
Data scenarios like the Graph Store Protocol (GSP) and the Linked Data Plat-
form (LDP).

We adapt the Shi3ld authorization framework for SPARQL [4] to a SPARQL-
less scenario. We choose Shi3ld because its features satisfy our requirements:
(i) it adopts attribute-based access policies ensuring expressiveness, and (ii) it
exclusively uses Semantic Web languages for policy definition and enforcement.

We illustrate Shi3ld-GSP, an intermediate version designed for the SPARQL
1.1 Graph Store HTTP Protocol. We progressively shift to the Linked Data
Platform context, a scenario where SPARQL is no longer present. We have de-
veloped two solutions for this scenario: (i) an authorization module embedding
a hidden SPARQL engine, and (ii) a framework where we completely get rid of
SPARQL. In the latter case, the Shi3ld framework adopts a SPARQL-less sub-
graph matcher which grants access if client attributes correspond to the declared
policy graphs. For each framework, we evaluate the response time and we show
how the authorization procedure impacts on HTTP operations on RDF data.

The key features of our attribute-based authorization framework for HTTP-
based interaction with Linked Data are (i) the use of Web languages only,
i.e., HTTP methods and RDF, without ad-hoc languages for policies definition,
(ii) the adoption of attribute-based access conditions enabling highly expressive
policies, and (iii) the adaptation to the GSP and LDP scenarios as a result of a
progressive disengagement from SPARQL. Moreover, Shi3ld is compatible and
complementary with the WebID authentication framework4.

In this paper, we focus on authorization only, without addressing the issues
related to authentication and identity on the Web. Although we discuss state-
of-the-art anti-spoofing techniques for attribute data, the present work does not
directly address the issue.

The remainder of this paper is organized as follows. Section 2 summarizes the
related work, and highlights the requirements of an authorization model for our
scenario. Section 3 describes the main insights of Shi3ld, and presents the three
proposed solutions to adapt the framework to HTTP operations on RDF. An
experimental evaluation of response time overhead is provided in Section 4.

4 http://www.w3.org/2005/Incubator/webid/spec/

http://www.w3.org/2005/Incubator/webid/spec/
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2 Related Work

Many access control frameworks rely on access control lists (ACLs) that define
which users can access the data. This is the case of the Web Access Control
vocabulary (WAC)5, that grants access to a whole RDF document. Hollenbach et
al. [13] present a system where providers control access to RDF documents using
WAC. In our work, we look for more expressive policies that can be obtained
without leading to an increased complexity of the adopted language or model.

Similarly to ACLs, other approaches specify who can access the data, e.g.,
to which roles access is granted. Among others, Giunchiglia et al. [12] propose
a Relation Based Access Control model (RelBAC ) based on description logic,
and Finin et al. [9] study the relationship between OWL and RBAC [20]. They
briefly discuss possible ways of going beyond RBAC such as Attribute Based
Access Control, a model that grants access according to client attributes, instead
of relying on access control lists.

The ABAC model is adopted in the Privacy Preference Ontology (PPO)6 [19],
built on top of WAC, where consumers require access to a given RDF file, e.g.,
a FOAF profile, and the framework selects the part of the file the consumer
can access, returning it. In our work, we go beyond the preference specification
based on FOAF profiles. Shi3ld [4] adopts ABAC for protecting the accesses to
SPARQL endpoints using Semantic Web languages only.

Other frameworks introduce a high level syntax for expressing policies. Abel
et al. [1] present a context-dependent access control system for RDF stores,
where policies are expressed using an ad-hoc syntax and mapped to existing
policy languages. Flouris et al. [10] present an access control framework on top
of RDF repositories using a high level specification language to be translated
into a SPARQL/SerQL/SQL query to enforce the policy. Muhleisen et al. [17]
present a policy-enabled server for Linked Data called PsSF, where policies are
expressed using a descriptive language based on SWRL7. Shen and Cheng [21]
propose a Context Based Access Control model (SCBAC) where policies are
expressed using SWRL. Based on the Oracle Relational database, the Oracle
triple store protects RDF granting or revoking operations on database views. If
tighter security is requested, triple-level access control can be enforced by relying
on Oracle Label Security or Oracle Virtual Private Database8.

Access control models may consider not only the information about the con-
sumer who is accessing the data, but also the context of the request, e.g., time,
location. Covington et al. [5] present an approach where the notion of role pro-
posed in RBAC is used to capture the environment in which the access requests
are made. Cuppens and Cuppens-Boulahia [6] propose an Organization Based
Access Control model (OrBAC) that contains contextual conditions. Toninelli
et al. [22] use context-awareness to control access to resources, and semantic

5 http://www.w3.org/wiki/WebAccessControl
6 http://vocab.deri.ie/ppo
7 http://www.w3.org/Submission/SWRL/
8 http://bit.ly/oracle-RDF-access-control

http://www.w3.org/wiki/WebAccessControl
http://vocab.deri.ie/ppo
http://www.w3.org/Submission/SWRL/
http://bit.ly/oracle-RDF-access-control
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technologies for policy specification. Corradi et al. [3] present UbiCOSM, a se-
curity middleware adopting context as a basic concept for policy specification
and enforcement.

Table 1 summarizes the main characteristics of the related work described
above9: application in the Web scenario, adopted AC model, policy language,
protection granularity, permission model, context-awareness, conflict verification
among policies, response time evaluation. None of the presented approaches sat-
isfies all the features that we require for protecting HTTP operations on Linked
Data, i.e., absence of ad-hoc policy languages, CRUD (Create, Read, Update,
Delete) permission model, protection granularity at resource-level, and expres-
sive access control model to go beyond basic access control lists.

Table 1. A summarizing comparison of the related work

Web-
based

AC model
Policy
language

Protection
granularity

Permission
model

Context
Awareness

Conflict
verification

Eval.

WAC5 YES RBAC RDF RDF document R/W N/A N/A N/A

Abel et al. [1] YES ABAC Custom triples R YES N/A YES
Finin et al. [9] YES RBAC OWL/RDF resources N/A N/A N/A N/A
RelBAC [12] YES relation DL resources N/A N/A N/A N/A
Hollenbach[13] YES RBAC RDF RDF document R/W N/A N/A YES
Flouris et al. [10] YES RBAC Custom triples R N/A YES YES
PeLDS [17] YES RBAC SWRL RDF document R/W N/A N/A YES
PPO [19] YES ABAC RDF, SPARQL RDF doc(part) R/W N/A N/A N/A
SCBAC [21] YES context SWRL resources N/A YES YES N/A
Shi3ld-SPARQL[4] YES ABAC RDF, SPARQL named graphs CRUD YES N/A YES
Covington [5] NO RBAC Custom resources R/W YES YES N/A

CSAC [14] NO
gen.
RBAC

XML resources R YES N/A N/A

Proteus[22] NO context DL Resources N/A YES YES YES
OrBAC [6] NO organizationDatalog resources R/W YES YES N/A
UbiCOSM [3] NO context RDF resources N/A YES YES YES

3 Restricting HTTP Operations on Linked Data

Before discussing how we modified the Shi3ld original proposition [4] to obtain
a SPARQL-less access control framework for HTTP operations on Linked Data,
we provide an overview of the original Shi3ld authorization model for SPARQL
endpoints. Shi3ld [4] presents the following key features:

Attribute-Based Paradigm. Shi3ld is an attribute-based authorization
framework, i.e., authorization check is performed against a set of attributes
sent by the client with the query that targets the resource. Relying on at-
tributes provides broad access policy expressiveness, beyond access control
lists. That means, among all, creating location-based and temporal-based
access policies.

Semantic Web Languages Only. Shi3ld uses access policies defined with Se-
mantic Web languages only, and no additional policy language needs to
be defined. In particular, the access conditions specified in the policies are
SPARQL ASK queries.

CRUD Permission Model. Access policies are associated to specific permis-
sions over the protected resource. It is therefore possible to specify rules
satisfied only when the access is in create, read, update and delete mode.

9 We use N/A when the feature is not considered in the work.



Access Control for HTTP Operations on Linked Data 189

Granularity. The proposed degree of granularity is represented by named
graphs, allowing protection from triples up to whole dataset.

The HTTP-based interaction with Linked Data requires some major modifica-
tions to the above features. Although we keep the attribute-based paradigm and
the CRUD permission model, the new versions of Shi3ld satisfy also the following
requirements:

Protection of HTTP Access to Resources. Protected resources are re-
trieved and modified by clients using HTTP methods only, without SPARQL
querying10.

RDF-Only Policies. In the SPARQL-less scenario, access conditions are RDF
triples with no embedded SPARQL.

Granularity. The atomic element protected by Shi3ld is a resource.

In this paper, we rely on the definition of resource provided by the W3C Linked
Data Platform Working Group: LDP resources are HTTP resources queried,
created, modified and deleted via HTTP requests processed by LDP servers11.
Linked Data server administrators adopting Shi3ld must define a number of
access policies and associate them to protected resources. Access policies and
their components are formally defined as follows:

Definition 1. (Access Policy) An Access Policy (P ) is a tuple of the form P =
〈ACS,AP,R〉 where (i) ACS is a set of Access Conditions to satisfy, (ii) AP is
an Access Privilege, and (iii) R is the resource protected by P .

Definition 2. (Access Condition) An Access Condition (AC) is a set of at-
tributes that need to be satisfied to interact with a resource.

Definition 3. (Access Privilege) An Access Privilege (AP ) is the set of allowed
operations on the protected resource, AP = {Create, Read, Update,Delete}.

The lightweight vocabularies used by Shi3ld are s4ac12 for defining the policy
structure, and prissma13 for the client attributes14. Client attributes include
user profile information, device features, environment data, or any given com-
bination of these dimensions, in compliance with the widely-accepted defini-
tion by Dey [7] and the work by Fonseca et al.15. We delegate refinements and
extensions to domain specialists, in the light of the Web of Data philosophy.

10 This is in compliance with the LDP specifications.
11 An LDP server is an “application program that accepts connections in order to service

requests by sending back responses” as specified by HTTP 1.1 definition.
12 http://ns.inria.fr/s4ac
13 http://ns.inria.fr/prissma
14 Although this vocabulary provides classes and properties to model context-aware

attributes, it is not meant to deliver yet another contextual model: instead, well-
known Web of Data vocabularies and recent W3C recommendations are reused. For
more details, see Costabello et al. [4].

15 http://www.w3.org/2005/Incubator/model-based-ui/XGR-mbui/

http://ns.inria.fr/s4ac
http://ns.inria.fr/prissma
http://www.w3.org/2005/Incubator/model-based-ui/XGR-mbui/
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The main classes and properties of these vocabularies are visualized in Figure 1.
Shi3ld offers a double notation for defining access conditions: with embedded
SPARQL (Figure 2a) for SPARQL-equipped scenarios, and in full RDF (Fig-
ure 2b), adopted in SPARQL-less environments.

AccessConditionSet

AccessCondition

DisjunctiveACS

ConjunctiveACS

subClassOf

subClassOf

AccessPolicy

hasAccessCondition

AccessPrivilege

hasAccessPrivilege

appliesTo

UserDevice

Environment

Context

POI

Activity

foaf:Person

owl:equivalentClass

dcn:Device

geo:SpatialThing

owl:Thing geo:Point

environment

device user

hasAccessConditionSet

motion

nearbyEntity

poiLabel

poiCategory
ao:activity

subClassOf

foaf:based_near

s4ac:

prissma:

radius

subClassOf

hasContext

tl:start

tl:duration

hasQueryAsk

poi

Fig. 1. Interplay of s4ac and prissma vocabularies for Shi3ld access policies

Figure 2 presents two sample access policies, expressed with and without
SPARQL. The policy visualized in Figure 2a allows read-only access to the pro-
tected resource exclusively by a specific user and from a given location. The
policy in Figure 2b authorizes the update of the resource by the given user, only
if he is currently near Alice.

Whenever an HTTP query is performed on a resource, Shi3ld runs the autho-
rization algorithm to check if the policies that protect the resource are satisfied
or not. The procedure verifies the matching between the client attributes sent
with the query and the access policies that protect the resource.

Shi3ld deals with authorization only. Nevertheless, authentication issues can-
not be ignored as the trustworthiness of client attributes is critical for a reliable
access control framework. Shi3ld supports heterogeneous authentication strate-
gies, since the attributes attached to each client request include heterogeneous
data, ranging from user identity to environment information fetched by device
sensors (e.g. location). The trustworthiness of user identity is achieved thanks to
the WebID4 compatibility: in Shi3ld, user-related attributes are modelled with
the foaf vocabulary16, thus easing the adoption of WebID. Authenticating the
attributes fetched by client sensors is crucial to prevent tampering. Hulsebosch
et al. [14] provide a survey of verification techniques, such as heuristics relying on
location history and collaborative authenticity checks. A promising approach is

16 http://xmlns.com/foaf/spec/

http://xmlns.com/foaf/spec/
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:policy1 a s4ac:AccessPolicy; 
           s4ac:appliesTo :protected_res; 
           s4ac:hasAccessPrivilege s4ac:Read;
           s4ac:hasAccessConditionSet :acs1.

:acs1 a s4ac:AccessConditionSet; 
        s4ac:ConjunctiveAccessConditionSet;
        s4ac:hasAccessCondition :ac1.

:ac1 a s4ac:AccessCondition;
 s4ac:hasQueryAsk 

"""ASK 
{?ctx a prissma:Context. 
?ctx prissma:environment ?env.
?ctx prissma:user <http://johndoe.org/foaf.rdf#me>. 
?env prissma:currentPOI ?poi. 
?poi prissma:based_near ?p.
?p geo:lat ?lat; geo:lon ?lon.
FILTER(((?lat-45.8483) > 0 && (?lat-45.8483) < 0.5
|| (?lat-45.8483) < 0 && (?lat-45.8483) > -0.5)
&& ((?lon-7.3263) > 0 && (?lon-7.3263) < 0.5 
|| (?lon-7.3263) < 0 && (?lon-7.3263) > -0.5 ))""".

PROTECTED
RESOURCE ACCESS 

PRIVILEGE

ACCESS CONDITION
TO VERIFY

(a) SPARQL-based

:policy1 a s4ac:AccessPolicy; 
           s4ac:appliesTo :protected_res; 
           s4ac:hasAccessPrivilege s4ac:Update;
           s4ac:hasAccessConditionSet :acs1.

:acs1 a s4ac:AccessConditionSet; 
        s4ac:ConjunctiveAccessConditionSet;
        s4ac:hasAccessCondition :ac1.

:ac1 a s4ac:AccessCondition;
 s4ac:hasContext :ctx1.

:ctx1 a prissma:Context;
prissma:user <http://johndoe.org/foaf.rdf#me>.
prissma:environment :env1

:env1 a prissma:Environment;
      prissma:nearbyEntity <http://alice.org#me>.

PROTECTED
RESOURCE ACCESS 

PRIVILEGE

ACCESS CONDITION
TO VERIFY

(b) SPARQL-less

Fig. 2. Shi3ld access policies, expressed with and without SPARQL

mentioned in Kulkarni and Tripathi [16], where client sensors are authenticated
beforehand by a trusted party. To date, no tamper-proof strategy is implemented
in Shi3ld, and this is left for future work.

Moreover, sensible data, such as current location must be handled with a
privacy-preserving mechanism. Recent surveys describe strategies to introduce
privacy mainly in location-based services [8,15]. Shi3ld adopts an anonymity-
based solution [8] and delegates attribute anonymisation to the client side, thus
sensitive information is not disclosed to the server. We rely on partially en-
crypted RDF graphs, as proposed by Giereth [11]. Before building the RDF
attribute graph and sending it to the Shi3ld-protected repository, a partial RDF
encryption is performed, producing RDF-compliant results, i.e., the encrypted
graph is still RDF (we use SHA-1 cryptographic hash function to encrypt RDF
literals). On server-side, every time a new policy is added to the system, the
same operation is performed on the attributes included in access policies. As
long as literals included in access conditions are hashed with the same function
used on the client side, the Shi3ld authorization procedure still holds17.

We now describe the steps leading to a SPARQL-less authorization framework
for HTTP operations on Linked Data. Our first proposal is a Shi3ld authoriza-
tion framework for the SPARQL 1.1 Graph Store Protocol (Section 3.1). In Sec-
tions 3.2 and 3.3 we describe two scenarios tailored to the Linked Data Platform
specifications, the second being completely SPARQL-less. Our work is grounded
on the analogies between SPARQL 1.1 functions and the HTTP protocol seman-
tics, as suggested by the SPARQL Graph Store Protocol specification2.

17 The adopted technique does not guarantee full anonymity [15]. Nevertheless, the
problem is mitigated by the short persistence of client-related data inside Shi3ld
cache: client attributes are deleted after each authorization evaluation. Encryption
is not applied to location coordinates and timestamps, as this operation prevents
geo-temporal filtering.
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3.1 Shi3ld for SPARQL Graph Store Protocol

The SPARQL 1.1 HTTP Graph Store Protocol2 provides an alternative interface
to access RDF stored in SPARQL-equipped triple stores. The recommendation
describes a mapping between HTTP methods and SPARQL queries, thus en-
abling HTTP operations on triples. The Graph Store Protocol can be considered
as an intermediate step towards an HTTP-only access to RDF datastores, since
it still needs a SPARQL endpoint.

Figure 3a shows the architecture of the authorization procedure of Shi3ld for
GSP-compliant SPARQL endpoints (Shi3ld-GSP). Shi3ld-GSP acts as a module
protecting a stand-alone SPARQL 1.1 endpoint, equipped with a Graph Store
Protocol module. First, the client performs an HTTP operation on a resource.
This means that an RDF attribute graph is built on the client, serialized and sent
with the request in the HTTP Authorization header18. Attributes are saved
into the triple store with a SPARQL 1.1 query. Second, Shi3ld selects the access
policies that protect the resource. The access conditions (SPARQL ASK queries,
as in Figure 2a) included in the policies are then executed against the client
attribute graph. Finally, the results are logically combined according to the type
of access condition set (disjunctive or conjunctive) defined by each policy. If the
result returns true, the HTTP query is forwarded to the GSP SPARQL engine,
which in turns translates it into a SPARQL query. If the access is not granted,
a HTTP 401 message is delivered to the client.

3.2 Shi3ld-LDP with Internal SPARQL Engine

The Linked Data Platform initiative proposes a simplified configuration for
Linked Data servers and Web-like interaction with RDF resources. Compared
to the GSP case, authorization frameworks in this scenario must deal with a
certain number of changes, notably the absence of SPARQL and potentially the
lack of a graph store.

We adapt Shi3ld to work under these restrictions (Shi3ld-LDP). The frame-
work architecture is shown in Figure 3b. Shi3ld-LDP protects HTTP operations,
but it does not communicate with an external SPARQL endpoint, i.e. there are
no intermediaries between the RDF repository (the filesystem or a triple store)
and Shi3ld. To re-use the authorization procedure previously described, we in-
tegrate an internal SPARQL engine into Shi3ld, along with an internal triple
store. Although SPARQL is still present, this is perfectly legitimate in a Linked
Data Platform scenario, since the use of the query language is limited to Shi3ld
internals and is not exposed to the outside world19. Despite the architectural
changes, the Shi3ld model remains unchanged. Few modifications occur to the
authorization procedure as described in Figure 3a: clients send HTTP requests
to the desired resource. HTTP headers contain the attribute graph, serialized as
previously described in Section 3.1. Instead of relying on an external SPARQL

18 We extend the header with the ad-hoc Shi3ld option. Other well-known proposals
on the web re-use this field, e.g. the OAuth authorization protocol.

19 SPARQL is still visible in access policies (Figure 2a).
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Fig. 3. Shi3ld Configurations

endpoint, attributes are now saved internally, using an INSERT DATA query. The
access policies selection and the access conditions execution remain substantially
unchanged, but the whole process is transparent to the platform administrator,
as the target SPARQL endpoint is embedded in Shi3ld.

3.3 SPARQL-Less Shi3ld-LDP

To fulfill the Linked Data Platform recommendations, thus achieving a full-
fledged basic profile for authorization frameworks, we drop SPARQL from the
Shi3ld-LDP framework described in Section 3.2. Ditching SPARQL allows RDF-
only access policies definition, and a leaner authorization procedure. To obtain
a SPARQL-less framework, we re-use the access policy model and the logical
steps of the previously described authorization procedure, although conveniently
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adapted (Figure 3c). First, Shi3ld-LDP policies adopt RDF only, as shown in
Figure 2b: attribute conditions previously expressed with SPARQL ASK queries
(Figure 2a) are expressed now as RDF graphs. Second, the embedded SPARQL
engine used in Section 3.2 has been replaced: its task was testing whether client
attributes verify the conditions defined in each access policy. This operation boils
down to a subgraph matching problem. In other words, we must check if the access
conditions (expressed in RDF) are contained into the attribute graph sent with
the HTTP client query. Such subgraph matching procedure can be performed
without introducing SPARQL in the loop. To steer clear of SPARQL, without
re-inventing yet another subgraph matching procedure, we scrap the SPARQL
interpreter from the SPARQL engine [2] used in Section 3.2, keeping only the
underlying subgraph matching algorithm20.

To understand the SPARQL-less policy verification procedure and the com-
plexity hidden by the SPARQL layer, we now provide a comprehensive descrip-
tion of the adopted subgraph matching algorithm, along with an overview of
the RDF indexes used by the procedure. The algorithm checks whether a query
graph Q (the access condition) is contained in the reference graph R (the client
attributes sent with the query).

The reference graph R is stored in two key-value indexes (see example in
Figure 4): index Is stores the associations between property types and prop-
erty subjects, and index Io stores the associations between property types and
property objects. Each RDF property type of R is therefore associated to a list
of property subjects Sp and a list of property objects Op. Sp contains URIs or
blank nodes, Op contains URIs, typed literals and blank nodes. Blank nodes are
represented as anonymous elements, and their IDs are ignored.

The query graph Q, i.e., the access condition attributes, is serialized in a list
L of subject-property-object elements {si, pi, oi}21. Blank nodes are added to
the serialization as anonymous si or oi elements.

The matching algorithm works as follows: for each subject-property-object
{si, pi, oi} in L, it looks up the indexes Is and Io using pi as key. It then retrieves
the list of property subjects Sp and the list of property objects Op associated
to pi. Then, it searches for a subject in Sp matching with si, and an object in
Op matching with oi. If both matches are found, {si, pi, oi} is matched and the
procedure moves to the next elements in L. If no match is found in either Is
or Io, the procedure stops. Subgraph matching is successful if all L items are
matched in the R index. Blank nodes act as wildcards: if a blank node is found
in {si, pi, oi} as object oi or subject si, and Op or Sp contains one or more blank
nodes, the algorithm continues the matching procedure recursively, backtracking
in case of mismatch and therefore testing all possible matchings. The example
in Figure 4 shows a matching step of the algorithm, i.e., the successful matching
of the triple “ :b2 p:nearbyEntity http://alice.org/me” against the client

20 Third-party SPARQL-less Shi3ld-LDP implementations might adopt other off-the-
shelf subgraph matching algorithms.

21 A preliminary step replaces the query graph Q intermediate nodes into blank nodes.
Blank nodes substitute SPARQL variables in the matching procedure.

http://alice.org/me
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:policy1 a s4ac:AccessPolicy; 
           s4ac:appliesTo :protected_res; 
           s4ac:hasAccessPrivilege s4ac:Update;
           s4ac:hasAccessConditionSet :acs1.
:acs1 a s4ac:AccessConditionSet; 
        s4ac:ConjunctiveAccessConditionSet;
        s4ac:hasAccessCondition :ac1.
:ac1 a s4ac:AccessCondition.
:ac1 s4ac:hasContext _:b1.

_:b1 a prissma:Context.
_:b1 p:user <http://johndoe.org/foaf.rdf#me>.
_:b1 p:environment  _:b2.
_:b2 p:nearbyEntity <http://alice.org#me>.

_:b1

<http://johndoe.org#me>

_:b2

<http://alice.org#me>

p:nearbyEntity

pr:user p:environment

<http://johndoe.org#me>
:env_AC1

<http://alice.org#me>

p:nearbyEntity

p:user p:environment

p:nearbyEntity

:ctx_AC1

Reference Graph R
(Client Attributes)

Query Graph Q 
(Access Condition)

L

p:user         :ctx_AC1
p:environment  :ctx_AC1
p:nearbyEntity :env_AC1
foaf:gender    <blank>

Is

Sp:nearbyEntity

p:user         <http://johndoe.org#me>
p:environment  :env_AC1
p:nearbyEntity <http://jack.org#me>, 
               <http://alice.org#me> 
foaf:gender    "male"

Io

Op:nearbyEntity

Access Policy for SPARQL-less Shi3ld

foaf:gender
"male"

si = _:b2

pi = p:nearbyEntity

oi = <http://alice.org#me>

Fig. 4. Example of subgraph matching used in the SPARQL-less Shi3ld-LDP

attributes indexes Is and Io. The highlighted triple is successfully matched
against the client attributes R.

Note that policies might contain location and temporal constraints: Shi3ld-
GSP (Section 3.1) and Shi3ld-LDP with internal SPARQL endpoint (Section 3.2)
handle these conditions by translating RDF attributes into SPARQL FILTER

clauses. The subgraph matching algorithm adopted by SPARQL-less Shi3ld-LDP
does not support geo-temporal authorization evaluation yet.

The three Shi3ld configurations described in this Section use the
Authorization header to send client attributes. Even if there is no limit to
the size of each header value, it is good practice to limit the size of HTTP re-
quests, to minimize latency. Ideally, HTTP requests should not exceed the size
of a TCP packet (1500 bytes), but in real world finding requests that exceed
2KB is not uncommon, as a consequence of cookies, browser-set fields and URL
with long query strings22. To keep size as small as possible, before base-64 en-
coding, client attributes are serialized in turtle (less verbose that N-triples and
RDF/XML). We plan to test the effectiveness of common lossless compression
techniques to reduce the size of client attributes as future work. Furthermore,
instead of sending the complete attribute graph in all requests, a server-side
caching mechanism would enable the transmission of attribute graph deltas (i.e.
only newly updated attributes will be sent to the server). Sending differences of
RDF graphs is an open research topic23, and it is out of the scope of this paper.

22 https://developers.google.com/speed/docs/best-practices/request
23 http://www.w3.org/2001/sw/wiki/How_to_diff_RDF

https://developers.google.com/speed/docs/best-practices/request
http://www.w3.org/2001/sw/wiki/How_to_diff_RDF
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4 Evaluation

We implemented the three scenarios presented in Section 3 as Java standalone
web services24. The Shi3ld-GSP prototype works with the Fuseki GSP-compliant
SPARQL endpoint25. The Shi3ld-LDP prototype with internal SPARQL end-
point embeds the KGRAM/Corese26 engine [2]. Our test campaign assesses the
impact of Shi3ld on HTTP query response time24. We evaluate the prototypes
on an Intel Xeon E5540, Quad Core 2.53 GHz machine with 48GB of memory.
In our test configuration, Shi3ld-GSP protects a Fuseki SPARQL server, while
Shil3d-LDP scenarios secure RDF resources saved on the filesystem. First, we
investigate the relationship between response time and the number of access con-
ditions to verify. Second, we test how access conditions complexity impacts on
response time. Our third test studies the response time with regard to different
HTTP methods. We execute five independent runs of a test query batch consist-
ing in 50 HTTP operations (tests are preceded by a warmup run). Each query
contains client attributes serialized in turtle (20 triples). The base-64 turtle se-
rialization of the client attributes used in tests24 is 1855 bytes long (including
prefixes). Tests do not consider client-side literal anonymization (Section 3).

Our first test shows the impact of the access conditions number on HTTP
GET response time (Figure 5a and 5b). Each policy contains one access condi-
tion, each including 5 triples. We progressively increased the number of access
conditions protecting the target RDF resource. Not surprisingly, the number of
access conditions defined on the protected resource impacts on response time. In
Figure 5a we show the results for Shi3ld-LDP scenarios: data show a linear rela-
tionship between response time and access conditions number. We tested the sys-
tem up to 100 access conditions, although common usage scenarios have a smaller
number of conditions defined for each resource. For example, the 5 access condi-
tion case is approximately 3 times slower than unprotected access. Nevertheless,
ditching SPARQL improved performance: Figure 5a shows that the SPARQL-
less configuration is in average 25% faster than its SPARQL-based counterpart,
due to the absence of the SPARQL interpreter. As predicted, the delay intro-
duced by Shi3ld-GSP is higher, e.g., 7 times slower for resources protected by
5 access policies (Figure 5b). This is mainly due to the HTTP communication
between the Shi3ld-GSP module and Fuseki. Further delay is introduced by the
Fuseki GSP module, that translates HTTP operations into SPARQL queries.
Moreover, unlike Shi3ld-LDP scenarios, Shi3ld-GSP uses a shared RDF store for
protected resources and access control-related data (client attributes and access
policies). This increases the execution time of SPARQL queries, thus determining
higher response time: in Figure 5b, we show the behaviour of Shi3ld-GSP with
two Fuseki server configurations: empty and with approximately 10M triples,
stored in 17k graphs (we chose the “4-hop expansion Timbl crawl” part of the

24 Binaries, code and complete evaluation results are available at:
http://wimmics.inria.fr/projects/shi3ld-ldp

25 http://jena.apache.org/documentation/serving_data
26 http://tinyurl.com/corese-engine

http://wimmics.inria.fr/projects/shi3ld-ldp
http://jena.apache.org/documentation/serving_data
http://tinyurl.com/corese-engine
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(a) (b)

(c) (d)

Fig. 5. Shi3ld response time evaluation. The “No ACs” column shows performance
without access control.

Billion Triple Challenge 2012 Dataset27). Results show an average response time
difference of 14%, with a 27% variation for the 5 access condition case (Fig-
ure 5b). The number and the distribution of triples in the RDF store influence
Shi3ld-GSP response time. Results might vary when Shi3ld-GSP is coupled with
SPARQL endpoints adopting different indexing strategies or with different triple
number and graph partitioning.

In Figure 5c, we show the impact of access conditions complexity on HTTP
GET response time. The requested resource is protected by a single access condi-
tion, with growing complexity: we added up to 20 triples, and we assess an access
condition containing a FILTER clause (for SPARQL-based scenarios only). Re-
sults show no relevant impact on response time: this is because of the small size
of the client attributes graph, over which access conditions are evaluated (in
our tests, client attributes include 20 triples). Although attribute graph varies
according to the application domain, it is reasonable that size will not exceed
tens of triples.

The third test (Figure 5d) shows the delay introduced by Shi3ld for each
HTTP operation. The figure displays the difference between response time with

27 http://km.aifb.kit.edu/projects/btc-2012/

http://km.aifb.kit.edu/projects/btc-2012/
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and without access control. We executed HTTP GET, POST, PUT and DELETE
methods. Each HTTP method is associated to a 5-triple access condition. As pre-
dicted, the delay introduced by Shi3ld is independent from the HTTP method.

In Section 2, we addressed a qualitative comparison with respect to the re-
lated work. On the other hand, addressing a quantitative evaluation is a tricky
point: among the list in Table 1, only few works explicitly designed for the Web
come with an evaluation campaign [1,4,10,13,17]. Moreover, although some of
these works provide a response time evaluation, the experimental conditions
vary, making the comparison difficult.

5 Conclusions

We described an authorization framework for HTTP operations on Linked
Data. The framework comes in three distinct configurations: Shi3ld-GSP, for the
SPARQL 1.1 Graph Store Protocol, and Shi3ld-LDP for the Linked Data Plat-
form (with and without the internal SPARQL endpoint). Our solutions feature
attribute-based access control policies expressed with Web languages only. Eval-
uation confirms that Shi3ld-GSP is slower than the Shi3ld-LDP counterparts,
due to the HTTP communication with the protected RDF store. Shi3ld-LDP
with internal SPARQL endpoint introduces a 3x delay in response time (when
resources are protected by 5 access conditions). Nevertheless, under the same
conditions, the SPARQL-less solution exhibits a 25% faster response time. We
show that response time grows linearly with the number of access conditions,
and the complexity of each access condition does not impact on the delay.

Future work includes ensuring the trustworthiness of attributes sent by the
client. Furthermore, a caching mechanism for client attributes must be intro-
duced, to speed up the authorization procedure. The caching mechanism must
be coupled with an efficient strategy to send attributes updates, to reduce the
average size of HTTP requests. Finally, an effective administration interface to
define access policies has to be designed, as user interaction issues should not be
underestimated.
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Abstract. Bio2RDF currently provides the largest network of Linked Data for 
the Life Sciences. Here, we describe a significant update to increase the overall 
quality of RDFized datasets generated from open scripts powered by an API to 
generate registry-validated IRIs, dataset provenance and metrics, SPARQL 
endpoints, downloadable RDF and database files. We demonstrate federated 
SPARQL queries within and across the Bio2RDF network, including semantic 
integration using the Semanticscience Integrated Ontology (SIO). This work 
forms a strong foundation for increased coverage and continuous integration of 
data in the life sciences. 

Keywords: Semantic Web, RDF, Linked Data, Life Sciences, SPARQL. 

1 Introduction 

With the advent of the World Wide Web, journals have increasingly augmented their 
peer-reviewed journal publications with downloadable experimental data. While the 
increase in data availability should be cause for celebration, the potential for biomedi-
cal discovery across all of these data is hampered by access restrictions, incompatible 
formats, lack of semantic annotation and poor connectivity between datasets [1]. Al-
though organizations such as the National Center for Biotechnology Information 
(NCBI) and the European Bioinformatics Institute (EBI) have made great strides to 
extract, capture and integrate data, the lack of formal, machine-understandable seman-
tics results in ambiguity in the data and the relationships between them. With over 
1500 biological databases, it becomes necessary to implement a more sophisticated 
scheme to unify the representation of diverse biomedical data so that it becomes easi-
er to integrate and explore [2]. Importantly, there is a fundamental need to capture the 
provenance of these data in a manner that will support experimental design and repro-
ducibility in scientific research. Providing data also presents real practical challenges, 
including ensuring persistence, availability, scalability, and providing the right tools 
to facilitate data exploration including query formulation.  
                                                           
* These authors contributed equally to this work. 
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The Resource Description Framework (RDF) provides an excellent foundation to 
build a unified network of linked data on the emerging Semantic Web. While an in-
creasing number of approaches are being proposed to describe and integrate specific 
biological data [3-5], it is the lack of coordinated identification, vocabulary overlap 
and alternative formalizations that challenges the promise of large-scale integration 
[6]. Formalization of data into ontologies using the Web Ontology Language (OWL) 
have yielded interesting results for integration, classification, consistency checking 
and more effective query answering with automated reasoning [7-11]. However, these 
efforts build the ontology in support of the task and there is little guarantee that the 
formalization will accommodate future data or support new applications. Alternative-
ly, integration of data may be best facilitated by independent publication of datasets 
and their descriptions and subsequent coordination into integrative ontologies or 
community standards. This approach provides maximum flexibility for publishing 
original datasets with publisher provided descriptors in that they are not constrained 
by limited standards, but provides a clear avenue for future integration into a number 
of alternative standards.  

Bio2RDF is a well-recognized open-source project that provides linked data for the 
life sciences using Semantic Web technologies. Bio2RDF scripts convert heteroge-
neously formatted data (e.g. flat-files, tab-delimited files, dataset specific formats, 
SQL, XML etc.) into a common format – RDF. Bio2RDF follows a set of basic con-
ventions to generate and provide Linked Data which are guided by Tim Berners-Lee’s 
design principles 1 , the Banff Manifesto 2  and the collective experience of the 
Bio2RDF community. Entities, their attributes and relationships are named using a 
simple convention to produce Internationalized Resource Identifiers (IRIs) while 
statements are articulated using the lightweight semantics of RDF Schema (RDFS) 
and Dublin Core. Bio2RDF IRIs are resolved through the Bio2RDF Web Application, 
a servlet that answers Bio2RDF HTTP requests by formulating SPARQL queries 
against the appropriate SPARQL endpoints.  

Although several efforts for provisioning linked life data exist such as Neurocom-
mons [12], LinkedLifeData [13], W3C HCLS3, Chem2Bio2RDF [14] and BioLOD, 
Bio2RDF stands out for several reasons: i) Bio2RDF is open source and freely availa-
ble to use, modify or redistribute, ii) it acts on a set of basic guidelines to produce syn-
tactically interoperable linked data across all datasets, iii) does not attempt to marshal 
data into a single global schema, iv) provides a federated network of SPARQL end-
points and v) provisions the community with an expandable global network of mirrors 
that host RDF datasets. Thus, Bio2RDF uniquely offers a community-focused resource 
for creating and enhancing the quality of biomedical data on the Semantic Web. 

Here, we report on a second coordinated release of Bio2RDF Release 2 (R2), 
which yields substantial increases in syntactic and semantic interoperability across 
refactored Bio2RDF datasets. We address the problem of IRI inconsistency arising 
from independently generated scripts through an API over a dataset registry  

                                                           
1 http://www.w3.org/DesignIssues/Principles.html 
2 https://sourceforge.net/apps/mediawiki/bio2rdf/ 

index.php?title=Banff_Manifesto 
3 http://www.w3.org/blog/hcls/ 
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to generate validated IRIs. We further generate provenance and statistics for each 
dataset, and provide public SPARQL endpoints, downloadable database files and 
RDF files. We demonstrate federated SPARQL queries within and across the 
Bio2RDF network, including queries that make use of the Semanticscience Integrated 
Ontology (SIO) 4, which provides a simple model with a rich set of relations to coor-
dinate ontologies, data and services.   

2 Methods 

In the following section we will discuss the procedures and improvements used to 
generate Bio2RDF R2 compliant Linked Open Data including entity naming, dataset 
provenance and statistics, ontology mapping, query and exploration.  

2.1 Entity Naming 

For data with a source assigned identifier, entities are named as follows:  

 http://bio2rdf.org/namespace:identifier 

where ‘namespace’ is the preferred short name of a biological dataset as found in our 
dataset registry and the ‘identifier’ is the unique string used by the source provider to 
identify any given record. For example, the HUGO Gene Nomenclature Committee 
identifies the human prostaglandin E synthase gene (PIG12) with the accession num-
ber “9599”. This dataset is assigned the namespace “hgnc” in our dataset registry, 
thus, the corresponding Bio2RDF IRI is 

 http://bio2rdf.org/hgnc:9599 

For data lacking a source assigned identifier, entities are named as follows: 

 http://bio2rdf.org/namespace_resource:identifier 

where ‘namespace’ is the preferred short name of a biological dataset as found in our 
dataset registry and ‘identifier’ is uniquely created and assigned by the Bio2RDF 
script. This pattern is often used to identify objects that arise from the conversion of 
n-ary relations into an object with a set of binary relations. For example, the Compar-
ative Toxicogenomics Database (CTD) describes associations between diseases and 
drugs, but does not specify identifiers for these associations, and hence we assign a 
new stable identifier for each, such as 

 http://bio2rdf.org/ctd_resource:C112297D029597 

for the chemical-disease association between 10,10-bis(4-pyridinylmethyl)-9(10H)-
anthracenone (mesh:C112297) and the Romano-Ward Syndrome (mesh:D029597). 

Finally, dataset-specific types and relations are named as follows: 

 http://bio2rdf.org/namespace_vocabulary:identifier 

                                                           
4 http://code.google.com/p/semanticscience/wiki/SIO 
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where ‘namespace’ is the preferred short name of a biological dataset as found in our 
dataset registry and ‘identifier’ is uniquely created and/or assigned by the Bio2RDF 
script. For example, the NCBI’s HomoloGene resource provides groups of homolog-
ous eukaryotic genes and includes references to the taxa from which the genes were 
isolated. Hence, the Homologene group is identified as a class 

 http://bio2rdf.org/homologene_vocabulary:HomoloGene_Group 

while the taxonomic relation is specified with: 

 http://bio2rdf.org/homologene_vocabulary:has_taxid 

2.2 Open Source Scripts 

In 2012, we consolidated the set Bio2RDF open source5 scripts into a single GitHub 
repository (bio2rdf-scripts6). GitHub facilitates collaborative development through 
project forking, pull requests, code commenting, and merging. Thirty PHP scripts, 
one Java program and a Ruby gem are now available for any use (including commer-
cial), modification and redistribution by anyone wishing to generate BioRDF data, or 
to improve the quality of RDF conversions currently used in Bio2RDF. 

2.3 Programmatically Accessible Resource Registry 

In order to ensure consistency in IRI assignment by different scripts, we established a 
common resource registry that each script must make use of. The resource registry 
specifies a unique namespace for each of the datasets (a.k.a. namespace; e.g. ‘pdb’ for 
the Protein Data Bank), along with synonyms (e.g. ncbigene, entrez gene, entrez-
gene/locuslink for the NCBI’s Gene database), as well as primary and secondary IRIs 
used within the datasets (e.g. http://purl.obolibrary.org/obo/, http://purl.org/obo/owl/, 
http://purl.obofoundry.org/namespace, etc.) when applicable. The use of the registry 
in this way ensures a high level of syntactic interoperability between the generated 
linked data sets.  

2.4 Provenance 

Bio2RDF scripts now generate provenance using the Vocabulary of Interlinked Data-
sets (VoID), the Provenance vocabulary (PROV) and Dublin Core vocabulary. As 
illustrated in Fig. 1, each item in a dataset is linked using void:inDataset to a prove-
nance object (typed as void:Dataset). The provenance object represents a Bio2RDF 
dataset, in that it is a version of the source data whose attributes include a label, the 
creation date, the creator (script URL), the publisher (Bio2RDF.org), the Bio2RDF 
license and rights, the download location for the dataset and the SPARQL endpoint in 
which the resource can be found. Importantly, we use the W3C PROV relation ‘was-
DerivedFrom’ to link this Bio2RDF dataset to the source dataset, along with its li-
censing and source location.  
                                                           
5 http://opensource.org/licenses/MIT 
6 https://github.com/bio2rdf/bio2rdf-scripts 
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 ?endpoint statistics:has_type_relation_type_count ?c. 

  ?c statistics:has_subject_type ?subjectType. 

  ?c statistics:has_subject_count ?subjectCount. 

  ?c statistics:has_predicate ?predicate. 

  ?c statistics:has_object_type ?objectType. 

  ?c statistics:has_object_count ?objectCount. 

} 

Furthermore, to support context-sensitive SPARQL query formulation using Spar-
QLed [15], we generated the data graph summaries using the Dataset Analytics Voca-
bulary7. These are stored in each endpoint in the graph named 
http://sindice.com/analytics . 

2.6 Bio2RDF to SIO Ontology Mapping 

Since each Bio2RDF dataset is expressed in terms of a dataset-specific vocabulary for 
its types and relations, it becomes rather challenging to compose federated queries 
across both linked datasets as well as datasets that overlap in their content. To facili-
tate dataset-independent querying, Bio2RDF dataset-specific vocabulary were 
mapped to the Semanticscience Integrated Ontology (SIO), which is also being used 
to map vocabularies used to describe SADI-based semantic web services. Dataset 
specific types and relations were extracted using SPARQL queries and manually 
mapped to corresponding SIO classes, object properties and datatype properties using 
the appropriate subclass relation (i.e. rdfs:subClassOf, owl:SubObjectPropertyOf). 
Bio2RDF dataset vocabularies and their SIO-mappings are stored in separate OWL 
ontologies on the bio2rdf-mapping GitHub repository8.  

2.7 SPARQL Endpoints 

Each dataset was loaded into a separate instance of OpenLink Virtuoso Community 
Edition version 6.1.6 with the faceted browser, SPARQL 1.1 query federation and 
Cross-Origin Resource Sharing (CORS) enabled. 

2.8 Bio2RDF Web Application 

Bio2RDF Linked Data IRIs are made resolvable through the Bio2RDF Web Applica-
tion, a servlet based application that uses the QueryAll Linked Data library [16] to 
dynamically answer requests for Bio2RDF IRIs by aggregating the results of 
SPARQL queries to Bio2RDF SPARQL endpoints that are automatically selected 
based on the structure of the query IRI. The Web Application can be configured to 
resolve queries using multiple SPARQL endpoints, each of which may handle differ-
ent namespaces and identifier patterns. Such configurations are stored as RDF, and 
specified using Web Application profiles. Profiles are designed to allow different 
                                                           
7 http://vocab.sindice.net/analytics# 
8 https://github.com/bio2rdf/bio2rdf-mapping 
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hosts to reuse the same configuration documents in slightly different ways. For exam-
ple, the Bio2RDF Web Application R2 profile has been configured to resolve queries 
that include the new ‘_resource’ and ‘_vocabulary’ namespaces (section 2.1), as well 
existing query types used by the base Bio2RDF profile, and to resolve these queries 
using the R2 SPARQL endpoints.  

The Bio2RDF Web Application accepts RDF requests in the Accept Request and 
does not use URL suffixes for Content Negotiation, as most Linked Data providers 
do, as that would make it difficult to reliably distinguish identifiers across all of the 
namespaces that are resolved by Bio2RDF. Specifically, there is no guarantee that a 
namespace will not contain identifiers ending in the same suffix as a file format. For 
example, if a namespace had the identifier “plants.html”, the Bio2RDF Web Applica-
tion would not be able to resolve the URI consistently to non-HTML formats using 
Content Negotiation. For this reason, the Bio2RDF Web Application directive to re-
solve HTML is a prefixed path, which is easy for any scriptable User Agent to gener-
ate. In the example above the identifier could be resolved to an RDF/XML document 
using “/rdfxml/namespace:plants.html’’, without any ambiguity as to the meaning of 
the request, as the file format is stripped from the prefix by the web application, based 
on the web application configuration. 

2.9 Resolving Bio2RDF IRIs Using Multiple SPARQL Endpoints 

The Bio2RDF Web Application is designed to be used as an interface to a range of 
different Linked Data providers. It includes declarative rules that are used to map 
queries between the Bio2RDF IRI format and the identifiers used by each Linked 
Data provider. For example, the Bio2RDF R2 Web Application has been configured 
to resolve queries of the form 

http://bio2rdf.org/uniprot:P05067 

using UniProt’s new SPARQL endpoint, currently available at http://beta.sparql.  
uniprot.org/sparql. In this way, as it becomes increasingly commonplace for data 
providers to publish their data at their own SPARQL endpoints, Bio2RDF will be able 
to leverage these resources and incorporate them into the Bio2RDF network, while 
still supporting queries that follow Bio2RDF IRI conventions. 

3 Results 

3.1 Bio2RDF Release 2 

Nineteen datasets, including 5 new datasets, were generated as part of R2 (Table 1). 
R2 also includes 3 datasets that are themselves aggregates of datasets which are now 
available as one resource. For instance, iRefIndex consists of 13 datasets (BIND, 
BioGRID, CORUM, DIP, HPRD, InnateDB, IntAct, MatrixDB, MINT, MPact, 
MPIDB, MPPI and OPHID) while NCBO’s Bioportal collection currently consists of 
100 OBO ontologies including ChEBI, Protein Ontology and the Gene Ontology.  
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We also have 10 additional updated scripts that are currently generating updated data-
sets and SPARQL endpoints to be available with the next release: ChemBL, DBPedia, 
GenBank, PathwayCommons, the RCSB Protein Databank, PubChem, PubMed, Ref-
Seq, UniProt (including UniRef and UniParc) and UniSTS. 

Dataset SPARQL endpoints are available at http://[namespace].bio2rdf.org. For 
example, the Saccharomyces Genome Database (SGD) SPARQL endpoint is availa-
ble at http://sgd.bio2rdf.org. All updated Bio2RDF Linked Data and their correspond-
ing Virtuoso DB files are available for download at http://download.bio2rdf.org.  

Table 1. Bio2RDF Release 2 datasets with select dataset metrics. The asterisks indicate 
datasets that are new to Bio2RDF. 

Dataset Namespace # of triples # of unique 

subjects 

# of unique 

predicates 

# of unique 

objects 

Affymetrix affymetrix 44469611 1370219 79 13097194 

Biomodels* biomodels 589753 87671 38 209005 

Bioportal* bioportal 15384622 4425342 191 7668644 

Comparative Toxico-

genomics Database 

ctd 141845167 12840989 27 13347992 

DrugBank drugbank 1121468 172084 75 526976 

NCBI Gene ncbigene 394026267 12543449 60 121538103 

Gene Ontology Anno-

tations 

goa 80028873 4710165 28 19924391 

HUGO Gene Nomen-

clature Committee 

hgnc 836060 37320 63 519628 

Homologene homologene 1281881 43605 17 1011783 

InterPro* interpro 999031 23794 34 211346 

iProClass iproclass 211365460 11680053 29 97484111 

iRefIndex irefindex 31042135 1933717 32 4276466 

Medical Subject 

Headings 

mesh 4172230 232573 60 1405919 

National Drug Code 

Directory* 

ndc 17814216 301654 30 650650 

Online Mendelian 

Inheritance in Man 

omim 1848729 205821 61 1305149 

Pharmacogenomics 

Knowledge Base 

pharmgkb 37949275 5157921 43 10852303 

SABIO-RK* sabiork 2618288 393157 41 797554 

Saccharomyces Ge-

nome Database 

sgd 5551009 725694 62 1175694 

NCBI Taxonomy taxon 17814216 965020 33 2467675 

Total 19 1,010,758,291 57850248 1003 298470583 
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3.2 Metric Informed Querying 

Dataset metrics (section 2.5) provide an overview of the contents of a dataset and can 
be used to guide the development of SPARQL queries. Table 2 shows values for the 
type-relation-type metric in the DrugBank dataset. In the first row we note that 11,512 
unique pharmaceuticals are paired with 56 different units using the ‘form’ predicate, 
indicating the enormous number of possible formulations. Further in the list, we see 
that 1,074 unique drugs are involved in 10,891 drug-drug interactions, most of these 
arising from FDA drug product labels. 

Table 2. Selected DrugBank dataset metrics describing the frequencies of type-relation-type 
occurrences. The namespace for subject types, predicates, and object types is 
http://bio2rdf.org/drugbank_vocabulary 

Subject Type Subject 
Count 

Predicate Object Type Object 
Count 

Pharmaceutical 11512 form Unit 56 

Drug-Transporter-Interaction 1440 drug Drug 534 

Drug-Transporter-Interaction 1440 transporter Target 88 

Drug 1266 dosage Dosage 230 

Patent 1255 country Country 2 

Drug 1127 product Pharmaceutical 11512 

Drug 1074 ddi-interactor-in Drug-Drug-
Interaction 

10891 

Drug 532 patent Patent 1255 

Drug 277 mixture Mixture 3317 

Dosage 230 route Route 42 

Drug-Target-Interaction 84 target Target 43 

 
The type-relation-type metric gives the necessary information to understand how 

object types are related to one another in the RDF graph. It can also inform the con-
struction of an immediately useful SPARQL query, without losing time generating 
‘exploratory’ queries to become familiar with the dataset model. For instance, the 
above table suggests that in order to retrieve the targets that are involved in drug-
target interactions, one should specify the ‘target’ predicate, to link to a target from its 
drug-target interaction(s): 

PREFIX drugbank_vocabulary: 

<http://bio2rdf.org/drugbank_vocabulary:> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

SELECT ?dti ?target ?targetName 

WHERE { 

 ?dti a drugbank_vocabulary:Drug-Target-Interaction . 

 ?dti drugbank_vocabulary:target ?target . 

 ?target rdfs:label ?targetName. 

} 

Some of the results of this query are listed in Table 3. 
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Table 3. Partial results from a query to obtain drug-target interactions from the Bio2RDF 
DrugBank SPARQL endpoint 

Drug Target Interaction IRI Target IRI Target label 

drugbank_resource:DB00002_1102 drugbank_target:1102 "Low affinity immunoglobulin 
gamma Fc region receptor III-B 
[drugbank_target:1102]"@en 

drugbank_resource:DB00002_3814 drugbank_target:3814 "Complement C1r subcomponent 
[drugbank_target:3814]"@en 

drugbank_resource:DB00002_3815 drugbank_target:3815 "Complement C1q subcomponent 
subunit A [drug-
bank_target:3815]"@en 

drugbank_resource:DB00002_3820 drugbank_target:3820 "Low affinity immunoglobulin 
gamma Fc region receptor II-b 
[drugbank_target:3820]"@en 

drugbank_resource:DB00002_3821 drugbank_target:3821 "Low affinity immunoglobulin 
gamma Fc region receptor II-c 
[drugbank_target:3821]"@en 

 
Dataset metrics can also facilitate federated queries over multiple Bio2RDF end-

points in a similar manner. For example, the following query retrieves all biochemical 
reactions from the Bio2RDF Biomodels endpoint that are kinds of “protein catabolic 
process”, as defined by the Gene Ontology in the NCBO Bioportal endpoint: 
 

PREFIX biopax_vocab: <http://bio2rdf.org/biopax_vocabulary:> 

SELECT ?go ?label count(distinct ?x)  

WHERE { 

    ?go rdfs:label ?label . 

    ?go rdfs:subClassOf ?goparent OPTION (TRANSITIVE) . 

    ?goparent rdfs:label ?parentlabel . 

     FILTER strstarts(str(?parentlabel), "protein catabolic process") 

    SERVICE <http://biomodels.bio2rdf.org/sparql> { 

     ?x biopax_vocabulary:identical-to ?go .  

     ?x a <http://www.biopax.org/release/biopax-

level3.owl#BiochemicalReaction> . 

    } 

} 

3.3 Bio2RDF Dataset Vocabulary-SIO Mapping 

The mappings between Bio2RDF dataset vocabularies and SIO make it possible to 
formulate queries that can be applied across all Bio2RDF SPARQL endpoints, and 
can be used to integrate data from multiple sources, as opposed to a priori formula-
tion of dataset specific queries against targeted endpoints. For instance, we can ask for 
chemicals that effect the ‘Diabetes II mellitus’ pathway and that are available in tablet 
form using the Comparative Toxicogenomics Database (CTD) and the National Drug 
Codes (NDC) Bio2RDF datasets, and the mappings of their vocabularies to SIO: 
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define input:inference "http://bio2rdf.org/sio_mappings" 

PREFIX sio: <http://semanticscience.org/resource/> 

PREFIX ctd_vocab: <http:bio2rdf.org/ctd_vocabulary:> 

PREFIX ndc_vocab: <http://bio2rdf.org/ndc_vocabulary:> 

SELECT ?chemical ?chemicalLabel 

WHERE { 

 #SIO_01126: ‘chemical substance'  

 ?chemical a sio:SIO_011126. 

  ?chemical rdfs:label ?chemicalLabel .  

  #affects Diabetes mellitus pathway 

 ?chemical ctd_vocab:pathway <http://bio2rdf.org/kegg:04930> . 

 #dosage form: tablet, extended release 

 ?chemical ndc_vocab:dosage-form 

<http://bio2rdf.org/ndc_vocabulary:00426c812b33febc3f9cd1fee8

cc83ce> . 

} 

This query is possible because the classes ‘ctd_vocab:Chemical’ and 
‘ndc_vocab:human-prescription-drug’ have been mapped as subclasses of the SIO 
class ‘chemical substance’9. 

4 Discussion 

Bio2RDF Release 2 marks several important milestones for the open source Bio2RDF 
project. First, the consolidation of scripts into a single GitHub repository will make it 
easier for the community to report problems, contribute code fixes, or contribute new 
scripts to add more data into the Bio2RDF network of linked data for the life sciences. 
Already, we are working with members of the W3C Linking Open Drug Data 
(LODD) to add their code to this GitHub repository, identify and select an open 
source license, and improve the linking of Bio2RDF data. With new RDF generation 
guidelines and example queries that demonstrate use of dataset metrics and prove-
nance, we believe that Bio2RDF has the potential to become a central meeting point 
for developing the biomedical semantic web. Indeed, we welcome those that think 
Bio2RDF could be useful to their projects to contact us on the mailing list and partici-
pate in improving this community resource. 

A major aspect of what makes Bio2RDF successful from a Linked Data perspec-
tive is the use of a central registry of datasets in order to normalize generated IRIs. 
Although we previously created a large aggregated namespace directory, the lack of 
extensive curation meant that the directory contained significant overlap and omis-
sions.  Importantly, no script specifically made use of this registry, and thus adhe-
rence to the namespaces was strictly in the hands of developers at the time of writing 
the code. In consolidating the scripts, we found significant divergence in the use of a 
preferred namespace for generating Bio2RDF IRIs, either because of the overlap in 

                                                           
9 http://semanticscience.org/resource/SIO_011126 
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directory content, or in the community adopting another preferred prefix.  With the 
addition of an API to automatically generate the preferred Bio2RDF IRI from any 
number of dataset prefixes (community-preferred synonyms can be recorded), all 
Bio2RDF IRIs can be validated such that unknown dataset prefixes must be defined in 
the registry. Importantly, our registry has been shared with maintainers of identifi-
ers.org in order for their contents to be incorporated into the MIRIAM registry [17] 
which powers that URL resolving service. Once we have merged our resource list-
ings, we expect to make direct use of the MIRIAM registry to list new entries, and to 
have identifiers.org list Bio2RDF as a resolver for most of its entries. Moreover, since 
the MIRIAM registry describes regular expressions that specify the identifier pattern, 
Bio2RDF scripts will be able to check whether an identifier is valid for a given na-
mespace, thereby improving the quality of data produced by Bio2RDF scripts. 

The dataset metrics that we now compute for each Bio2RDF dataset have signifi-
cant value for users and providers. First, users can get fast and easy access to basic 
dataset metrics (number of triples, etc.) as well as more sophisticated summaries such 
as which types are in the dataset and how are they connected to one another. This data 
graph summary is the basis for SparQLed, an open source tool to assist in query com-
position through context-sensitive autocomplete functionality. Use of these summa-
ries also reduces the server load for data provider servers, which in turns frees up 
resources to more quickly respond to interesting domain-specific queries. Second, we 
anticipate that these metrics may be useful in monitoring dataset flux. Bio2RDF now 
plans to provide bi-annual release of data, and as such, we will develop infrastructure 
to monitor change in order to understand which datasets are evolving, and how are 
they changing. Thus, users will be better able to focus in on content changes and pro-
viders will be able to make informed decisions about the hardware and software re-
sources required to provision the data to Bio2RDF users.  

Our demonstration of using SIO to map Bio2RDF dataset vocabularies helps facili-
tate the composition of queries for the basic kinds of data or their relationships. Since 
SIO contains unified and rich axiomatic descriptions of its classes and properties, in 
the future we intend to explore how these can be automatically reasoned about to 
improve query answering with newly entailed facts as well as to check the consisten-
cy of Bio2RDF linked data itself. 
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Abstract. In this paper, we present the design and first results of theDy-
namic Linked Data Observatory : a long-term experiment to monitor the
two-hop neighbourhood of a core set of eighty thousand diverse Linked
Data documents on a weekly basis. We present the methodology used
for sampling the URIs to monitor, retrieving the documents, and further
crawling part of the two-hop neighbourhood. Having now run this exper-
iment for six months, we analyse the dynamics of the monitored docu-
ments over the data collected thus far. We look at the estimated lifespan
of the core documents, how often they go on-line or off-line, how often
they change; we further investigate domain-level trends. Next we look at
changes within the RDF content of the core documents across the weekly
snapshots, examining the elements (i.e., triples, subjects, predicates, ob-
jects, classes) that are most frequently added or removed. Thereafter, we
look at how the links between dereferenceable documents evolves over
time in the two-hop neighbourhood.

1 Introduction

The Web of (Linked) Data is unquestionably dynamic: over time, documents
come online, documents go offline, and the content of online documents changes.
However, the dynamics of Linked Data are not yet well understood in terms of
how stable documents are over time, what kinds of changes are most frequently
encountered, and so forth. Knowledge about Linked Data dynamics is important
for a wide range of applications: effective caching, link maintenance, versioning,
etc. The current lack of understanding about Linked Data dynamics can be
attributed to a lack of suitable collections to analyse: to track changes over
time, and to ultimately derive meaningful results about the dynamics of Linked
Data, we need to monitor a fixed set of diverse Linked Data documents at a
fixed interval over a long period of time. As of yet, no such collection has been
made available to the Linked Data research community.

In this paper, we aim to shed light on the dynamics of Linked Data. We
first present some use-cases to motivate why knowledge about the dynamics
of Linked Data is important to the community (§ 2). We then introduce the
Dynamic Linked Data Observatory (DyLDO), which we have created to moni-
tor a fixed set of Linked Data documents (and their neighbourhood) on a weekly
basis for an indefinite period of time: we discuss our methodology for selecting

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 213–227, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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documents and for monitoring these sources (§ 3). After six months of moni-
toring, we analyse the 29 weekly snapshots collected and analyse the dynamics
exhibited by documents in the collection. We look at: (§ 4) the stability and
lifespan of documents in the snapshots, and how often their content changes;
and (§ 5) the types of changes these documents undergo: are they additions or
deletions, what elements of the RDF document changed, and so forth.

This paper is a continuation of a previous workshop paper [5], where we
originally motivated and outlined the methodology for our Dynamic Linked Data
Observatory. Herein, we summarise discussion on the observatory and focus on
our first concrete results for Linked Data dynamics after 29 weeks of monitoring.

2 Motivation and Novelty

We first discuss a brief selection of use-cases to help motivate our work on Linked
Data dynamics and its importance to the community.

Focused Synchronisation: Various centralised search & query approaches for
Linked Data rely on locally replicated copies of RDF harvested from the Web.
As the original sources change, replicated indexes become stale, affecting
the up-to-dateness of results. More fine-grained knowledge about Linked
Data dynamics would allow centralised engines to, e.g., focus on keeping
synchronised with those domains whose contributions change rapidly.

Smart Caching: Conversely, “live querying” approaches for Linked Data deref-
erence and discover sources on the fly. However, remote lookups are expen-
sive to execute. Knowledge about Linked Data dynamics can help to identify
which sources can be cached to save time and resources, how long cached
data can be expected to remain valid, and whether there are dependencies
in the cache (e.g., if a document from a particular domain changes, should
all documents from that domain be invalidated?).

Hybrid Architectures: A core engineering trade-off for systems dealing with
lots of data is pre-processing overhead vs. runtime-processing overhead. In
general, pre-processing (e.g., caching, local indexing, reasoning materialisa-
tion, etc.) is better suited to static data, whereas runtime-processing (e.g.,
live dereferencing, backward-chaining, etc.) is better suited to dynamic data.
In a hybrid architecture, knowledge about dynamics can be used to delegate
both data and requests into static/dynamic pipelines. Static data can be
cached and deeply pre-processed, whereas dynamic requests may invoke a
“live querying” component or backward-chaining reasoning, and so forth.

Link Maintenance: When Linked Data publishers embed links to external do-
mains in their data, deadlinks will occur after some time, or links may no
longer be appropriate after remote data changes. Furthermore, novel sources
may serve as useful targets to link. Knowledge about dynamics can help pub-
lishers to decide how frequently their link-sets need to be updated depending
on, e.g., the domain they target or the type of link.

Versioning: When changes are made to a dataset, versioning should be ap-
plied to ensure that parties relying on the data in question do not suffer
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adverse effects (e.g., through use of deprecation instead of simply removing
data). Versioning is particularly relevant for vocabularies on the Web, whose
semantics may change over time to reflect usage. Knowledge about Linked
Data dynamics can show how changes propagate on the Web and inform the
design of mature versioning methodologies.

In terms of existing works, various papers on the dynamics of the HTML-
centric Web have been published by, e.g., Coffman et al. [3], Brewington and
Cybenko [1], Lim et al. [8], Cho and Garcia-Molina [2], Fetterly et al. [4] and
Ntoulas et al. [9]. These works analysed the rate of change of documents, pat-
terns in change (e.g., time of day, day of the week), growth rate of the Web,
dynamicity of links, the relation between top-level domains and dynamicity, etc.
We refer readers to the broad survey by Ke et al. [6] about Web dynamics. As
opposed to these related works, we focus specifically on the dynamicity of RDF
documents in the context of Linked Data.

Few papers specifically analyse RDF or Linked Data dynamics. Popitsch and
Haslhofer [10] propose DSNotify to help maintain links between datasets, but
only have knowledge of DBpedia dynamics. In previous work, we showed that two
centralised query indexes of Linked Data (OpenLink’s LOD Cache1 and Sindice’s
SPARQL endpoint2) often return stale results [13]. In another previous work,
we analysed changes in documents over 24 snapshots of RDF Web data [12];
however, the coverage of each snapshot varied and our analysis was rather “best-
effort”. Addressing this problem, we later proposed the Dynamic Linked Data
Observatory [5] to collect the snapshots upon which this work is based.

3 Dynamic Linked Data Observatory

To study the dynamics of Linked Data in a principled way, we require a principled
way of monitoring a sample of Linked Data documents over time. Given a lack of
suitable data available elsewhere, earlier this year we proposed and implemented
the Dynamic Linked Data Observatory to perform this monitoring [5]. Each
week, a fixed set of documents is retrieved and the content stored. From this
core set of documents, we perform a brief crawl to find well-linked documents
in their close neighbourhood. We began the weekly monitoring experiments on
2012/05/06, and have collected 29 snapshots until the time of writing. Herein,
we outline our methodology for sampling and monitoring documents. Full details
of our sampling and crawling configurations are available in [5].

3.1 Sampling Methodology

We wish to monitor a broad cross-section of Linked Data documents for a sample
that would lead to manageable weekly snapshot sizes and that would not over-
burden publishers with repetitive deep crawls. In February 2012, we extracted

1 http://lod.openlinksw.com/sparql; retr. 2013/03/12.
2 http://sparql.sindice.com/; retr. 2013/03/12.

http://lod.openlinksw.com/sparql
http://sparql.sindice.com/
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the list of 220 URIs available on the DataHub site under the “LOD cloud” group,
offering entry points for (most) of the datasets listed in the LOD cloud.3 To this,
we added the top-220 documents extracted from the Billion Triple Challenge
(BTC) 2011 dataset as determined by PageRank over the graph of dereference-
able documents. These initial 440 URIs offer core entry points into both the
LOD cloud and BTC perspectives of the Web of Data (see [5] for details).

From these 440 URIs, we then wished to expand our sample by means of a
crawl that would stay in the vicinity of our core URIs (and, e.g., avoid getting
trapped in high-volume exporters with low out-degrees such as the hi5.com or
livejournal.com sites). We thus performed a 2-hop breadth first crawl using the
440 URIs as our seed-list, considering all URIs mentioned in an RDF document
as a potential link, looking for RDF/XML, RDFa, N-Triples or Turtle content,
enforcing a two-second politeness delay between lookups to the same site. We
repeated this crawl 10 times to account for the possibility of non-determinism
and instability of hosted documents. We then took the union of all URIs that
dereferenced to RDF content in one of the crawls, resulting in a core monitoring
set of 95,737 dereferenceable URIs spanning 652 pay-level domains4, giving an
average of 146.8 dereferenceable URIs per domain (see [5] for full details).

3.2 Monitoring Methodology

The core aim of the weekly monitoring setup is to dereference and download the
content for the list of 95,737 URIs sampled in the previous step. Since this set of
documents is static, we also extend this “kernel” of monitored data by crawling a
further 95,737 URIs starting from the kernel. The content of this extended crawl
varies from week to week, and captures new documents in the neighbourhood
of the kernel, as well as raw data reflecting changes in the link-structure of the
kernel. The extension of the kernel is done by breadth-first crawl, and involves
at least 2 hops (sometimes 3 hops) to meet the quota.

We have performed this monitoring on a weekly basis since 2012/05/06, yield-
ing 29 weekly snapshots at the time of writing. Each snapshot consists of the
content retrieved for the core kernel URIs (following redirects), the content of
the expanded crawl, a set of redirects, and access logs for URIs that were looked
up. Table 1 enumerates the average and total amount of data retrieved over the
29 weeks for the kernel documents and for the expanded crawl. The 95,737 ker-
nel URIs yielded an average of 68,997 documents: though all URIs were deemed
to dereference to RDF during sampling, some dereference to the same RDF
document and some now fail to dereference. The number of unique documents
appearing in at least one kernel snapshot was 86,696 and the analogous figure
for domains was 620 (vs. 652 for the source URIs). In terms of the diversity
of the kernel, the documents in each snapshot came from an average of 573.6
domains. The sum of all kernel snapshots yields around 464 million quadruples.

3 http://thedatahub.org/group/lodcloud; retr. 2013/03/12.
4 The level of domain which an agent can register and must pay for: e.g., dbpedia.org,
bbc.co.uk. We may refer to pay-level-domains as PLDs or as simply “domains”.

http://thedatahub.org/group/lodcloud
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Table 1. Overall statistics across all 29 snapshots

Statistic Kernel Extended

Mean pay-level domains 573.6 ±16.6 1,738.6 ±218
Mean documents 68,996.9 ±5,555.2 152,355.7 ±2,356.3
Mean quadruples 16,001,671 ±988,820 94,725,595 ±10,279,806
Sum quadruples 464,048,460 2,747,042,282

By comparison, the extended snapshots contain 3× the number of domains, 2.2×
the number of documents, and 5.9× the amount of raw data (there was thus a
higher statement per document ratio in the extended crawl). In this paper, we
currently focus on a first analysis of changes within the kernel documents.

4 Document-Level Dynamics

In this section, for the documents retrieved from the fixed set of kernel URIs,
we first look at the availability of documents over time, the estimated life-span
and death-rate of these documents, and their rates of change.

4.1 Availability/Occurrence

As aforementioned, 86,696 RDF documents appeared in (i.e., returned content
for) at least one kernel. Figure 1 shows the distribution of the availability of
these documents, counting for how many snapshots they appeared, measuring
their stability over the 29 weeks. We see that 26% were available for all 29 weeks
of the monitoring period. 55% of documents were available for 27 weeks or more
and the mean availability for documents was 23.1 snapshots (79.7% availability).

With respect to this “one-in-five” unavailability of documents, Figure 2 pro-
vides a breakdown of the HTTP response codes and errors encountered while
accessing URIs in the kernel (after following redirects). Response codes in 2xx

are most common: all of these were 200 Okay indicating content was returned.
The remaining responses indicate errors, where we see increasing instability over
the monitoring time-frame. Most errors were 5xx server error codes, the most
common (32%) of which were 500 Internal Server Error. The “other” cat-
egory of errors related to unknown hosts and other HTTP-level inconsistencies
such as self-redirects. A small but growing number of errors were 4xx codes, 96%
of which were specifically 404 Not Found, indicating that there is no longer any
document at that location. We next investigate these “dead documents”.

Discussion: A one-in-five unavailability rate suggests that an agent traversing
Linked Data documents can, on a single pass, expect to miss about 20% of
potential content. This unavailability is not unique to Linked Data: for example,
looking at 151 million HTML pages in 2003, Fetterly et al. [4] managed to
download only 49.2% of pages eleven times in eleven weeks; in fact, our results
are much more stable by comparison (cf. [4, Figure 4] and Figure 2). One may
then ask how often unavailability is temporary, rather than permanent.
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Fig. 2. Response distributions

4.2 Death Rate

Given estimates about their stability, we now estimate the loss of documents
in the kernel over time by identifying dead documents : documents that (are
likely to) have gone permanently offline. First, we look at the last-heartbeat of
documents: the last weekly snapshot in which the document appeared such that,
e.g., if a document was last seen in week 2, this document is unlikely to ever
return. Figure 3 shows the evolving last heart-beats of kernel documents where,
e.g., we see that 95% of documents have appeared at least once since the 14th

snapshot (2012/08/05). The further left the life-span, the longer the document
is offline and the less likely that it will return. Thus the sharp downward trend
observable for the last three snapshots could be due to temporary issues.

Taking another perspective, we also estimate the death-rate of documents
by looking specifically at 404 errors that often indicate a permanent error (vs.
5xx codes that may indicate, e.g., temporary unavailability or bugs). We found
that 98.3% of URIs that return a 404 error never return content again in our
monitoring frame, and 99.7% of URIs that return two sequential 404 errors
never return. Based on returning a sequence of 404 codes up to the most re-
cent snapshot, Figure 4 shows the rate at which documents die in a manner
comparable with the analogous “last heart-beat” measures: the 404 death-rate
likely underestimates the amount of dead documents (since it does not cover
all possible causes), whereas the last heart-beat measure certainly overestimates
the amount of dead documents. Combining both perspectives, 5% of documents
have returned a trailing sequence of five or more 404s or have been offline for
more than 14 weeks, strongly indicating death.

Discussion: The one-in-twenty death-rate of Linked Data documents over six-
months is pertinent for link-maintenance (detecting and avoiding dead-links) and
for cache maintenance. The death-rate of 5% over six months can be compared
favourably with death-rates of 20.5% observed by Koehler [7] in 1999 and 48%
observed by Ntoulas et al. [9] in 2004 for HTML documents. We conjecture that
since (cool) URIs also serve as names in Linked Data, such documents often have
more stable URLs than, e.g., HTML URLs that often contain query strings.
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Fig. 4. Documents reported dead

4.3 Change Ratio

Next we compare the RDF content of the documents on a week-to-week basis.
For each document, we compare 28 sequential version pairs. If a document was
not available for a given week, we make the comparison with the most recent
available version of the document. We wish to compare RDF content and not
document syntax: thus, our comparison is complicated by the presence of exis-
tential blank nodes. In theory, our crawler uses a deterministic mechanism for
labelling blank-nodes such that, for a given Web document, the labels of blank
nodes will be consistent if blank nodes are consistently labelled in the source
document and/or the order of implicit blank nodes remains the same. However,
some documents in our collection provide fresh, explicit blank node labels upon
every access.5 Henceforth, when comparing graphs, we apply an approximation
whereby we rewrite all blank nodes to a single, global, fresh constant (i.e., we
considering all blank nodes as equal). This allows us to detect changes in doc-
uments, including additions and deletions of statements, irrespective of blank
node labels. We compared this approximation to an isomorphism check for RDF
graph equivalence and found that it corresponded in all pair-wise comparisons
of document versions for both positive and negative cases.

The distribution of changes for the kernel documents across the 29 snapshots
is plotted in Figure 5, where we see the ratio of documents with 0–28 changes
across the snapshot pairs. At x = 0, we see that 62.2% of documents did not
change over the 29 weeks. Thereafter, we see that most other documents changed
infrequently or changed very frequently: 23.2% fell into the slightly dynamic [1, 3]
interval, 8.4% fell into the highly dynamic [24, 28] interval, and 6.2% fell into
the large remaining [4, 23] middle interval.

Next, we are interested to characterise changes of documents within the same
pay-level-domain. In Figure 6, we plot domains along two dimensions of change:
the x-axis represents the ratio of documents on that domain that exhibited
at least one change in the monitoring period, the y-axis represents the mean
number of changes for the documents on that domain (including only those that

5 See, e.g., http://dbtune.org/artists/last-fm/Baracudas.rdf; retr. 2013/02/12.

http://dbtune.org/artists/last-fm/Baracudas.rdf
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changed at least once), and the size of the tick indicates the number of sampled
documents for the domain. We also annotate some examples of notable domains.
Many domains sit at the origin indicating no changes in any document. Relatedly,
since the majority of domains tend to cluster towards three of the four corners,
we can consider the following classification of domains:

Static domains contain a low ratio of documents that change, and these doc-
uments change infrequently. Per Figure 6, 322 domains fell into the Static

quadrant (51.9%), including linkedmdb.org, bbc.co.uk, w3.org, etc.
Bulk domains contain a high ratio of documents that change, but these doc-

uments change infrequently. Per Figure 6, 182 domains fell into the Bulk

quadrant (29.4%), including dbpedia.org, freebase.com, bio2rdf.org, etc.
Dual domains contain a low ratio of documents that change, but these docu-

ments change frequently. Per Figure 6, only 6 domains fell into the Dual

quadrant (1.0%), including loc.gov and geospecies.org.
Active domains contains a high ratio of documents that change, and these

documents change frequently. Per Figure 6, 110 domains fell into the Active

quadrant (17.7%), including dbtropes.org, dbtune.org, linkeddata.es, etc.

We highlight that for many of the Bulk domains, although a large number
of documents changed in the course of our observations, all changes for these
domain tended to happen together: for such domains, the median number of
weeks with changes was 4 (with no change on the domain between 24 weeks).

Based on meta-data from the LOD cloud and the DataHub6, in Table 2, we
show the breakdown of domains in the categories outlined above for (i) dataset
topic, and (ii) whether the data is exported directly by the producer or by a third
party. We could not locate topic or producer information for many (non-LOD)
domains with few documents (cf. Table 2). Since domains may host multiple
datasets, if we found multiple topics or production types associated to a single
domain, we categorised it as cross-domain or both, respectively. In general, we see
few high-level patterns in dynamicity for different topics or methods of produc-
tion. Perhaps most notably, third-party exporters tend to be more active than
first-party producers (presumably due to “live exporters”). Also, user-generated
domains tended to be more active (though the number of such domains was low).

Discussion: We find that 62.2% of documents did not change in the 29 weeks
and thus are obvious candidates for long-term caching. This compares with, e.g.,
56% of static HTML pages reported by Brewington and Cybenko [1] in 2000,
65.5% reported by Fetterly et al. [4] in 2003 and 50% reported by Ntoulas et
al. [9] in 2004. Such works also confirm that past dynamicity can be used to
predict future dynamicity. Our work also clusters changes per domain, helping
to design synchronisation strategies, where, e.g., a change detected for a Bulk

site such as dbpedia.org suggests that all documents from that domain should be
refreshed. Similarly, Ntoulas et al. [9] showed that change predictions made for
individual sites can often (but not always) be accurate.

6 http://lod-cloud.net; http://datahub.io/; retr. 2013/03/08.

http://lod-cloud.net
http://datahub.io/
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Table 2. Dynamicity of Linked Data domains per topic and per party involved

Category Doc № Dom № Static Bulk Dual Active

№ % № % № % № %

cross-domain 34,872 33 21 63.64 6 18.18 2 6.06 4 12.12
geographic 4,693 10 6 60.00 2 20.00 1 10.00 1 10.00
government 5,544 14 10 71.43 3 21.43 0 0.00 1 7.14
life-sciences 2,930 4 2 50.00 2 50.00 0 0.00 0 0.00
media 8,104 10 6 60.00 2 20.00 0 0.00 2 20.00
publications 14,666 35 24 68.57 8 22.86 2 5.71 1 2.86
user-generated 7,740 12 7 58.33 0 0.00 0 0.00 5 41.67
unknown 8,147 502 246 49.00 159 31.67 1 0.20 96 19.12

first-party 22,649 50 38 76.00 8 16.00 2 4.00 2 4.00
third-party 29,078 61 37 60.66 12 19.67 1 1.64 11 18.03
both 27,520 23 13 56.52 6 26.09 2 8.70 2 8.70
unknown 7,449 486 234 48.15 156 32.10 1 0.21 95 19.55

total 86,696 620 322 51.94 182 29.35 6 0.97 110 17.74

5 RDF-Level Dynamics

We see that Linked Data documents change with varying degrees of breadth and
frequency on different domains, and that documents on some domains, such as
dbtropes.org, change widely and often. We now look at what kinds of changes
are occurring on an RDF-level within these documents.

5.1 Types of Triple-Level Changes

We first look at the types of changes for documents. We found that 27.6% of
documents only ever updated values for terms (one per triple) in the RDF graph
they contain across the 29 weeks, keeping the number of triples static: such
changes would include, e.g., updating a literal value like as an access-date entry.
A further 24.0% of documents only added triples across the 29 weeks, repre-
senting monotonic additions. Changes for other documents involved a mix of
additions, single-term updates and deletions across the different weeks.

In Figure 7, we plot the ratio of documents for which we found at least one
triple addition over the 29 weeks against the ratio of documents for which we
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encountered some deletion over the 29 weeks, looking for high-level patterns. For
the purposes of this plot, we consider a term update as an addition and a deletion
of a triple. We see that most of the domains fall along a stable line where an equal
number of documents involve some additions and some deletions: again, many
of these documents correspond to the 27.6% that only update individual values
(an add and a delete). Close to the (0, 1) point, we see two large “monotonic”
domains (europa.eu and gesis.org) that almost always only ever add triples to
their documents. The one notable domain in the Shrinking area was bio2rdf.org,
for which 52% of documents had additions and 85% had deletions.

Discussion: For Linked Data warehouses, additions are often cheaper than
deletions (esp. if, e.g., inference and truth maintenance are required). Here we
see that additions to Linked Data documents are almost always accompanied by
deletions, emphasising the importance of efficient revision strategies for ware-
houses. In relation to the HTML Web, Brewington and Cybenko [1] show that
the content of HTML pages tends to grow over time, though their results rather
reflect technological trends over a period of many years (‘95–‘99).

5.2 Types of Term-Level Changes

Next we look at the types of terms changing in the RDF content of the ker-
nel. Figure 8 plots the 25th, 50th and 75th percentiles7 for the addition/deletion
of RDF triples and the terms they contain. We only consider documents that
changed at least once in the 29 weeks and omit blank node terms due to pos-
sible homomorphisms (relying on our approximation for triples involving blank
nodes). We compare changes to subject URIs, predicates, object URIs, object
literals and classes (values for rdf:type). The y-axis reflects the ratio of triples
or terms that changed versus the total number of unique such elements observed
in the documents considered (the y-range is small: [0, 0.08]). A ratio of 0.08 for
object literal additions thus indicates that, over 29 weeks, the number of unique

7 Higher percentiles cause too much compression of the results; hence we omit them.
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object literals added to the documents at that percentile was 0.08× the total
number of unique object literals appearing in those documents.

We see some clear trends. First, we see that additions and deletions are often
of a similar magnitude, reflecting back on previous observations about terms of-
ten being directly replaced. Second, the most dynamic position of an RDF triple
is the object, with a high churn of object literal values in particular. Conversely,
predicates are occasionally added but rarely removed from documents. Analo-
gously, class terms are very rarely added and very rarely removed (barely even
seen above the x-axis). These latter two observations suggest that the schema
signature of documents (set of property/class terms used) is generally static.

Discussion: The types of terms that change offer interesting high-level pat-
terns into the dynamicity of RDF in general. For example, the observation that
the set of properties and classes instantiated by a document rarely changes lends
empirical strength to proposals for schema-level summaries of data, such as pro-
posed by Stuckenschmidt et al. [11]. On the other hand, we see that literals are
the most dynamic element of RDF. The following section sheds light on why this
might be the case.

5.3 Dynamic Predicates

Though we have seen that predicates themselves are rarely added or removed,
we are interested to see which predicates are indicative of dynamic statements.
Table 3 presents the ten most dynamic predicates according to the ratio of
added (+) and deleted (−) statements involving that predicate, divided by the
total number of statements for that predicate across all snapshots; we only in-
clude predicates that appear in all snapshots and appear in ≥ 1, 000 state-
ments overall.8 Where added and deleted ratios correspond closely, this suggests
frequent “value updates”. The two dbtont: predicates are used on the third-
party dptropes.com domain to indicate a time-stamp since the relevant data
were parsed or fetched from the original source (tvtropes.org); the swivt:, prv:
and linkedct: predicates also provide time-stamps indicating the last time data
were refreshed for documents on various domains. The two sioc: predicates are
used to track dynamic discussions and posts on the social gnoss.com domain.
The media:image predicate appears for RDFa image meta-data, most of which
are embedded in msn.com news pages. The xhtml:bookmark predicate represents
links embedded as RDFa in various dynamic XHTML pages.

Discussion: Identifying dynamic predicates allows warehouses to know, in a
granular fashion, which parts of an input query relate to static knowledge and
which parts to dynamic knowledge (e.g., see our previous proposals on this
topic [13]). Per our results, when considering cached content, the ratio of ad-
ditions indicates the potential to miss answers involving triples with a given
predicate, and the ratio of deletions indicates the potential to return stale an-
swers. With respect to the most dynamic predicates, we identify that they are

8 Prefixes can be found at http://prefix.cc; retr. 2013/03/12.

http://prefix.cc
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Table 3. Top-10 dynamic predicates (‘*’
indicates provenance time updated and
provenance time added, respectively)

№ Predicate Total + −

1 dbtont:parsed 35,911 0.94 0.94
2 sioc:has discussion 3,171 0.87 0.99
3 sioc:content 107,387 0.87 0.98
4 dbtont:fetched 34,894 0.53 0.53
5 swivt:creationDate 35,295 0.53 0.53
6 media:image 1,377 0.49 0.49
7 prv:performedAt 16,706 0.45 0.45
8 xhtml:bookmark 17,852 0.45 0.44
9 linkedct:p.t.u* 2,652 0.42 0.42

10 linkedct:p.t.a* 2,652 0.42 0.42
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Fig. 9. Links extracted from kernels

often trivial time-stamps. Comparatively, Fetterly et al. [4] and Ntoulas et al. [9]
both discuss how the majority of changes in HTML documents are very minor,
involving hit counters, time-stamps, etc.

5.4 RDF Link Structure

Finally, we look at the evolving nature of the link structure of documents over
time. We first want to see if the overall level of links tends to increase or decrease
over time, and are interested to see at what rate fresh links are added to the
kernel. We consider any URI in any position of a triple as a potential link from
the kernel. Figure 9 plots the evolution of the volume of such links over time. We
see that the number of links can fluctuate based on the availability of documents
(with parallels to, e.g., response code distributions for each week illustrated in
Figure 2). A second key observation is that the ratio of fresh URI links added to
the kernel is in general quite small: we consider a URI as fresh if it has not been
seen for any kernel snapshot before. This clearly indicates that the outward link
structure of the kernel remains quite static (aside from instability) over time. In
fact, if anything, links are on a decreasing trend as documents die off.

That said, after the initial stabilisation over the first month of observations, we
do find that a few domains are consistently contributing some fresh links to the
kernel: sec.gov, identi.ca, zitgist.com, dbtropes.org, ontologycentral.com and free-
base.com offer a low-volume but constant stream of fresh outward links from week
to week. Other domains—including bbc.co.uk, bnf.fr, dbpedia.org, linkedct.org,
bio2rdf.org, etc.—tend to introduce new links in batches, corresponding with the
update characteristics of domains plotted previously in Figure 6. However, such
domains are the exception rather than the rule.

Discussion: Knowledge about how links change over time is important for any
agent that traverses Linked Data documents (in terms of reachability, discover-
ability, etc.) or analyses link structure (e.g., to compute PageRank), etc. Ntoulas
et al. [9] found that hyperlinks in HTML documents tend to be more dynamic
than other forms of content, estimating that 25% of links are new each week
(though considering a growing set of documents). In comparison, our results
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seem much more static. This seems counter-intuitive in that Linked Data itself
is fundamentally comprised of URIs and thus links; however, we already saw
that URI terms in RDF documents change slowly (compared to, e.g., literals).

6 Conclusions

Six years on from the original publication of the Linked Data principles, we
present some first concrete results on the dynamics of Linked Data documents.

Our first contribution is the design, implementation and upkeep of the Dy-
namic Linked Data Observatory. We have been running this observatory since
May 2012 and have collected a significant corpus of data that captures the in-
herent dynamics of Linked Data. We will continue to run this experiment indef-
initely, allowing us to draw further conclusions over the data. We make all data
available for the community; please see http://swse.deri.org/dyldo/ for up-
to-date weekly snapshots. In the near future, we plan to extend this site with
live statistics, meta-data and APIs.

Our second core contribution is the comprehensive analysis of the dynamics of
Linked Data presented here. Based on monitoring 86,696 Linked Data documents
for 29 weeks, we found that documents were unavailable 20% of the time and
further estimated that 5% of documents had gone permanently offline in that
period. We then determined that 62.2% of documents had no change in that
time, where other documents either changed very frequently (8.4%), or very
infrequently (23.2%), with few documents in between. Of the documents that
did change, many updated individual RDF terms in the document (27.4%) or
only ever added triples (23.1%). We found that domains tended to be either very
static (44.5%), have a high ratio of documents that change infrequently (28.2%),
or have a high ratio of documents that change frequently (25%); most domains
contain a balance of documents with additions and deletions. With respect to the
types of changes occurring on an RDF level, we found that object literals were
the most liable to change (0.01× ratio for median/50th percentile; 0.08× for 75th

percentile), whereas the schema signature of documents—involving predicates
and values for rdf:type—changed very infrequently. We identified predicates
involved in the highest ratio of new/removed triples and found that they often
relate to time-stamps. Finally, we showed that the rate of fresh links being
added to the documents is low, varying between 4,960–126,944 depending on
bulk domain updates that week.

In terms of connecting these observations back to our original use-cases out-
lined in Section 2, we make the following observations:

Focused Synchronisation: We identified the general rate of change of doc-
uments, and found that dynamicity tended to follow certain predictable
patterns for PLDs. For example, static domains infrequently require light
synchronisation, bulk domains occasionally require heavy synchronisation,
dual domains require frequent light synchronisation, active domains require
frequent heavy synchronisation (or live querying techniques), etc.

http://swse.deri.org/dyldo/
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Smart Caching: Reversing the previous use-case, we found that 62.2% of doc-
uments didn’t change over the six months and found that 51.9% of domains
were considered static (and thus are candidates for long-term caching). Ap-
plications that rely on a schema-level index or schema-level cache of docu-
ments can rest assured that the schema-signature of documents tends to be
very (though not completely) static. Furthermore, we identified particular
predicates whose triples should not be cached due to high rates of updates.

Hybrid Architectures: A hybrid architecture could be built along a number
of logical data partitions. First, we showed that domains tend to fall into a
few clusters, where static and bulk domains could be supported by heavy ma-
terialisation approaches, whereas active domains are best supported through
decentralised live-querying approaches. Conversely, we also showed, for ex-
ample, that different schema patterns in the data were indicators of different
levels of dynamicity, where partitioning could be done on a per-predicate
basis instead, etc.

Link Maintenance: We found instability in documents, though much of this
instability was of a temporary nature. However, we found that 5% of docu-
ments had died off during our monitoring period, suggesting an initial esti-
mate for the arrival of deadlinks.

Versioning: We have not tackled the issue of versioning in depth. Some con-
clusions could be applied incidentally to the area of versioning (e.g., about
the frequency of change of different types of RDF terms and the balancing
of additions vs. deletions), but further more specialised analyses of the data
(by us or the community) would be needed to generate concrete guidelines.

As highlighted by the last use-case, there is still further work to do.

7 Future Directions

In this paper, we focused on analysis of the kernel documents since they were
retrieved through a consistent (and thus comparable) set of URIs. In future
work, we would like to leverage the extended datasets, in particular to look at
how often new RDF documents arise in the neighbourhood of the kernel.

A shortcoming of our current work is that we cannot say anything about
changes at levels more fine-grained than a week. In our original proposal for the
Dynamic Linked Data Observatory, we proposed to implement dynamic monitor-
ing of documents that changed each week in increasingly more fine-grained inter-
vals. We have yet to implement this feature, though this would give us knowledge
of intra-week dynamics for (at least) a small number of highly-dynamic sources.

Finally, at some stage, we may need to consider an incremental extension of
our kernel to include new Linked Data sources that are coming online. Our idea
at the moment would involve infrequently adding 20% of fresh URIs on top of
the kernel, possibly on a yearly basis. In general, we are open to extending our
monitoring while maintaining the core kernel snapshots.
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Abstract. Schema information about resources in the Linked Open Data (LOD)
cloud can be provided in a twofold way: it can be explicitly defined by attaching
RDF types to the resources. Or it is provided implicitly via the definition of the
resources’ properties. In this paper, we present a method and metrics to analyse
the information theoretic properties and the correlation between the two manifes-
tations of schema information. Furthermore, we actually perform such an analysis
on large-scale linked data sets. To this end, we have extracted schema informa-
tion regarding the types and properties defined in the data set segments provided
for the Billion Triples Challenge 2012. We have conducted an in depth analysis
and have computed various entropy measures as well as the mutual information
encoded in the two types of schema information. Our analysis provides insights
into the information encoded in the different schema characteristics. Two major
findings are that implicit schema information is far more discriminative and that
applications involving schema information based on either types or properties
alone will only capture between 63.5% and 88.1% of the schema information
contained in the data. Based on these observations, we derive conclusions about
the design of future schemas for LOD as well as potential application scenarios.

1 Introduction

Schema information of semantic data on the Linked Open Data (LOD) cloud is given
in a twofold way: explicitly by providing the type of a resource and implicitly via the
definition of its properties. These two manifestations of schema information are to a
certain extent redundant, i.e., certain resource types entail typical properties and cer-
tain properties occur mainly in the context of particular types. For instance, we would
expect a resource of type foaf:Person to have the properties foaf:name or foaf:age.
Likewise, we can assume a resource with the property skos:prefLabel to be of type
skos:Concept.

Schema information over LOD is used for various purposes such as indexing
distributed data sources [10], searching in large graph databases [13], optimizing the
execution of queries [14] or recommending appropriate vocabularies to linked data en-
gineers [16]. Thus, it is an important question to which degree explicit and implicit
schema information is correlated, i.e., to which extend the use of RDF types and prop-
erties appear together to describe resources. A high correlation of explicit and implicit

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 228–242, 2013.
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schema information corresponds to redundant information—a fact which can be ex-
ploited, for instance, when indexing the LOD cloud and providing a central lookup
table for LOD sources. One application in this context is the opportunity to com-
press a schema based index for LOD as motivated and requested by Neumann and
Weikum [15]. More even, it is of interest, which schema information actually needs
to be extracted from the Linked Open Data cloud and which information might be in-
ferred1. Finally, a high correlation can be exploited directly for recommending typical
combinations of types or properties when modelling Linked Data [16]. This leads us to
the overall question to which extent the explicit schema information provided by RDF
types coincides with the implicit schema information of the properties used in the LOD
cloud and how consistent are the observed patterns and redundancies.

A fundamental prerequisite to answer this question is the availability of a reliable
schema extracted from the LOD cloud that takes into account both explicit and im-
plicit schema information. With the SchemEX approach [10,9], we can compute such
a schema for huge amounts of RDF triples in an efficient manner. In the context of this
paper, we describe a method and metrics for leveraging a schema obtained in this way to
investigate the information theoretic properties and global dependencies between RDF
types and properties. As the discussion of the related work in the subsequent section
shows, such methods are—to the best of our knowledge—not available and an investi-
gation as presented in this paper has not been done before. We will close this gap and
consider for our analysis different data sets crawled from the LOD cloud and contained
in the Billion Triples Challenge 2012 data set. The data sets cover data of different
origin and quality and serve as basis for our experiments.

In Section 3, we will introduce a probabilistic schema distribution model. Based on
this model, we identify different information theoretic metrics that are of interest. The
metrics comprise different types of entropy as well as mutual information. In Section 4,
we describe a method of how to estimate the relevant probabilities from a schema-based
index and introduce the data sets we use for our analysis of linked data. The results of
our investigation are shown in Section 5 where we also draw some conclusions regard-
ing the design and application of future LOD schema. In summary, we have observed
that the redundancy of explicit and implicit schema information on different parts of
the LOD varied from 63.5% to 88.1%. Thus, a general schema for LOD should not be
build on either explicit or implicit schema information only and should ideally integrate
both types of information. Nevertheless, we also observed several highly indicative sets
of properties, allowing a prediction of the types of resources.

2 Related Work

One application where schema information can be of value is query optimization. Neu-
mann and Moerkotte [14] employ so-called characteristic sets, which basically clas-
sify RDF resources by the correlation of their (outgoing) predicate links. Knowledge
about these sets allows for quite precise estimates of the result cardinality of join oper-
ations. Further insights into the correlation between properties in an RDF graph were
not necessary. Neither were explicit schema information provided in form of RDF types

1 Inference here can be realized in both ways: semantically or statistically.
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considered. A similar approach is presented by Maduko et al. [13]. Here the focus was
on efficient approaches to estimate subgraph frequencies in a graph database. This sub-
graph frequency information is then used for conducting efficient queries on the graph
database. In their work, Maduko et al. use both implicit schema information and explicit
schema information. However, they do not determine the cardinality of intermediate
join results of the two schema information sources for executing the queries. Harth
et al. [6] propose an approximative approach to optimize queries over multiple dis-
tributed LOD sources. They build a QTree index structure over the sources, which is
used to determine the contribution of the single sources to the query results.

Several tools aim at providing statistics for the LOD cloud. LODStats [2] is a tool and
framework for computing 32 different statistics on Linked Open Data such as those cov-
ered by the Vocabulary of Interlinked Data sets (VoID) [1]. The tool provides descrip-
tive statistics such as the frequencies of property usage and datatype usages, the average
length of literals, or counting the number of namespaces appearing at the subject URI
position [2]. LODStats operates on single triple patterns, i.e., it does not provide statis-
tics of, e.g., star patterns or other (arbitrary) graph patterns. However, it covers more
complex schema-level characteristics like the RDFS subclass hierarchy depth [2]. Over-
all, analysis of the correlating use of different properties, RDF types, or the common
appearance of properties and types like we investigate is out of scope. Also make-void2

computes VoID-statistics for a given RDF file. These statistics usually contain informa-
tion about the total number of triples, classes, properties, instances for each class, the
uses of each property and the number of triples that link a subject on one domain to an
object on another domain. Another framework for statistic generation on RDF data is
RDFStats3. In contrast to make-void, RDFStats can also operate on SPARQL endpoints
and uses a different vocabulary for its statistics.

Hogan et al. have conducted an empirical study to investigate the conformance of
linked data sources with 14 different linked data principles [8]. As metric, the authors
apply the number of unique namespaces used by the respective data providers and pro-
vide a ranked list in terms of top-5 and bottom-5 data providers. Among others, the au-
thors analysed how different classes and properties of vocabularies defined at one data
source are re-used and mixed by other linked data providers. In contrast, the analysis of
the correlation of class terms and property terms of different (or the same) vocabularies
done here is agnostic to the actual source the linked data originates from. Bizer et al.
have recently analysed the joined occurrence of a single class with a single property
on the structured data extracted from a large web crawl4. Lorey et al. [11] developed a
frequent item set approach over properties for the purpose of detecting appropriate and
diverging use of ontologies. None of these works addresses information theory metrics
as it is done in the paper at hand. The application of information theoretic measures on
RDF data is addressed in [12]. However, the analysis there is focussing on a different
level of schema re-use of concepts and does not consider any property information.

2 https://github.com/cygri/make-void (accessed 9 March 2013).
3 http://rdfstats.sourceforge.net/ (accessed 9 March 2013).
4 http://webdatacommons.org/ (accessed 9 March 2013).

https://github.com/cygri/make-void
http://rdfstats.sourceforge.net/
http://webdatacommons.org/
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3 Probabilistic Schema Model and Metrics

Schema information on the LOD cloud can be provided explicitly by the use of RDF
type properties. There are no (practical) boundaries to the number of types that can
be attached to a resource. In practice, we can observe resources which have no type
as well as resources with several hundred types. In addition, schema information can
be provided implicitly by the properties used to describe a resource. These properties
connect one resource to another resource or a literal value. In this way, they implicitly
describe the type of a resource by its relations. Again, it is possible to observe resources
which have no relation (beyond a type description) as well as resources with hundreds
of properties.

The goal of the analysis in this paper is to measure and quantify the information
theoretic properties of the explicit schema information given by RDF types and the im-
plicit schema information provided by the used properties. To this end, in Section 3.1
we first introduce a probabilistic model for the occurrence of types and properties of
resources. This allows us to measure the schema information contained in types, prop-
erties or both together. In order to do so, we present different metrics such as entropy
of marginal distributions, conditional entropy and mutual information in Section 3.2.

3.1 A Probabilistic Distribution Model for Types and Properties

We are interested in two observations about the resources on the LOD cloud: their types
and their properties. To be more specific, we are interested in combinations of types
and combinations of properties. A particular combination of types is a set of types at-
tached to a resource. The space of all possible combinations therefore is the power set
P(Classes) of all class types in the data. While the power set itself is a huge set, we can
actually restrict ourself to the subset TS ⊂ P(Classes) of actually observed combina-
tions of RDF types in the LOD cloud. For a given resource, we can now observe t ∈ TS
which corresponds to a set of types (e.g., the set {foaf:Person, dbpedia:Politician}).

Likewise, the properties observed for a resource is a combination of all pos-
sible properties. Accordingly here we deal with an element from the power set
P(Properties) of all observed properties. Again, we only need to consider the
subset PS of actually occurred property sets. For an individual resource, we ob-
serve r ∈ PS which corresponds to the set of its properties5 (e.g., the set
{foaf:familyName, foaf:givenName, dbpedia:spouse}).

To model the joint distribution of type sets and property sets, we introduce two ran-
dom variables T and R. These take as values the elements in TS and PS, respectively.
Both random variables are of discrete nature and their joint distribution can be charac-
terized by:

P (T = t, R = r) = p(t, r) (1)

where p(t, r) is the probability for a randomly chosen resource to observe the concrete
set t of attached types and the set r of properties. Based on this joint distribution, we
can also identify the marginal distributions of T and R:

5 Please note, we use the letter r for sets of properties (inspired by the term relation), as p will
be used to denote probabilities.
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P (T = t) =
∑
r∈PS

p(t, r) , P (R = r) =
∑
t∈TS

p(t, r) (2)

3.2 Metrics of Interest

For analysing the LOD cloud, we are interested in several characteristics of the joint
distribution P (T,R) introduced above. The main questions that we want to answer are:

(a) How much information is encoded in the type set or property set of a resource on a
global scale?

(b) How much information is still contained in the properties, once we know the types
of a resource?

(c) How much information is still contained in the types, once we know the properties
of a resource?

(d) To which degree can one information (either properties or types) explain the re-
spective other?

To answer these questions, we introduce appropriate metrics that can be applied to the
joint distribution of type sets and property sets. All our metrics are based on the entropy
of probabilistic distributions [17], the standard concept to measure information.

Entropy of the Marginal Distributions. To answer the question of (a) how much in-
formation is encoded in the type or property set of a resource, we need to look at the
marginal distributions. These provide us with the probability of a certain resource to
show a particular set of types or properties. The entropy of the marginal distributions of
T and R is defined as:

H(T ) = −
∑
t∈TS

P (T = t) · log2 (P (T = t)) (3)

H(R) = −
∑
r∈PS

P (R = r) · log2 (P (R = r)) (4)

The values H(T ) and H(R) give us an idea of how much information is encoded in
the sets of types or properties of the resources. A higher value corresponds to more
information, which in turn means that the sets of types or sets of properties appear more
equally distributed. To be more concrete: an entropy value of 0 indicates that there is
no information contained. For instance, a value of H(T ) = 0 would indicate that all
resources have exactly the same set of types (likewise for H(R) = 0). A maximal
value, instead, is reached when the distribution is an equal distribution, i.e., each set of
types or properties is equally probable. This fact also allows for normalizing the entropy
values by:

H0(T ) =
H(T )

HT
max

=
H(T )

log2(|T |)
, H0(R) =

H(R)

HR
max

=
H(R)

log2(|R|)
(5)
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The normalized entropy value ranges between 0 and 1 and indicates whether the distri-
bution is closer to a degenerated or a uniform distribution.

Conditional Entropy. The question (b), how much information is still contained in the
properties, once we know the types of a resource implies a conditional probability and,
thus, a conditional entropy. We have to take a look at the distribution of the property sets
given that we already know the types of a resource. The entropy in this case (i.e., the
conditional entropy) conveys how much information is still in the additional observation
of the properties. Again, if the set of types perfectly defines the set of properties to
expect, there would be no more information to be gained. Thus, the conditional entropy
would be zero. If, instead, the types were virtually independent from the properties, we
would expect to observe the marginal distribution of the properties and its according
entropy. Formally the conditional entropy for a given type set t is defined as:

H(R|T = t) = −
∑
r∈PS

P (R = r|T = t) log2 (P (R = r|T = t)) (6)

= −
∑
r∈PS

p(t, r)

P (T = t)
log2

(
p(t, r)

P (T = t)

)
(7)

Equivalently, to answer question (c), the conditional entropy for a given property set r
is:

H(T |R = r) = −
∑
t∈TS

p(t, r)

P (R = r)
log2

(
p(t, r)

P (R = r)

)
(8)

These conditional entropies are fixed to one particular set of types t or set of properties
r. As we are interested in a global insight of a large scale data set like the LOD cloud, it
is not feasible to look at all the individual observations. Rather we need an aggregated
value.

One value of particular interest is a conditional entropy of 0. For instance, in the
case of H(R|T = t) = 0 knowing the set of types t is already conveying all the
information, i.e. the set of properties can be derived with probability 1. Equivalently in
the case of H(T |R = r) = 0 we can derive the set of types from the set of properties.
Accordingly we are interested in the probability of such a conditional entropy of 0, e.g.
P (H(R|T = t) = 0) for the case of given type sets. Treating the conditional entropy
itself as a random variable allows for easily estimating this probability by P (H(R|T =
t) = 0) =

∑
H(R|T=t)=0 P (T = t).

Expected Conditional Entropy. A similar approach is taken for the expected condi-
tional entropy H(R|T ). This aggregated value also considers the conditional entropy
as a random variable and computes the expected values of this variable based on the
probability to actually observe a certain set of types t. The definition of this aggregation
is:
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H(R|T ) =
∑
t∈TS

P (T = t)H(R|T = t) (9)

= −
∑
t∈TS

∑
r∈PS

p(t, r) log2

(
p(t, r)

P (T = t)

)
(10)

and equivalently H(T |R) is for a given set of properties r:

H(T |R) = −
∑
r∈PS

∑
t∈TS

p(t, r) log2

(
p(t, r)

P (R = r)

)
(11)

Joint Entropy. Finally, we will also take a look at the joint entropy of T and R, which
is defined as:

H(T,R) = −
∑
t∈TS

∑
r∈PS

p(t, r) log2 (p(t, r)) (12)

Mutual Information. To finally answer the question of (d) how far one of the schema
information (either properties or types) can explain the respective other, we employ
mutual information (MI) [3]. MI is a metric to capture the joint information conveyed
by two random variables – and thereby their redundancy. The MI of explicit and implicit
schema information of the LOD cloud is defined as:

I(T,R) =
∑
r∈PS

∑
t∈TS

p(t, r) log2
p(t, r)

P (T = t) · P (R = r)

(13)

The log expression in this sum, i.e., the expression log2
p(t,r)

P (T=t)·P (R=r) is also known
as pointwise mutual information (PMI). PMI can be explained as the strength of the
correlation of two events, in our case how strongly a particular type set and a particular
property set are associated with each other.

One characteristics of MI is the open range of its values. A normalization of MI to
the interval [−1, 1] is given in [18] and involves the entropy of the marginal distributions
of T and R. It is used as a direct measure for redundancy and is defined as:

I0(T,R) =
I(T,R)

min (H(T ), H(R))
(14)

4 Empirical Analysis of Linked Open Data

In the previous section, we have elaborated the metrics to obtain the relevant insights
into the information and redundancy encoded in a LOD schema. In this section, we pro-
vide an approach to estimate the required probabilities from a SchemEX index structure,
apply this approach to real world data and compute the metrics for our analyses.
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Fig. 1. SchemEX index structure with three layers leveraging RDF typings and property sets

4.1 The SchemEX Index as Basis for the Analysis

The purpose of SchemEX [9,10,5] is to link schema information to data sources which
provide resources conforming to this schema element. Data sources are, e.g., static
RDF documents and SPARQL endpoints [7]. The central schema elements of SchemEX
are Typeclusters (TC) and Equivalence classes (EQC). A TC contains all data sources
which provide resources conforming to a well defined set of types/classes. The EQC
divide the data sources in each TC into disjoint subsets, defined by the set of properties
the instances have and in which TC the object of the triple lies. An overview of the
information contained in a SchemEX index is shown in Figure 1.

It is important to note that data sources can occur in several TC or EQC as they typi-
cally describe more than one and—in particular—different kinds of resources. However,
different occurrences of a data source conform to different (in particular disjoint) sets
of resources. Different data volume can be reflected by annotating the data sources at-
tached to schema elements with the number of resources which exhibited the according
schema information [5].

Noteworthy about SchemEX is, that it can be computed very efficiently and for large
data sets using a stream-based approach. In this case, the analytical component is oper-
ating in a single pass fashion over a set of RDF triples. By using a windowing technique,
it is possible to obtain a very accurate schema of the processed data using commodity
hardware. However, the windowing technique entails a certain loss of schema infor-
mation. The extent of this loss has been analysed in detail in [4]. The type of schema
information and the metrics we use in the context of this paper are relatively stable.
Deviations typically range up to 5%, in single cases differences of up to 10% have been
observed in an empirical evaluation.

4.2 Estimating Probabilities from a SchemEX Index

The TC elements in SchemEX [9] described in Section 4.1 correspond directly to the
notion of types sets in TS given in Section 3.1. The equivalence classes in SchemEX
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subdivide the typeclusters and are defined by the set of properties the triples have as
well as the typecluster the object of triple lies in. Hence, they are more finegrained than
the property sets we are interested in. However, aggregating the equivalence classes
defined by the same set of properties over all attached typeclusters, we obtain exactly
the property sets PS introduced in Section 3.1. In this way we can easily construct the
set PS from a SchemEX index.

As stated above, each entry in the SchemEX index refers to a distinct set of resources.
Even if some of the resources are actually located in the same data source. This is
provided by the pairwise disjoint character of equivalence classes. In conclusion, we
can treat each entry in the index as a different set of resources, even if it is actually
reflected by the same URL denoting a common data source.

If we denote with DS(t, r) the set of data source entries in the SchemEX index that
correspond to the resources with types t and properties r, we can estimate the above
probability of observing a resource to have a particular type and property set by:

p̂(t, r) =

∑
d∈DS(t,r) |d|

N

Where N is the number of all resources used to build the SchemEX and |d| is the
number of resources in data source d with the type set t and the property set r.

The estimates for the probabilities p(t, r) above are central to all relevant metrics
and effectively need only to be aggregated and normalized accordingly. However, the
number of observed type sets and property sets indicates the high number of possible
combinations (i.e., |TS|× |PS|). The pragmatic solution to this quadratic development
of combinations is not to compute all of the probabilities, but only those which actually
have a non zero value. This does not affect the results of the computed metrics, as zero
probabilities do not affect their overall values.

4.3 Data Sets

For our empirical analysis, we use the different segments of the data set provided for
the Billion Triple Challenge (BTC) 2012. The BTC data set has been crawled from the
web in a typical web spider fashion and contains about 1.44 billion triples. It is divided
into five segments according to the set of URLs used as seed for the crawling process:
Datahub, DBPedia, Freebase, Rest and Timbl. Details about the different parts and the
crawling strategies used for collecting the data are described on the BTC 2012 data set’s
website6. As the efficient stream-based computation of a schema entails a certain loss of
accuracy regarding the schema, we have to check that these inaccuracies do not affect
the overall results. To this end, we use smaller data sets to compute the schema once
with our stream-based approach and once in lossless approach and compare the metrics
on these two schemas. As the computation of a gold standard schema has high require-
ments regarding the hardware resources, we were limited to derive lossless schema for
data sets of up to 20 million triples. As small data sets, we used (A) the full Rest subset

6 BTC 2012 data set: http://km.aifb.kit.edu/projects/btc-2012/ (accessed
9 March 2013).

http://km.aifb.kit.edu/projects/btc-2012/
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(22,328,242 triples), (B) an extract of the Datahub subset (20,505,209 triples) and (C)
an extract of the Timbl subset (9,897,795 triples)7.

The stream-based approach is also applicable to the full data crawls of (D) Datahub,
(E) DBPedia, (F) Freebase and (G) Timbl. We used the same settings as in [9], using a
window size of 50,000 instances for schema extraction. While the small data sets serve
the purpose of confirming the stability of the stream-based approach, the larger data
sets are used for the actual analysis of explicit and implicit schema information on the
LOD cloud. We consider the data sets particularly useful as they span different aspects
of the LOD cloud. With Datahub, we have got a sample of several publicly available
linked RDF data sources registered in a central location. DBpedia is interesting as it is
one of the central and most connected resources in the LOD cloud extracted from the
collaboratively curated Wikipedia. Freebase, instead, is also a collaborative knowledge
base, but here the users directly operate on the structural data. The Timbl data set is
a crawl starting at the FOAF profile of Tim Berners-Lee (thus, the name). Hence, it
provides a snapshot from yet a different part of the LOD cloud, namely starting at
small, manually maintained RDF files.

5 Results of Our Analysis

Table 1 gives an overview of the count statistics and metric values obtained for the
smaller data sets (A), (B) and (C). The table compares the values of the lossless gold
standard schema computation with the efficient stream based approach. The observed
deviations in the number of type sets in the data sets (A), (B) and (C) are very low and
confirm the accuracy observed in previous experiments [4]. While for the data sets (B)
and (C) also the number of property sets obtained by the stream-based approach does
not differ much from the gold standard, we observed a slightly stronger deviation on the
Rest (A) data set. The sheer count of type and property sets, however, does not reflect
the number of data sources and resources behind the individual elements in the schema.
Thus, it is necessary to consider the distributions and the metrics derived from those.
Here, we observe a generally quite good behaviour of the efficient schema approxima-
tion using the stream-based approach. The differences in the metrics are relatively small
and consistent within each data set. In conclusion, we decided that the loss of accuracy
due to the efficient stream-based schema computation is counterbalanced by the capa-
bilities to analyse data sets which are an order of magnitude larger: the observation of
more data allows for a more sound evaluation of schema information on the LOD cloud.

Table 2 gives an overview of the computed metrics on the large data sets. Already the
differences in the number of observed type and property sets underline the heterogeneity
of the data sets. We will now go into the details of the single metrics.

Entropy in Type and Property Sets. We can observe the tendency that the property
sets convey more information than type sets. This can be observed in the higher val-
ues of the normalized entropies. For instance, the normalized marginal entropy of the

7 The extracts correspond to the data sets that would have been obtained by stopping the crawling
process after 2 hops from the Datahub URI seed set and 4 hops from the Timbl URI seed set.
We did not produce extracts for DBpedia and Freebase as the hop information is not provided
for these BTC subsets.
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property sets has a value of 0.324 on the DBpedia (E) data set, while the normalized
marginal entropy of the type sets is 0.093. This observation provides a hint that on
DBpedia the distribution into type sets is far more skewed than the distribution of prop-
erty sets. Similar observations can be made for the data set (A), (F) and (G), though
to a lower extent. An exception is the Datahub data set (D), where the distribution of
resources in type sets and property sets seems comparable.

Conditional Entropies. Looking at the expected conditional entropies reveals some
interesting insights. Recall that the aggregation we chose for the conditional entropy
provides us with the expected entropy, given a certain type set or property set. We can
see in Table 2 that the entropy given a property set tends to be far lower than the one
when given a type set. In conclusion: knowing the properties of a resource in these cases
already tells us a lot about the resource, as the entropy of the conditional distribution
can be expected to be quite low. On the contrary, when knowing the type of a resource
the entropy of the distribution of the property sets can be expected to be still relatively
high (when compared to the entropy of the marginal distribution). We looked at the
data more closely to investigate how often a given type set is already a clear indicator
for the set of properties (and vice versa). This insight is provided by considering the
probabilities P (H(R|T = t) = 0) and P (H(T |R = r) = 0) to observe a conditional
entropy of 0. The most extreme case is the Freebase (F) data set, where for 80.89%
of all resources it is sufficient to know the set of properties in order to conclude the
set of types associated with this resource. Knowing, instead, the types of a resource
conveys less information: only in 2.05% of the cases this is sufficient to predict the set
of properties of a resource. Again, and with the exception of Datahub (D), the other data
sets exhibit a similar trend. However, at very different levels: the probability of knowing
the type set for a given property set ranges between 15.15% and 54.85%. The Datahub
data set shows a far more balanced behaviour. Both probabilities P (H(R|T = t) = 0)
and P (H(T |R = r) = 0) are at around 11%, confirming the particular form of this
data set.

Mutual Information. Finally, the value of the normalized MI gives us insights on how
much one information (either properties or types) explains the respective other. Also
here, we observe a quite wide range from 0.635 on DBpedia (E) to 0.881 on Rest (A).
Accordingly, extracting only type or only property information from LOD can already
explain a quite large share of the contained information. However, given our observa-
tions a significant part of the schema information is encoded also in the respective other
part. The degree of this additional information depends on the part of the LOD cloud
considered. As a rule of thumb, we hypothesise that collaborative approaches without
a guideline for a schema (such as DBpedia) tend to be less redundant than data with a
narrow domain (Timbl) or some weak schema structure (Freebase).

Discussion of the Results. The observations on the large data sets provide us with in-
sights into the form and structure of schema information on the LOD cloud. First of all,
the distribution of type sets and property sets tend to have a relatively high normalized
entropy. We can conclude that the structure of the data is not dominated by a few com-
binations of types or properties. Accordingly for the extraction of schema information,
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we cannot reduce the schema to a small and fixed structure but need to consider the
wide variety of type and property information. Otherwise the schema would loose too
much information.

A second observation is the dependency between types and properties. The condi-
tional entropy reveals that the properties of a resource usually tell much more about
its type than the other way around. This observation is interesting for various appli-
cations. For instance, suggesting a data engineer the types of a resource based on the
already modelled properties seems quite promising. We assume that this observation
can also be seen as an evidence that property information on the LOD cloud actually
considers implicit or explicit agreements about the domain and range of the according
property. However, this observation is not valid for the entire LOD cloud. Depending
on the concrete setting and use case, a specific analysis might need to be run.

Finally, the observed MI values underline the variance of schema information in
the LOD cloud. Ranges from 63.5% to 88.1% redundancy between the type sets and
property sets have been observed. Thus, approaches building a schema only over
one of these two types of schema information run at the risk of a significant loss of
information.

6 Conclusions and Future Work

In this paper, we have proposed a method and metrics for conducting in depth analy-
sis of schema information on Linked Open Data. In particular, we have addressed the
question of dependencies between the types of resources and their properties. Based on
the five segments of the BTC 2012 data set, we have computed various entropy metrics
as well as mutual information. In conclusion, we observe a trend of a reasonably high
redundancy between the types and properties attached to resources. As more detailed
conclusion, we can derive that the properties of a resource are rather indicative for the
type of the resource. In the other direction, the indication is less strong. However, this
observation is nor valid for all sources on the LOD cloud. In conclusion, if the applica-
tion and data domain is not known, it is necessary to capture both: explicit and implicit
schema information.

As future work, we plan to deepen these insights and incorporate the obtained deeper
understanding into various applications. Therefore, we will look into the details of the
conditional distributions for given type sets and property sets. In this way, we might
identify which sets of types and properties allow for highly precise predictions of the
respective other schema information. On the application side, we plan to use the gained
insights for various purposes: index compression for SchemEX as well as the detection
of schema patterns that are stable enough—and thereby suitable—for constructing an
API for accessing LOD resources.
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Abstract. With the advent of publicly available geospatial data, ontology-based
data access (OBDA) over spatial data has gained increasing interest. Spatio-
relational DBMSs are used to implement geographic information systems (GIS)
and are fit to manage large amounts of data and geographic objects such as points,
lines, polygons, etc. In this paper, we extend the Description Logic DL-Lite with
spatial objects and show how to answer spatial conjunctive queries (SCQs) over
ontologies—that is, conjunctive queries with point-set topological relations such
as next and within—expressed in this language. The goal of this extension is to
enable an off-the-shelf use of spatio-relational DBMSs to answer SCQs using
rewriting techniques, where data sources and geographic objects are stored in a
database and spatial conjunctive queries are rewritten to SQL statements with
spatial functions. Furthermore, we consider keyword-based querying over spatial
OBDA data sources, and show how to map queries expressed as simple keyword
lists describing objects of interest to SCQs, using a meta-model for completing
the SCQs with spatial aspects. We have implemented our lightweight approach
to spatial OBDA in a prototype and show initial experimental results using data
sources such as Open Street Maps and Open Government Data Vienna from an
associated project. We show that for real-world scenarios, practical queries are
expressible under meta-model completion, and that query answering is computa-
tionally feasible.

1 Introduction

By the ever increasing availability of mobile devices, location-aware search providers
are becoming increasingly commonplace. Search providers (e.g., Google Maps
http://maps.google.com/or Nokia Maps http://here.net) offer the possibility
to explore their surroundings for desired locations, also called points-of-interest (POIs),
but usually miss the possibility to express spatial relations (e.g., next and within). For
an expressive location-aware search, the combination of Semantic Web techniques and
spatial data processing (with spatial relations) is appropriate, given they provide a data
backbone for spatial and taxonomic information to query semantically-enriched POIs.

To realize location-aware semantic search support, one needs to capture categories
of POIs (e.g., Italian restaurant), their relations to additional qualitative attributes (e.g.,
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Shop � SpatialFeat hasOp � hasQVal Op � QVal

∃hasQVal− � SpatialFeat Shop � ∃hasOp Wlan � QVal

Park � SpatialFeat ∃hasOp− � Op GuestGarden � QVal

Supermarket � Shop QVal � ∃hasQVal SpatialFeat � ¬Geometry

Walmart � Op

Fig. 1. Ontology with integrated meta-model (TBox excerpt; role names start lowercase)

having a guest garden). Further, one needs to capture the spatial relations between POIs
(e.g., located inside a park). For modeling and interpreting a user’s intention, it seems
suggestive to use ontology languages and associated reasoning services. However, for
spatial aspects we need to extend or combine them with spatial data reasoning. Further-
more, we must respect that ordinary users of location-aware search need a plain query
interface; they are not experts in query languages, and an interface to express search
intentions by lists of keywords in a Google-like manner would be desirable.

However, we face several obstacles for a seamless keyword-based querying and inte-
gration of geospatial data sources and ontologies. First, for a meaningful search result,
we need to consider data obtained by integrating multiple data sources, which may be
provided by autonomous vendors in heterogeneous formats (e.g., OpenStreetMap or
Open Government Data data, a restaurant guide, etc). Using various data sources of
substantial size gives the opportunity to find intended POIs, which may fall into multi-
ple concepts ranging from rather generic to more detailed ones such as “restaurant” vs.
“pizzeria.” Moreover, we can exploit the structure of the taxonomic information that is
implicit in the data sources by making it concrete in an ontology. Such ontology-based
data access can be used to answer broad queries like “restaurants with Italian Cuisine,”
that should return pizzerias, trattorias, and osterias.

Second, from keyword-based input, we must generate meaningful formal queries to
an ontology. In that, we must respect that the users may have no prior knowledge of
the domain. Thus, we must be able to recognize and generate relevant combinations of
possible keywords according to the ontology that represents the domain.

Third, as we query mainly spatial data, we need to capture spatial relations between
different spatial objects and give users the possibility to use a fixed set of keywords to
express them. For spatial querying answering, we must define an appropriate semantics
and provide techniques that combine spatial with ontological query answering.

Fourth, a lot of research has been put into efficient query answering techniques over
lightweight ontology languages, such as the DL-Lite family [7]. Conjunctive query
(CQ) evaluation over DL-Lite ontologies can be delegated, by first-order query rewrit-
ing, to a Relational Database Management System (RDBMS), which facilitates scalable
query processing. To secure this for an extension with spatial reasoning, the first-order
rewritability of the latter is desirable. Furthermore, as first-order rewritings of queries
might get prohibitively large in general (a known feature), also issues of manageable
query generation from keywords must be respected.

We address the above issues with the following approach outlined in a nutshell.
• Various data sources are integrated via a global schema represented by an DL-LiteR
ontology that is enriched with spatial information. The ontology-based knowledge base
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(KB) is separated into a TBox, an ABox with normal individuals and a spatio-relational
database with spatial objects. We apply a mild extension to DL-LiteR by associating in-
dividuals to spatial objects by a predefined binding. A preprocessor creates this binding
using a domain-specific heuristic (which is not considered here).
• The enriched ontology can be accessed, at the system level, by spatial conjunctive
queries (SCQ), which extend conjunctive queries with spatial predicates (e.g. inter-
sects). In such queries, individuals can be located with spatial objects whose rela-
tionships are determined. By rewriting techniques, and in exploiting the PerfectRef
algorithm [7], SCQs can be rewritten to a union of conjunctive queries (UCQ). Under
certain syntactic conditions, a 2-stage evaluation—evaluation of the ontology part of the
query (over the ABox, which is stored in an RDBMS) followed by filtering via spatial
conditions—is possible, which makes this approach attractive for practical realization.
• For keyword-based query answering, concepts of the ontology are labeled with key-
words. On query evaluation, the keywords which the user enters are mapped to concepts
and roles from the ontology; an auto-completion service aids the user to compensate
lack of domain knowledge. Based on the keyword structure, a feasible CQ is generated
and extended with spatial predicates to SCQs; in that, we use a specific meta-model
that is stored in the ontology. Fig. 1 shows an excerpt of the ontology; the concept
SpatialFeat intuitively says that the individual has spatial features, which is extended
by the subroles of hasQVal with qualitative values, which are asserted to subconcepts
of QVal . Furthermore, the individual is represented by a geometry, asserted to subcon-
cepts of Geometry . However, also normal role assertions for qualitative attributes are
considered (e.g., a restaurant with a guest garden).

We have implemented this approach in an experimental prototype, which is part of
a more extensive system for smart, semantically enriched route planning system (My-
ITS, http://myits.at/) over real world data sources such as OpenStreetMap (OSM),
Open Government Data (OGD) of Vienna, and the Falter restaurant guide for Vienna.
The data sources are integrated by a global schema represented by an ontology ex-
pressed in DL-LiteR. It turns out that naively generated UCQs may be too large for
execution on conventional RDBMS. We thus improved our approach by exploiting the
structure of the TBox in an optimized generation of queries from keyword, to even-
tually obtain smaller UCQs. First experiments show that this approach is feasible in
a real-world scenario. Furthermore, we show that the optimizations described are im-
portant for feasibility. An extended version of this paper provides more details that are
omitted for space reasons.1

2 Preliminaries

We adopt DL-LiteR [7] as the underlying ontological language and introduce an ap-
proach in which the FO-rewriting of PerfectRef (see [7] and [6] for details) is strictly
separated from spatial querying. As a result of this separation, we only allow spatial
predicates (e.g., Contains) on the top level of the query structure. Regarding the se-
mantics, we following partly the ideas of [15], but focus primarily on query answering
(not solely satisfiability). Furthermore, we use a different notion for spatial relations.

1 http://www.kr.tuwien.ac.at/staff/patrik/ESWC2013Ext.pdf

http://myits.at/
http://www.kr.tuwien.ac.at/staff/patrik/ESWC2013Ext.pdf
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Point-Set Topological Relations. We follow the point-set topological relation model
in [13], where spatial relations are defined in terms of pure set theoretic operations.
The realization of spatial objects is based on a set PE ⊆ R2 of points in the plane;
the (names of) spatial objects themselves are in a set ΓS . While the set of points for a
spatial object s is infinite (unless it is a point), it can be finitely defined by an associated
admissible geometry g(s). The geometries are defined by sequences p = (p1, . . . , pn)
of points that induce a point (n = 1), a line segment (n = 2), a line (n > 2), or a
polygon. All points used for admissible geometries are from a finite set PF ⊆ PE of
points.

Spatio-relational Database. Thus, we define a spatio-relational database over ΓS as
a pair S = (PF , g) of a point set PF ⊆ R2 and a mapping g : ΓS →

⋃
i≥1 PF

i.
The extent of a geometry p (full point set) is given by the function points(p) and is a

(possibly infinite) subset ofPE . For a spatial object s, we let points(s) = points(g(s)).
We need points to evaluate the spatial relations of two spatial objects via their respective
geometries. For our spatio-thematic KBs, we consider the following types of admissible
geometries p over PF (with their representation), and let PE =

⋃
s∈ΓS

points(s): a
– point is a sequence p = (p1), where points(p1) = {p1};
– line segment is a sequence p = (p1, p2), and points(p) = {αp1 + (1− α)p2 |α ∈
R, 0 ≤ α ≤ 1};

– line is a sequence p = (p1, . . . , pn) of line segments (pi, pi+1), 1 ≤ i < n, the first
(p1, p2) and last (pn−1, pn) segments do not share an end-point, and points(p) =⋃n−1

i=1 points(pi);
– polygon is like a line but (p1, p2) and (pn−1, pn) share an end point; we have
points(a) =

⋃n−1
i=1 points(pi) ∪ int(lc), where int(lc) is the interior built from

the separation of PE by p into two disjoint regions.

Some s ∈ ΓS may serve to define via g a bounding box. We omit more complex geome-
tries like areas or polygons with holes. Based on points(x), we can define the spatial
relation of point-sets in terms of pure set operations:

– Equals(x, y) : points(x)=points(y) andNotEquals(x, y) : points(x)	=points(y);
– Inside(x, y) : points(x)⊆points(y) andOutside(x, y) : points(x)∩points(y)=∅;
– Intersect(x, y) : points(x) ∩ points(y) 	= ∅ and NextTo(x, y) : b(x) ∩ b(y) 	=
∅, where b(z) = {a ∈ PE | dist(a, points(z)) ≤ dB} for a distance function
dist : R2 → R+

0 and a distance value dB ∈ R.

Now for any spatial relation S(s, s′) and s, s′ ∈ΓS , holds on a spatio-relational DB S,
written S |=S(s, s′), if S(g(s), g(s′) evaluates to true. Relative to points and dist (and
dB), this is easily captured by a first-order formula over (R2,≤), and with regard to
geo-spatial RDBMS trivially first-order expressible.

Note that the space model of [13] differs from the more detailed 9-Intersection model
(DE-9IM) of [10], which considers strict separation of the interior and object boundary;
this leads to 9 instead of 5 spatial relations. We also omit spatial predicates in the sig-
nature, assuming a “standard” point-set interpretation of the spatial-relations [13]. Our
approach is modular and flexible enough to allow further relations (e.g., connects) or
use other interpretations such as DE-9IM.
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Syntax and Semantics of DL-LiteR. We recall the definitions from [7]. Consider a
vocabulary of individual names ΓI , atomic concepts ΓC , and atomic roles ΓR. Given
atomic concepts A and atomic roles P , we define basic concepts B and basic roles R,
complex concepts C and complex role expressions E, and P− be the inverse of P as

B ::= A | ∃R C ::= B | ¬B R ::= P | P− E ::= R | ¬R .

A DL-LiteR knowledge base is a pair K = (T ,A) where the TBox T consists of a
finite set of inclusion assertions of the form B � C and R � E, and the ABox A
is a finite set of membership assertions on atomic concepts and on atomic roles of the
form A(a) and P (a, b), where a and b are individual names.

The semantics of DL-LiteR is given in terms of FO interpretations I = (ΔI , ·I),
where ΔI is a nonempty domain and ·I an interpretation function such that aI ∈ ΔI

for all a ∈ ΓI , AI ⊆ ΔI for all A ∈ ΓC , P I ⊆ ΔI × ΔI for all P ∈ ΓR, and
(P−)I =

{
(a2, a1) | (a1, a2) ∈ P I}; (∃R)I =

{
a1 | ∃a2 ∈ ΔI s.t. (a1, a2) ∈ RI};

(¬B)I = ΔI \BI ; and (¬R)I = ΔI ×ΔI \RI .
The notions of satisfaction of inclusion axioms and assertions, TBox and ABox resp.
knowledge base is as usual, as well as logical implication; both are denoted with |=. We
assume the unique name assumption holds for different individuals and values.

Checking satisfiability of DL-LiteR ontologies is first-order (FO) rewritable [7], i.e.,
for all T , there is a Boolean FO queryQT (constructible from T ) s.t. for everyA, T ∪A
is satisfiable iff DB(A) 	|= QT , where DB(A) is the least Herbrand model of A.

3 DL-LiteR(S)

In this section, we extend DL-LiteR with spatial objects to DL-LiteR(S). We present its
syntax and semantics, a transformation of to DL-Lite, and show that satisfiability and
conjunctive query answering over DL-LiteR(S) KBs are FO-rewritable.

Syntax. Let ΓS and ΓI be pairwise disjoint sets as defined above. A spatio-thematic
knowledge base (KB) is defined as LS = 〈T ,A,S,B〉, where T (resp. A) is defined
as a DL-LiteR TBox (resp. ABox), S is a spatio-relational database, and B ⊆ ΓI × ΓS

is a partial function called the binding from A to S, similar to [15]; we apply a mild
extension to DL-LiteR by associating individuals from A to spatial objects from S.

We assume B to be already given. Furthermore, we extend DL-LiteR with the ability
to specify the localization of a concept. For this purpose, we extend the syntax with

C ::= B | ¬B | (loc A) | (locs A), s ∈ ΓS ,

where A is an atomic concept in T ; intuitively, (loc A) is the set of individuals in A
that can have a spatial extension, and (locs A) is the subset which have extension s.

Semantics. Our aim is to give a semantics to the localization concepts (loc A) and
(locs A) such that a KB LS = 〈T ,A,S,B〉 can be readily transformed into an ordinary
DL-LiteR KB KS = 〈T ′,A′〉, using concepts CST and Cs for individuals with some
spatial extension resp. located at s. Note that CST cannot be forced to be the union of
all Cs, as this would introduce disjunction (this hinders the passing from the open to
the closed world assumption, which is important for the FO-rewriting of DL-Lite).
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An (DL-LiteR) interpretation of LS is a structure I=
〈
ΔI , ·I , bI

〉
, where 〈ΔI , ·I〉

is an interpretation of 〈T ,A〉, and bI ⊆ ΔI ×ΓS is a partial function that assigns some
individuals a location, such that for every a ∈ ΓI , (a, s) ∈ B implies bI(aI) = s.

We extend the semantics of the previous section with (loc A), (locs A), where A is
an atomic concept in T :

(loc A)I ⊇ {e ∈ ΔI | e ∈ AI ∧ ∃s ∈ ΓS : (e, s) ∈ bI},
(locs A)

I = {e ∈ ΔI | e ∈ AI ∧ (e, s) ∈ bI}.
The interpretation of complex concepts, satisfaction, etc. is then as usual. For example,
A � (locs A) expresses that all individuals in A are located at s; B � (loc A) states
that individuals in B can have a location if they are in A.

Transformation to DL-LiteR. Let CST and Cs, for every s ∈ ΓS , be fresh concepts.
We transform LS to KS = 〈T ′,A′〉, where T ′ = τ(T )∪TS andA′ = τ(A)∪AB , and

– τ(X) replaces each occurrence of (loc A) and (locs A) in X with CST � A and
Cs � A, respectively, and splits � up;

– TS represents generic localization information via concepts, and contains the axiom
Cs � CST , and the constraints Cs � ¬Cs′ for all s 	= s′ ∈ ΓS ;

– AB represents the concrete bindings between A and ΓS , and for every (a, s) ∈ B,
we add Cs(a) in AB . Note that we do not assert ¬Cs(a) for (a, s) 	∈ B, keeping
the open world assumption for bindings.

For example, let A (resp. CST ) be the concept Park (resp. SpatialFeat ), cp be the
spatial object of “City Park,” and the polygon poly_cp representing cp’s spatial extend.
The KB has the assertions Park � (loc Park), CityParkCafe � (loccp Park), and
CityParkCafe(c). Then, the transformation produces Park � (SpatialFeat � Park),
CityParkCafe � (Cpoly_cp � Park), Cpoly_cp � SpatialFeat , and Cpoly_cp(cp).

Note that KS is indeed a DL-LiteR ontology, by the syntactic restrictions on lo-
calization concepts. It is not hard to verify that the models of LS and KS with the
same domain (ΔI = ΔI′

) coincide on common concepts and roles as follows: (i) if
I |= LS , then I ′ |= KS where CI′

s = {e ∈ ΔI | (e, s) ∈ bI}, CI′

ST
=
⋃

s∈ΓS
CI′

(= dom(bI)); conversely, (ii) if I ′ |= KS , then I |= LS where bI = {(e, s) | e ∈ CI′

s }
and (loc A)I = CI′

ST
∩AI′

. As an easy consequence of this correspondence, we obtain:

Proposition 1. Satisfiability checking and CQ answering for ontologies in DL-LiteR(S)
is FO-rewritable.

As the models of LS and KS correspond, we can check satisfiability on KS , i.e., a
standard DL-LiteR KB. An ontology CQ q overLS is easily rewritten to a CQ overKS .

4 Query Answering in DL-LiteR(S)

We next define spatial conjunctive queries (SCQ) overLS = 〈T ,A,S,B〉. Such queries
may contain ontology and spatial predicates. Formally, an SCQ q(x) is a formula

QO1(x,y) ∧ · · · ∧QOn(x,y) ∧QS1(x,y) ∧ · · · ∧QSm(x,y), (1)

where x are the distinguished variables and y are either non-distinguished (bound)
variables or individuals from ΓI . Each QOi(x,y) is an atom for T and of the form
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A(z) or P (z, z′), with z, z′ from x ∪ y; the atoms QSj(x,y) are over the vocabulary
for the spatial relations in Sec. 2 and of the form S(z, z′), with z, z′ from x ∪ y.

For example, q(x) = Playground(x) ∧Within(x, y) ∧ Park(y) is a SCQ which
intuitively returns the playgrounds located in parks.

Semantics. Let I=
〈
ΔI , ·I , bI

〉
be an interpretation of LS . A match for q(x) in I is a

function π : x∪y → ΔI such that π(c) = cI , for each constant c in x∪y, and for each
i = 1, . . . n and j = 1, . . . ,m, (i) π(z) ∈ AI , ifQOi(x,y) = A(z); (ii) (π(z), π(z′)) ∈
P I , if QOi(x,y) = P (z, z′); and (iii) ∃s, s′ ∈ ΓS : (π(z), s) ∈ bI ∧ (π(z′), s′) ∈
bI ∧ S |= S(s, s′), if QSj(x,y) = S(z, z′). That is, for spatial predicates individuals
must have (unique) spatial extensions and the relationship between them must hold.

Then, a tuple c = c1, . . . , ck over ΓI is an answer for q(x) in I, x = x1, . . ., if q(x)
has some match π in I such that π(xi) = ci, i = 1, . . . , k; furthermore, c is an answer
for q(x) over LS , if it is an answer in every model I of LS . The result of q(x) over LS ,
denoted res(q(x),LS ), is the set of all its answers.

The semantic correspondence between LS and KS = 〈T ′,A′〉 guarantees that we
can transform q(x) into an equivalent query over LS

′ = 〈T ′,A′,S,B〉 by replacing
each spatial atom S(z, z′) in q(x) with∨

s,s′∈ΓS
(Cs(z) ∧ Cs(z

′) ∧ S(s, s′)). (2)

The resulting formula is easily cast into form uq(x) = q1(x)∨ · · · ∨ ql(x), i.e., a union
of CQs qi(x). The answers of uq(x) in an interpretation I ′ of LS

′ are the answers of
all qi(x) in I ′, and res(uq(x),LS

′) is defined in the obvious way. We then can show:

Proposition 2. For every SQC q(x) over LS , res(q(x),LS ) = res(uq(x),LS
′).

Hence, answering SCQs in DL-LiteR(S) ontologies is FOL-rewritable. In particular,
for fixed S, we can eliminate S(s, s′) from (2), which yields a pure ontology query.
Alternatively, we can replace it with Ss,s′(z), where Ss,s′ is a fresh concept, and add
Cs � Ss,s′ to the TBox T ′ iff S |= S(s, s′), thus changing S more flexibly.

Spatial Conjunctive Query Evaluation. The above SCQ rewriting is exponential in
the number of spatial atoms, which incurs limitations. However, if no bounded variables
occur in spatial atoms, we can separate query answering into an ontology part and a
spatial query part, which can be efficiently evaluated in two stages:

(1) evaluate the ontology part of the query q(x) (i.e., drop all spatial atoms) over LS
′.

For that we can apply the standard DL-LiteR query rewriting of PerfectRef and
evaluate the result over the ABox, stored in an RDBMS.

(2) filter the result of Step (1), by evaluating the formulas (2) on the bindings π for the
distinguished variables x (which are mapped to individuals). For that, retrieve in
Step (1) also all instances of Cs, for all s ∈ ΓS .

Step (2) amounts to computing a spatial join ��S , for which (at least) different evalu-
ation strategies exist. One strategy, denoted as OD, relies entirely on the functions of
a spatial-extended RDBMS. The other, denoted as OI , relies on an internal evaluation
of ��S , i.e., spatial relations, where the intermediate results are kept in-memory.

We have considered both strategies, restricting to acyclic queries (i.e., the query hy-
pergraph is tree-shaped; see e.g. [12] for a definition). For such queries, join trees can
be built, which can be processed in a bottom up manner. In doing so, we distinguish
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between ontology and spatial nodes, and actually interleave the DL-LiteR query rewrit-
ing (Step (1)) and spatial join checking (Step (2)). For space reasons, we omit details.

Note that for strategy OD , we rewrite the spatial atoms (Contains, Within, etc.)
directly to corresponding functions (cf. [8] for details) of the spatial-extension of the
RDBMS. The different strategies noticeably affect the performance (see Sec. 8).

5 From Keywords to Spatial Conjunctive Queries

In this section, we provide the details for the generation of SCQ from a valid sequence
of keywords; We shall consider in the next section how such sequences are obtained in
a controlled way, by automatic completion and checking keyword combinations.

We assume an ontology OU , which has an associated meta-model for structuring the
query generation (described below). The generation is realized in three steps. First, the
keywords are mapped to concepts from OU and to spatial predicates. Then, a set of
completion rules (which regard the meta-model) is applied to the resulting sequence of
atomic formulas. Finally the completed sequence is converted into a SCQ.

We assume that spatio-thematic KBs are labeled, i.e., they are of the form LS =
〈T ,A,S,B,N〉, where N is a set of textual labels representing keywords. The labels
ofN are assigned by rdfs:label to the concepts of T . Multiple labels can be assigned
to a single element, which allows to have synonyms. Further, translations for keywords
in different languages can be enabled by the assignments.

Meta-model for Structured Query Generation. We require on the top level of the
ontology in use a strict separation of the concepts for spatial features SpatialFeat (e.g.,
Park , Restaurant , etc.), qualitative values QVal (e.g., operatorOp, Cuisine , etc.), and
Geometry (e.g., Point , Polygon , etc.). Since our approach is designed to query spatial
objects, every query has to be related to some SpatialFeat , which is extended by the
subroles of hasQVal with qualitative values (asserted to QVal ) and is represented by
the role hasGeometry as a geometry (asserted to Geometry). By this separation on the
top level (which also exists in GeoOWL http://www.w3.org/2005/Incubator/

geo/XGR-geo/), we have a meta-model, which is then used for the generation of
“meaningful” queries. Any ontology used with our approach has to be structured ac-
cording to the meta-model. Fig. 1 shows some axioms of the meta-model for a specific
ontology.

Generation of SCQs from Keywords. The automatic completion and combination
step produces a set of valid keyword sequences, from which one sequence K = (k1,
k2, . . . , kn) is chosen (unless the user determines one). Each keyword ki represents
either a concept or a spatial predicate. We must connect all ki according to the meta-
model to obtain SCQs, which then evaluate to spatial objects.

The rewriting of K to a SCQ Q is based on three steps that resemble a trans-
ducer with a context-free (left-recursive) grammar and a set of completion rules.
The latter are important, because even if the transducer generates syntactically cor-
rect queries, their results might not consist of spatial objects. E.g., we could have a
query ItalianCuisine(x), but the results R = (pizza, pasta, ...) could not be lo-
cated on a map. Therefore, we have to extend the query as follows: Restaurant(x) ∧
hasCuisine(x, y) ∧ ItalianCuisine(y).

rdfs:label
http://www.w3.org/2005/Incubator/geo/XGR-geo/
http://www.w3.org/2005/Incubator/geo/XGR-geo/
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Table 1. Completion rules; the result of rules (R1)–(R4) is denoted as subquery (SQ)

(R1) If C1 � SpatialFeat and C2 � QualAttribute rewrite to (C1 hasQVal C2);
(R2) If C1 � SpatialFeat , C2 � QualAttribute , C3 � QualAttribute rewrite

to ((C1 hasQVal C2) hasQVal C3);
(R3) If C1 � QualAttribute rewrite to (SpatialFeat hasQVal C1);
(R4) If C1 � QualAttribute and C2 � QualAttribute rewrite

to ((SpatialFeat hasQVal C1) hasQVal C2);
(R5) If E1 � SpatialFeat or E1 is a SQ, E2 � SpatialFeat or E2 is SQ, and S is a

spatial predicate rewrite to ((E1) S E2);
(R6) If E1 � SpatialFeat or E1 is a SQ, and E2 � SpatialFeat or E2 is SQ rewrite

to ((E1) NextTo E2);

In the following, we describe the three steps in the rewriting of K in detail:
(1) We obtain a new sequence K ′ from the sequence K by replacing every keyword

with either a concept from T or a predefined spatial predicate. We check whether
the keywords are associated to a concept in N , otherwise we ignore it.

(2) We apply the completion rules in Table 1 on K ′ in a left-to-right order until no rules
are applicable, resulting in a sequence K ′′.

(3) We generate the query q(x) from K ′′ according to the function

f(K ′′) = (· · · ((C1(x1) ∧E1,1(x1, y1) ∧ E1,2(y1)) ∧ χ2) ∧ · · · ) ∧ χn

where χi = Ei,1(ϑ(Ei−1,1), yi) ∧ Ei,2(yi) and C1 is a concept atom; each Ei,1

is either empty, a role atom, or a spatial atom, and each Ei,2 is either empty or
a concept atom; ϑ(Ei,1) is xi if Ei,1 is a spatial atom, and xi−1 if Ei,1 is a role
atom. These assignments ensure that the spatial atoms are always related to the top
concept, while role atoms are related to the next level in the query tree.

After these steps, we obtain a valid SPQ q(x) for query evaluation (Sec. 4). For rules
(R2)–(R4), Table 1 shows in fact a simplified version, as they could be extended to
arbitrary sequences of QualAttributes. Furthermore, rule (R6) defines a default re-
lationship, if two spatial features are queried. Rewriting them to a simple conjunction
between C1(x) and C2(x) would often lead to empty results, as two identical objects
assigned to different concepts do not often exist within geospatial data sources.

Example 1. Given the keywords K = (italian cuisine, non-smoking, in, park), we
apply the first step, where we replace every ki with an associated concept Ci from
N : K ′ = (ItalianCuisine ,NonSmoking ,Within ,Park). In the second step we ap-
ply the completion rules to obtain K ′′ = (((SpatialFeat hasQVal ItalianCuisine)
hasQVal NonSmoking) Within Park ). Finally we get a SCQ q(x1, x2)=f(K ′′) with

SpatialFeat(x1) ∧ hasQVal(x1, y1) ∧ ItalianCuisine(y1) ∧ hasQVal(x1, y2)∧
NonSmoking(y2) ∧Within(x1, x2) ∧ Park(x2) .

6 Generating Keyword Sequences

Since our approach is designed to have a single text-field for the keyword entries, we
aim to provide fast automatic completion, keywords detection, and keyword combi-
nation functions. If a user enters keywords on a user interface (UI), we guide her by
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automatic completion and by showing possible combinations compliant with the on-
tology. For that, we must take the structure of the KB into account. Furthermore, as
many combinations may be compliant, a selection of “relevant” combinations must be
provided.

As the need for very low response time (e.g., below 100ms) makes on-demand cal-
culation from the KB infeasible, a prefix index is created offline that stores all possible
prefixes for a label of N . It amounts to a function fP (e) which maps a string e to all
possible labels of N , such that

⋃
n∈N (Pref (e) ⊆ Pref (n)).

For example, the labels N = {pub, public, park}, fP map p, pub, and park as
follows: {p} → {park, pub, public}, {pu} → {pub, public}, {park}→ {park}.

Syntactic Connectivity of Concepts. As multiple keywords are entered, we need to
determine which concepts are connectable. We use a notion of syntactic connectivity C
based on the syntactic structure of the KB, which captures the connection between two
concepts through subconcepts and roles, but also through a common subsumer. For two
concepts, we follow the inclusion assertion and check whether they share a common
subsumer denoted as CS , excluding the top concept. As the KB is based on DL-LiteR,
we can capture the following inclusion assertions: (i) concept inclusion MC : C1 � C2,
role hierarchies MH : R1 � R2; (ii) role membership which covers the range (resp.
domain) of a role as MR : ∃R− � C (resp. MD : ∃R � C ); and (iii) mandatory
participation MP : C � ∃R. We deliberately do not consider disjoint concepts as
C1 � ¬C2 in the inclusions, and distinguish direct and indirect connections between
two concepts.

A direct connection between concepts CA and CB exists, denoted φD(CA, CB), if
a sequence CA −→M ∃R1 −→M C1 −→M ∃R1 . . . Cn −→M ∃Rn −→M CB exists, where
M = MD ∪MH ∪MC ∪MR ∪MP . Furthermore, an indirect connection between CA

and CB exists, denoted φI(CA, CB), if φD(CA, CS)∧φD(CB , CS) holds for some CS .

Example 2. In the example Fig. 1, the concepts Supermarket and Op are directly
connected: Supermarket −→MC Shop −→MP ∃hasOp −→MR Op. On the other hand,
GuestGarden and Wlan are indirectly connected: GuestGarden −→MC QV al −→MP

∃hasQV al −→MR SpatialFeat ←−MR ∃hasQV al ←−MP QV al ←−MC Wlan.

In general, several sequences that witness φD(CA, CB) resp. φI(CA, CB) exist.

Automatic Completion, Detection, and Combination of Keywords. As we get a
sequence of entered strings E = (e1, e2, . . . , en), we need several steps to create the
completed keywords, as the strings could be prefixes or misspelled.

First, we obtain the set of labels L ⊆ N by applying the prefix function fP (ei) for
every ei ∈ E. Second, we build several levels of labels L1, · · · , Lm based on the size of
the subsets of L. As every Li has the subsets Li,1, · · · , Li,o of the same size, we check
for every Li,j , if every pair of concepts (assigned to the labels of Li,j) is syntactically
connected at least in one direction. If we have found a Li,j with connected concepts, we
add all sets of Li (which are connectable) to the results. This is done by concatenating
the labels of every set of Li and add them to the result strings.
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By introducing an iterative algorithm, we return the largest possible combinations
of keywords, thus excluding misspelled strings. However, we have in the worst-case
exponentially many connectivity checks in the lengths of E.

Example 3. Given E = (rest, in, non-smok), we obtain the labels L =
{restaurant, indian food, intl food, non-smoking}. The first level of L con-
tains the sets L1,1 = {restaurant, indian food, non-smoking} and L1,2 =
{restaurant, intl food, non-smoking}. The concepts assigned to them are C1,1 =
{Restaurant, IndianCuisine ,NonSmoking} and C1,2 = {Restaurant, IntlCuisine,
NonSmoking}. Then, we check for C1,1, if every pair (C,C′), C 	=C′ ∈ C1,1, is syn-
tactically connected, and likewise for C1,2. The first two pairs are directly connected
and the last pair is indirectly connected by the common subsumer SpatialFeat . Hence,
the concepts in C1,1 (and in C1,2) are connectable. Then, we concatenate L1,1 (resp.
L1,2) and add the strings to the results.

7 Refinement of Conjunctive Query Generation

While FO-rewritability of CQ answering over DL-LiteR KBs implies tractable data
complexity, the size of the rewriting can increase exponentially with the number of
atoms in the input CQ. Empirical findings [20] are that queries with more than 5-7 atoms
can lead to large UCQs (e.g., unions of thousands of CQs) which cannot be handled by
current RDBMS. Similar problems emerge with our generated SCQ (Sec. 8). One reason
is the completion step in the SCQ generation. The generated SCQ can be too general, as
we complete the intermediate sequence K ′ (Sec. 5) with the concept SpatialFeat and
role hasQVal , which are at the top-level (by our meta-model) of an ontology.

The refinement OQ of the completion step is applied on every ontological subquery
of a SCQ of the form S(x1)∧R1(x1, y1)∧C1(y1)∧. . .∧Rn(xn−1, yn)∧Cn(yn), where
S � SpatialFeat, {R1 . . . , Rn} � hasQV al, and {C1, . . . , Cn} � QualAttribute
holds. It is based on the following ideas:

– Reduce the concept and role hierarchies: every edge in a path of φD or φI is an
inclusion assertion, which increases the size of the rewritten UCQ; in particular,
role inclusions can cause an exponential blow up [7];

– keep connectivity: by choosing paths according to φI , we keep the domain, range,
mandatory participation, regarding the roles connecting S to {C1, . . . , Cn}.

Before applying OQ, note that so far, S is a most common subsumer different from
the top concept with respect to φI ; i.e., for every pairs (S,C1), . . . , (S,Ci), φI(S,Cj)
holds for all j and the sum of path lengths for φI(S,Cj) is maximal. Thus, we try to
minimize the path lengths under the constraint that φI is fulfilled for all pairs φI(S,Cj).

Briefly, it works as follows. We start the refinement OQ by taking every subconcept
Si of S. We choose a shortest path, say pj , according to φI for every pair (Si, Cj),
1 ≤ j ≤ n, and we add up all path lengths |pj | to lenSi . Finally, we choose the Si with
the lowest lenSi as a replacement of S and R1 . . . , Rn, where the latter are replaced
with the roles appearing on the shortest paths pj for Si.

Example 4. Let q(x1) be SpatialFeat(x1)∧ hasQVal(x1, y1)∧ ItalianCuisine(y1)∧
hasQVal(x1, y2)∧NonSmoking(y2). For the pairs (Rest , ItalianCuisine) and (Rest ,
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NonSmoking), we have a path p1 of length 2 (Rest→∃hasCuisine→ItalianCuisine)
and another path p2 of length 2 (Rest → ∃provides → NonSmoking). Hence, the
refinement OQ produces the optimized query q′(x1), as the original paths are both of
length 3 and Rest is a subconcept of SpatialFeat : Rest(x1) ∧ hasCusine(x1, y1) ∧
ItalianCuisine(y1) ∧ provides(x1, y2) ∧NonSmoking(y2).

We point out that after applyingOQ, we may lose completeness with respect to the orig-
inal SCQ, as shown by the following example. Given a spatio-thematic KB containing
ABox assertions Rest(i1), hasCuisine(i1, i2), ItalianCuisine(i2), SpatialFeat(i3),
hasQVal(i3, i2), and ItalianCuisine(i2), such that hasCuisine has defined domain
Rest and range Cuisine . The query q(x1) = SpatialFeat(x1)∧ hasQVal(x1, y1)∧
ItalianCuisine(y1) evaluates to {i1, i3}. If we refine q(x1) to the SCQ q′(x1) =
Rest(x1) ∧ hasCuisine(x1, y1) ∧ ItalianCuisine(y1), we just get {i1} as a result. In-
formally, completeness can be lost if the ABox assertions are very general. One way to
keep completeness is thus to impose conditions on the ABox, which ensure that ABox
assertions have to fulfill certain conditions.

8 Implementation and Experimental Results

We have implemented a prototype of our keyword-based query answering approach.
It is developed in Java 1.6 and uses PostGIS 1.5.1 (for PostgreSQL 9.0) as spatial-
extended RDBMS. For the FO-rewriting of DL-LiteR, we adapted OWLGRES 0.1 [22]
to obtain the perfect rewriting (with PerfectRef ) of a CQ and the TBox. We evaluate spa-
tial atoms in two different ways (Sec. 4), namely as OD by using the query evaluation of
PostGIS or as OI as a built-in component of our query evaluation algorithm. ForOD, we
use the PostGIS functions for evaluation, e.g., ST_Contains(x, y), and for OI , we ap-
ply the functions of the JTS Topology Suite (http://tsusiatsoftware.net/jts).

As part of a consortium with AIT Mobility Department (routing), Fluidtime (UI), ITS
Vienna Region (data and routing), we have integrated our prototype for the keyword-
based query answering in the MyITS system for intention-oriented route planning
(http://myits.at/). Currently, the following services are available:
1. Neighborhood routing, where a user desires to explore the neighborhood for a

keyword-based query; and
2. Via routing, where a route is calculated between a given origin-destination pair via

some POI, which is dynamically determined by a keyword-based query.

Scenario. Our benchmarks are based on the usage scenarios of MyITS, which has
a DL-LiteR geo-ontology with the following metrics: 324 concepts (with 327 inclu-
sion assertions); 30 roles (with 19 inclusion assertions); 2 inverse roles; 23 (resp. 25)
domains (resp. ranges) of roles; 124 normal individuals; a maximal depth of 7 (4)
in the concept (role) hierarchy (http://www.kr.tuwien.ac.at/staff/patrik/
GeoConceptsMyITS-v0.9-Lite.owl). For the spatial objects, we added and mapped
the POIs of greater Vienna contained in OSM (≈ 70k instances), in the Falter database
(≈ 3700 instances), and parts of the OGD Vienna data (≈ 7200 instances). The annota-
tion step created≈18700 individuals, which lead to≈18700 concepts and≈26000 role
assertions. The low annotation rate of 23% is related to the exclusion of some OSM
POIs (e.g., benches, etc.) and the ongoing extensions of the mapping framework.

http://tsusiatsoftware.net/jts
http://myits.at/
http://www.kr.tuwien.ac.at/staff/patrik/GeoConceptsMyITS-v0.9-Lite.owl
http://www.kr.tuwien.ac.at/staff/patrik/GeoConceptsMyITS-v0.9-Lite.owl
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Table 2. Benchmark Results (Evaluation time in secs), unrefined results in parentheses

(a) Benchmark B1

Instances Query Size Time

Q1 106 (109) 438 (2256) 1.66 (4.96)
Q2 1623 (1623) 51 (2256) 1.23 (5.59)
Q3 204 (—s) 28 (71712) 1.14 (—s)
Q4 32 (—m) 56 (—m) 1.48 (—m)
Q5 3 (—m) 112 (—m) 4.11 ( —m)

(b) Benchmark B2, time only with OQ

Instances Query Size Time
OI OD

Q6 93 (93) 2 (2) 1.54 19.3
Q7 378 (378) 4 (4) 2.22 —t

Q8 26 (—s) 30 (71714) 3.37 —t

Q9 151 (151) 2 (2) 2.02 —t

Experiments. We conducted our experiments on a Mac OS X 10.6.8 system with an In-
tel Core i7 2.66GHz and 4 GB of RAM. We increased shared_buffers and work_mem
of PostgreSQL 9.0 to utilize available RAM. For each benchmark, the average of five
runs for the query rewriting and evaluation time was calculated, having a timeout of 10
minutes, and a memout of 750 MB for each run. The results shown in Table 2 present
runtime in seconds and query size (number of atoms in the CQ), and use —s to denote
DB errors (e.g., the stack depth limit of Postgres 9.0 is reached), —m for Java heap
space limit has been reached (750 MB), and —t for timeout.

Benchmarks. We designed the first benchmark B1 based on keywords to measure the
refinement OQ on CQ without spatial predicates. The queries used in B1 are
Q1: (spar ) matches individuals run by “Spar”;
Q2: (guest garden) returns the individuals with a guest garden;
Q3: (italian cuisine, guest garden) retrieves individuals that serve italian cuisine (in-

cluding Pizzerias, etc.) and have a guest garden;
Q4: (italian cuisine, guest garden,wlan) gives individuals ofQ3 that in addition pro-

vide WLAN; and
Q5: (italian cuisine, guest garden,wlan, child friendly) returns individuals of Q4

that in addition are child-friendly.
As described above, the keywords are completed to SCQ prior to evaluation as de-
scribed.

The benchmark B2 aims at comparing the database (denoted OD) and internal eval-
uation of spatial predicates (denoted OI ) under the refinement OQ. Its queries are
Q6: (playground ,within, park ) returns playgrounds in a park;
Q7: (supermarket , next to, pharmacy ) matches supermarkets next to a pharmacy;
Q8: (italian cuisine, guest garden, next to, atm, next to,metro station) gives indi-

viduals with Italian food and a guest garden, whereby these individuals are next
to an ATM and a metro station. The nesting of the query is as previously defined
(((italian cuisine, guest garden), next to), . . . ,metro station); and

Q9: (playground , disjoint , park ) retrieves playgrounds outside a park.

As the results in Table 2 show, the refinement OQ is essential for feasibility. Without
it, Java exceeds heap space limitation during perfect rewriting in most cases, and SQL
queries become too large for the RDBMS. The ontology of our scenario is big, yet
captures only a domain for cities using OSM, OGD Vienna, and Falter.
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As ground truth we assume the unrefined query. We lost completeness only in Q1;
this is due to three objects, which were tagged in OSM as shops but not supermarkets.
With respect to the benchmark queries, the OSM tagging and our (heuristic) mapping
has a minor effect on the completeness. Further, the results for Q2 to Q5 reflect the fact
that adding keywords extends the selectivity of the query (smaller results), but enlarges
the UCQ considerably.

We were surprised by the large difference between internal and external evaluation
of the spatial relations. We would have expected the external evaluation by the RDBMS
is more efficient. Rewritten SQL queries have a three-leveled nesting, which consists
of spatial joins (��S) on the first, unions (∪) on the second, and normal joins (��) on
third level. It seems that standard query evaluation and optimization (in Postgres 9.0)
are overwhelmed by such complex structures.

9 Related Work and Conclusion

Regarding SCQ, the closest to our work is [18], where crisp results for the combination
of FO-rewritability of DL-Lite combined with the RCC -family (which offers qualita-
tive models of abstract regions in topological space) are provided. For more expressive
DLs, Lutz et al. [17] introduced the notion of ω-admissibility, which allows the combi-
nation of ALC and RCC8 [19], for subsumption testing. In PelletSpatial [21], the au-
thors implemented a hybrid combination of SHOIN and RCC8 . We follow a different
approach in which the spatial regions are considered as point sets as in [14,15]. How-
ever, we focus on scalable query answering (without distance primitives) and the related
implementation issues. In this way, we face similar challenges as recent Geo-SPARQL
engines did (e.g., Strabon [16] and Parliament [3]). However, we have a stronger focus
on ontology-based data access than on linked open-data (with an RDF data model).

Keyword-based search on the Semantic Web is a well-covered field of research. A nec-
essarily incomplete list of relevant approaches is SemSearch [24], XXploreKnow [23],
and QUICK [25] which are general purpose search engines. The KOIOS [4], DO-
ROAM [9], and the system of [2] support (text-based) spatial queries using ontologies.
Our approach differs from these systems regarding the expressivity of DL-Lite, with the
addition of spatial querying; the use of a meta-model for suitable query generation; and
a focus on gradual extendibility with new data sources.

In this paper, we presented an extension of DL-LiteR with spatial objects using point-
set topological relations for query answering. The extension preserves FO-rewritability,
which allows us to evaluate a restricted class of conjunctive queries with spatial atoms
over existing spatio-relational RDBMS. Second, we provided a technique for the gen-
eration of spatial conjunctive queries from a set of keywords. For this, we introduced a
combination of a meta-model and completion rules to generate “meaningful” queries.
Third, we implemented a prototype and performed experiments to evaluate the applica-
bility in a real-world scenario. From our point of view, the first results are encouraging,
as the evaluation time appeared to be moderate (always below 5 secs). Furthermore, our
keyword-based approach is easy to extend, the text-based input is lightweight, and it has
a reasonable precision through auto-completion and keyword combinations. However,
precision could be improved by more advanced query expansion techniques (cf. [11]).
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Future research is naturally directed to variants and extensions of the presented on-
tology and query language. E.g., one could investigate how spatial conjunctive queries
work over EL [1] or Datalog± [5]. For our motivating application, the point set model
was sufficient, but extending our approach with the DE-9IM model [10] would be ap-
pealing and introduce further spatial relations. Then, one could work on query expan-
sion techniques and on refinement of query generation, in a way such that completeness
is ensured. Finally, regarding the implementation, one could investigate the reason for
the unexpected performance on very large queries with spatial functions and conduct
further experiments on larger geospatial DBs, possibly comparing our approach to the
mentioned Geo-SPARQL engines.
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Abstract. We introduce the temporal component of the stRDF data
model and the stSPARQL query language, which have been recently pro-
posed for the representation and querying of linked geospatial data that
changes over time. With this temporal component in place, stSPARQL
becomes a very expressive query language for linked geospatial data, go-
ing beyond the recent OGC standard GeoSPARQL, which has no support
for valid time of triples. We present the implementation of the stSPARQL
temporal component in the system Strabon, and study its performance
experimentally. Strabon is shown to outperform all the systems it has
been compared with.

1 Introduction

The introduction of time in data models and query languages has been the
subject of extensive research in the field of relational databases [6,20]. Three
distinct kinds of time were introduced and studied: user-defined time which has
no special semantics (e.g., January 1st, 1963 when John has his birthday), valid
time which is the time an event takes place or a fact is true in the application
domain (e.g., the time 2000-2012 when John is a professor) and transaction time
which is the time when a fact is current in the database (e.g., the system time
that gives the exact period when the tuple representing that John is a professor
from 2000 to 2012 is current in the database). In these research efforts, many
temporal extensions to SQL92 were proposed, leading to the query language
TSQL2, the most influential query language for temporal relational databases
proposed at that time [20].

However, although the research output of the area of temporal relational
databases has been impressive, TSQL2 did not make it into the SQL standard
and the commercial adoption of temporal database research was very slow. It is
only recently that commercial relational database systems started offering SQL
extensions for temporal data, such as IBM DB2, Oracle Workspace manager,
and Teradata [2]. Also, in the latest standard of SQL (SQL:2011), an important
new feature is the support for valid time (called application time) and trans-
action time. Each SQL:2011 table is allowed to have at most two periods (one
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for application time and one for transaction time). A period for a table T is
defined by associating a user-defined name e.g., EMPLOYMENT TIME (in the
case of application time) or the built-in name SYSTEM TIME (in the case of
transaction time) with two columns of T that are the start and end times of the
period (a closed-open convention for periods is followed). These columns must
have the same datatype, which must be either DATE or a timestamp type (i.e.,
no new period datatype is introduced by the standard). Finally, the various SQL
statements are enhanced in minimal ways to capture the new temporal features.

Compared to the relational database case, little research has been done to
extend the RDF data model and the query language SPARQL with temporal
features. Gutierrez et al. [8,9] were the first to propose a formal extension of the
RDF data model with valid time support. They also introduce the concept of
anonymous timestamps in general temporal RDF graphs, i.e., graphs containing
quads of the form (s, p, o)[t] where t is a timestamp or an anonymous timestamp x
stating that the triple (s, p, o) is valid in some unknown time point x. The work
described in [11] subsequently extends the concept of general temporal RDF
graphs of [9] to express temporal constraints involving anonymous timestamps.
In the same direction, Lopes et al. integrated valid time support in the general
framework that they have proposed in [15] for annotating RDF triples. Similarly,
Tappolet and Bernstein [22] have proposed the language τ -SPARQL for querying
the valid time of triples, showed how to transform τ -SPARQL into standard
SPARQL (using named graphs), and briefly discussed an index that can be used
for query evaluation. Finally, Perry [19] proposed an extension of SPARQL,
called SPARQL-ST, for representing and querying spatiotemporal data. The
main idea of [19] is to incorporate geospatial information to the temporal RDF
graph model of [9]. The query language SPARQL-ST adds two new types of
variables, namely spatial and temporal ones, to the standard SPARQL variables.
Temporal variables (denoted by a # prefix) are mapped to time intervals and
can appear in the fourth position of a quad as described in [9]. In SPARQL-ST
two special filters are introduced: SPATIAL FILTER and TEMPORAL FILTER. They
are used to filter the query results with spatial and temporal constraints (OGC
Simple Feature Access topological relations and distance for the spatial part,
and Allen’s interval relations [3] for the temporal part).

Following the ideas of Perry [19], our group proposed a formal extension of
RDF, called stRDF, and the corresponding query language stSPARQL for the
representation and querying of temporal and spatial data using linear constraints
[13]. stRDF and stSPARQL were later redefined in [14] so that geometries are
represented using the Open Geospatial Consortium standards Well-Known-Text
(WKT) and Geography Markup Language (GML). Both papers [13] and [14]
mention very briefly the temporal dimension of stRDF and do not go into de-
tails. Similarly, the version of the system Strabon presented in [14], which im-
plements stRDF and stSPARQL, does not implement the temporal dimension of
this data model and query language. In this paper we remedy this situation by
introducing all the details of the temporal dimension of stRDF and stSPARQL
and implementing it in Strabon.
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The original contributions of this paper are the following. We present in detail,
for the first time, the valid time dimension of the data model stRDF and the
query language stSPARQL. Although the valid time dimension of stRDF and
stSPARQL is in the spirit of [19], it is introduced in a language with a much more
mature geospatial component based on OGC standards [14]. In addition, the
valid time component of stSPARQL offers a richer set of functions for querying
valid times than the ones in [19]. With the temporal dimension presented in this
paper, stSPARQL also becomes more expressive than the recent OGC standard
GeoSPARQL [1]. While stSPARQL can represent and query geospatial data that
changes over time, GeoSPARQL only supports static geospatial data.

We discuss our implementation of the valid time component of stRDF and
stSPARQL in Strabon. We evaluate the performance of our implementation on
two large real-world datasets and compare it to three other implementations: (i)
a naive implementation based on the native store of Sesame which we extended
with valid time support, (ii) AllegroGraph, which, although it does not offer sup-
port for valid time of triples explicitly, it allows the definition of time instants
and intervals and their location on a time line together with a rich set of func-
tions for writing user queries, and (iii) the Prolog-based implementation of the
query language AnQL1, which is the only available implementation with explicit
support for valid time of triples. Our results show that Strabon outperforms all
other implementations.

This paper is structured as follows. In Section 2 we introduce the temporal
dimension of the data model stRDF and in Section 3 we present the temporal
features of the query language stSPARQL. In Section 4 we describe how we ex-
tended the system Strabon with valid time support. In Section 5 we evaluate our
implementation experimentally and compare it with other related implementa-
tions. In Section 6 we present related work in this field. Section 7 concludes this
paper.

2 Valid Time Representation in the Data Model stRDF

In this section we describe the valid time dimension of the data model stRDF
presented in [14]. The time line assumed is the (discrete) value space of the
datatype xsd:dateTime of XML-Schema. Two kinds of time primitives are sup-
ported: time instants and time periods. A time instant is an element of the time
line. A time period (or simply period) is an expression of the form [B,E), (B,E],
(B,E), or [B,E] where B and E are time instants called the beginning and the
ending of the period respectively. Since the time line is discrete, we often as-
sume only periods of the form [B,E) with no loss of generality. Syntactically,
time periods are represented by literals of the new datatype strdf:period that
we introduce in stRDF. The value space of strdf:period is the set of all time
periods covered by the above definition. The lexical space of strdf:period is
trivially defined from the lexical space of xsd:dateTime and the closed/open

1 http://anql.deri.org/

http://anql.deri.org/
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period notation introduced above. Time instants can also be represented as
closed periods with the same beginning and ending time.

Values of the datatype strdf:period can be used as objects of a triple to
represent user-defined time. In addition, they can be used to represent valid
times of temporal triples which are defined as follows. A temporal triple (quad)
is an expression of the form s p o t. where s p o. is an RDF triple and t is a
time instant or a time period called the valid time of a triple. An stRDF graph
is a set of triples and temporal triples. In other words, some triples in an stRDF
graph might not be associated with a valid time.

We also assume the existence of temporal constants NOW and UC inspired from
the literature of temporal databases [5]. NOW represents the current time and
can appear in the beginning or the ending point of a period. It will be used in
stSPARQL queries to be introduced in Section 3. UC means “Until Changed”
and is used for introducing valid times of a triple that persist until they are
explicitly terminated by an update. For example, when John becomes an asso-
ciate professor in 1/1/2013 this is assumed to hold in the future until an update
terminates this fact (e.g., when John is promoted to professor).

Example 1. The following stRDF graph consists of temporal triples that repre-
sent the land cover of an area in Spain for the time periods [2000, 2006) and
[2006, UC) and triples which encode other information about this area, such
as its code and the WKT serialization of its geometry extent. In this and fol-
lowing examples, namespaces are omitted for brevity. The prefix strdf stands
for http://strdf.di.uoa.gr/ontology where one can find all the relevant
datatype definitions underlying the model stRDF.

corine:Area_4 rdf:type corine:Area .
corine:Area_4 corine:hasID "EU-101324" .
corine:Area_4 corine:hasLandCover corine:coniferousForest

"[2000-01-01T00:00:00,2006-01-01T00:00:00)"^^strdf:period .
corine:Area_4 corine:hasLandCover corine:naturalGrassland

"[2006-01-01T00:00:00,UC)"^^strdf:period .
corine:Area_4 corine:hasGeometry "POLYGON((-0.66 42.34, ...))"^^strdf:WKT .

The stRDF graph provided above is written using the N-Quads format2 which
has been proposed for the general case of adding context to a triple. The graph
has been extracted from a publicly available dataset provided by the European
Environmental Agency (EEA) that contains the changes in the CORINE Land
Cover dataset for the time period [2000, UC) for various European areas. Accord-
ing to this dataset, the area corine:Area_4has been a coniferous forest area until
2006, when the newer version of CORINE showed it to be natural grassland. Until
the CORINE Land cover dataset is updated, UC is used to denote the persistence
of land cover values of 2006 into the future. The last triple of the stRDF graph
gives the WKT serialization of the geometry of the area (not all vertices of the
polygon are shown due to space considerations). This dataset will be used in our
examples but also in the experimental evaluation of Section 5.

2 http://sw.deri.org/2008/07/n-quads/

http://sw.deri.org/2008/07/n-quads/
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3 Querying Valid Times Using stSPARQL

The query language stSPARQL is an extension of SPARQL 1.1. Its geospatial
features have been presented in [12] and [14]. In this section we introduce for
the first time the valid time dimension of stSPARQL. The new features of the
language are:

Temporal Triple Patterns. Temporal triple patterns are introduced as the
most basic way of querying temporal triples. A temporal triple pattern is an
expression of the form s p o t., where s p o. is a triple pattern and t is a
time period or a variable.

Temporal Extension Functions. Temporal extension functions are defined in
order to express temporal relations between expressions that evaluate values of
the datatypes xsd:dateTime and strdf:period. The first set of such temporal
functions are 13 Boolean functions that correspond to the 13 binary relations
of Allen’s Interval Algebra. stSPARQL offers nine functions that are “syntactic
sugar” i.e., they encode frequently-used disjunctions of these relations.

There are also three functions that allow relating an instant with a period:

– xsd:Boolean strdf:during(xsd:dateTime i2, strdf:period p1):
returns true if instant i2 is during the period p1.

– xsd:Boolean strdf:before(xsd:dateTime i2, strdf:period p1):
returns true if instant i2 is before the period p1.

– xsd:Boolean strdf:after(xsd:dateTime i2, strdf:period p1):
returns true if instant i2 is after the period p1.

The above point-to-period relations appear in [16]. The work described in [16]
also defines two other functions allowing an instant to be equal to the starting or
ending point of a period. In our case these can be expressed using the SPARQL
1.1. operator = (for values of xsd:dateTime) and functions period start and
period end defined below.

Furthermore, stSPARQL offers a set of functions that construct new (closed-
open) periods from existing ones. These functions are the following:

– strdf:period strdf:period intersect(period p1, period p2): This
function is defined if p1 intersects with p2 and it returns the intersection
of period p1 with period p2.

– strdf:period strdf:period union(period p1, period p2): This func-
tion is defined if period p1 intersects p2 and it returns a period that starts
with p1 and finishes with p2.

– strdf:period strdf:minus(period p1, period p2): This function
is defined if periods p1 and p2 are related by one of the Allen’s re-
lations overlaps, overlappedBy, starts, startedBy, finishes,

finishedBy and it returns the a period that is constructed from period p1

with its common part with p2 removed.
– strdf:period strdf:period(xsd:dateTime i1, xsd:dateTime i2):

This function constructs a (closed-open) period having instant i1 as
beginning and instant i2 as ending time.
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There are also the functions strdf:period start and strdf:period end that
take as input a period p and return an output of type xsd:dateTime which is
the beginning and ending time of the period p respectively.

Finally, stSPARQL defines the following functions that compute temporal
aggregates:

– strdf:period strdf:intersectAll(set of period p): Returns a period
that is the intersection of the elements of the input set that have a common
intersection.

– strdf:period strdf:maximalPeriod(set of period p): Constructs a
period that begins with the smallest beginning point and ends with the
maximum endpoint of the set of periods given as input.

The query language stSPARQL, being an extension of SPARQL 1.1, allows the
temporal extension functions defined above in the SELECT, FILTER and HAV-
ING clause of a query. A complete reference of the temporal extension functions
of stSPARQL is available on the Web3.

Temporal Constants. The temporal constants NOW and UC can be used in
queries to retrieve triples whose valid time has not ended at the time of posing
the query or we do not know when it ends, respectively.

The new expressive power that the valid time dimension of stSPARQL adds to
the version of the language presented in [14], where only the geospatial features
were presented, is as follows. First, a rich set of temporal functions are offered
to express queries that refer to temporal characteristics of some non-spatial
information in a dataset (e.g., see Examples 2, 3 and 6 below). In terms of
expressive power, the temporal functions of stSPARQL offer the expressivity
of the qualitative relations involving points and intervals studied by Meiri [16].
However, we do not have support (yet) for quantitative temporal constraints in
queries (e.g., T1 − T2 ≤ 5). Secondly, these new constructs can be used together
with the geospatial features of stSPARQL (geometries, spatial functions, etc.)
to express queries on geometries that change over time (see Examples 4 and 5
below). The temporal and spatial functions offered by stSPARQL are orthogonal
and can be combined with the functions offered by SPARQL 1.1 in arbitrary
ways to query geospatial data that changes over time (e.g., the land cover of an
area) but also moving objects [10] (we have chosen not to cover this interesting
application in this paper).

In the rest of this section, we give some representative examples that demon-
strate the expressive power of stSPARQL.

Example 2. Temporal selection and temporal constants. Return the current land
cover of each area mentioned in the dataset.

SELECT ?clcArea ?clc
WHERE {?clcArea rdf:type corine:Area;

corine:hasLandCover ?clc ?t . FILTER(strdf:during(NOW, ?t))}

This query is a temporal selection query that uses an extended Turtle syntax that
we have devised to encode temporal triple patterns. In this extended syntax, the

3 http://www.strabon.di.uoa.gr/stSPARQL

http://www.strabon.di.uoa.gr/stSPARQL
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fourth element is optional and it represents the valid time of the triple pattern.
The temporal constant NOW is also used.

Example 3. Temporal selection and temporal join. Give all the areas that were
forests in 1990 and were burned some time after that time.

SELECT ?clcArea
WHERE{?clcArea rdf:type corine:Area ;

corine:hasLandCover corine:ConiferousForest ?t1 ;
corine:hasLandCover corine:BurnedArea ?t2 ;
FILTER(strdf:during(?t1, "1990-01-01T00:00:00"^^xsd:dateTime) && strdf:after(?t2,?t1))}

This query shows the use of variables and temporal functions to join information
from different triples.

Example 4. Temporal join and spatial metric function. Compute the area occu-
pied by coniferous forests that were burnt at a later time.

SELECT ?clcArea (SUM(strdf:area(?geo)) AS ?totalArea)
WHERE {?clcArea rdf:type corine:Area;

corine:hasLandCover corine:coniferousForest ?t1 ;
corine:hasLandCover corine:burntArea ?t2 ;
corine:hasGeometry ?geo .

FILTER(strdf:before(?t1,?t2))} GROUP BY ?clcArea

In this query, a temporal join is performed by using the temporal extension func-
tion strdf:before to ensure that areas included in the result set were covered
by coniferous forests before they were burnt. The query also uses the spatial
metric function strdf:area in the SELECT clause of the query that computes
the area of a geometry. The aggregate function SUM of SPARQL 1.1 is used to
compute the total area occupied by burnt coniferous forests.

Example 5. Temporal join and spatial selection. Return the evolution of the land
cover use of all areas contained in a given polygon.

SELECT ?clc1 ?t1 ?clc2 ?t2
WHERE {?clcArea rdf:type corine:Area ;

corine:hasLandCover ?clc1 ?t1 ; corine:hasLandCover ?clc2 ?t2 ;
clc:hasGeometry ?geo .

FILTER(strdf:contains(?geo, "POLYGON((-0.66 42.34, ...))"^^strdf:WKT)
FILTER(strdf:before(?t1,?t2))}

The query described above performs a temporal join and a spatial selection. The
spatial selection checks whether the geometry of an area is contained in the given
polygon. The temporal join is used to capture the temporal evolution of the land
cover in pairs of periods that preceed one another .

Example 6. Update statement with temporal joins and period constructor.

UPDATE {?area corine:hasLandCover ?clcArea ?coalesced}
WHERE {SELECT (?clcArea AS ?area) ?clcArea (strdf:period_union(?t1,?t2) AS ?coalesced)

WHERE {?clcArea rdf:type corine:Area ;
corine:hasLandCover ?clcArea ?t1; corine:hasLandCover ?clcArea ?t2 .

FILTER(strdf:meets(?t1,?t2) || strdf:overlaps(?t1,?t2))}}

In this update, we perform an operation called coalescing in the literature of
temporal relational databases: two temporal triples with exactly the same sub-
ject, predicate and object, and periods that overlap or meet each other can be
“joined” into a single triple with valid time the union of the periods of the
original triples [4].
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Fig. 1. Architecture of the system Strabon enhanced with valid time support

4 Implementation of Valid Time Support in Strabon

Figure 1 shows the architecture of the system Strabon presented in [14], as it
has been extended for valid time support. We have added new components and
extended existing ones as we explain below.

As described in [14], Strabon has been implemented by extending Sesame4

2.6.3 and using an RDBMS as a backend. Currently, PostgreSQL and MonetDB
can be used as backends. To support the geospatial functionality of stSPARQL
efficiently as we have shown in [14], Strabon uses PostGIS, an extension of Post-
greSQL for storing and querying spatial objects and evaluating spatial opera-
tions. To offer support for the valid time dimension of stSPARQL discussed in
this paper, the following new components have been added to Strabon.

Named Graph Translator. This component is added to the storage manager
and translates the temporal triples of stRDF to standard RDF triples following
the named graphs approach of [22] as we discuss below.

stSPARQL to SPARQL 1.1 Translator. This component is added to the query
engine so that temporal triple patterns are translated to triple patterns as we
discuss below.

PostgreSQL Temporal. This is a temporal extension of PostgreSQL which
defines a PERIOD datatype and implements a set of temporal functions. This
datatype and its associated functions come very handy for the implementation
of the valid time suport in Strabon as we will see below. PostgreSQL Temporal
also allows the use of a GiST index on PERIOD columns. Using this add-on,
PostgreSQL becomes “temporally enabled” as it adds support for storing and
querying PERIOD objects and for evaluating temporal functions.

Storing Temporal Triples. When a user wants to store stRDF data in Stra-
bon, she makes them available in the form of an N-Quads document. This docu-
ment is decomposed into temporal triples and each temporal triple is processed
separately by the storage manager as follows. First, the temporal triple is trans-
lated into the named graph representation. To achieve this, a URI is created and
it is assigned to a named graph that corrresponds to the validity period of the

4 http://www.openrdf.org/

http://www.openrdf.org/
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triple. To ensure that every distinct valid time of a temporal triple corresponds
to exactly one named graph, the URI of the graph is constructed using the literal
representation of the valid time annotation. Then, the stored triple in the named
graph identified by this URI and the URI of the named graph is associated to
its corresponding valid time by storing the following triple in the default graph:
(g, strdf:hasValidTime, t) where g is the URI of the graph and t is the
corresponding valid time. For example, temporal triple

corine:Area_4 corine:hasLandCover corine:naturalGrassland
"[2000-01-01T00:00:00,2006-01-01T00:00:00)"^^strdf:period

will be translated into the following standard RDF triples:

corine:Area_4 corine:hasLandCover corine:naturalGrassland
corine:2000-01-01T00:00:00_2006-01-01T00:00:00 strdf:hasValidTime

"[2000-01-01T00:00:00,2006-01-01T00:00:00)"^^strdf:period

The first triple will be stored in the named graph with URI
corine:2000-01-01T00:00:00_2006-01-01T00:00:00 and the second in the default graph.
If later on another temporal triple with the same valid time is stored, its
corresponding triple will end-up in the same named graph.

For the temporal literals found during data loading, we deviate from the de-
fault behaviour of Sesame by storing the instances of the strdf:period datatype
in a table with schema period values(id int, value period). The attribute id is
used to assign a unique identifier to each period and associate it to its RDF
representation as a typed literal. It corresponds to the respective id value that is
assigned to each URI after the dictionary encoding is performed. The attribute
value is a temporal column of the PERIOD datatype defined in PostgreSQL Tem-
poral. In addition, we construct a GiST index on the value column.

Querying Temporal Triples. Let us now explain how the query engine of Stra-
bon presented in [14] has been extended to evaluate temporal triple patterns.
When a temporal triple pattern is encountered, the query engine of Strabon
executes the following steps. First, the stSPARQL to SPARQL 1.1 Translator
converts each temporal triple pattern of the form s p o t into the graph pat-
tern GRAPH ?g s p o . ?g strdf:hasValidTime t. where s, p, o are RDF
terms or variables and t is either a variable or an instance of the datatypes
strdf:period or xsd:dateTime. Then the query gets parsed and optimized by
the respective components of Strabon and passes to the evaluator which has been
modified as follows: If a temporal extension function is present, the evaluator
incorporates the table period values to the query tree and it is declared that the
arguments of the temporal function will be retrieved from the period values table.
In this way, all temporal extension functions are evaluated in the database level
using PostgresSQL Temporal. Finally, the RDBMS evaluation module has been
extended so that the execution plan produced by the logical level of Strabon
is translated into suitable SQL statements. The temporal extension functions
are respectively mapped into SQL statements using the functions and operators
provided by PostgreSQL Temporal.
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5 Evaluation

For the experimental evaluation of our system, we used two different datasets.
The first dataset is the GovTrack dataset5, which consists of RDF data about
US Congress. This dataset was created by Civic Impulse, LLC6 and contains
information about US Congress members, bills and voting records. The second
dataset is the CORINE Land Cover changes dataset that represents changes for
the period [2000, UC), which we have already introduced in Section 2.

The GovTrack dataset contains temporal information in the form of instants
and periods, but in standard RDF format using reification. So, in the pre-
processing step we transformed the dataset into N-Quads format. For example
the 5 triples

congress_people:A000069 politico:hasRole _:node17d3oolkdx1 .
_:node17d3oolkdx1 time:from _:node17d3oolkdx2 .
_:node17d3oolkdx1 time:to _:node17d3oolkdx3 .
_:node17d3oolkdx2 time:at "2001-01-03"^^xs:date .
_:node17d3oolkdx3 time:at "2006-12-08"^^xs:date .

were transformed into a single quad:

congress_people:A000069 politico:hasRole _:node17d3oolkdx1
"[2001-01-03T00:00:00, 2006-12-08T00:00:00]"^^strdf:period .

The transformed dataset has a total number of 7,900,905 triples, 42,049 of which
have periods as valid time and 294,636 have instants.

The CORINE Land Cover changes dataset for the time period [2000, UC) is
publicly available in the form of shapefiles and it contains the areas that have
changed their land cover between the years 2000 and 2006. Using this dataset,
we created a new dataset in N-Quads form which has information about geo-
graphic regions such as: unique identifiers, geometries and periods when regions
have a landcover. The dataset contains 717,934 temporal triples whose valid
time is represented using the strdf:period datatype. It also contains 1,076,901
triples without valid times. Using this dataset, we performed temporal and spa-
tial stSPARQL queries, similar to the ones provided in Section 3 as examples.

Our experiments were conducted on an Intel Xeon E5620 with 12MB L3
caches running at 2.4 GHz. The system has 24GB of RAM, 4 disks of striped
RAID (level 5) and the operating system installed is Ubuntu 12.04. We ran our
queries three times on cold and warm caches, for which we ran each query once
before measuring the response time. We compare our system with the following
implementations.
The Prolog-based implementation of AnQL. We disabled the inferencer and we
followed the data model and the query language that is used in [15], e.g., the
above quad is transformed into the following AnQL statement:

congress_people:A000069 politico:hasRole _:node1 :[2001-01-03, 2006-12-08] .

5 http://www.govtrack.us/data/rdf/
6 http://www.civicimpulse.com/

http://www.govtrack.us/data/rdf/
http://www.civicimpulse.com/
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AllegroGraph. AllegroGraph offers a set of temporal primitives and temporal
functions, extending their Prolog query engine, to represent and query temporal
information in RDF. AllegroGraph does not provide any high level syntax to
annotate triples with their valid time, so, for example, the GovTrack triple that
we presented earlier was converted into the following graph:

congress_people:A000069 politico:hasRole _:node1 graph:2001-01-03T... .
graph:2001-01-03T... allegro:starttime "2001-01-03T00:00:00"^^xsd:dateTime .
graph:2001-01-03T... allegro:endtime "2001-01-03T00:00:00"^^xsd:dateTime .

As AllegroGraph supports the N-Quads format, we stored each triple of the
dataset in a named graph, by assigning a unique URI to each valid time. Then,
we described the beginning and ending times of the period that the named graph
corresponds to, using RDF statements with the specific temporal predicates that
are defined in AllegroGraph7. We used the AllegroGraph Free server edition8

that allows us to store up to five million statements, so we could not store the
full version of the dataset.

Naive implementation. We developed a baseline implementation by extending
the Sesame native store with the named graph translators we use in Strabon so
that it can store stRDF graphs and query them using stSPARQL queries. We
also developed in Java the temporal extension functions that are used in the
benchmarks. A similar implementation has been used as a baseline in [14] where
we evaluated the geospatial features of Strabon.

We evaluate the performance of the systems in terms of query response time.
We compute the response time for each query posed by measuring the elapsed
time from query submission till a complete iteration over the results had been
completed. We also investigate the scalability with respect to database size and
complexity of queries.

We have conducted four experiments that are explained below. Twenty queries
were used in the evaluation. Only two queries are shown here; the rest are omitted
due to space considerations. However, all datasets and the queries that we used
in our experimental evaluation are publicly available9.

Experiment 1. In this experiment we ran the same query against a number
of subsets of the GovTrack dataset of various size, as we wanted to test the
scalability of all systems with respect to the dataset size. To achieve this, we
created five instances of the GovTrack dataset, each one with exponentially
increasing number of triples and quads. The query that is evaluated against
these datasets is shown in Figure 2.

Figure 3(a) shows the results of this experiment. As the dataset size increases,
more periods need to be processed and as expected, the query response time
grows for all systems. This is expected, as posing queries against a large dataset
is challenging for memory-based implementations. Interestingly, the AnQL re-
sponse time in the query Q2 is decreased, when a temporal filter is added to the

7 http://www.franz.com/agraph/support/documentation/current/

temporal-tutorial.html
8 http://www.franz.com/agraph/downloads/
9 http://www.strabon.di.uoa.gr/temporal-evaluation/experiments.html

http://www.franz.com/agraph/support/documentation/current/temporal-tutorial.html
http://www.franz.com/agraph/support/documentation/current/temporal-tutorial.html
http://www.franz.com/agraph/downloads/
http://www.strabon.di.uoa.gr/temporal-evaluation/experiments.html
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stSPARQL AnQL AllegroGraph
SELECT DISTINCT ?x ?name SELECT DISTINCT ?x ?name (select0-distinct (?x ?name)
WHERE {?x gov:hasRole ?term ?t . WHERE {?x gov:hasRole ?term ?t . (q ?x !gov:hasRole ?term ?t)
OPTIONAL {?x foaf:name ?name .} OPTIONAL {?x foaf:name ?name .} (optional (q ?x !foaf:name ?name))
FILTER(strdf:after(?t,“[...]”ˆˆstrdf:period))} FILTER(beforeany([[...]],?t))} (interval-after-datetimes ?t “...”))

Fig. 2. Query of Experiment 1

temporal graph pattern of the query Q1. The use of a very selective temporal
filter reduces the number of the intermediate results. Also, it the implementation
of AnQL performs better in workloads of up to 100,000 triples and quads, as it is
a memory-based implementation. The poor performance of the baseline imple-
mentation compared to Strabon is reasonable, as Strabon evaluates the temporal
extension functions in the RDBMS level using the respective functions of Post-
greSQL Temporal and a GiST index on period values, while in the case of the
baseline implementation a full scan over all literals is required. AllegroGraph
is not charged with the cost of processing the high level syntax for querying
the valid time of triples, like the other implementations, therefore it stores two
triples to describe each interval of the dataset. This is one of the reasons that it
gets outperformed by all other implementations. One can observe that Strabon
achieves better scalability in large datasets than the other systems due to the
reasons explained earlier. The results when the caches are warm are far better,
as the intermediate results fit in main memory, so we have less I/O requests.
Experiment 2. We carried out this experiment to measure the scalability of
all systems with respect to queries of varying complexity. The complexity of a
query depends on the number and the type of the graph patterns it contains and
their selectivity. We posed a set of queries against the GovTrack dataset and we
increased the number of triple patterns in each query. As explained earlier, the
AllegroGraph repository contains five million statements.

First, in Q2, we have a temporal triple pattern and a temporal selection on
its valid time. Then, Q3 is formed by adding a temporal join to Q2. Then Q4
and Q5 are formed by adding some more graph patterns of low selectivity to
Q3. Queries with low selectivity match with large graphs of the dataset and as
a result the response time increases. This happens basically because in most
cases the intermediate results do not fit in the main memory blocks that are
available, requiring more I/O requests In the queries Q6 and Q7 we added graph
patterns with high selectivity to the previous ones and the response time was
decreased. This happened because of the highly selective graph patterns used.
The respective response times in warm caches are far better, as expected. What
is interesting in this case, is that while in cold caches the reponse time slightly
increases from the query Q6 to the query Q7, in warm caches it decreases. This
happens because with warm caches, the computational effort is widely reduced
and the response time is more dependent of the number of the intermediate
results which are produced. The query Q7 produces less intermediate results
because it is more selective than Q6. AllegroGraph has the best performance in
Q2, which contains only a temporal triple pattern, but when temporal functions
are introduced (queries Q3-Q7), it performs worse than any other implementa-
tion. Obviously, the evaluation of a temporal join is very costly, as it internally
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AnQL

AllegroGraph

(a)

System Q1 Q2 Q3 Q4 Q5 Q6 Q7
Strabon

98 67 92 109 131 35 31
(warm caches)
Strabon

326 437 571 647 664 412 430
(cold caches)
Naive 3056 5860 5916 6260 6462 2594 2604
AnQL 2028 1715 4275 4379 5802 6913 7472
AllegroGraph 1016 58155 91736 121835 154561 33824 156408

(b)

System Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16
Strabon

217 212 209 207 82 84 81 208 200
(warm caches)
Strabon

485 381 377 370 250 248 248 285 376
(cold caches)
Naive 6206 6148 6162 6196 6097 6248 6388 6332 6258

(c)

System Q17 Q18 Q19 Q20
Strabon

3 13 12 208
(warm caches)
Strabon

268 368 532 792
(cold caches)
Naive 404 2868 2388 200705

(d)

Fig. 3. (a) Experiment 1: Query response time with respect to dataset size. (b), (c),
(d) Experiments 2, 3, 4: Query response time in milliseconds.

maps the variables that take part in the temporal join to the respective intervals
of the dataset, retrieves their beginning and ending timestamps and then eval-
uates the temporal operators. The AnQL implementation performs very well in
queries of low selectivity but in queries of high selectivity it is outperformed by
the baseline implementation. Strabon, even with cold caches, performs signifi-
cantly better than the other implementations due to the efficient evaluation of
the queries in the database level and the use of a temporal index.

Experiment 3. In this experiment we posed temporal queries against the Gov-
Track dataset in order to test the performance of different temporal operators
in the FILTER clause of the query that are typically used to express a tempo-
ral join. The triple patterns in the queries posed (Q8-Q16) are identical so the
queries differ only in the temporal function used in the FILTER clause of the
query. For example query Q8 is the following:

SELECT DISTINCT ?x1 ?x2 WHERE {?x1 gov:hasRole ?term ?t1 .
?x2 gov:hasRole ?term ?t2 . FILTER(strdf:during(?t1,?t2))}

The results of the experiment are shown in the table of Figure 3(c). For each
system, the differences in performance with respect to the different temporal
operators used in queries are minor, especially in the case of the naive imple-
mentation. As expected, Strabon continues to perform much better than the
naive implementation as the implementation of each operator is more efficient.

Experiment 4. In this experiment we evaluate the spatiotemporal capabilities
of Strabon and the baseline implementation . We used the CORINE Land Cover
changes 2000-2006 dataset. This is a spatiotemporal dataset that contains more
temporal triples, but there are only two distinct valid time values. Query Q17
retrieves the valid times of the temporal triples, while query Q18 is more selective
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and performs a temporal join. Query Q19 is similar to Q20 but it also retrieves
geospatial information so the response time is increased. Query 20 performs a
temporal join and a spatial selection, so the reponse time is increased for both
systems. Strabon peforms better because the temporal and the spatial operations
are evaluated in the database level and the respective indices are used, while in
the naive implementation these functions are implemented in Java.

6 Related Work

To the best of our knowledge, the only commercial RDF store that has good
support for time is AllegroGraph10. AllegroGraph allows the introduction of
points and intervals as resources in an RDF graph and their situation on a time
line (by connecting them to dates). It also offers a rich set of predicates that
can be used to query temporal RDF graphs in Prolog. As in stSPARQL, these
predicates include all qualitative relations of [16] involving points and intervals.
Therefore, all the temporal queries expressed using Prolog in AllegroGraph can
also be expressed by stSPARQL in Strabon.

In [7] another approach is presented for extending RDF with temporal fea-
tures, using a temporal element that captures more than one time dimensions.
A temporal extension of SPARQL, named T -SPARQL, is also proposed which is
based on TSQL2. Also, [17] presents a logic-based approach for extending RDF
and OWL with valid time and the query language SPARQL for querying and
reasoning with RDF, RDFS and OWL2 temporal graphs. To the best of our
knowledge, no public implementation of [7] and [17] exists that we could use to
compare with Strabon. Similarly, the implementations of [19] and [22] are not
publicly available, so they could not be included in our comparison.

In stRDF we have not considered transaction time since the applications that
motivated our work required only user-defined time and valid time of triples.
The introduction of transaction time to stRDF would result in a much richer
data model. We would be able to model not just the history of an application
domain, but also the system’s knowledge of this history. In the past the relevant
rich semantic notions were studied in TSQL2 [20], Telos (which is very close to
RDF) [18] and temporal deductive databases [21].

7 Conclusions

In future work, we plan to evaluate the valid time functionalities of Strabon on
larger datasets, and continue the experimental comparison with AllegroGraph
as soon as we obtain a license of its Enterprise edition. We will also study opti-
mization techniques that can increase the scalability of Strabon. Finally, it would
be interesting to define and implement an extension of stSPARQL that offers
the ability to represent and reason with qualitative temporal relations in the
same way that the Topology vocabulary extension of GeoSPARQL represents
topological relations.

10 http://www.franz.com/agraph/allegrograph/

http://www.franz.com/agraph/allegrograph/
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Abstract. With the ever-growing amount of RDF data available across the Web,
the discovery of links between datasets and deduplication of resources within
knowledge bases have become tasks of crucial importance. Over the last years,
several link discovery approaches have been developed to tackle the runtime and
complexity problems that are intrinsic to link discovery. Yet, so far, little atten-
tion has been paid to the management of hardware resources for the execution of
link discovery tasks. This paper addresses this research gap by investigating the
efficient use of hardware resources for link discovery. We implement the HR3

approach for three different parallel processing paradigms including the use of
GPUs and MapReduce platforms. We also perform a thorough performance com-
parison for these implementations. Our results show that certain tasks that appear
to require cloud computing techniques can actually be accomplished using stan-
dard parallel hardware. Moreover, our evaluation provides break-even points that
can serve as guidelines for deciding on when to use which hardware for link
discovery.

Keywords: Link discovery, MapReduce, GPU.

1 Introduction

Link Discovery (LD) is of central importance for realizing the fourth Linked Data prin-
ciple [1]. With the growth of the Web of Data, the complexity of LD problems has
grown considerably. For example, linking places from LinkedGeoData and DBpedia
requires the comparison of hundreds of thousands of instances. Over the last years,
several time-efficient algorithms such as LIMES [19], MultiBlock [9] and HR3 [18]
have been developed to address the problem of the a-priori quadratic runtime of LD
approaches. In general, these algorithms aim at minimizing the number of unneces-
sary similarity computations to carry out. While these approaches have been shown to
outperform naı̈ve LD implementations by several orders of magnitude, the sheer size
of the number of links can still lead to unpractical runtimes. Thus, cloud implemen-
tations of some of these algorithms (e.g., LIMESMR [7] and Silk MapReduce1) have
been recently developed. The speed-up of these implementations is, however, limited

1 https://www.assembla.com/spaces/silk/wiki/Silk_MapReduce

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 275–289, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

https://www.assembla.com/spaces/silk/wiki/Silk_MapReduce
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by a considerable input-output overhead that can lead to worse runtimes than on single
machines. Interestingly, the use of standard parallel hardware has recently been shown
to have the potential to outperform cloud computing techniques [6].

The multiplicity of available hardware solutions for carrying out LD led us to ask
the following fundamental question: When should which type of hardware be used to
optimize the runtime of LD processes? Providing an answer to this question promises to
enable the development of highly flexible and scalable LD frameworks that can adapt
to the available hardware environment. It will allow to decide intelligently upon when
to reach for remote computing services such as cloud computing services in contrast
to using local resources such as graphics processing units (GPUs) or multi-processor
and multi-core technology. To answer our research question, we compare the runtimes
of several implementations of HR3 for several datasets and find break-even points for
different hardware. We chose theHR3 algorithm because it is the first algorithm with a
guaranteed reduction ratio [18]. Thus, it promises to generate less overhead than other
LD algorithms for comparable problems. Moreover, this algorithm can be used in man-
ifold scenarios including LD, finding geographically related data (radial search) as well
as search space reduction for other LD algorithms. The main contributions of this work
are:

• We present the first implementation of a LD approach for GPUs. It relies on the
GPU for fast parallel indexing and on the CPU for the computation of distances.

• We show how load-balancing for Map-Reduce can be carried out for LD approaches
in affine spaces.

• We obtain guidelines for the use of different parallel hardware for LD by the means
of a comparative evaluation of different implementations on real-world datasets
from the Linked Open Data Cloud.

The remainder of the paper is organized as follows: We begin by giving a brief overview
of HR3 and other paradigms used in this work. In Section 3, we then show howHR3

must be altered to run on GPUs. Section 4 focuses on the Map-Reduce implementation
ofHR3 as well as the corresponding load balancing approach. Section 5 presents a com-
parison of the runtimes of the different implementations ofHR3 and derives break-even
points for the different types of hardware2. The subsequent section gives an overview
of related work. Finally, Section 7 summarizes our findings and presents future work.

2 Preliminaries

The specification of link discovery adopted herein is tantamount to the definition pro-
posed in [18]. Given a formal relation3 R and two (not necessarily disjoint) sets of in-
stances S and T , the goal of link discovery is to find the set M = {(s, t) ∈ S ×T : R(s, t)}.
Given that the explicit computation of R is usually a very complex endeavor, most
frameworks reduce the computation of M to that of the computation of an approxima-
tion M̃ = {(s, t) : δ(s, t) ≤ θ}, where δ is a (complex) distance function and θ is a

2 Details to the experiments and code are available at http://limes.sf.net.
3 For example, http://dbpedia.org/property/near

http://limes.sf.net


When to Reach for the Cloud: Using Parallel Hardware for Link Discovery 277

distance threshold. Note that when S = T and R = owl:sameAs, the link discovery
task becomes a deduplication task. Naı̈ve approaches to computing M̃ have a quadratic
time complexity, which is impracticable on large datasets. Consequently, a large num-
ber of approaches has been developed to reduce this time complexity (see [18] for an
overview). Most of these approaches achieve this goal by optimizing their reduction ra-
tio. In newer literature, theHR3 algorithm [17] has been shown to be the first algorithm
which guarantees that it can achieve any possible reduction ratio.
HR3 builds upon the HYPPO algorithm presented in [16]. The rationale ofHR3 is to

maximize the reduction ratio of the computation of M̃ in affine spaces with Minkowski
measures. To achieve this goal, HR3 computes an approximation of M̃ within a dis-
cretization of the space Ω = S ∪ T . Each point ω = (ω1, . . . , ωn) ∈ Ω is mapped
to discrete coordinates (�ω1/Δ�, . . . , �ωn/Δ�), where Δ = θ/α and α ∈ N\{0} is called
the granularity parameter. An example of such a discretization is shown in Figure 1:
The point B with coordinates (12.3436, 51.3339) is mapped to the discrete coordinates
(2468, 10226). The set of all points with the same discrete coordinates forms a hyper-
cube (short: cube) of width α in the space Ω. The cube that contains ω is called C(ω).
We call the vector (c1, . . . , cn) = (�ω1/Δ�, . . . , �ωn/Δ�) ∈ Nn the coordinates of C(ω).

Given the distance threshold θ and the granularity parameter α, HR3 computes the
set of candidates t ∈ T for each s ∈ S by using the index function given in Eq. 1.

index(C,C′) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, if ∃i : |ci − c′i | ≤ 1 with i ∈ {1, ..., n},
n∑

i=1
(|ci − c′i | − 1)p else.

(1)

where C = C(s) and C′ = C(t) are hypercubes and p is the order of the Minkowski
measure used in the space Ω.

Now, all source instances s are only compared with the target instances t such that
index(C(s),C(t)) ≤ αp. In our example, this is equivalent to computing the distance
between B and all points contained in the gray-shadowed area on the map. Overall,
HR3 achieve a reduction ratio of ≈ 0.82 on the data in Figure 1 as it only performs 10
comparisons instead of 55.

3 Link Discovery on GPUs

3.1 General-Purpose Computing on GPUs

GPUs were originally developed for processing image data. Yet, they have been em-
ployed for general-purpose computing tasks in recent years. Compared to CPUs the
architecture of GPU hardware exhibits a large number of simpler compute cores and
is thus referred to as massively parallel. A single compute core typically contains sev-
eral arithmetic and logic units (ALU) that execute the same instruction on multiple data
streams (SIMD).

Parallel code on GPUs is written as compute kernels, the submission of which is
orchestrated by a host program executed on the CPU. Several frameworks exist
for performing general purpose computing on GPUs. In this work we use OpenCL4,

4 http://www.khronos.org/opencl/

http://www.khronos.org/opencl/
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Fig. 1. Example dataset containing 11 places from Leipzig. To identify all points with a maximum
Euclidean distance θ = 0.02, the space is virtually tiled into hypercubes with an edge length of
Δ = θ/4. A cube is identified by its coordinates (c1, ..., cn). The gray-shadowed cells indicate the
cubes whose points are compared with B, i.e., {C′ | index(C(B),C′) ≤ αp}.

a vendor-agnostic industry standard. The memory model as exposed to OpenCL ker-
nels is depicted in Figure 2: An instance of a compute kernel running on a device is
called a work item or simply thread5. Work items are combined into work groups. All
items within the same group have access to low-latency local memory and the ability
to synchronize load/store operations using barriers. Thus, the actual number of kernel
instances running in parallel is often limited by register and local memory usage. Each
work item is assigned a globally (among all work items) and locally (within a work
group) unique identifier, which also imposes a scheduling order. Typically those identi-
fiers are used to compute local and global memory offsets for loading and storing data
items that a given thread works on. Data transfer between host program and compute
device is done via global device memory to which all work items have access, albeit
with higher latency.

Threads on modern GPUs do not run in isolation. They are scheduled in groups
of 64 or 32 work items depending on the hardware vendor. All threads within such a
group execute the same instruction in lock-step. Any code path deviations due to control
flow statements need to be executed by all items, throwing away unnecessary results
(predication). It is therefore essential that each work item in such a group performs the
same amount of work. The OpenCL framework does not expose the size of such groups
to the API user. An upper bound is given by the work group size, which is always an
integer multiple of the schedule group size.

5 We use the therms work item and thread interchangeably in this work.
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Fig. 2. OpenCL memory model

3.2 GPU-BasedHR3 Implementation

For GPU-based computation all data must be copied to the device via the PCIe bus. We
therefore only perform expensive computations on the device that benefit from the mas-
sive parallelism. In the case of HR3 this is the computation of the index function that
determines which hypercubes a given cubes needs to be compared with. Since GPUs
work best with regular memory access patterns a few preparation steps are needed.
These are performed serially on the host. First, we discretize the input spaceΩ = S ∪T ,
resulting in a set of hypercubes. All hypercubes are then sorted component-wise. The
number of hypercubes determines the global work size. That is, each thread is assigned
a hypercube (called pivot cube) determined by its global id. The work to be done by
each thread is then to compute all those hypercubes that abide by the bound on indexes
set byHR3.

A naı̈ve implementation would have each thread compare its pivot cube to all other
cubes, resulting in an amount of work quadratic in the number of hypercubes. A better
approach is to minimize the amount of cube comparisons while maintaining an even
work distribution among threads within the same group. Since hypercubes are globally
sorted and fetched by work items in increasing schedule order, the ordering is main-
tained also locally. That is, let g = k + 1 be the local work group size. The work item
with the least local id per group is assigned the smallest pivot cube C0 while the last
work item having the highest local id operates on the largest cube Ck as its pivot. Both
work items therefore can determine a lower and upper bound for the whole group as
follows. The first item computes the cube C0−α = (c0

1 − α, . . . , c0
n − α) and the last item

computes the cube Ck+α = (ck
1 + α, . . . , c

k
n + α), where c0

i and ck
i are the coordinates of

the respective pivot cubes. Thread 0 then determines il, the index of the largest cube
not greater then C0−α while thread k computes iu, the index of the smallest cube that is
greater than Ck+α. After a barrier synchronization that ensures all work items in a group
can read the values stored by threads 0 and k, all work items compare their pivot cube to
cubes at indices il, . . . (iu − 1) in global device memory. Since all work items access the
same memory locations fetches can be efficiently served from global memory cache.

In OpenCL kernels dynamic memory management is not available. That is, all buffers
used during a computation must be allocated in advance by the host program. In partic-
ular, the size of the result buffer must be known before submitting a kernel to a device.
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Fig. 3. Result index computation forHR3 on GPU hardware

We therefore cannot simply write the resulting cubes to an output vector. Instead, we
compute results in two passes. During the first pass each thread writes the number of
results it needs to produce to an output vector. A prefix sum over this vector yields at
each index the accumulated number of results of threads with a lower id. This value can
be used as an index into the final output vector at which each thread can start writing its
results.

As an example consider Figure 3. It shows four threads (0 . . .3), each of which loads
a single cube from the sorted source cubes vector. The index from which each threads
loads its cube is given by its id6. In this example we assume a granularity factor of
α = 4. For thread 1 the smallest cube its pivot cube needs to be compared with is
C(D) = (2464, 10265) while the largest is C(B) = (2468, 10266). It therefore writes 2
into an output vector, again using its thread id as an index. Thread 0 as well as 2 and
3 do the same, which results in the result size vector as depicted in Figure 3. In order
to determine the final indexes each thread can use for storing its results in the result
vector, an exclusive prefix sum is computed over the result size vector. This operation
computes at each index i the sum of the elements at indexes 0 . . . (i − 1), resulting in
the accumulated result size vector. A result vector of the appropriate size is allocated
and in a second kernel run each thread can now write the cube coordinates starting at
the index computed in the previous step. Indexing results are then copied back to the
host where comparison of the actual input points is carried out. Since this operation
is dominated by the construction of the result it cannot be significantly improved on
parallel hardware.

4 MapReduce-Based Link Discovery

In this section we present an implementation of HR3 with MapReduce (MR), a pro-
gramming model designed for parallelizing data-intensive computing in cluster en-
vironments [2]. MR implementations like Apache Hadoop rely on a distributed file
system (DFS) that can be accessed by all nodes. Data is represented by key-value pairs

6 For means of readability we show only one id per thread that serves as both its local and global
id.
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Algorithm 1. BasicHR3 - Map

1 map(kin=unused, vin = ω)
2 Δ← θ/α;
3 cid1 ← getCubeId(C(ω));
4 RC ← getRelatedCubes(C(ω),Δ);
5 foreach C′ ∈ RC do
6 cid2 ← getCubeId(C′);
7 if cid1 ≤ cid2 then
8 output(cid1.cid2.0,
9 (ω, 0));

10 else
11 output(cid2.cid1.1,
12 (ω, 1));

// part = hash(cid1,cid2) mod r
// sort component-wise by entire key
// group by cid1, cid2

Algorithm 2. BasicHR3 - Reduce

1 reduce(ktmp=cid1, cid2,
2 vtmp=list< ω, f lag) >)
3 bu f ← {};
4 if cid1 = cid2 then
5 foreach (ω, f lag) ∈ vtmp do
6 foreach ω′ ∈ bu f do
7 compare(ω,ω′);

8 bu f ← bu f ∪ {ω};
9 else

10 foreach (ω, f lag) ∈ vtmp do
11 if flag=0 then
12 bu f ← bu f ∪ {ω};
13 else
14 foreach ω′ ∈ bu f do
15 compare(ω,ω′);

and a computation is expressed employing two user-defined functions, map and reduce,
which are processed by a fixed number of map (m) and reduce tasks (r). For each inter-
mediate key-value pair produced in the map phase, a target reduce task is determined
by applying a partitioning function that operates on the pair’s key. The reduce tasks first
sort incoming pairs by their intermediate keys. The sorted pairs are then grouped and
the reduce function is invoked on all adjacent pairs of the same group.

We describe a straightforward realization of HR3 as well as an advanced approach
that considers skew handling to guarantee load balancing and to avoid unnecessary data
replication. In favor of readability, we consider a single dataset only.

4.1 HR3 with MapReduce

HR3 can be implemented with a single MR job. The main idea is to compare the points
of two related cubes within a single reduce call. We call two cubes C,C′ related iff
index(C,C′) ≤ αp. For each input point ω, the map function determines the surround-
ing cube C(ω) and the set of related cubes RC, which might contain points within the
maximum distance. For each cube C′ ∈ RC, map outputs a (cid1 � cid2 � flag, (p, flag))
pair with a composite key and the point itself as value. The first two components of the
key identify the two involved cubes using textual cube ids: cid1= min{C(ω).id,C′.id}
and cid2= max{C(ω).id,C′.id}. The flag indicates whether ω belongs to the first or to
the second cube. The repartitioning of the output key-value pairs is done by applying a
hash function on the first two key components. This assigns all points of C(ω) ∪ C′ to
the same reduce task. All key-value pairs are sorted by their complete keys. Finally, the
reduce function is invoked on all values whose first two key components are equal. In
reduce, the actual distance computation takes place. Due to the sorting, it is ensured that
all points of the cube with the smaller cube id are processed first allowing for an efficient
comparison of points of different cubes. The pseudo-code of the HR3 implementation
is shown in Algorithms 1 and 2.
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(a) HR3 with Load Balancing for MR (b) CPM

Fig. 4. Overview of the MR-based HR3 implementation with load balancing (left) and the cube
population matrix for the example dataset with m = 2 (right)

The described approach has two major drawbacks. First, a map task operates only on
a fraction of the input data without global knowledge about the overall data distribution.
Thus, each point is replicated and repartitioned |RC| times, independently of whether
there are points in the related cubes or not. Second, this approach is vulnerable to data
skew, i.e., due to the inherent quadratic time complexity varying cube sizes can lead
to severe load imbalances of the reduce tasks. Depending on the problem size and the
granularity of the space tiling, the scalability of the described approach might be limited
to a few nodes only. We provide an advanced approach that addresses these drawbacks
in the next section.

4.2 HR3 with Load Balancing

The advanced approach borrows ideas from the load balancing approaches for Entity
Resolution presented in [12]. An overview is shown in 4(a). The overall idea is to sched-
ule a light-weight analysis MR job that linearly scans the input data in parallel and col-
lects global data statistics. The second MR job utilizes these statistics for a data-driven
redistribution of points ensuring evenly loaded reduce tasks.

Data Analysis Job. The first job calculates the cube index of each point in the map
phase and sums up the number of points per (non-empty) cube in reduce. The output is
a cube population matrix (CPM) of size c × m that specifies the number of points of c
cubes across m input partitions. For our running example, an analysis job with m = 2
map tasks would read data from two input partitions Π0 and Π1 (cf. table in Figure 1)
and produce the CPM shown in 4(b).

Distance Computation Job. The second MR job is based on the same number of map
tasks and the same partitioning of the input data. At initialization, each map task reads
the CPM. Similar to the basic approach, the reduce function processes pairs of related
cubes. Because the CPM allows for an easy identification of empty cubes, the number
of intermediate key-value pairs can be reduced significantly. As an example, for point
B of the running example, the map function of the basic approach would output 77 key-
value pairs. With the knowledge encoded in the CPM, this can be reduced to two pairs
only, i.e., for computing B’s distances to the points C and D, respectively.
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(a) (b)

Fig. 5. Match task creation and reduce task assignment with/without splitting of large tasks (left).
Example data flow for second MR job (right)

Before processing the first input point, each map tasks constructs a list of so-called
match tasks. A match task is a triple (Ci,C j,w), where Ci,C j are two related cubes and
w = |Ci| · |C j| (w = |Ci| · (|Ci| − 1)/2 for i = j) is the corresponding workload. The
overall workload W is the sum of the workload of all match tasks. To determine each
match task’s target reduce task, the list is sorted in descending order of the workload.
In this order, match tasks are assigned to the r reduce tasks following a greedy heuris-
tic, i.e., the current match task is assigned to the reduce task with the currently lowest
overall workload. The resulting match tasks are shown on the top of 5(a). Obviously,
the reduce tasks are still unevenly loaded, because a major part of the overall work-
load is made up by the match task C4 − C4. To address this, for each large match task
M = (Ci,C j,w) with w > W/r, both cubes are split according to their input partitioning
into m subcubes. Consequently, M is split into a set of smaller subtasks, each compris-
ing a pair of split subcubes before the sorting and reduce task assignment takes place.
The bottom of 5(a) illustrates the splitting of the large match task (C4 − C4). Because
its workload w = 6 exceeds the average reduce task workload of 9/2 = 4.5, C4 is split
into two subcubes C4,0 (containing E, F) and C4,1 (containing G, H). This results in
three subtasks (C4,0,C4,0, 1), (C4,1,C4,1, 1), and (C4,0,C4,1, 4) that recompose the orig-
inal match task. Thus, both reduce tasks compute approximately the same number of
distances indicating a good load balancing for the example.

After the initial match task creation, map task i builds an index that maps a cube to a
set of corresponding match tasks. Thereby, only cubes of whom the input partition i ac-
tually contains points, need to be considered. For each input pointω and each match task
of the cube C(ω), the map function outputs a (red task �match task � flag, (ω, flag))
pair. Again, the flag indicates to which of the match task’s (possibly split) cubes ω
belongs to. The partitioning is only based on the reduce task index. The sorting is per-
formed on the entire key, whereas the grouping is done by match task index. 5(b) il-
lustrates the dataflow for the running example. Note, that due to the enumeration of the
match tasks and the sorting behavior, it is ensured that the largest match tasks are pro-
cessed first. This makes it unlikely that larger delays occur at the end of the computation
when most nodes are already idle.
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Fig. 6. Datasets used for evaluation

5 Evaluation

The aim of our evaluation was to discover break-even points for the use of parallel
processor, GPU and cloud implementations of LD algorithms. For this purpose, we
compared the runtimes of the implementations of HR3 presented in the previous sec-
tions on four data sets within two series of experiments. The goal of the first series
of experiment was to compare the performance of the approaches for link discovery
problems of common size. Thereafter, we carried out a scalability evaluation on a large
dataset to detect break-even points of the implementations. In the following, we present
the datasets we used as well as the results achieved by the different implementations.

5.1 Experimental Setup

We utilized the four datasets of different sizes shown in Figure 6. The small dataset DS1

contains place instances having three elevation features. The medium-sized datasets
DS2 and DS3 contain instances with geographic coordinates. For the scalability experi-
ment we used the large dataset DS3 and varied its size up to 6·106. Throughout all exper-
iments we considered the Euclidean distance. Given the spectrum of implementations at
hand, we ran our experiments on three different platforms. The CPU experiments (Java,
Java2, Java4, Java8 for 1, 2, 4 and 8 cores) were carried out on a 32-core server running
JDK 1.7 on Linux 10.04. The processors were 8 quad core AMD Opteron 6128 clocked
at 2.0 GHz. The GPU experiments (GPU) were performed on an average consumer
workstation. The GPU was a AMD Radeon 7870 GPU with 20 compute units, each of
which has the ability to schedule up to 64 parallel hardware threads. The host program
was executed on a Linux workstation running Ubuntu 12.10 and AMD APP SDK 2.8.
The machine had an Intel Core i7 3770 CPU and 8 GB of RAM. All C++ code was
compiled with gcc 4.7.2. Given that C++ and Java are optimized differently, we also
ran the Java code on this machine and computed a runtime ratio that allowed our results
to remain compatible. The MapReduce experiments (basic: MR, load balanced: MRl)
were performed with the Dedoop prototype [11] on Amazon EC2 in EU-west location.
For the first experiment we used 10 nodes of type c1.medium (2 virtual cores, 1.7 GB
memory). For the large data set we employed 20 nodes of type c1.xlarge (8 virtual cores,
7 GB memory).
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(a) DS1 (b) DS2

(c) DS3 (d) DS2–DS3

Fig. 7. Comparison of runtimes for Experiment 1

5.2 Performance Comparison

The results of our performance comparison are shown in Figure 7. While the parallel
implementation ofHR3 on CPUs scales linearly for uniformly distributed data, the con-
siderable skew in the DS3 data led to the 8-core version being only 1.6 times faster than
the mono-core implementation with a threshold of 1◦. This impressively demonstrates
the need for load balancing in all parallel link discovery tasks on skewed data. This need
is further justified by the results achieved by MR and MRl on DS3. Here, MRl clearly
outperforms MR and is up to 2.7 times faster. Still, the most important result of this
series of experiments becomes evident after taking a look at the GPU and Java runtimes
on the workstation.

Most importantly, the massively parallel implementation outperforms all other im-
plementations significantly. Especially, the GPU implementation outperforms the MR
and MRl by one to two orders of magnitude. Even the Java8 implementation is outper-
formed by up to one order of magnitude. The performance boost of the GPU is partly
due to the different hardware used in the experiments. To measure the effect of the
hardware, we ran the server Java program also on the workstation. A comparison of
the runtimes achieved during this rerun shows that the workstation is between 2.16 and
7.36 times faster than the server. Still, our results suggests that our massively parallel
implementation can make an effective use of the underlying architecture to outperform
all other implementations in the indexing phase. The added efficient implementation of
float operations for the distance computation in C++ leads to an overall superior per-
formance of the GPU. Here, the results can be regarded as conclusive with respect to
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MR and MRl and clearly suggest the use of local parallelism when dealing with small
to average-sized link discovery problems.

The key observation that leads to conclusive results when comparing GPU and CPU
results is that the generation of the cube index required between 29.3% (DS1, θ = 50m)
and 74.5% (DS3, θ = 1◦) of the total runtime of the algorithm during the deduplication
tasks. Consequently, while running a parallel implementation on the CPU is advisable
for small datasets with small thresholds for which the index computation makes up
a small percentage of the total computation, running the approach on medium-sized
datasets or with larger thresholds should be carried out on the GPU. This conclusion
is yet only valid as long as the index fits into the memory of the GPU, which is in
most cases 4 to 8 times smaller than the main memory of workstations. Medium-sized
link discovery tasks that do not fit in the GPU memory should indeed be carried out
on the CPUs. Our experiments suggest a break-even point between CPU and GPU for
result set sizes around 108 pairs for 2-dimensional data. For higher-dimensional data
where the index computation is more expensive, the break-even point is reached even
for problems smaller than DS1.

5.3 Scalability: Data Size

The strengths of the cloud are revealed in the second series of experiments we per-
formed (see Figure 8). While the DFS and data transfer overhead dominates the total
runtime of the LD tasks on the small datasets, running the scalability experiments on 20
nodes reveals that for tasks which generate more than 12 billion pairs as output, MRl

outperforms our local Java implementation. Moreover, we ran further experiments with
more than 20 nodes on the 6 million data items. Due to its good scalability, the cloud im-
plementation achieves the runtime of the GPU or performs even better for more nodes,
e.g., for 30 (50) nodes MRl requires approx. 32min (23min). It is important to remem-
ber here that the GPU implementation runs the comparisons in the CPU(s). Thus, the
above suggested break-even point will clearly be reached for even smaller dataset sizes
with more complex similarity measures such as the Levenshtein distance or the trigram
similarity. Overall, our results hint towards the use of local massively parallel hardware
being sufficient for a large number of link discovery tasks that seemed to require cloud
infrastructures. Especially, numeric datasets can be easily processed locally as they re-
quire less memory than datasets in which strings play the central role. Still, for LD tasks
whose intermediate results go beyond 1010 pairs, the use of the cloud still remains the
most practicable solution. The clue for deciding which approach to use lies in having an
accurate approximation function for the size of the intermediate results.HR3 provides
such a function and can ensure that it can achieve an approximation below or equal to
any possible error margin. Providing such guarantees for other algorithms would thus
allow deciding effectively and conclusively when to reach for the cloud.

6 Related Work

Link discovery has become an important area of research over the last few years. Herein,
we present a brief overview of existing approaches.7 Overall, the two main problems

7 See [17,10] for more extensive presentations of the state of the art.
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Fig. 8. Comparison of runtimes on DS4

time complexity and generation of link specifications have been at the core of the re-
search on LD.

With regard to time complexity, time-efficient string comparison algorithms such
as PPJoin+ [26], EDJoin [25] that were developed for deduplication were integrated
into several link discovery frameworks such as LIMES [18]. Moreover, dedicated time-
efficient approaches were developed for LD. For example in [19], an approach based on
the Cauchy-Schwarz inequality is presented. The approaches HYPPO [16] andHR3 [17]
rely on space tiling in spaces with measures that can be split into independent mea-
sures across the dimensions of the problem at hand. Especially, HR3 was shown to
be the first approach that can achieve a relative reduction ratio r′ less or equal to any
given relative reduction ratio r > 1. Standard blocking approaches were implemented
in the first versions of SILK and later replaced with MultiBlock [9], a lossless multi-
dimensional blocking technique. KnoFuss [22] also implements blocking techniques
to achieve acceptable runtimes. Further LD frameworks have been participated in the
ontology alignment evaluation initiative [4].

With regard to the generation of link specifications, some unsupervised techniques
were newly developed (see, e.g., [22]), but most of the approaches developed so far
abide by the paradigm of supervised machine learning. For example, the approach pre-
sented in [8] relies on large amounts of training data to detect accurate link specification
using genetic programming. RAVEN [20] is (to the best of our knowledge) the first ac-
tive learning technique for LD. The approach was implemented for linear or Boolean
classifiers and shown to require a small number of queries to achieve high accuracy.
Later, approaches combining active learning and genetic programming for LD were
developed [10,21].

The entity resolution (ER) problem (see [14,3] for surveys) shares many similar-
ities with link discovery. The MR programming model has been successfully applied
for both ER and LD. [23] proposes a MR implementation of the PPJoin+ algorithm
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for large datasets. A first application for MR-based duplicate detection was presented
in [24]. In addition, [7] as well as Silk MapReduce8 implement MR approaches for
LD. Several MR implementations for blocking-based ER approaches have been inves-
tigated so far. An MR implementation of the popular sorted neighborhood strategy is
presented in [13]. Load balancing for clustering-based similarity computation with MR
was considered in [12]. The ER framework Dedoop [11] allows to specify advanced ER
strategies that are transformed to executable MR workflows and submitted to Hadoop
clusters.

Load balancing and skew handling are well-known problems for parallel data pro-
cessing but have only recently gained attention for MapReduce. SkewTune [15] is a
generic load balancing approach that is invoked for a MapReduce job as soon as the
first map (reduce) process becomes idle and no more map (reduce) tasks are pending.
Then, the remaining keys (keygroups) of running tasks are tried to redistribute so that
the capacity of the idle nodes is utilized. The approach in [5] is similar to our previous
load balancing work [12] as it also relies on cardinality estimates determined during the
map phase of the computation.

7 Conclusion and Future Work

In this paper, we presented a comparison of the runtimes of various implementations of
the same link discovery approach on different types of parallel hardware. In particular,
we compare parallel CPU, GPU and MR implementations of the HR3 algorithm. Our
results show that the CPU implementation is most viable for two-dimensional problems
whose result set size is in the order of 108. For higher-dimensional problems, massively
parallel hardware preforms best even for problem with results set sizes in the order of
106. Cloud implementations become particularly viable as soon as the result set sizes
reach the order of 1010. Our results demonstrate that efficient resource management
for link discovery demands the development of accurate approaches for determining
the size of the intermediate results of link discovery frameworks. HR3 provides such
a function. Thus, in future work, we will aim at developing such approximations for
string-based algorithms. Moreover, we will apply the results presented herein to develop
link discovery approaches that can make flexible use of the hardware landscape in which
they are embedded.
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Abstract. Statistics published as Linked Data promise efficient extrac-
tion, transformation and loading (ETL) into a database for decision sup-
port. The predominant way to implement analytical query capabilities
in industry are specialised engines that translate OLAP queries to SQL
queries on a relational database using a star schema (ROLAP). A more
direct approach than ROLAP is to load Statistical Linked Data into
an RDF store and to answer OLAP queries using SPARQL. However,
we assume that general-purpose triple stores – just as typical relational
databases – are no perfect fit for analytical workloads and need to be
complemented by OLAP-to-SPARQL engines. To give an empirical argu-
ment for the need of such an engine, we first compare the performance of
our generated SPARQL and of ROLAP SQL queries. Second, we measure
the performance gain of RDF aggregate views that, similar to aggregate
tables in ROLAP, materialise parts of the data cube.

Keywords: Linked Data, OLAP, Star Schema Benchmark, View.

1 Introduction

Analytical queries using SPARQL on RDF have gained interest since large
amounts of statistics have been published as Linked Data1 and promise effec-
tive Extract-Transform-Load pipelines for integrating statistics. Online Analy-
tical Processing (OLAP) has been proposed as a decision support method for
analysing Linked Data describing data cubes [12,6].

OLAP engines translate OLAP queries into a target query language of a
database storing the multidimensional data. The predominant way in indus-
try is ROLAP since 1) it can be deployed on any of the widely-used relational
databases, 2) industry-relevant data such as from accounting and customer re-
lationship management often resemble star schemas [17] and 3) research has
focused on optimising ROLAP approaches [15]. Instead of storing the data in a
relational database, we have proposed to collect Statistical Linked Data reusing
the RDF Data Cube Vocabulary (QB) and to transform OLAP into SPARQL
queries [14]. Yet, there is little work on evaluating and optimising analytical

1 http://wiki.planet-data.eu/web/Datasets
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queries on RDF data [4,5]. We expect that, similar to general-purpose rela-
tional databases, a “one size fits all” [17] triple store will not scale for analytical
queries. In this paper, we intend to give an empirical argument in favor of creat-
ing a specialised OLAP engine for analytical queries on Statistical Linked Data.
Contributions of this paper are centered around four analytical query approaches
listed in the following table:

No Materialisation Materialisation
Relational data / SQL RDBMS / ROLAP ROLAP-M
Graph data / SPARQL OLAP4LD-SSB/-QB [14] OLAP4LD-QB-M

– We compare the performance of traditional relational approaches (RDBMS /
ROLAP) and of using a triple store and an RDF representation closely resem-
bling the tabular structure (OLAP4LD-SSB). We compare those approaches
with our OLAP-to-SPARQL approach [14] reusing a standard vocabulary
for describing statistics (OLAP4LD-QB). To use a credible benchmark, we
extend our approach for multi-level dimension hierarchies.

– We measure the performance gain of the common ROLAP query optimi-
sation approach to precompute parts of the data cube and to store those
“views” in aggregate tables, since they do not fit in memory [15,10] (ROLAP-
M). We apply materialisation to our approach, represent views in RDF
(OLAP4LD-QB-M) and evaluate their performance gain.

In Section 2, we introduce an OLAP scenario and present our OLAP-to-SPARQL
approach. Our optimisation approach of using RDF aggregate views we present
in Section 3. In Section 4, we evaluate both OLAP-to-SPARQL approach and
RDF aggregate views. In Section 5, we discuss the results, after which we describe
related work in Section 6 and conclude in Section 7.

2 OLAP-to-SPARQL Scenario and Approach

We now shortly introduce an OLAP scenario, taken from the Star Schema Bench-
mark (SSB) [16]. We then use this scenario to explain our extended OLAP-to-
SPARQL approach [14] for multi-level hierarchies. In Section 4, we will use the
scenario and benchmark for a performance evaluation.

SSB describes a data cube of lineorders. Any lineorder (fact) has a value (mem-
ber) for six dimensions: the time of ordering (dates), the served customer, the
product part, the supplier, the ordered quantity and granted discount. Depend-
ing on the member for each dimension, a lineorder exhibits a value for measures
having a certain aggregation function with which to compute its value, e.g., sum
profit, computed by sum revenue minus sum supplycost.

Dimensions exhibit hierarchies of levels that group members and relate them
to higher-level members, e.g., dates can be grouped starting from the lowest
dateLevel over yearmonthLevel to yearLevel. Since a week can be spread over
two months or years, there is a separate hierarchy where dates can be grouped
by weeknuminyear, e.g. “199322”. Customers and suppliers can be grouped into
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cities, nations, and regions and parts into brands, categories and manufactur-
ers. Any hierarchy implicitly has a special-type ALL member, which groups all
members into one special-type ALL level.

SSB provides a workload of 13 queries on the data cube. Each query is orig-
inally provided in SQL. For instance, Q2.1 computes per year the revenues (in
USD) for product brands from product category MFGR#12 and of suppliers
from AMERICA. Results from this query usually are shown in pivot tables such
as the following:

Year\Brand MFGR#121 MFGR#1210 . . . MFGR#129
1992 667,692,830 568,030,008 . . . 614,832,897
. . . . . . . . . . . . . . .
1998 381,464,693 335,711,347 . . . 319,373,807

Filter: partCategory = “categoryMFGR#12”
AND supplierRegion = “AMERICA”

More information about the benchmark we provide on our benchmark website
[13]. In subsequent sections we present and compare different logical representa-
tions of the SSB data cube on Scale 1. First, we describe SSB using an extended
OLAP-to-SPARQL approach and sets of multidimensional elements such as Di-
mension and Cube [14]. Then, we describe an engine that translates OLAP
queries on SSB into SPARQL queries.

Member. All 3,094 dates, 30,280 customer, 201,030 part and 2,280 supplier
members from each level are represented as URIs. Any member, e.g., rdfh:cat-
egoryMFGR-35, links to members on the next lower level via skos:narrower,
e.g., rdfh:brand1MFGR-3527. 51 quantity and 11 discount members we en-
code as RDF Literal values. Also, we define URIs representing the special-
type ALL member for each dimension, e.g., customer rdfh:lo custkeyAllAll.
Those ALL members will later be needed for representing aggregate views.

Level. Every level is represented as a URI, e.g., rdfh:lo orderdateDateLevel,
has a xkos:depth within its hierarchy and links to a set of members via
skos:member. The vocabulary XKOS 2 allows to represent hierarchy levels.

Hierarchy. Each dimension has one or two (dates) hierarchies. Every hierarchy
is represented as a URI, e.g., rdfh:lo orderdateCodeList. Levels with a depth
link to the hierarchy via skos:inScheme.

Dimension. Every dimension such as dates is represented as an object property,
e.g., rdfh:lo orderdate and defines its hierarchy via qb:codeList. The simple
dimensions quantity, discount are represented as datatype properties.

Measures. Every measure such as the sum of revenues is represented as a
datatype property, e.g., rdfh:lo revenue. The component specification of a
measure defines the aggregation function, e.g., SUM, via qb4o:hasAggregate-
Function, as proposed by Etcheverry and Vaismann [7]. Since there is no
recommended way to represent more complex functions, for formulas, we
use String Literals using measure URIs as variables.

DataCubeSchema. The data cube schema of the SSB data cube is represented
as an instance rdfh-inst:dsd of qb:DataStructureDefinition and defines the
dimensions and measures of the data cube.

2 https://github.com/linked-statistics/xkos

https://github.com/linked-statistics/xkos
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Fact. Every possible lineorder can be represented as a qb:Observation. Any ob-
servation links for each dimension property to the URI of a member or a
Literal value (quantity, discount), and for each measure property to a Lit-
eral value. Whereas base facts with each dimension on the lowest level are
given by the SSB dataset, aggregated facts on higher levels of dimensions of
the cube need to be computed.

DataCube. The SSB data cube is identified by the dataset rdfh-inst:ds. The
dataset defines the schema rdfh-inst:dsd and has attached via qb:dataSet all
base facts.

All queries of SSB can be formalised as OLAP queries on single data cubes with
multi-level hierarchies as per Definition 1, e.g., Q2.1 as follows with abbreviated
names: ({yearLevel, ALL, brand1Level, ALL, ALL, ALL}, {category-
Level = categoryMFGR-12, s regionLevel = s regionAMERICA}, {lo rev-

enue}). Q2.1 slices dimensions customer, supplier, discount, quantity, rolls up
dates to years and part to product brands, dices for a specific product part
category and supplier region and projects the revenues.

Definition 1 (OLAP Query). Given a data cube c = (cs, C) ∈ DataCube,
with cs = (?x,D,M) ∈ DataCubeSchema, C ∈ 2Fact. D = {D1, D2, . . . Dd} ⊆
Dimension is an ordered list of dimensions with a set of levels Li = {l1, l2, . . .} ⊆
Level, including the special-type ALL level. Each level li has memberno(li) mem-
bers. M ⊆ Measure is an ordered list of measures. We define an OLAP query
on this cube with OLAP Query = SC×2Fact with (c, SlicesRollups,Dices, Pro-
jections) ∈ SC, with SlicesRollups⊆ L1×L2× . . .×Ld a level for each dimen-
sion in the same order (for roll-ups), including the special-type level ALL (for
slices), with Dices a set of conditional terms on members of levels (for dice)
and with Projections ⊆ M a set of selected measures from a data cube (for
projection). An OLAP query results in a set of facts from the data cube.

Given Member, Level, Hierarchy, Dimension, Measure, DataCubeSchema,
Fact, and DataCube as sets of multidimensional data, we define OLAP Engine
⊆ OLAP Query × Target Query with OLAP Query as per Definition 1, Tar-
get Query a query in a target query language such as SQL and SPARQL. The
following pseudocode algorithm implements an OLAP engine that transforms
an OLAP query into a SPARQL query. The algorithm separately creates the
WHERE, SELECT and GROUP BY clause. Note, in this pseudocode we dis-
regard translating multidimensional elements to URI representations and vari-
ables, more efficient filters, complex measures and ordering:

1 Algorithm 1: OLAP -to-SPARQL
2 Input: OLAP Query (cube , SlicesRollups , Dices , Projections)
3 Output : SPARQL query string
4 begin
5 whereClause = "?obs qb:dataSet " + cube.ds.uri.
6 for level ∈ SlicesRollups do
7 levelHeight = level.getHeight()
8 dimension = level.getHierarchy().getDimension()
9 dimVar = makeUriToParameter(dimension)

10 hashMap .put(dimension , levelHeight)
11 for i = 0 to levelHeight - 1 do
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12 rollUpsPath += dimVar + i + ". " + dimVar + i + " skos:narrower "
13 whereClause += "?obs " + dimension.uri + rollUpsPath + dimVar +

levelHeight + ". "
14 whereClause += dimVar + levelHeight + " skos:member " + level.uri
15 selectClause , groupByClause += " "+ dimVar + levelHeight
16 for member ∈ Dices.getPositions().get(0).getMembers() do
17 if (diceslevelHeight > slicesRollupsLevelHeight) do
18 dicesLevelHeight = member.getLevel ().getHeight()
19 slicesRollupsLevelHeight = hashMap .get(dimension)
20 dimension = member .getLevel ().getHierarchy().getDimension()
21 dimVar = makeUriToParameter(dimension)
22 for i = slicesRollupsLevelHeight to dicesLevelHeight - 1 do
23 dicesPath += dimVar + i + ". " + dimVar + i + " skos:narrower "
24 whereClause += "?obs " + dimension.uri + dicesPath + dimVar +

dicesLevelHeight + ". "
25 whereClause += " Filter("
26 for position ∈ Dices.getPositions() do
27 for member ∈ position .getMembers() do
28 dimVar =

makeUriToParameter(member.getLevel ().getHierarchy().getDimension())
29 memberFilterAnd += "AND " + dimVar + diceslevelHeight + " = " + member
30 memberFilterOr += "OR " + memberFilterAnd
31 whereClause += memberFilterOr + ") "
32 for measure ∈ Projections do
33 measVar = makeUriToParameter(measure )
34 selectClause += measure .getAggregationFunction() + "(" + measVar +

") "
35 whereClause += " ?obs " + measure .uri + " " + measVar + " ."
36 return selectClause + whereClause + groupByClause

We query for all observations of the cube (line 5). Then, for each level, we create
a property path starting with ?obs and ending with a dimension variable at the
respective level (line 6 to 14). Each level height we store in a map in order to
later check whether graph patterns need to be added for dices (10). Then, we
add the variables to the select and group by clause (15). Now, we add graph
patterns for dices (16 to 31). We assume that the set of conditional terms on
members of levels, Dices, can be translated into a set of positions with each
position describing a possible combination of members for each diced dimension
(16). Diced dimensions and levels are fixed for each position; therefore, we only
use the first position for adding graph patterns (16). We assume furthermore that
measures are only contained in Projections but not SlicesRollups and Dices.
We only need to add graph patterns if the height of the diced level is larger than
the level mentioned for the same dimension in SlicesRollups (17). Then, from
the positions in Dices, we filter for one (OR, 30) of all possible combinations
(AND, 29) of members for each diced dimension. Finally, for each measure in
Projections, we add a variable with the aggregation function of the measure to
the select clause and graph patterns to the where clause (34,35). The following
listing shows the relevant parts of the SPARQL query for Q2.1 :

1 SELECT ?rdfh_lo_orderdate ?rdfh_lo_partkey1 sum(? rdfh_lo_revenue) as
?lo_revenue

2 WHERE {
3 ?obs qb:dataSet rdfh -inst:ds; rdfh:lo_orderdate ?rdfh_lo_orderdate0.
4 ?rdfh_lo_orderdate1 skos:narrower ?rdfh_lo_orderdate0.
5 ?rdfh_lo_orderdate2 skos:narrower ?rdfh_lo_orderdate1.
6 ?rdfh_lo_orderdate skos:narrower ?rdfh_lo_orderdate2.
7 rdfh:lo_orderdateYearLevel skos:member ?rdfh_lo_orderdate.
8 ?obs rdfh:lo_partkey ?rdfh_lo_partkey0.
9 ?rdfh_lo_partkey1 skos:narrower ?rdfh_lo_partkey0.

10 ?rdfh_lo_partkey skos:narrower ?rdfh_lo_partkey1.
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11 rdfh:lo_partkeyCategoryLevel skos:member ?rdfh_lo_partkey.
12 ?obs rdfh:lo_suppkey ?rdfh_lo_suppkey0.
13 ?rdfh_lo_suppkey1 skos:narrower ?rdfh_lo_suppkey0.
14 ?rdfh_lo_suppkey2 skos:narrower ?rdfh_lo_suppkey1.
15 ?rdfh_lo_suppkey skos:narrower ?rdfh_lo_suppkey2.
16 rdfh:lo_suppkeyRegionLevel skos:member ?rdfh_lo_suppkey.
17 ?obs rdfh:lo_revenue ?rdfh_lo_revenue.
18 FILTER (?rdfh_lo_partkey = rdfh:lo_partkeyCategoryMFGR -12 AND

?rdfh_lo_suppkey = rdfh:lo_suppkeyRegionAMERICA ).
19 } GROUP BY ?rdfh_lo_orderdate ?rdfh_lo_partkey1 ORDER BY

?rdfh_lo_orderdate ?rdfh_lo_partkey1

Here, Dices, {categoryLevel = categoryMFGR-12, s regionLevel = s re-

gionAMERICA}, is translated into one position with one member for part category
level and one member for supplier region level. The SPARQL query queries for
all facts within the data cube (line 3), adds skos:narrower paths up to year-
Level, categoryLevel and s regionLevel (4 to 16), selects lo revenue as measure
(17), filters for a certain member of part category and of supplier region (18)
and groups by yearLevel and brand1Level (19). We assume all RDF data stored
in a default graph.

3 RDF Aggregate Views

We now apply a common optimisation technique to the OLAP engine imple-
menting our OLAP-to-SPARQL approach: data cube materialisation, i.e., pre-
computing of certain facts from the entire data cube and storing them for reuse.

Just as Harinarayan et al. [11], we assume that the cost of answering an OLAP
query is proportional to the number of facts that need to be scanned, e.g., for
validating a filter or calculating an aggregation. So far, any OLAP query to the
SSB data cube needs to scan the 6,000,000 base facts. Intuitively, materialisation
pre-computes facts with dimensions on higher levels, so that views contain fewer
and already aggregated facts to be examined for filtering or further aggregation.

Definition 2 (Aggregate View). We define a view in a data cube c as
an OLAP query per Definition 1 (c, SlicesRollups,Dices, Projections) with
SlicesRollups ⊆ L1 × L2× . . . × Ld, Dices the empty set, and Projections
a set of measures. Thus, any fact within the view gives a value for each of its
measures for a certain combination of level members. A view may be sparse and
not contain facts for each possible combination of members. The maximum num-
ber of facts within a view is given by

∏
memberno(li), li ∈ Li. The number of

views in the data cube is given by
∏
|Li|. The facts from an aggregate view can

be generated by executing the OLAP query using an OLAP engine.

The SSB data cube contains 6∗5∗5∗5∗2∗2 = 3, 000 views with dates having six
levels since the two hierarchies of dates contain the same lowest and ALL level.
The advantage of aggregate views as per Definition 2 is that the entire set of
views of a data cube with multi-level hierarchies can be represented as a data cube
lattice [11], see Figure 1 for an illustration of the lattice of the SSB cube. Any
view is represented by the level of each dimension, omitting any ALL levels. The
single view on the lowest level corresponds to the OLAP query that contains all
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base facts, i.e., the view returns all non-aggregated facts from the SSB dataset.
The view contains maximum 2, 555∗30, 000∗200, 000∗2, 000∗51∗11≥ 1.7∗1019
facts, however, SSB provides a sparse data cube with 6, 000, 000 facts. From this
lowest view one can reach higher views via roll-up operations on dimensions, e.g.,
the next higher view on the right side rolls up to the ALL level of quantity. The
single view on the highest level in Figure 1 corresponds to the OLAP query that
returns one single fact grouping by the special-type level ALL with the single
member ALL for each dimension.

Fig. 1. Illustration of data cube lattice of SSB

The higher the view on a path in the lattice, the fewer facts it contains,
since higher levels group lower-level members into groups of fewer members.
For distributive aggregation functions such as SUM , and algebraic formulas
such as SUM(rdfh:lo revenue - rdfh:lo supplycost), we do not run into
summarisability problems [9] and a view can be computed from any view on
a lower level that can be reached via a roll-up path; for instance, the view
grouping by quantity on the right upper corner can be computed from the
view grouping discount and quantity, s region and quantity, their collective
child view grouping by s region, discount, and quantity as well as from any
other reachable lower level view not displayed. The holistic aggregation function
SUM(rdfh:lo extendedprice * rdfh:lo discount) is not further aggregated
from views, thus, Q1.1 to Q1.3 return correct results.

Summing up for each dimension the number of members on the lowest level,
the numbers of members on each level per hierarchy, and the special-type mem-
ber ALL, we can calculate the maximum number of facts in the entire data
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cube: 3095 ∗ 30281 ∗ 201031 ∗ 2281 ∗ 52 ∗ 12 > 2.6 ∗ 1019. As materialising the
entire data cube would 1) take too much time and 2) require too much hard disk
space, we are concerned with deciding which views to materialise. We define
for a given OLAP query (c, SlicesRollups, Dices, Projections) as per Defini-
tion 1 a single closest view in the lattice from which we can create the results
by only scanning the facts in the view [11]: We create a view (c, SlicesRollups′,
Dices′, P rojections′) on the same cube that contains in SlicesRollups′ for each
dimension the lowest level mentioned in SlicesRollups and Dices, contains an
empty set for Dices′ and M ′ = M . The following term describes the closest
view for Q2.1, the other views are translated, accordingly: ({yearLevel, ALL,

brand1Level, s regionLevel, ALL, ALL}, ∅, {lo revenue}). The view con-
tains maximum 35, 000 facts and as such is considerably smaller than the SSB
dataset with 6, 000, 000 facts. Note, Q2.2 and Q2.3 can use the same view as
Q2.1 and Q3.3 can use the same view as Q3.2, resulting in less time and less
space for creating the views. Though some views can contain as many facts as
there are base facts in the data cube, they often do not due to sparsity, e.g., Q4.3
with 4, 178, 699 facts. For views may still be large, in ROLAP, views are stored
in aggregate tables. Similarly, we represent views as RDF aggregate views reusing
QB and store the triples together with the other multidimensional data in the
same triple store. See Figure 2 for an illustration of this approach for Q2.1.

Fig. 2. Modelling RDF aggregate view rolling up to year level using QB

For dimensions on the ALL level, aggregate views only contain facts that fix
those dimensions to the ALL member, e.g., Q2.1 fixes customer. Therefore, we
can represent RDF aggregate views as instances of qb:Slice, e.g., rdfh-inst:query4-
aggview. qb:SliceKeys describe the structure of a slice, i.e., the sliced dimensions
(not shown in figure). Slices explicitly state to what member a sliced dimen-
sion is fixed, e.g., rdfh:lo custkey to ALL. In addition to base facts, e.g., fact1
with member date19921231 in the date level, facts are created that aggregate
on the specific levels of the view. For instance, the view of Q2.1 contains via
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qb:observation a fact2 that rolls-up to the higher-level-member year1992 in the
year level of the dates hierarchy. The higher-level-member is connected to the
lower-level-member in a skos:narrower path. Also, fact2 rolls-up to the special-
type ALL member of customer. The datatype property xkos:depth states for
each level the depth of a level starting with 0 from the (implicit) ALL level. The
following listing shows the relevant parts of a SPARQL INSERT query on the
SSB data that populates the RDF aggregate view for Q2.1 :

1 INSERT {
2 rdfh -inst:query4 -aggview qb:observation _:obs.
3 _:obs rdfh:lo_orderdate ?d_year; rdfh:lo_custkey rdfh:lo_custkeyAllAll;

rdfh:lo_partkey ?p_brand1 ; rdfh:lo_suppkey ?s_region ;
rdfh:lo_quantity rdfh:lo_quantityAllAll; rdfh:lo_discount
rdfh:lo_discountAllAll; rdfh:lo_revenue ?lo_revenue.}

4 WHERE {{
5 SELECT ?d_year ?p_brand1 ?s_region sum(? rdfh_lo_revenue) as ?lo_revenue

WHERE {
6 ?obs qb:dataSet rdfh -inst:ds.
7 ?obs rdfh:lo_orderdate ?d_date.
8 ?d_yearmonthnum skos:narrower ?d_date.
9 ?d_yearmonth skos:narrower ?d_yearmonthnum.

10 ?d_year skos:narrower ?d_yearmonth.
11 rdfh:lo_orderdateYearLevel skos:member ?d_year.
12 ?obs rdfh:lo_partkey ?p_part.
13 ?p_brand1 skos:narrower ?p_part.
14 rdfh:lo_partkeyBrand1Level skos:member ?p_brand1 .
15 ?obs rdfh:lo_suppkey ?s_supplier.
16 ?s_city skos:narrower ?s_supplier.
17 ?s_nation skos:narrower ?s_city.
18 ?s_region skos:narrower ?s_nation .
19 rdfh:lo_suppkeyRegionLevel skos:member ?s_region .
20 ?obs rdfh:lo_revenue ?rdfh_lo_revenue.
21 } GROUP BY ?d_year ?p_brand1 ?s_region
22 }}

Here, we first create a SELECT query using our OLAP-to-SPARQL algorithm
on the OLAP query (line 5), then this SELECT query is made a subquery of
an INSERT query. Observations roll-up to members of specific levels and fix
sliced dimensions (3). Resulting triples are stored in the default graph. We can
now easily adapt our OLAP-to-SPARQL algorithm to use for an OLAP query
the RDF aggregate views instead of the base facts from the SSB dataset. The
following listing shows the SPARQL query for Q2.1.

1 SELECT ?d_year ?p_brand1 sum(? rdfh_lo_revenue) as ?lo_revenue
2 WHERE {
3 rdfh -inst:ds qb:slice ?slice.
4 ?slice qb:observation ?obs;
5 rdfh:lo_custkey rdfh:lo_custkeyAllAll;
6 rdfh:lo_quantity rdfh:lo_quantityAllAll;
7 rdfh:lo_discount rdfh:lo_discountAllAll.
8 ?obs rdfh:lo_orderdate ?d_year.
9 rdfh:lo_orderdateYearLevel skos:member ?d_year.

10 ?obs rdfh:lo_partkey ?p_brand1 .
11 ?p_category skos:narrower ?p_brand1 .
12 rdfh:lo_partkeyCategoryLevel skos:member ?p_category.
13 ?obs rdfh:lo_suppkey ?s_region .
14 rdfh:lo_suppkeyRegionLevel skos:member ?s_region .
15 ?obs rdfh:lo_revenue ?rdfh_lo_revenue.
16 FILTER (?p_category = rdfh:lo_partkeyCategoryMFGR -12 AND ?s_region =

rdfh:lo_suppkeyRegionAMERICA ).
17 } GROUP BY ?d_year ?p_brand1 ORDER BY ?d_year ?p_brand1
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Here, we query for observations from slices of rdfh-inst:ds that fix customer,
quantity and discount to the ALLmember, as indicated in SlicesRollups of Q2.1
(lines 3 to 7). In comparison to the OLAP SPARQL query ofQ2.1 without views,
we have a reduced set of triple patterns for rolled-up dimensions (skos:narrower
paths) (8 to 14). To distinguish between observations from views slicing the
same dimensions but rolling-up to different levels, we require for each member
the correct level (9, 12, 14). And we add filters on diced dimensions (16).

4 Evaluation

We now give an overview of tested approaches and the reasons for their selection,
then explain the design of the tests. See the benchmark website for this paper
[13] for more background information about the tests:

Name Data Format Metadata Query Language Engine/Database Pre-processing (s) Rows / Triples

RDBMS Relational - SQL MySQL 22 6,234,555

ROLAP-M Relational XML SQL MySQL, Mondrian 4,507 14,975,472

OLAP4LD-SSB Graph-based - SPARQL Open Virtuoso 5,352 108,021,078

OLAP4LD-QB Graph-based RDF/QB SPARQL Open Virtuoso 5,744 116,832,479

OLAP4LD-QB-M Graph-based RDF/QB SPARQL Open Virtuoso 26,032 190,060,632

RDBMS and ROLAP-M represent the traditional approaches with a widely-used
Open-Source relational database (MySQL 5.1 v5.1.63) and SQL. ROLAP-M
uses aggregate tables for optimising queries. The other tests represent graph-
based approaches with a widely-used Open-Source triple store (Open Virtuoso
v06.01.3127) and SPARQL 1.1 for aggregate and sub-queries. Whereas OLAP4-
LD-SSB represents SSB data without reusing a vocabulary, OLAP4LD-QB reuses
QB which allows us to materialise parts of the data cube as RDF aggregate views
in OLAP4LD-QB-M.

We use the Star Schema Benchmark [16], since SSB 1) refines the decision
support benchmark TPC-H by deriving a pure star schema from the schema
layout in order to evaluate analytical query engines [1], and 2) can be regarded
as a realistic data source since statistics published as Linked Data are typi-
cally highly structured [4,3]. We run each approach on a Debian Linux 6.0.6,
2x Intel(R) Xeon(R) CPU E5-2670 @ 2.60GHz with 16 cores, 128GB RAM and
900GB RAID10 on 15k SAS disks for local data storage. We assume unlimited
amount of space but configure the databases to only use an amount of memory
clearly below 100% of the space the data files surmount to (400M for relational
approaches, < 650M for graph-based approaches), since storing all multidimen-
sional data in main memory is often too costly. For each approach we 1) translate
the SSB data cube at Scale 1 with 6,000,000 lineorders into the respective data
format for storage in the database, 2) simulate an OLAP engine translating the
SSB OLAP queries into the respective query language of the database 3) before
each test, shut-down all other applications not needed and run the test once to
populate the disk cache (warm-up) and 4) document the elapsed query time of
each query in turn. Note, we do not consider data refreshes. For running the
SSB benchmark and collecting the data about elapsed query times, we used the
Business Intelligence Benchmark (BIBM)3. BIBM also ensured identical results

3 http://sourceforge.net/projects/bibm/

http://sourceforge.net/projects/bibm/
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for the approaches through qualification files (provided at website). We now de-
scribe for each approach how we stored SSB data in the database and translated
SSB OLAP queries to the database query language.

RDBMS. We created a schema file for dimension and fact tables and populated
the database with an SSB data generator. We setup column data types as rec-
ommended by SSB and indexes for each foreign key in the fact table, primary
keys for the fact table comprising the dimension keys and primary keys for di-
mension tables in a standard Star Schema fashion. Loading of 6,234,555 rows
of data took 22s. The SQL queries of SSB could be reused with minor MySQL-
syntax-specific modifications. We switched off query cache so that MySQL after
a warm-up would not read all queries from cache. Note, we have compared those
SQL queries with SQL queries created by the widely-used Open-Source RO-
LAP engine Mondrian (v3.4.1). Mondrian stores data cube metadata in XML
and would for example deliberately query for more data than requested by the
query and cache the results for later use; however, SSB minimises overlap be-
tween queries, e.g., Q1.1 uses discounts between 1 and 3, Q2.1 between 4 and
6. Since the performance gain of using Mondrian-created SQL queries instead of
the original SSB SQL queries showed small, we only include a Mondrian test in
the benchmark website (ROLAP).

ROLAP-M. We created aggregate tables without indices and keys for the clos-
est view to each query using SQL INSERT queries on the original tables from
RDBMS. Time included 22s for preparing RDBMS with 6,234,555 rows and
4,485s for creating the aggregate tables with another 8,740,917 rows. For each
OLAP query we created an SQL query using the closest aggregate table. Sim-
ilarly, Mondrian would choose the aggregate table with the smallest number of
rows and create an SQL query with comparable performance.

OLAP4LD-SSB. With BIBM we translated the SSB tabular data into RD-
F/TTL files using a vocabulary that strongly resembles the SSB tabular struc-
ture: A lineorder row is represented as a URI which links for each dimension
via an object property, e.g., rdfh:lo orderdate, to a URI representing a row from
the respective dimension table, e.g., rdfh:lo orderdate19931201. From this URI,
datatype properties link to Literal values for members, e.g., month “199312”.
Quantity and discount are directly given using datatype properties from a line-
order. Each measure is attached to the lineorder URI using a datatype property.
Translation took 48s, bulk loading of 108, 021, 078 triples 5,304s. For each SSB
OLAP query, we tried to build the most efficient SPARQL-pendant to the orig-
inal SSB SQL queries, e.g., reducing the number of joins.

OLAP4LD-QB.We created RDF metadata for the SSB data cube using our ex-
tended OLAP-to-SPARQL approach and via a small script added links from each
lineorder of OLAP4LD-SSB to rdfh-inst:ds. Using SPARQL INSERT queries for
each dimension, we grouped dimension members into levels of hierarchies, and
added them to the triple store. Creating the OLAP4LD-SSB data and adding
links took 48s and 38s, the INSERT queries 14s; compressing and bulk loading
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of 116, 832, 479 triples took 60s and 5,584s. Simulating our OLAP-to-SPARQL
algorithm, we manually translated the SSB queries to SPARQL.

OLAP4LD-QB-M. For each SSB query, we created a closest RDF aggregate
view using a SPARQL INSERT query. Setting up OLAP4LD-QB took 5,744s,
the SPARQL INSERT queries 20,288s for another 73, 228, 153 triples. Also, we
created SPARQL queries that use the closest views.

5 Presentation and Discussion of Results

In this section, we evaluate 1) the scalability of the OLAP-to-SPARQL approach
and 2) the performance gain of RDF aggregate views. Table 1 lists performance-
relevant SSB query features. Filter factor measures the ratio of fact instances
that are filtered and aggregated. Filter factors are computed by multiplying
the filter factors of each dice, e.g., for Q2.1 the filter factor is 1/25 for part
times 1/5 for supplier. View factor measures the ratio of fact instances that are
contained in a view in relation to the 6M base facts. For example, from the filter
factor and view factor, we see that query flight 4 (Q4) iteratively drills-down to
more granular levels (up to 4,178,699 facts) but filters for fewer, more specific
lineorders. With RDBMS joins we describe the number of joins between tables
in the SQL representation of a query. Note, ROLAP-M does not need joins. With
SSB, QB and QB-M joins we state the number of triple pattern joins, pairs of
triple patterns mentioning the same variable. Table 2 lists the elapsed query
times (s) which we now discuss.

Table 1. Overview of SSB queries and their performance-relevant features

Feature Q1.1 Q1.2 Q1.3 Q2.1 Q2.2 Q2.3 Q3.1 Q3.2 Q3.3 Q3.4 Q4.1 Q4.2 Q4.3

Filter factor .019 .00065 .000075 .008 .0016 .0002 .034 .0014 .000055 .00000076 .016 .0046 .000091

View factor .00064 .0073 .0032 .0058 .0058 .0058 .0007 .0728 .0728 .5522 .0007 .0036 .6964

RDBMS joins 1 1 1 3 3 3 3 3 3 3 4 4 4

SSB joins 5 5 6 8 7 7 9 9 7 8 10 12 12

QB joins 8 6 6 15 13 14 16 16 16 12 22 22 22

QB-M joins 9 9 9 12 11 11 13 13 11 12 13 14 14

Table 2. Evaluation results with single and total elapsed query time (s)

Name Q1.1 Q1.2 Q1.3 Q2.1 Q2.2 Q2.3 Q3.1 Q3.2 Q3.3 Q3.4 Q4.1 Q4.2 Q4.3 Total
RDBMS 1.6 1.1 1.1 16.1 15.7 15.4 10.4 7.8 7.6 3.1 11.0 5.3 5.0 101
ROLAP-M 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.6 0.1 0.1 0.8 2
OLAP4LD-SSB 22.5 0.8 0.2 16.1 0.9 0.2 28.5 2.1 1.0 0.4 N/A 36.8 9.6 119
OLAP4LD-QB 46.1 1.3 0.2 55.0 49.4 31.1 145.7 12.5 1.8 87.2 175.3 544.5 24.9 1175
OLAP4LD-QB-M 19.9 10.2 10.2 366.3 356.7 356.3 468.5 467.6 4.6 4.6 0.1 0.4 55.4 2121

ROLAP-M overall is 50 times faster than RDBMS for not requiring any joins
and a reduced number of facts to scan for aggregation. Whereas RDBMS has to
first scan 6M rows and then to aggregate, ROLAP-M only has to scan the view
and to aggregate from there. Affirmatively, the views of Q3.4 and Q4.3 with very
low selectivity show smaller benefits. However, preparing ROLAP-M takes 200
times longer than RDBMS.
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Comparing OLAP4LD-SSB and RDBMS, we see that the graph database is
as fast as the relational alternative for some of the queries (e.g., Q1.2, Q2.1),
slower for other queries (e.g., Q1.1, Q3.1, Q4.2), and even faster for others (Q2.2,
Q3.3). Over all queries, OLAP4LD-SSB is only slightly worse, however, Q4.1 for
no known reason does not successfully complete. Differences can be explained by
the number of joins; for instance, whereas RDBMS requires for Q3.1 and Q4.2
three and four joins, OLAP4LD-SSB requires nine and twelve joins, respectively.
If the number of joins is less divergent, differences can be explained by the
filter factor and the fact that after filtering facts still need to be aggregated.
In general, the smaller the filter factor, the better the graph database seems in
comparison to the relational database, for instance Q2.2, Q2.3 and Q3.3. For
low-selective queries, the graph database performs worse, e.g., Q1.1, Q3.1, Q4.2.
This aligns with our expectations that a graph database is more optimised for
high-selectivity metadata queries without aggregations. OLAP4LD-SSB requires
243 times as much time for loading.

OLAP4LD-QB reusing QB requires up to twice as many joins than OLAP4LD-
SSB (Q2.3), since hierarchies are explicitly represented through skos:narrower
paths from higher-level to lower-level members, and consequently is 10 times
slower. Both approaches require similar pre-processing time. Yet, only OLAP4LD-
QB can represent hierarchies and be optimised using RDF aggregate views.

Although OLAP4LD-QB-M overall leads to 1.8 times slower queries and per-
forms considerably worse for query flights 2 and 3 (Q2/3), it succeeds in opti-
mising query flight 4 (Q4). Similar to ROLAP-M, the performance gain RDF
aggregate views can be explained by a reduced number of joins, e.g., for Q4.1,
Q4.2. However, for most queries OLAP4LD-QB-M performs worse, since RDF
aggregate views – different from ROLAP-M with separately created aggregate
tables – are stored in the same graph and do not reduce the number of facts
scanned for a query. Thus, whereas OLAP4LD-QB needs to scan for 6M facts,
OLAP4LD-QB-M also needs to scan over facts from the aggregate views, in
total 14.98M facts. Queries need to compensate for the increased effort in scan-
ning by the reduced number of joins, in which Q2.1 to Q3.2 apparently do not
succeed.

6 Related Work

In this section, we describe related work on 1) evaluating analytical query exe-
cution on RDF data, 2) representing multidimensional data as RDF and 3)
materialising aggregate views on RDF data.

In our OLAP-to-SPARQL approach we have chosen RDF reusing QB as a
logical representation, SPARQL as a query language for computation, and ma-
terialised closest views from the data cube lattice that promise the largest per-
formance gain. We compare analytical queries on RDF with common alterna-
tives in a realistic scenario, according to Erling [4] a prerequisite for successful
RDF use cases and targeted optimisations [5]. Most notably, the Berlin SPARQL
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Benchmark BI Use Case allows quantifying analytical query capabilities of RDF
stores, but, so far, no work compares the RDF performance with the industry-
standard of relational star schemas.

Recent work discusses approaches to represent multidimensional data in RDF
[12,7,6], however, no approach deals with the computation and selection of data
cube slices and dices in RDF, in particular, considering the special-type ALL
members and levels for uniquely identifying all possible facts of a data cube.

Several authors discuss views over RDF data. Castillo and Leser [2] have
presented work on automatically creating views from a workload of SPARQL
queries. In the evaluation, they use a dataset with 10M triples and disregard
queries that exhibit a high selectivity. Also, Goasdoué et al. [8] have discussed
the creation and selection of RDF views. Their evaluation is done on a 35M triple
dataset. In contrast to these approaches, our approach considers more complex
views based on aggregation functions and hierarchies, materialises views as RDF
reusing QB in a triple store and evaluates the applicability for high- and low-
selectivity queries on a > 100M triple dataset.

7 Conclusion

We now give an empirical argument in favor of creating a specialised OLAP
engine for analytical queries on RDF. Although a triple store has shown almost
as fast as a relational database, OLAP scenarios such as from the Star Schema
Benchmark used in our evaluation require results in seconds rather than minutes.
Materialised views with aggregate tables overall reach 50 times faster queries.
Queries by our OLAP-to-SPARQL approach on data reusing the RDF Data
Cube Vocabulary (QB) overall are 10 times slower than queries on data without
reusing QB, for a large number of joins are required for rolling-up on dimensions;
yet, only QB metadata allows to explicitly represent dimension hierarchies and to
materialise parts of the data cube. RDF aggregate views show the capability to
optimise query execution, yet, overall still take six times longer for preprocessing
and not nearly reach the performance gain of aggregate tables in ROLAP. The
reason seems that the reduced number of joins for queries on RDF aggregate
views often cannot compensate for the increased number of facts that are stored
in the triple store and need to be scanned for query execution. We conclude
that the query optimisation problem intensifies in many OLAP scenarios on
Statistical Linked Data and that OLAP-to-SPARQL engines for selection and
management of RDF aggregate views are needed.

Acknowledgements. This work is supported by the Deutsche Forschungsge-
meinschaft (DFG) under the SFB/TRR 125 - Cognition-Guided Surgery and
under the Software-Campus project. We thank Günter Ladwig, Andreas Wag-
ner and the anonymous reviewers for helpful support and feedback.
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Abstract. Over the last few years, the processing of dynamic data has
gained increasing attention in the Semantic Web community. This led to
the development of several stream reasoning systems that enable on-the-
fly processing of semantically annotated data that changes over time. Due
to their streaming nature, analyzing such systems is extremely difficult.
Currently, their evaluation is conducted under heterogeneous scenarios,
hampering their comparison and an understanding of their benefits and
limitations. In this paper, we strive for a better understanding of the key
challenges that these systems must face and define a generic method-
ology to evaluate their performance. Specifically, we identify three Key
Performance Indicators and seven commandments that specify how to
design the stress tests for system evaluation.

1 Introduction

The processing of dynamic data is becoming an important research area in the
Semantic Web community, and this is fueled by an increasing number of use
cases where input data cannot be considered as static, but rather as a “flow”
that continuously changes as computation takes place [16]. Examples range from
information produced by on-line newspapers, blogs, and social networks to data
generated by sensor networks for environmental monitoring, weather forecast,
or traffic analysis in big cities, as well as stock prices for financial analysis.

This led to the definition of a number of stream reasoning systems [10, 11, 20]
that combine the on-the-fly processing capabilities of Information Flow Process-
ing (IFP) systems [15] with the use of semantically annotated data, in the form
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of RDF triples. To avoid bias in terminology and in continuity with the definition
of IFP systems, we collectively denote such systems Semantic Flow Processing
(SFP) systems. Since in SFP scenarios data changes over time, query answers
need to be updated to reflect such changes. This fact turns the entire query pro-
cess upside-down: whilst “traditional” query engines operate on fixed data and
changing queries, the SFP scenario evaluates fixed queries on changing data.

Empirical evaluation of systems is a significant challenge in computer sci-
ence [23, 24]. Due to their complexity and heterogeneity this is especially true
for SFP systems. Despite the number of SFP systems presented in literature,
their evaluation is still conducted in incomparable and limited scenarios, without
addressing a proper definition of the key performance indicators. This compli-
cates (or even prevents) any meta-analysis comparing the different systems to
understand their distinctive aspects, benefits, and limitations.

In this paper, we study the problem of benchmarking SFP systems with the
purpose of better understanding the key challenges that these system must face
and defining a generic methodology to evaluate their performance. We base our
study upon a recent survey of IFP systems [15], the commandments for bench-
marking databases [18], and our analysis of available benchmarks for testing SFP
systems [21, 26]. Our study first identifies the challenges that SFP systems must
face. Starting from these challenges, we discern the key performance indicators
(KPIs) of SFP systems and introduce seven commandments on how to evaluate
the performance of SFP systems according to these KPIs.

This work makes no effort towards defining yet another benchmark for evalu-
ating the performance of SFP systems. On the contrary, we identify as the main
contribution a systematic guideline for assessing the KPIs of SFP systems. Not
only this is useful for a systematic evaluation of a concrete benchmarking frame-
work at hand. By identifying the main KPIs for the abstract SFP scenario, our
work can be also used for understanding the requirements of concrete applica-
tions as well as guide the design and configuration of an SFP system capable of
satisfying them.

The paper is structured as follows: Section 2 provides background informa-
tion on IFP and SFP systems, as well as on frameworks and methodologies for
evaluating their performance. Section 3 investigates the main properties of SFP
systems, which we use in Section 4 to present the main challenges in the do-
main. In Section 5 we discuss the most appropriate KPIs and stress tests for the
evaluation. Finally, Section 6 summarizes our findings and concludes the paper.

2 Related Work

This section presents related work in the area of IFP and SFP systems, and in
the area of benchmarks for flow-processing systems.

Flow Processing Systems. The last years have seen the development of a
large number of IFP systems. These process continuous flows of information
based on a set of pre-deployed rules or queries to produce and deliver timely
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responses to interested parties. Despite their common goals, existing systems
greatly differ in the language they use to define queries and on the adopted
processing mechanisms [15]. Based on these aspects, we can roughly classify
them into two main classes: Data Stream Managements Systems (DSMSs) [7]
and Complex Event Processing (CEP) systems [22]. Note that there exist hybrid
systems that combine features of DSMS and CEP.

DSMSs have been developed by the database community and exploit a pro-
cessing model that is similar to that of traditional DBMSs. More in particular,
they adopt window operators to isolate the portions of streams that are relevant
for processing and logically operate on these portions using relational algebra
operators. This processing model is described in [5] and, despite some differences,
it represents the common ground of all DSMSs [1, 8, 13].

CEP systems [2, 12, 14] take a different approach. While DSMSs use relational
operators to transform input streams, CEP rules define higher level information
(in the form of composite events) from patterns of primitive events observed
from the external environment.

SFP systems extend the IFP domain by considering semantically annotated
data, based on the RDF data model. They extend IFP systems by inference
mechanisms that reach from simple RDFS inference to supporting the OWL2
profiles.1 Most SFP systems [10, 11, 20] use the query model of DSMSs, en-
riching it with the possibility to perform reasoning over streaming data. Only
few approaches [4] take a different direction and combine RDF data with the
processing model of CEP systems.

Stream Benchmarking. In the following, we first present the Linear Road
Benchmark and the Fast Flower Delivery use case—the accepted means to com-
pare DSMSs and CEP systems—and then SR-Bench and the SLD-Bench – the
two existing proposals for benchmarking SFP systems.

Linear Road (LR) This benchmark [6] was proposed by groups at MIT, Bran-
deis University, Brown University, and Stanford University to compare the per-
formance characteristics of different DSMSs and of alternative (e.g., Relational
Database) systems. LR simulates a variable tolling system for highways. Toll
charges are determined dynamically considering traffic congestion and accident
proximity. The benchmark does not specify a solution but describes the require-
ments of the tolling system both functionally (e.g., how to determine the level of
traffic congestion or to detect accidents) and non-functionally (e.g., the vehicle
must receive toll notifications at most five seconds after moving from one road
segment to the following one). LR comes with a simulator, an environment that
validates the results of the system being benchmarked, and a set of software
sensors to measure response time and supported query load.

Fast Flower Delivery (FFD) evolved from a running example [17] to a must-to-
implement showcase for commercial CEPs. It proposes a logistic scenario, where
independent van drivers are asked to deliver flowers from the city’s flower stores
to their destinations. The use case is divided into five phases: 1 ) a bid phase,

1 http://www.w3.org/TR/owl2-profiles/
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when a store offers highly rated drivers nearby to deliver flowers to a destination
within a given time; 2 ) an assignment phase, when the system (manually or
automatically) decides which driver shall deliver the flowers; 3 ) a deliver process,
when the system monitors the delivery process; 4 ) a ranking evaluation, when
the system increases or decreases each driver’s ranking based on the ability to
deliver flowers on time; and 5 ) an activity monitoring, when the system evaluates
drivers ranking over time.

SR-Bench (SR) is defined on measurements of sensors and a fixed (i.e. non-
parameterized) set of queries [26]; some of which require RDFS reasoning capa-
bilities. Each graph points to a) the sensor, b) the timestamp of the observation,
and c) the actual observation. Each of the above refers to a complex object,
where the sensor, the timestamp and the observation follow a pre-defined fixed
schema. Observations are considered as flow-data whereas the schema and the
background knowledge are considered fixed. SR-Bench comprises 17 queries that
can be divided in sub-categories to test different kinds of use-cases: 1) query only
flow-data (Q1-Q7), 2) query both flow and background data (Q8-Q11), and 3)
additionally query the GeoNames and DBpedia datasets (Q12-Q17). Some of
these queries require inference capabilities (Q3, Q15-17).

SLD-Bench [21] is defined on three synthetically generated social streams (i.e.,
a stream of GPS position of the social media users, a stream of micro-posts, and
a stream of uploaded images), a synthetically generated social graph, and a
fixed (i.e., non-parameterized) set of queries. Emphasis is on processing social
streams against a large dataset of static data. SLD-Bench includes 12 queries:
some challenge only flow data (Q1, Q4, Q8, Q10-Q11), others joining flow and
static data (Q2, Q3, Q5-Q7, Q9), none requiring inference capabilities.

3 Properties of SFP Systems

Following the terminology for IFP systems [15] Figure 1 shows the abstract ar-
chitecture of an SFP system. It receives flows (or streams) of information items
from external sources and processes them on-the-fly to produce results for a set
of connected sinks. All existing SFP systems use RDF triples for representing
information items. Processing is governed by a set of rules or queries deployed
into the system. It is performed by one or more interconnected processors and
may consider (semi)static background data in addition to the information flowing

Sources SFP System Sinks

Processing Rules / Queries

Processors
Background

Data

Fig. 1. Abstract Architecture of an SFP System
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from sources. Processors cooperate to generate final results for sinks by produc-
ing and sharing partial results (e.g. variable bindings that are not yet complete).

With reference to this architecture, we identified seven main properties of
SFP system. Note that these properties are not unique, but rather those useful
to determine the list of challenges for an SFP system. A complete classification
of SFP systems is however beyond the scope of this paper.

[P1] Support of Background Data. It defines the feature of considering
background data during processing. An SFP system can either support or ignore
background data; assume that such data is fixed and available ex-ante; or allow
(infrequent) changes to this data.

[P2] Inference Support. The usage of semantically annotated data allows
the SFP system to infer implicit information. This process is broadly referred as
inference or reasoning. The ability of performing inference is feature unique to
SFP system and not available in IFP systems. We make, however, no assumption
about the expressive power of the inference mechanism.

[P3] Quality of Service (QoS). The QoS property identifies whether an
SFP system performs best effort processing or guarantees some specific levels
of performance. The two main metrics to measure QoS for SFP systems are
completeness and soundness of results along with the response time. Complete-
ness measures whether the system guarantees a certain proportion of all correct
answers, while soundness measures the number of incorrect results due, for ex-
ample, to approximation.

[P4] Time Model. In flow-processing applications time plays a central role.
Information items are situated in time and an SFP system may provide time
for each data item either explicitly or implicitly. In the first case, time is ex-
plicitly present in the data-flow while in the latter case the system assigns some
timestamp or interval to each incoming item. Current SFP systems either en-
code time using RDF (by using an RDF node), or add a timestamp or interval
to information items, which thus become quads or quintuples instead of triples.

[P5] Time Semantics. Time can be modeled using point-based semantics or
interval-based semantics. The point based semantics associates each information
item in the data-flow a single point in time (e.g. the occurrence of the event or
the incoming time in the system). In contrast, interval-based semantics defines
an interval of validity for the associated information.

[P6] Query Model. In the context of SFP, the query model is a discriminating
property between systems. Systems like EP-SPARQL [4] define pattern matching
queries through a set of primitive operators (e.g. sequences). Conversely, systems
like C-SPARQL [10] extend declarative languages like SQL, augmenting them
with operators like windows to limit the scope of processing. The query model
also defines when queries are evaluated. The evaluation can be either reactive
(the query is triggered when new data arrives), or periodic (the query is executed
at a specified interval of time).
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Fig. 2. Relations between the challenges and SFP properties

[P7] Distribution. To better support large scale scenarios, with sources of
information potentially distributed over a wide geographical area, SFP systems
may enable processors (see Figure 1) to be distributed among different physical
machines. Distribution enables the concurrent execution of different queries at
different nodes, but also the incremental evaluation of the building blocks of a
single query on different machines. In the latter case, distribution can be used
to push filtering operators as close as possible to the sources of the streaming
information, to reduce the volume of data propagated over the network.

4 Challenges

Defining the challenges we rely on the following assumptions. They clearly define
the scope of our analysis, and thus the area of validity of our results.

– SFP systems distinguish between stream data and background
data. Stream data changes at high frequency while background data is static.

– Streamed data does not affect the schema; no schema information
is present in the stream. In the Semantic Web, schema is defined by
ontologies describing a conceptualization for a domain of interest. Since SFP
systems assume that schema information does not change frequently it is
not present in the stream. Note that this does not contradict the Semantic
Web’s Open-World-Assumption: an SFP system’s inference process may still
discover new schema statements as long as the reasoning remains monotone.

– Only deductive and analytical processing is considered. To limit the
scope of our paper, we do not consider inductive processing (e.g., induc-
tive reasoning). It is based on completely different methods and therefore
introduces new challenges and requires a separate evaluation methodology.

We identified five classes of challenges that affect both the design and the de-
velopment of a SFP system: Managing Background Data, Inference Expressivity,
Time Modeling, and Querying, Managing Bursts. Each of them relate to one or
more properties of the SFP systems, as shown in Figure 2.

[C1] Managing Background Data. Several challenges are connected to han-
dling background data (P1) next to streaming information. First of all, storing
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and manipulating background data might be difficult due to the size of the
data, which can stress the machine resources. Data that greatly exceeds the size
of main memory, requires algorithms to govern the data transfer between disk
and memory.

Additional challenges derive from the complexity of queries over background
data (P6). Queries may require to combine, i.e., join large portions of background
data together with the elements in the flow. This poses strict timing constraints
to processing, thus demanding for the definition and maintenance of suitable
data structures for efficient retrieval and processing of information. This may
involve changes to the background data, that needs to be timely propagated to
processors. Partial results from the flow computation might become invalid, if
in the meantime the background data has changed—an even more challenging
aspect in the case of parallel and distributed processing (P7).

An SFP system must develop efficient mechanisms to handle all these issues,
and their design and implementation is certainly not trivial. Therefore, efficient
mechanisms for storing, accessing, and updating background data are crucial
and should be properly considered in the evaluation of such systems.

[C2] Expressive Power of Inference. The support for inference (P2) is the
distinguishing feature of SFP over IFP systems and introduces serious challenges.

The super-linearity of reasoning (quadratic for RDFS to super-exponential
for OWL 2) requires to carefully balance the expressive power of the inference
mechanism and performance. Even though inference can be limited to become
tractable the fast change rate inherently present in a data-flow imposes strict
constraints on the inference process (P3).

Inference requires a frequent interaction between background and stream data
(P1), as all SFP systems store schema independent from the flow-data. Efficient
mechanisms for storing as well as accessing the schema guarantee fast inference
over the flow-data. Entailment regimes like RDFS produce many duplicates re-
quiring an SFP system to handle repeatedly inserted information.

One additional challenge in the inference process is connected with the validity
of the information in the system (and this strictly relates it to the properties
P4 and P5). If a triple, for example, is no longer valid (e.g., because the active
window has moved), then the inference process might have to be repeated to
verify whether some conclusions still hold or should be retracted.

[C3] Time Modeling. This challenge differs from the others because it relates
to the design of the system while the others primarily affect its execution. In fact,
choosing a specific model –and a corresponding semantics– for representing time
(P4 and P5) can significantly impact the performance of the system (P3). For
example, it has been proven in [25] that the use of an interval-based semantics
rather than a point-based semantics may negatively impact the tractability of
some time-based operators (e.g., next, sequences). Therefore, the designer of an
SFP system must carefully analyze the requisites of the system in order to choose
an appropriate time model in order not to jeopardize its performance.

The current RDF data model includes no notion of time, which led ex-
isting SFP systems to extend RDF in several ways to handle time, e.g., by
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time-stamping the triples —with potential serious consequences for complex pro-
cessing tasks such as reasoning on the data. Suppose that the data exploits the
RDFS semantics which allows reasoning by an exhaustive application of if-then
rules. If the RDF triples used to derive some conclusions are no longer valid,
then it is unclear what happens to the derivation. All these uncertainties can be
clarified by a formal definition of the model and semantics of time associated
to RDF data, but currently there is no clear consensus on this aspect, and this
hampers an understanding of the consequences of the processing of SFP systems.

[C4] Querying. The query model determines the processing strategy (P6). A
key challenge is its definition for stream and background data (P1) that can
satisfy application level requirements on expressive power and ease of use, while
keeping the processing as simple and efficient as possible (P3).

An important challenge for CEP-inspired languages is the choice of an appro-
priate strategy for storing, accessing, and discarding partial results. This is even
more important when dealing with aggregates, in particular under non-shrinking
semantics [9], i.e., when we are not only interested in the number of items in an
aggregate but also in the items themselves. (cf. Section 5, S4).

Languages may include operators that implicitly determine the scope of pro-
cessing, e.g., time-constrained sequences. Similarly, in DSMS-inspired transform-
ing languages, the type and size of windows determines the portion of flow-data
considered for processing (P4). In both cases, isolating the elements that are
relevant for processing is a key challenge. An inappropriate choice may neg-
atively impact the performance of an SFP system: A window too small may
never contain enough information to provide the desired results; a window too
large may hamper the system’s response time. Unsuitable strategies for storing
and pruning partial results may further negatively influence response time.

Other challenges rises from the mechanism for triggering queries and the
management of multiple queries. Increasing the frequency of query evaluation
may decrease the system’s response time while too infrequent evaluations may
prevent the detection of critical situations—both resulting in decreasing system
performance. SFP systems must be able to develop techniques for sharing the
state of partial results that are common to multiple queries, thus reducing mem-
ory requirements and processing effort. The effort of managing multiple queries
increases in presence of distributed settings (P7) by the necessity of concerting
the distribution of operations over available resources with respect to processing
capabilities, connectivity, and their geographical location.

[C5] Managing Bursts. SPF systems must be able to continuously provide
timely answers to queries even in presence of sudden bursts. This strictly relates
to the property P3: indeed, depending from the QoS agreements between the
system and the users, it may be acceptable to sacrifice completeness of results
for the sake of guaranteeing lower response times. Moreover, managing bursts
also requires a careful design of the mapping of processing tasks to available
processing components, enabling load balancing and avoiding bottlenecks. This
issue becomes even more relevant in parallel and distributed systems (P7).



Seven Commandments for Benchmarking Semantic Flow Processing Systems 313

5 Seven Commandments of Benchmarking SFP Systems

The evaluation of a system performance is done by changing the environment
and/or the system parameters and observing the behavior of some measurable
Key Performance Indicators (KPIs) as these changes occur. The goal of a bench-
mark consists in designing a number of stress tests so that the user can measure
how different systems react to the same changes, considering the same KPIs.
These stress tests should properly create situations when the system is called
to deal with the challenges of the domain. The LR benchmark, for example,
“is designed to measure how well a system can meet real-time query response
requirements in processing high-volume streaming and historical data.” [6].

In this section, we first define a number of KPIs to evaluate SFP systems with
respect to the challenges identified in Section 4. Then, we design some stress tests
to measure and compare the performance of various systems. We thereby analyze
to what extent current benchmarking tools cover such stress tests (see Table 1),
and provide guidelines how the missing parts can be implemented.

Note that we provide no unified benchmark but a unified model for system-
atically benchmarking aspects of SFP systems by stress tests. An actual imple-
mentation of these stress tests will depend first on the actual SFP system and
second on the use-cases at hand, and is beyond the scope of this paper.

5.1 Key Performance Indicators

In contrast to offline systems, SFP systems are reactive. A delay exists between
the points in time when the system consumes an input element and it reports
the results of its processing. If the system load exceeds available resources either
this delay compromises system reactivity or the system has to drop data.

All benchmarks for SFP systems use throughput as their KPI. This choice
yet ignores other criteria that were reported for IFP systems in [15]. We hence
identified the following three KPIs as the most suitable regarding our context.
Interestingly, they were also used used for the evaluation (yet not benchmarking)
of most the principal current SFP systems.

– Response time over all queries (Average/xthPercentile/Maximum).

– Maximum input throughput in terms of number of data element in the
input stream consumed by the system per time unit.

– Minimum time to accuracy and the minimum time to completion
for all queries [19].2

Stressing a system means exploring the input space and identifying best, average,
and –most importantly– worst cases for its performance, i.e., the conditions
under which the system performs how in relation to the KPIs.

2 This includes recall, precision and error rate in relation to processing time.
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Table 1. Stress tests existing benchmarks support. P indicates a potential support or a
partial implementation for stress testing. (a) load balancing, (b) simple, (c) sequential
or (d) temporal joins flow-flow data, (e) joins on flow-background data, aggregates
under shrinking (f) and non-shrinking semantics (g), (h) out-of-order or (i) missing
data, (j) inference, and finally (k) changes in background data.

Benchmark S1 S2 S3 S4 S5 S6 S7
(a) (b) / (c) / (d) (e) (f) / (g) (h) / (i) (j) (k)

LR P Yes/ Yes/ P No No/ Yes P/ P No No
FFD P Yes/ P/ Yes No No/ Yes No/ P P No
SR P Yes/ P/ P Yes P/ Yes P/ P Yes P
SLD P Yes/ P/ P Yes P/ Yes P/ P P P

5.2 Stress Tests

After identifying the KPIs, the definition of stress tests first involves diagnosing
which parameters to manipulate to change the input of the system. In the case of
SFP systems, these parameters have some impact on background data, streaming
data, input rate, etc. It is important to devise how to change these parameters
to achieve the purpose of the test, i.e. to properly impact on the desired KPIs.

In this section we present the seven commandments we worked out based on
our study of the challenges in Section 4. Each commandment represents one of
the stress tests that in our opinion best suit the evaluation of SFP systems. We
show how the current benchmarks address these tests in Table 1. We observe
that all the benchmarks identified in Section 2 either implemented one or more
of these stress tests or could implement them (indicated by “P”). However, no
existing benchmark fully implements all of them.

[S1] Load Balancing [Relates to C5]. SFP systems usually consider multiple
input flows of information, with possible bursts (C5). Therefore, the SFP system
must implement a proper mapping of operators over available processors and
good load balancing strategies.

Finding potential bottlenecks in settings in which many queries are deployed
and multiple processors are available is extremely difficult. However, benchmarks
can empirically evaluate a system under various conditions by repeatedly apply-
ing a set of changes to the input. In particular, it is possible to stress the system
by (i) changing the load of every stream relative to the others at random, (ii) cre-
ating bursts on an increasing number of input streams, and by (iii) dynamically
switching data sources to provide their input on some other data flow. All cur-
rent benchmarks identified in Section 2 provide streaming data from sensors,
and therefore implement variants of this stress test. However, the sensors in SR
can only emit data on regular stable intervals. SLD and LR offer support for
skewed distributions for the generation rate of different streams, although the
specifications do not clearly state to what extent the skew can be controlled.

[S2] Joins and Inference on Flow Data Only [Relates to C3, C4]. In
order to stress the joins between bindings of flow data we need to distinguish
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between simple, sequential, and temporal joins. Simple joins put no further con-
straints on the join but the join-equality. Sequential joins add a sequential con-
straint (like the SEQ-operator [4]). Temporal joins further extend sequential joins
by enabling advanced temporal constraints such as Allen’s intervals [3]. Note that
both sequential and temporal joins require that the system defines an ordering
of the flow-data (C3) as well as a proper extension of the query language (C4).

A stress test to measure the performance of data joins has to consider in-
creasingly complex cascades of joins. For testing sequential and temporal joins
a benchmark will have to add further constraints on the joins, which have to be
reflected in the data. The current benchmarks LR and SLD provide data and
use-cases for sequential joins but at the moment none of them implements stress
tests for temporal joins—although all datasets would allow to. Therefore, a full
implementation of this stress-test is currently unavailable in these benchmarks.

[S3] Joins and Inference in Flow and Background Data [Relates to
C1, C4]. In contrast to joins on flow data only, joining stream and background
data is not subject to any ordering and hence always results in simple joins.
These can be stress-tested by considering single joins and increasingly complex
cascades thereof. Notice that systems often exploit the combination of flow and
background data to perform inference. In this context, the ability of the system
to manage background data (C1) is crucial, since complex reasoning tasks (C4)
can require frequent and repeated access to background data.

Currently, both the SR and SLD benchmarks only provide a few fixed queries.
They are not parameterized, and thus do not allow an exhaustive assessment of
join performance. Furthermore, only SR and SLD can stress an SFP by consid-
ering the accesses to background data that is stored in the disk. Conversely, the
background data of LR and FFD easily fits into the main memory.

[S4] Aggregates [Relates to C3, C4]. Aggregates enable computation on
groups of entities or literals. Such computations include statistics such as counts,
averages but also any other arithmetic operation on groups nodes that fulfill
a grouping constraint. We distinguish between aggregating over entities and
literals. In contrast to literal aggregates, entities aggregates refer to groups of
actual entities and not data values. Consider, for example, detecting situations
where more than n people with similar interest are watching the same show.

We refer to detecting the sole event as shrinking semantics, i.e., we are not
interested in the actual people but only some statistics about them. Referring to
the actual entities taking part in the aggregate (i.e., the actual people watching
the show) is called non-shrinking semantics [9]. We may assess both types by
testing a) how the system scales with an increasing number of groups (lots of
shows, n small), b) by increasing the complexity of the grouping constraints
(complex definition of similar interests) and c) by adjusting the data such that
there will be a lot of candidates for groups of which only a small number will
finally fulfill the grouping criterion (lots of shows with a number of viewers just
below the threshold n).

In contrast to shrinking semantics, non-shrinking semantics are not directly
supported by standard SPARQL and also not implemented by any of the existing
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benchmarks. All of the benchmarks test aggregates in a limited scope, e.g., by
implementing single queries (SR, SLD) or the expected outcome (LR).

[S5] Unexpected Data [Relates to C3, C4]. In distributed settings, SFP
systems have to deal with out-of-order arrival of information and data loss.
This may affect the correctness of query answers, especially (C3) when temporal
operators and constraints are involved. We can measure the ability to handle out-
of-order observations by (i) increasing the number of events arriving not in the
expected order; (ii) by testing the amount of time or data which can be handled
until some out-of-order observation will be no longer considered for processing.
SPARQL OPTIONAL operators, for example allow answering a query even if
some data is still missing (C4). In both cases the benchmark should measure
precision and recall of the amount of missing data. Interestingly, none of the
current benchmarks implements tests for out-of-order events or missing data.

While the ability to deal with noisy data is a relevant problem it is our form be-
lieve that this must be handled outside the core query processing. Consequently,
we did not add stress-tests for handling noisy data.

[S6] Schema [Relates to C1, C2]. Since the schema of both the stream and
the background data is known ex-ante, we can only evaluate the system’s ability
to handle (i) an increasing number of statements in the schema (i.e., axioms
of the system’s ontology), and (ii) statements that generate a more complex
reasoning. In this last case the system needs to provide inference services (C2).

Number of Axioms. When testing an SFP system by increasing the number
of axioms in its ontology it is fundamental to add new axioms that could not
have been deduced from existing ones. Moreover, the expressive power should
not increase as this will spoil the results of this test. SR and SLD are the only
benchmarks with ontology schemata. In spite of the several thousand axioms the
ontologies comprise the number of axioms involved in these benchmarks’ queries
is roughly one per cent of that number.

Expressive Power. Increasing the expressive power of the schema not only for
the background data but also of the flow data may stress an SFP system signifi-
cantly [9]. Evaluating the impact of expressive power requires changing the con-
straints or rules applied by the reasoner, while leaving the ontology unchanged,
e.g., by implementing different combinations of the RDFS inference rules or dif-
ferent profiles of OWL 2. The variation in complexity must have some effect on
the performance of the inference engine. Adding, for example, disjunction to the
reasoner only makes sense in case the ontology contains disjunctive axioms.

In spite of missing features like negation, testing variations of the expressive
power is possible in SR and SLD as they refer to some OWL 2-DL ontologies.
Currently, they only test whether RDFS subclass reasoning is possible but do not
measure the impact on KPIs when varying the expressive power. On the other
hand, works like [9] provide a stress test for inference on transitive properties
under RDFS semantics.

[S7] Changes in Background-Data [Relates to C1, C2] Nearly all systems
identified in [15] consider background data in answering queries and this by pre-
compiling the query. When the background data changes (C1), those parts have
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to be re-compiled and in this intermediate state processing may be delayed or
corrupted,3 further worsened by the presence of inference services (C2). Stress-
testing changes in background data should aim at varying the update frequency
and the sheer amount of data that is subject to an update. Addressing the
query-related part of the background data it should force the system to access
background-data from disk as much as possible.

Currently, no benchmark implements this stress test, and only benchmarks
that use datasets with rich background data can properly implement it, which
is not the case for LR and FFD. The SLD and SR benchmarks do support such
data and are suitable for this task. In particular for the SR system, we can simply
increase the background data by all those datasets in the LOD cloud for which
we may establish links to the GeoNames dataset.

6 Conclusion and Future Work

SFP systems are becoming increasingly popular for processing flows of seman-
tically annotated data on-line and on large scale. Yet, the field of SFP lacks a
classification scheme such as [15] for understanding and comparing existing sys-
tems. Even more significanlty, there is a lack of common agreement of which are
the key performance indicators in the field, and they can be evaluated. A few
good proposals for benchmarking SFP systems were published recently [21, 26],
but none of them has (yet) come up with a pair of simulator/validator systems
comparable to what the LR benchmark provides for IFP systems.

In this paper we diagnosed this research gap and approached the problem of
benchmarking SFP systems from another perspective, following a top-down ap-
proach. We identified those properties of SFP systems relevant for understanding
the key challenges SFP system face and defining the key performance indicators
that allow to assess such challenges.

Starting from this analysis, we proposed seven commandments for defining a
set of benchmarks that comprehensively stress test SFP systems in relation to
precisely defined KPIs. We worked out these commandments as currently the
most important for benchmarking current SFP systems. With new features for
SFP systems this list will certainly have to be extended. For the same reasons
as the LR benchmark, we provided no algorithm for implementing a benchmark
nor did we address the definition of a common protocol for running a concrete
benchmark on different systems. Instead we provide clear guidelines that specify
how concrete benchmarks can implement relevant stress tests for SFP systems.

It is our firm belief that following these guidelines will enable implementing
new or adjusting existing benchmarks, thus making it possible to realize a thor-
ough evaluation and comparison of SFP systems, clearly spotting their strenghts
and weaknesses. The tale of understanding SFP systems by systematic evalua-
tion and comparison has only just begun.

3 Note that a change in background data does not allow for a change in the schema.
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Abstract. Ontology classification is the reasoning service that com-
putes all subsumption relationships inferred in an ontology between con-
cept, role, and attribute names in the ontology signature. OWL 2 QL is a
tractable profile of OWL 2 for which ontology classification is polynomial
in the size of the ontology TBox. However, to date, no efficient methods
and implementations specifically tailored to OWL 2 QL ontologies have
been developed. In this paper, we provide a new algorithm for ontol-
ogy classification in OWL 2 QL, which is based on the idea of encoding
the ontology TBox into a directed graph and reducing core reasoning to
computation of the transitive closure of the graph. We have implemented
the algorithm in the QuOnto reasoner and extensively evaluated it over
very large ontologies. Our experiments show that QuOnto outperforms
various popular reasoners in classification of OWL 2 QL ontologies.

1 Introduction

Ontology classification is the problem of computing all subsumption relationships
inferred in an ontology between predicate names in the ontology signature, i.e.,
named concepts (a.k.a. classes), roles (a.k.a. object-properties), and attributes
(a.k.a. data-properties). It is considered a core service for ontology reasoning,
which can be exploited for various tasks, at both design-time and run-time,
ranging from ontology navigation and visualization to query answering.

Devising efficient ontology classification methods and implementations is a
challenging issue, since classification is in general a costly operation. Most pop-
ular reasoners for Description Logic (DL) ontologies, i.e., OWL ontologies, such
as Pellet [22], Racer [11], FACT++ [23], and HermiT [9], offer highly optimized
classification services for expressive DLs. Various experimental studies show that
such reasoners have reached very good performances through the years. How-
ever, they are still not able to efficiently classify very large ontologies, such as
the full versions of GALEN [21] or of the FMA ontology [10].

Whereas the above tools use algorithms based on model construction through
tableau (or hyper-tableau [9]), the CB reasoner [14] for the Horn-SHIQ DL is
a consequence-driven reasoner. The use of this technique allows CB to obtain
an impressive gain on very large ontologies, such as full GALEN. However, the
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current implementation of the CB reasoner is rather specific for particular frag-
ments of Horn-SHIQ (and incomplete for the general case) [14]. For example,
it does not allow for classification of properties.

Other recently developed tools, such as Snorocket [17], ELK [15], and
JCEL [19], are specifically tailored to intensional reasoning over logics of the
EL family, and show excellent performances in classification of ontologies speci-
fied in such languages, which are the logical underpinning of OWL 2 EL, one of
the tractable profile of OWL 2 [20].

Instead, to the best of our knowledge, ontology classification in the other
OWL 2 profiles has received so far little attention. In particular, classification in
OWL 2 RL has been investigated only in [16], whereas, to date, no techniques
have been developed that are specifically tailored to intensional reasoning in
OWL 2 QL, the “data oriented” profile of OWL 2, nor for any logic of the DL-Lite
family [6], which constitutes the logical underpinning of OWL 2 QL. Our aim
is then to contribute to fill this lack on OWL 2 QL, encouraged also by the
fact that such language, like all logics of the DL-Lite family, allows for tractable
intensional reasoning, and in particular for PTime ontology classification, as it
immediately follows from the results in [6].

In this paper, we thus provide a new method for ontology classification in
the OWL 2 QL profile. In our technique, we encode the ontology terminology
(TBox) into a graph, and compute the transitive closure of the graph to then
obtain the ontology classification. The analogy between simple inference rules
in DLs and graph reachability is indeed very natural: consider, for example, an
ontology containing the subsumptions A1 � A2 and A2 � A3, where A1, A2,
and A3 are class names in the ontology signature. We can then associate to this
ontology a graph having three nodes labeled with A1, A2, and A3, respectively,
an edge from A1 to A2 and an edge from A2 to A3. It is straightforward to see
that A3 is reachable from A1, and therefore an edge from A1 to A3 is contained in
the transitive closure of the graph. This corresponds to the inferred subsumption
A1 � A3. On the other hand, things become soon much more complicated when
complex (OWL) axioms come into play.

In this respect, we will show that for an OWL 2 QL ontology it is possible
to easily construct a graph whose closure constitutes the major sub-task in on-
tology classification, because it allows us to obtain all subsumptions inferred by
the “positive knowledge” specified by the TBox. We will show that the com-
puted classification misses only “trivial” subsumptions inferred by unsatisfiable
predicates, i.e., named classes (resp. properties) that always have an empty in-
terpretation in every model of the ontology, and that are therefore subsumed
by every class (resp. property) in the ontology signature. We therefore provide
an algorithm that, exploiting the transitive closure of the graph, computes all
unsatisfiable predicates, thus allowing us to obtain a complete ontology classi-
fication. We notice that the presence of unsatisfiable predicates in an ontology
is mainly due to errors in the design. However, it is not rare to find such pred-
icates, especially in very large ontologies or in ontologies that are still “under
construction”. In particular, we could find unsatisfiable concepts even in some
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benchmark ontologies we used in our experiments (cf. Section 4). Of course, al-
ready debugged ontologies might not present such predicates [13,12]. In this case,
one can avoid executing our algorithm for computing unsatisfiable predicates.

We have implemented our technique in a new module of QuOnto [1], the
reasoner at the base of the Mastro [5,7] system, and have carried out extensive
experimentation, focusing in particular on very large ontologies. We have consid-
ered well-known ontologies, often used as benchmark for ontology classification,
and we have suitably approximated them in OWL 2 QL.

QuOnto showed better performances, in some cases corresponding to enor-
mous gains, with respect to tableau-based reasoners (in particular, Pellet,
Fact++, and HermiT). We also obtained comparable or better results with re-
spect to the CB reasoner, for almost all ontologies considered, but, differently
from CB reasoner, we were always able to compute a complete classification. We
finally compared QuOnto with ELK, one of the most performing reasoner for
EL, for those approximated ontologies that turned out to be both in OWL 2 QL
and OWL 2 EL, obtaining similar performances in almost all cases.

We conclude by noticing that, even though we refer here to OWL 2 QL, our
algorithms and implementations can be easily adapted to deal with all logics
of the DL-Lite family mentioned in [6], excluding those allowing for the use
of conjunction in the left-hand side of inclusion assertions or the use of n-ary
relations instead of binary roles.

The rest of the paper is organized as follows. In Section 2, we provide some
preliminaries. In Section 3, we describe our technique for ontology classification
in OWL 2 QL. In Section 4, we describe our experimentation, and finally, in
Section 5, we conclude the paper.

2 Preliminaries

In this section, we present some basic notions on DL ontologies, the formal
underpinning of the OWL 2 language, and on OWL 2 QL. We also recall some
notions of graph theory needed later on.

Description Logic Ontologies. We consider a signature Σ, partitioned in two
disjoint signatures, namely, ΣP , containing symbols for predicates, i.e., atomic
concepts, atomic roles, atomic attributes, and value-domains, andΣC , containing
symbols for individual (object and value) constants. Complex concept, role, and
attribute expressions are constructed starting from predicates of ΣP by applying
suitable constructs, which vary in different DL languages. Given a DL language
L, an L-TBox (or simply a TBox, when L is clear) over Σ contains universally
quantified first-order (FOL) assertions, i.e., axioms specifying general properties
of concepts, roles, and attributes. Again, different DLs allow for different axioms.
An L-ABox (or simply an ABox, when L is clear) is a set of assertions on
individual constants, which specify extensional knowledge. An L-ontology O is
constituted by both an L-TBox T and an L-ABox A, denoted as O = 〈T ,A〉.

The semantics of a DL ontology O is given in terms of FOL interpretations
(cf. [3]). We denote with Mod(O) the set of models of O, i.e., the set of FOL-
interpretations that satisfy all TBox axioms and ABox assertions in O, where
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the definition of satisfaction depends on the DL language in which O is specified.
An ontology O is satisfiable if Mod(O) 	= ∅. A FOL-sentence φ is entailed by an
ontology O, denoted O |= φ, if φ is satisfied by every model in Mod(O). All the
above notions naturally apply to a TBox T alone.

Traditional intensional reasoning tasks with respect to a given TBox are ver-
ification of subsumption and satisfiability of concepts, roles, and attributes [3].
More precisely, a concept C1 is subsumed in T by a concept C2, written
T |= C1 � C2, if, in every model I of T , the interpretation of C1, denoted
CI

1 , is contained in the interpretation of C2, denoted CI
2 , i.e., C

I
1 ⊆ CI

2 for every
I ∈ Mod(T ). Furthermore, a concept C in T is unsatisfiable, which we wrote as
T |= C � ¬C, if the interpretation of C is empty in every model of T , i.e., CI = ∅
for every I ∈ Mod(T ). Analogous definitions hold for roles and attributes.

Strictly related to the previous reasoning tasks is the classification inference
service, which we focus on in this paper. Given a signature ΣP and a TBox
T over ΣP , such a service allows to determine subsumption relationships in T
between concepts, roles, and attributes in ΣP . Therefore, classification allows
to structure the terminology of T in the form of a subsumption hierarchy that
provides useful information on the connection between different terms, and can
be used to speed up other inference services. Here we define it more formally.

Definition 1. Let T be a satisfiable L-TBox over ΣP . We define the T -
classification of ΣP (or simply T -classification when ΣP is clear from the con-
text) as the set of inclusion assertions defined as follows:

Let S1 and S2 be either two concepts, roles, or attributes in ΣP . If
T |= S1 � S2 then S1 � S2 belongs to the T -classification of ΣP .

The OWL 2 QL Language. We now present OWL 2 QL. We use the German
notation for describing its constructs and axioms, and refer the reader to [20]
for the OWL functional style syntax.

Expressions in OWL 2 QL are formed according to the following syntax:

B −→ A | ∃Q | δ(U) R −→ Q | ¬Q E −→ ρ(U)
C −→ B | ¬B | ∃Q.A | δF (U) V −→ U | ¬U F −→ T1 | · · · | Tn

Q −→ P | P−

where: A, P , and U are symbols in ΣP denoting respectively an atomic concept,
an atomic role, and an atomic attribute; P− denotes the inverse of P ; ∃Q, also
called unqualified existential role, denotes the set of objects related to some
object by the role Q; δ(U) denotes the domain of U , i.e., the set of objects that
U relates to values; ρ(U) denotes the range of U , i.e., the set of values related
to objects by U ; T1, . . . , Tn denote n unbounded value-domains (i.e., datatypes);
the concept ∃Q.A, or qualified existential role, denotes the qualified domain of
Q with respect to A, i.e., the set of objects that Q relates to some instance of
A. Similarly, δF (U) denotes the qualified domain of U with respect to a value-
domain F , i.e., the set of objects that U relates to some value in F . In the
following, we call B a basic concept, and Q a basic role.
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An OWL 2 QL TBox T is a finite set of axioms of the form:

B � C Q � R U � V E � F

From left to right, the above axioms denote subsumptions between concepts,
roles, attributes, and value-domains, respectively. We call positive inclusions
axioms of the form B1 � B2, B1 � ∃Q.A, B1 � δF (U), Q1 � Q2, and U1 � U2,
value-domain inclusions axioms of the form E � F , and negative inclusions
axioms of the form B1 � ¬B2, Q1 � ¬Q2 and U1 � ¬U2.

We notice that also other constructs and axioms are in fact allowed in
OWL 2 QL. In particular, it allows for the use of δF (U) in the left-hand side of
subsumptions, or in the right-hand side of negative inclusions, the use of “top”
constructs in the left hand-side of subsumptions, corresponding to rdfs:Literal,
owl:Thing, owl:topObjectProperty, and owl:topDataProperty, and the use of re-
flexivity and irreflexivity on roles (i.e., object-properties). For the sake of pre-
sentation, in this paper we prefer to not consider such aspects of OWL 2 QL,
since their presence requires to burden our algorithms with some technicalities,
which represent very minor contributions of our approach. Also, such constructs
and axioms are rarely used in the practice, and in particular are never used in
the benchmark ontologies considered in our experimentations (cf. Section 4). We
notice however, that all the techniques presented in the following sections can be
extended to full OWL 2 QL with minimal adaptations. Other constructs, such
us symmetric or asymmetric roles, even though not explicitly mentioned, can be
easily expressed by the OWL 2 QL syntax we consider.

As for OWL 2 QL ABoxes, we do not present them here, since we concentrate
on intensional reasoning, and refer the interested reader to [20].

The semantics of OWL 2 QL ontologies and TBoxes is given in the standard
way [20,3]. We only recall here that, datatypes, i.e., value-domains, have a fixed
predefined interpretation, i.e., each datatype Ti is interpreted always in the same
way, denoted val (Ti), in every interpretation of the ontology. Notice also that
OWL 2 QL supports only OWL datatypes such that the intersection of the value
spaces of any set of these datatypes is either infinite or empty, i.e., for each i, j ∈
{1, . . . , n}, it holds either that val(Ti)∩val(Tj) is infinite or val(Ti)∩val(Tj) = ∅.
Graph Theory Notions. In this paper we use the term digraph to refer to a
directed graph. We assume that a digraph G is a pair (N , E), where N is a set of
elements called nodes, and E is a set of ordered pairs (s, t) of nodes in N , called
arcs, where s is denoted the source of the arc, and t the target of the arc.

The transitive closure G∗ = (N , E∗) of a digraph G = (N , E) is a digraph such
that there is an arc in E∗ having a node s as source and a node t as target if and
only if there is a path from s to t in G [4]. Let G = (N , E) be a digraph, and let
n be a node in N . We denote with predecessors(n,G) the set of nodes pn in N
such that there exists in E an arc (pn, n).

3 T -Classification in OWL 2 QL

In this section we describe our approach to computing, given a signature ΣP

and an OWL 2 QL TBox T over ΣP , the T -classification of ΣP .
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In OWL 2 QL, a subsumption relation between two concepts, roles, or at-
tributes in ΣP , can be inferred by a TBox T if and only if (i) T contains such
subsumption; (ii) T contains a set of positive inclusion assertions that together
entail the subsumption; or (iii), trivially, the subsumed concept, role, or attribute
is unsatisfiable in T . The above observation is formalized as follows.

Theorem 1. Let T be an OWL 2 QL TBox containing only positive inclusions,
and let S1 and S2 be two atomic concepts, two atomic roles, or two atomic
attributes. S1 � S2 is entailed by T if and only if at least one of the following
conditions holds:

1. a set P of positive inclusions exists in T , such that P |= S1 � S2;
2. T |= S1 � ¬S1.

Proof. (sketch) (⇐) This is trivially proven.
(⇒) Assume T |= S1 � S2. Towards a contradiction, suppose that both state-
ments 1 and 2 are false. If T |= S1 � S2 then the following cases are conceivable:

(a) S1 � S2 ∈ T , but this implies that statement 1 is true (contradiction);
(b) S1 � S2 /∈ T and S1 is satisfiable. Since statement 1 does not hold, it remains

that there exists a subset T ′ of T formed by positive inclusions and at least
one negative inclusion such that T ′ |= S1 � S2. It can be shown that in
OWL 2 QL negative inclusions do not concur in the entailment of positive
inclusions [6], and therefore S1 � S2 follows only from the positive inclusions
of T ′, which contradicts that statement 1 is false;

(c) S1 � S2 /∈ T and S1 is unsatisfiable. But then statement 2 is true (contra-
diction).

Given a OWL 2 QL TBox T over a signature ΣP , we use ΦT and ΩT to denote
two sets of positive inclusions of the form S1 � S2, with S1, S2 ∈ ΣP , such
that ΦT contains only positive inclusions for which statement 1 holds, and ΩT
contains only positive inclusions for which statement 2 holds. It is easy to see
that ΦT and ΩT are not disjoint. From Definition 1 and Theorem 1 it follows
that the T -classification coincides with the union of the sets ΦT and ΩT .

In the following, we describe our approach to the computation of the T -
classification by firstly computing the set ΦT , and then computing the set ΩT .

Computation of ΦT . Given an OWL 2 QL TBox T , in order to compute ΦT ,
we encode the set of positive inclusions in T into a digraph GT and compute
the transitive closure of GT in such a way that each subsumption S1 � S2 in
ΦT corresponds to an arc (S1, S2) in such transitive closure, and vice versa. The
following constructive definition describes the appropriate manner to obtain the
digraph TBox representation for our aims.

Definition 2. Let T be an OWL 2 QL TBox over a signature ΣP . We call the
digraph representation of T the digraph GT = (N , E) built as follows:

1. for each atomic concept A in ΣP , N contains the node A;
2. for each atomic role P in ΣP , N contains the nodes P , P−, ∃P , ∃P−;
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3. for each atomic attribute U in ΣP , N contains the nodes U and δ(U);
4. for each concept inclusion B1 � B2 ∈ T , E contains the arc (B1, B2);
5. for each role inclusion Q1 � Q2 ∈ T , E contains the arcs (Q1, Q2),

(Q−
1 , Q

−
2 ), (∃Q1 ,∃Q2), and (∃Q−

1 , ∃Q−
2 );

6. for each attribute inclusion U1 � U2 ∈ T , E contains the arcs (U1, U2) and
(δ(U1), δ(U2));

7. for each concept inclusion B1 � ∃Q.A ∈ T , E contains the arc (B1, ∃Q);
8. for each concept inclusion B1 � δF (U) ∈ T , E contains the arc (B1, δ(U)).

The idea is that each node in the digraph GT represents a basic concept, a basic
role or an attribute, and each arc models a positive inclusion, i.e., a subsumption,
contained in T , where the source node of the arc represents the left-hand side of
the subsumption and the target node of the arc represents the right-hand side
of the subsumption. Observe that for each role inclusion assertion P1 � P2 in
the TBox T , we also represent as nodes and arcs in the digraph GT the entailed
positive inclusions P−

1 � P−
2 , ∃P1 � ∃P2, and ∃P−

1 � ∃P−
2 . We operate in a

similar fashion for positive inclusions on attributes in T .
Let T be an OWL 2 QL TBox and let GT = (N , E) be its digraph represen-

tation. We denote with G∗
T = (N , E∗) the transitive closure of GT . Note that by

definition of digraph transitive closure, for each node n ∈ N there exists in E∗

an arc (n, n). Moreover, in what follows, we denote with α(E∗) the set of arcs
(S1, S2) ∈ E∗ such that both terms S1 and S2 denote in T either two atomic
concepts, two atomic roles, or two attributes. Then, the following property holds.

Theorem 2. Let T be an OWL 2 QL TBox and let GT = (N , E) be its digraph
representation. Let S1 and S2 be two atomic concepts, two atomic roles, or two
atomic attributes. An inclusion assertion S1 � S2 belongs to ΦT if and only if
there exists in α(E∗) an arc (S1, S2).

Proof. (sketch) (⇐) This is trivially proven.
(⇒) To prove the thesis we need to introduce the notion of chase for an OWL
2 QL ontology, which is analogous to the notion of chase given in [6,8]. We first
note that every positive inclusion in the TBox can be formulated as a FOL
implication of the form

∀x,y.S(x,y)→ ∃z.ψ(x, z) (1)

where S is an atomic concept, an atomic attribute, or an atomic role, ψ is a
single atom or a conjunction of two atoms constructed on predicates of ΣP , x
is a vector of one or two variables, y and z are vectors of one or zero variables,
i.e., they may be missing. For example, a positive inclusion of the form A1 � A2

is written as ∀x.A1(x) → A2(x), the positive inclusion ∃P−
1 � ∃P2.A is written

as ∀x, y.P1(x, y) → ∃z.P2(y, z) ∧ A(z), or the inclusion U1 � U2 is written as
∀x, y.U1(x, y)→ U2(x, y).

Now, let O = 〈T ,A〉 be an OWL 2 QL ontology. Our notion of chase is given
inductively as follows. We pose chase0(O) = A, and for every non-negative
integer i, we define chasei+1(O) as the set of ABox assertions obtained from
chasei(O) by applying the following rule:
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Chase Rule. Let I be a positive inclusion in T of the form (1). Let h
be a homomorphism from S(x,y) to chasei(O) such that h(S(x,y)) =
S(a, b), and such that there is no extension of h to a homomorphism
h′ from S(x,y) ∧ ψ(x, z) to chase i(O) (we say in this case that I is
applicable to S(a, b)). Then chase i+1(O) = chase i(O)∪{ψ(a, n)}, where
n is a fresh constant, i.e., a constant in ΣC not occurring in chasei(O),
if z is a single variable in (1), or chase i+1(O) = chase i(O) ∪ {ψ(a)}, if
z is absent in (1). We say that chase i+1(O) is obtained from chasei(O)
via application of the positive inclusion I to S(a, b).

We assume that the chase rule is always executed in such a way that if a positive
inclusion I becomes applicable to an ABox assertion β in a certain chasei(O),
then there exists j > i such that chasej(O) is obtained from chasej−1(O) via
application of I to α. Then, we call chase of O, denoted chase(O), the set of
ABox assertions obtained as the infinite union of all chase i(O), i.e., chase(O) =⋃

i∈N
chase i(O). Associated to the chase, we consider the so-called canonical

interpretation of O, denoted can(O), in which every constant is interpreted by
itself, and for every predicate S, we have that Scan(O) = {a | S(a) ∈ chase(O)}.
It is possible to show that can(O) is a model of O [6].

Let us now turn back to our proof, and show that from the fact that an arc
(A1, A2) /∈ α(E∗), where A1 and A2 are atomic concepts, it follows that there
does not exist a set P of positive inclusions in T such that P |= A1 � A2. The
cases of arcs between nodes corresponding to roles or attributes can be proved
analogously. Let us consider any set P ⊆ T of positive inclusions. To prove the
thesis we construct a model I of P and show that if (A1, A2) /∈ α(E∗), I is
not a model of A1 � A2. To this aim, we consider the ABox AA1 = {A1(d)},
where d is a constant in ΣC , and the canonical interpretation can(OP ) of the
ontologyOP = 〈P ,AA1〉, i.e., the model associated to chase(OP ). Since can(OP )
is a model of OP , it is also a model of P . We show now that can(OP ) is not
a model of A1 � A2. Let us denote with chasei(OP ) the chase obtained after
i applications of the chase rule. We can now show that chasei(OP ) contains
an ABox assertion of the form A(d) (resp. P (d, n), P (n, d), or U(d, n)) if and
only if there exists an arc from A1 to A (resp. to ∃P , ∃P−, or δ(U)) in G∗

P .
The if direction of this property can be easily verified. For the only if direction
we proceed by induction on the construction of the chase. The base step is
indeed trivial. As for the inductive step, various cases are possible. We consider
here the case in which chase i+1(OP ) contains the fact A(d) that is generated
from chasei(OP ) by applying the axiom A′ � A of P (in fact its FOL version,
according to our definition of chase). This means that chasei(OP ) contains the
ABox assertion A′(d), and, by the inductive hypothesis, G∗

P contains the arc
(A1, A

′). It is easy then to see that G∗
P contains the arc (A1, A). Other possible

cases can be proved in an analogous way. It is now very easy to conclude that
can(OP ) is not a model of A1 � A2, since the arc (A1, A2) is not in α(E∗).

We can then easily construct an algorithm, called ComputeΦ, that, taken as
input an OWL 2 QL TBox T , first builds the digraph GT = (N , E) according
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to Definition 2, then computes its transitive closure, and finally returns the set
ΦT , which contains an inclusion assertion S1 � S2 for each arc (S1, S2) ∈ α(E∗).

According to Theorem 2, ComputeΦ is sound and complete with respect to the
problem of computing ΦT for any OWL 2 QL TBox T containing only positive
inclusions.

Computation of ΩT . In OWL 2 QL, unsatisfiability of concepts, roles, and at-
tributes can mainly arise due to a malicious interaction of negative and positive
inclusions. However, also disjoint value-domains, i.e., datatypes having empty
intersection of their value spaces, can cause unsatisfiability. This can happen,
due to the presence in the TBox of ill-defined value-domain inclusions, which
can make one derive contradictory information. For instance, consider the TBox
T containing the assertions ρ(U) � xsd:dateTime and ρ(U) � xsd:integer.
Since the xsd:dateTime and xsd:integer datatypes are disjoint, we have that
T |= U � ¬U . The detection of the situation above described is rather technical,
and does not add particular value to our overall technique for identification of
unsatisfiable predicates. Furthermore, this situation is quite rare in the practice
(for example, no ill-typed attributes are present in the benchmark ontologies
used in Section 4). Therefore, for the sake of presentation, we prefer here to not
consider this case, and assume that the TBox does not contain value-domain in-
clusions. Furthermore, since under such assumption the treatment of attributes
and roles is analogous, we limit here our attention to the case where the TBox
does not contain axioms involving attributes. All results given below apply how-
ever also to full-fledged OWL 2 QL TBoxes.

We first observe that, according Definition 2, no node corresponding to a
qualified existential role is created in the TBox digraph representation. This
kind of node is indeed not useful for computing ΦT . Differently, if one aims to
identify every cause of unsatisfiability, the creation of nodes corresponding to a
qualified existential role is needed. This is due to the fact that a TBox may entail
that a qualified existential role ∃P.A is unsatisfiable, even in case of satisfiability
of ∃P . Specifically, this may occur in two instances: (i) if the TBox T entails
the assertion ∃P− � ¬A, and (ii), the TBox T entails A � ¬A. Clearly, in both
cases the concept ∃P.A is unsatisfiable. We therefore modify here Definition 2
by substituting Rule 7 with the following one:

7∗. for each concept inclusion B1 � ∃Q.A ∈ T , N contains the node ∃Q.A, and
E contains the arches (B1, ∃Q.A) and (∃Q.A, ∃Q);

From now on, we adopt the digraph representation built according to Defini-
tion 2, where rule 7∗ replaces rule 7, and, according to the above assumptions,
we consider only OWL 2 QL TBoxes that do not contain axioms involving at-
tributes in ΣP . Given one such TBox T over a signature ΣP , the algorithm
computeUnsat given in Figure 1 returns all unsatisfiable concepts and roles in
ΣP , by exploiting the transitive closure of the digraph representation of T .

Before describing the algorithm, we recall that, given a digraph G = (N , E)
and a node n ∈ N , the set predecessors(n,G∗) contains all those nodes n′ in N
such that G∗ contains the arc (n′, n), which means that there exists a path from n′
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Algorithm: computeUnsat
Input: an OWL 2 QL TBox T
Output: a set of concept and role expressions
foreach negative inclusion S1 � ¬S2 ∈ T do /* step 1 */

foreach n1 ∈ predecessors(S1,G∗T ) do
foreach n2 ∈ predecessors(S2,G∗T ) do

if n1 = n2

then Emp← Emp ∪ {n1};
if (n1 = ∃Q− and n2 = A) or (n2 = ∃Q− and n1 = A)
then Emp← Emp ∪ {∃Q.A};

Emp′ ← ∅;
while Emp �= Emp′ do /* step 2 */

Emp′ ← Emp;
foreach S ∈ Emp′ do

foreach n ∈ predecessors(S,G∗T ) do
Emp← Emp ∪ {n};
if n = P or n = P− or n = ∃P or n = ∃P−

then Emp← Emp ∪ {P, P−,∃P,∃P−};
if there exists B � ∃Q.n ∈ T
then Emp← Emp ∪ {∃Q.n};

return Emp.

Fig. 1. The algorithm computeUnsat(T )

to n in G. Also, it can be shown that G∗
T allows in fact to obtain all subsumptions

between satisfiable basic concepts or roles, in the sense that the TBox T infers
one such subsumption S1 � S2 if and only if there is an arc (S1, S2) in E∗. Then,
the two steps that compose the algorithm proceed as follows:

Step 1. Let S be either a concept expression or a role expression. We have
that for each Si ∈ predecessors(S,G∗

T ) the TBox T entails Si � S.
Hence, given a negative inclusion assertion S1 � ¬S2, for each Si

1 ∈
predecessors(S1,G∗

T ) and for each Sj
2 ∈ predecessors(S2,G∗

T ), T |= Si
1 �

¬Sj
2 . Therefore, for each negative inclusion S1 � ¬S2 ∈ T , the algo-

rithm computes the set predecessors(S1,G∗
T ) and predecessors(S2,G∗

T ) and
is able to: (i) recognize as unsatisfiable all those concepts and roles
whose corresponding nodes occur in both the set predecessors(S1,G∗

T ) and
predecessors(S2,G∗

T ), and (ii) identify those unsatisfiable qualified exis-
tential roles ∃Q.A whose inverse existential role node ∃Q− occurs in
predecessors(S1,G∗

T ) (resp. predecessors(S2,G∗
T )) and whose concept node A

occurs in predecessors(S2,G∗
T ) (resp. predecessors(S1,G∗

T )), which indeed im-
plies ∃Q− � ¬A and therefore unsatisfiability of ∃Q.A.

Step 2. Further unsatisfiable concepts and roles are identified by the algorithm
through a cycle in which: (i) if a concept or role S is in Emp, then all the ex-
pressions corresponding to the nodes in predecessors(S,G∗

T ) are in Emp. This
captures propagation of unsatisfiability through chains of positive inclusions;
(ii) if at least one of the expressions P, P−, ∃P, ∃P− is in Emp, then all four
expressions are in Emp; (iii) for each expression ∃Q.A in N , if A ∈ Emp,
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then ∃Q.A ∈ Emp. We notice that the algorithm stops cycling when no new
expressions of the form ∃Q or ∃Q.A are added to Emp (indeed, in this case
only a single further iteration may be needed).

It easy to see that, by virtue of the fact that the size of the set N of the digraph
representation of the TBox T is finite, computeUnsat(T ) terminates, and that
the number of executions of the while cycle is less than or equal to |N |.

The following theorem shows that algorithm computeUnsat can be used for
computing the set containing all the unsatisfiable concepts and roles in T .

Theorem 3. Let T be an OWL 2 QL TBox without axioms involving attributes
and let S be either an atomic concept or an atomic role in ΣP . T |= S � ¬S if
and only if S ∈ computeUnsat(T ).

As already said, it is easy to extend computeUnsat in such a way that it returns
all unsatisfiable atomic concepts, atomic roles, and attributes occurring in general
OWL 2 QL TBoxes. Therefore, we can restate Theorem 3 considering OWL 2 QL
ontologieswith also attributes and value-domain inclusions, and S that can be also
an attribute. As an immediate consequence of this, we can compute the set ΩT of
all “trivial” inclusion assertions inferred by an OWL 2 QL ontology T , by means
of the unsatisfiable predicates identified by computeUnsat. We call ComputeΩ the
algorithm that, taken T as input, returns ΩT by making use of computeUnsat.

The following theorem, which is a direct consequence of Theorem 2 and of
(the generalized version of) Theorem 3, states that our technique is sound and
complete with respect to the problem of classifying an OWL 2 QL TBox.

Theorem 4. Let T be an OWL 2 QL TBox and let S1 and S2 be either two
atomic concepts, two atomic roles, or two attributes. T |= S1 � S2 if and only
if S1 � S2 ∈ ComputeΦ(T ) ∪ ComputeΩ(T ).

4 Implementation and Evaluation

By exploiting the results presented in Section 3, we have developed a Java-based
OWL 2 QL classification module for the QuOnto reasoner [1,5,7].

This module computes the classification of an OWL 2 QL TBox T by adopt-
ing the technique described in Section 3. In this implementation the transitive
closure of the digraph GT is based on a breadth first search through GT .

We have performed comparative experiments, where QuOnto was tested
against several popular ontology reasoners. Specifically, during our test we com-
pared ourselves with the Fact++ [23], Hermit [9], and Pellet [22] OWL reasoners,
and with the CB [14] Horn SHIQ reasoner, and with the ELK [15] reasoner for
those ontologies that are also in OWL 2 EL.

The ontology suite used during testing includes twenty OWL ontologies, as-
sembled from the TONES Ontology Repository1 and from other independent
sources. The six reasoners exhibited negligible differences in performance for the

1 http://owl.cs.manchester.ac.uk/repository/

http://owl.cs.manchester.ac.uk/repository/
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Table 1. In the table the Original and OWL 2 QL axioms fields indicate respectively
the total number of axioms in the original version of the ontology and in the OWL 2
QL-approximated version. The Negative inclusion field reports the number of negative
inclusions in the OWL 2 QL-approximated version.

Ontology Concepts Roles Attributes
Original DL
fragment

Original
axioms

Owl 2 QL
axioms

Negative
inclusions

Mouse 2753 1 0 ALE 3463 3463 0
Transportation 445 89 4 ALCH(D) 931 931 317
DOLCE 209 313 4 SHOIN(D) 1736 1991 45
AEO 760 47 16 SHIN(D) 3449 3432 1957
Gene 26225 4 0 SH 42655 42655 3
EL-Galen 23136 950 0 ELH 46457 48026 0
Galen 23141 950 0 ALEHIF+ 47407 49926 0
FMA 1.4 6488 165 0 ALCOIF 18612 18663 0
FMA 2.0 41648 148 20 ALCOIF(D) 123610 118181 0
FMA 3.2.1 84454 132 67 ALCOIF(D) 88204 84987 0
FMA-OBO 75139 2 0 ALE 119558 119558 0

majority of the smaller tested ontologies, so we will only discuss the ontologies
which offered interesting results, meaning those on which reasoning times are
significantly different for at least a subset of the reasoners.

These ontologies include: the Mouse ontology; the Transportation ontol-
ogy2; the Descriptive Ontology for Linguistic and Cognitive Engineering
(DOLCE) [18]; the Athletic Events Ontology (AEO)3; the Gene Ontology
(GO) [2]; two versions of the GALEN ontology [21]; and four versions of the
Foundational Model of Anatomy Ontology (FMA) [10].

Because QuOnto is an OWL 2 QL reasoner, each benchmark ontology was
preprocessed prior to classification in order to fit OWL 2 QL expressivity. There-
fore, every OWL expression which cannot be expressed by OWL 2 QL axioms
was approximated from the ontology specifications. This approximation follows
this procedure: each axiom in the ontology is fed to an external reasoner, specif-
ically Hermit, and every OWL 2 QL-compliant axiom that is implied from
that axiom, between the ontology symbols that appear in it, is added to the
OWL 2 QL-approximated ontology. For instance, the OWL assertion Equiva-
lentClasses(ObjectUnionOf(:Male :Female) :Person) is approximated by the two
assertions SubClassOf(:Male :Person) and SubClassOf(:Female :Person). Note
that, as is the case in this example, the OWL 2 QL-approximated ontology may
contain a greater number of axioms than the original ontology.

During the tests for each reasoner, classification was performed on the OWL
2 QL-compliant versions of the ontologies resulting from the above described
preprocessing. Metrics about the ontologies are reported in Table 1.

All tests were performed on a DELL Latitude E6320 notebook with Intel
Core i7-2640M 2.8Ghz CPU and 4GB of RAM, running Microsoft Windows 7
Premium operating system, and Java 1.6 with 2GB of heap space. Classification
timeout was set at one hour, and aborting if maximum available memory was

2 http://www.daml.org/ontologies/409
3 http://www.boemie.org/deliverable_d_3_5

http://www.daml.org/ontologies/409
http://www.boemie.org/deliverable_d_3_5
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Table 2. Classification times of benchmark OWL 2 QL ontologies by QuOnto and
other tested reasoners

Ontology QuOnto FaCT++ HermiT Pellet CB ELK

Mouse 0.156 0.282 0.296 0.179 0.159 0.246
Transportation 0.150 0.045 0.163 0.151 0.195 0.343
DOLCE 1.327 0.245 25.619 1.696 1.358 —
AEO 0.650 0.743 0.920 0.647 0.605 —
Gene 1.255 1.400 3.810 2.803 1.918 1.419
EL-Galen 2.788 109.835 7.966 50.770 2.446 1.205
Galen 4.600 145.485 34.608 timeout 2.505 —
FMA 1.4 0.688 timeout 93.781 timeout 1.243 —
FMA 2.0 4.111 out of memory out of memory timeout 7.142 —
FMA 3.2.1 4.146 4.576 11.518 24.117 4.976 —
FMA-OBO 4.827 timeout 50.842 16.852 7.433 4.078

exhausted. All figures reported in Table 2 are in seconds, and, because classifi-
cation results are subject to minor fluctuation, particularly when dealing with
large ontologies, are the average of 3 classifications of the respective ontologies
with each reasoner. The following versions of the OWL reasoners were tested:
Fact++ v.1.5.34, HermiT v.1.3.65, Pellet v.2.3.06, CB v.127, and ELK v.0.3.28.

In our test configuration, the classifications of the FMA 2.0 ontology by the
Hermit and FaCT++ reasoners terminate due to an out-of-memory error. In [9],
classification of this ontology by the Hermit reasoner is performed successfully,
but classification time far exceeds the one registered by QuOnto.

The results of the experiments are summarized in Table 2. These results con-
firm that the performance offered by QuOnto compares favorably to other rea-
soners for almost all tested ontologies. Classification for even the largest of the
tested ontologies, i.e., the FMA-OBO and FMA 3.2.1 ontologies, is performed
in under 5 seconds, and memory space issues were never experienced during
our tests with QuOnto. For some test cases, the gap in performance between
QuOnto and other reasoners is sizeable: for instance, classification by Pellet of
the Galen and FMA (1.4 and 2.0) and by FaCT++ of the FMA (1.4 and OBO)
ontologies exceeds the predetermined timeout limit of one hour.

Detailed analysis of the results provided in Table 2 shows that only the CB
and ELK reasoners consistently display comparable performances to QuOnto,
which is fastest for all ontologies which feature only positive inclusions, with the
exception of the EL-Galen, Galen, and FMA-OBO ontologies. The CB reasoner,
which is the best-performing reasoner for the Galen ontology, does not however
always perform complete classification. For instance, it does not compute prop-
erty hierarchies. The ELK reasoner instead is slower than QuOnto for three
out of the five ontologies also in OWL 2 EL, showing instead markedly better
performance for EL-Galen.

4 http://code.google.com/p/factplusplus/
5 http://hermit-reasoner.com/
6 http://clarkparsia.com/pellet
7 http://code.google.com/p/cb-reasoner/
8 http://code.google.com/p/elk-reasoner/

http://code.google.com/p/factplusplus/
http://hermit-reasoner.com/
http://clarkparsia.com/pellet
http://code.google.com/p/cb-reasoner/
http://code.google.com/p/elk-reasoner/
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Furthermore, if, as it is usually the case, an ontology does not present unsat-
isfiable predicates, the computation of such predicates through the exploration
of all negative inclusions can be avoided. This is the case for ontologies such
as DOLCE and AEO, for which computation of the set ΦT of positive inclusion
assertions resulting from the transitive closure of GT is performed respectively in
0.347 and 0.384 seconds, fastest among tested reasoners. Instead, for ontologies
such as Pizza and Transportation, which feature respectively 2 and 62 unsatis-
fiable atomic concepts, the identification of all such predicates is unavoidable,
and the resulting set of trivial inclusion assertions must be added to ΩT .

5 Conclusions

The research presented in this paper can be extended in various directions. First
of all, in the implementation of our technique we have adopted a naive algorithm
for computing the digraph transitive closure. We are currently experimenting
more sophisticated and efficient techniques for this task. We are also working
to optimize the procedure through which we identify unsatisfiable predicates.
Finally, we are working to extend our technique to compute all inclusions that are
inferred by the TBox (which, in OWL 2 QL, are a finite number). In this respect,
we notice that through G∗

T it is already possible to obtain the classification of all
basic concepts, basic roles, and attributes, and not only that of predicates in the
signature, and that, with slight modifications of computeUnsat, we can actually
obtain the set of all negative inclusions inferred by an OWL 2 QL TBox. The
remaining challenge is to devise an efficient mechanism to obtain all inferred
positive inclusions involving qualified existential roles and attribute domains.

Acknowledgments. This research has been partially supported by the EU
under FP7 project Optique – Scalable End-user Access to Big Data (grant n.
FP7-318338).
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Nipkow, T. (eds.) IJCAR 2001. LNCS (LNAI), vol. 2083, pp. 701–706. Springer,
Heidelberg (2001)

12. Ji, Q., Haase, P., Qi, G., Hitzler, P., Stadtmüller, S.: RaDON — repair and diagno-
sis in ontology networks. In: Aroyo, L., et al. (eds.) ESWC 2009. LNCS, vol. 5554,
pp. 863–867. Springer, Heidelberg (2009)

13. Kalyanpur, A., Parsia, B., Sirin, E., Hendler, J.A.: Debugging unsatisfiable classes
in OWL ontologies. J. of Web Semantics 3(4), 268–293 (2005)

14. Kazakov, Y.: Consequence-driven reasoning for Horn SHIQ ontologies. In:
Boutilier, C. (ed.) Proc. of IJCAI 2009, pp. 2040–2045. AAAI Press (2009)

15. Kazakov, Y., Krötzsch, M., Simanč́ık, F.: Concurrent classification of EL ontologies.
In: Aroyo, L., Welty, C., Alani, H., Taylor, J., Bernstein, A., Kagal, L., Noy, N.,
Blomqvist, E. (eds.) ISWC 2011, Part I. LNCS, vol. 7031, pp. 305–320. Springer,
Heidelberg (2011)
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Abstract. In addition to taxonomic knowledge about concepts and properties
typically expressible in languages such as RDFS and OWL, implicit information
in an RDF graph may be likewise determined by arithmetic equations. The main
use case here is exploiting knowledge about functional dependencies among nu-
merical attributes expressible by means of such equations. While some of this
knowledge can be encoded in rule extensions to ontology languages, we provide
an arguably more flexible framework that treats attribute equations as first class
citizens in the ontology language. The combination of ontological reasoning and
attribute equations is realized by extending query rewriting techniques already
successfully applied for ontology languages such as (the DL-Lite-fragment of)
RDFS or OWL, respectively. We deploy this technique for rewriting SPARQL
queries and discuss the feasibility of alternative implementations, such as rule-
based approaches.

1 Introduction

A wide range of literature has discussed completion of data represented in RDF with
implicit information through ontologies, mainly through taxonomic reasoning within a
hierarchy of concepts (classes) and roles (properties) using RDFS and OWL. However,
a lot of implicit knowledge within real world RDF data does not fall into this category:
a large amount of emerging RDF data is composed of numerical attribute-value pairs
assigned to resources which likewise contains a lot of implicit information, such as
functional dependencies between numerical attributes expressible in the form of simple
mathematical equations. These dependencies include unit conversions (e.g. between
Fahrenheit and Celsius), or functional dependencies, such as the population density that
can be computed from total population and area. Such numerical dependencies between
datatype properties are not expressible in standard ontology languages such as RDFS
or OWL. Rule based approaches also fail to encode such dependencies in the general
case.

Example 1. Sample RDF data about cities, aggregated from sources such as DBPedia
or Eurostat,1 may contain data of various levels of completeness and using numerical
attributes based on different units like
:Jakarta :tempHighC 33 . :New_York :tempHighF 84 .
:New_York :population 8244910 . :New_York :area_mile2 468.5 .
:Vienna :population 1714142 . :Vienna :area_km2 414.6 .
:Vienna :populationDensity 4134 . ...

1 cf. http://dbpedia.org/, http://eurostat.linked-statistics.org/

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 335–350, 2013.
© Springer-Verlag Berlin Heidelberg 2013

http://dbpedia.org/
http://eurostat.linked-statistics.org/
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Users familiar with SPARQL might expect to be able to ask for the population den-
sity, or for places with temperatures over 90◦F with queries like
SELECT ?C ?P WHERE { ?C :populationDensity ?P } or
SELECT ?C WHERE { ?C :tempHighF ?TempF FILTER(?TempF > 90) }

However, implicit answers from mathematical knowledge such as the following equa-
tions would not be returned by those queries:

tempHighC = (tempHighF − 32) · 5/9

populationDensity = population ÷ areakm2

One might ask why such equations cannot be directly added to the terminological
knowledge modeled in ontologies? We aim to show that it actually can; further, we
present an approach how to extend the inference machinery for SPARQL query answer-
ing under ontologies to cater for such equations. Inspired by query rewriting algorithms
for query answering over DL-Lite [3], we show how similar ideas can be deployed to
extend a DL-Lite fragment covering the core of RDFS with so-called equation axioms.

We focus on query rewriting techniques rather than e.g. rule-based approaches such
as SWRL [13], where the equations from Example 1 could encoded as

tempHighC (X, C) ⇐ tempHighF(X, F ), C = (F − 32) · 5/9 (1)

populationDensity(X, PD) ⇐ population(X, P ), areakm2 (X, A), PD = P ÷ A (2)

given respective arithmetic built-in support in a SWRL reasoner. However, note that these
rules are not sufficient: (i) rule (1) is in the “wrong direction” for the query in Example 1,
that is, we would need different variants of the rule for converting from tempHighC to
tempHighF and vice versa; (ii) the above rules are not DL safe (i.e., we do not suffice
to bind values only to explicitly named individuals, as we want to compute new values)
which potentially leads to termination problems in rule-based approaches (and as we will
see it actually does in existing systems). Our approach addresses both these points in that
(i) equations are added as first class citizens to the ontology language, where variants are
considered directly in the semantics, (ii) the presented query rewriting algorithm always
terminates and returns finite answers; we also discuss reasonable completeness criteria.

In the remainder of this paper, we first define our ontology language DLE
RDFS which

extends the RDFS fragment of DL-Lite by simple equations (Sect. 2). In Sect. 3 we
define SPARQL queries over DLE

RDFS and present our query rewriting algorithm along
with a discussion of considerations on soundness and completeness. Alternative im-
plementation approaches with DL reasoners and rules are discussed briefly in Sect. 4,
followed by the discussion of a use case experiment in Sect. 5. We wrap up with a
discussion of related and future work as well as conclusions (Sects. 6 and 7).

2 Extending Description Logics by Equations

We herein define a simple, restricted form of arithmetic equations and extend a
lightweight fragment of DL-Lite by such equations.

Definition 1. Let {x1, . . . , xn} be a set of variables. A simple equation E is an alge-
braic equation of the form x1 = f(x2, . . . , xn) such that f(x2, . . . , xn) is an arithmetic
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expression over numerical constants and variables x2, . . . , xn where f uses the elemen-
tary algebraic operators +, −, ·, ÷ and contains each xi exactly once. vars(E) is the
set of variables {x1, . . . , xn} appearing in E.

That is, we allow non-polynomials for f – since divisions are permitted – but do not
allow exponents (different from ±1) for any variable; such equations can be solved
uniquely for each xi by only applying elementary transformations, assuming that all xj

for j �= i are known: i.e., for each xi, such that 2 ≤ i ≤ n, an equivalent equation
E′ of the form xi = f ′(x1, . . . , xi−1, xi+1, . . . , xn) is uniquely determined. Note that
since each variable occurs only once, the standard procedure for solving single variable
equations can be used, we write solve(x1 = f(x2, . . . , xn), xi) to denote E′.2

2.1 The Description Logic DLE
RDFS

When we talk about Description Logics (DL), we consider a fragment of DL-LiteA [18]
with basic concepts, existential quantification, attributes over concrete value domains,
role/attribute inclusions, and inverse roles which we extend by simple attribute equations.
We we call this fragment DLE

RDFS , i.e., it is just expressive enough to capture (the DL
fragment of) the RDFS semantics [11] extended with equations. In contrast to DL-LiteA,
DLE

RDFS leaves out role functionality, as well as concept and role negation, and we restrict
ourselves to a single value domain for attributes, the set of rational numbers Q.3

Definition 2. Let A be an atomic concept name, P be an atomic role name, and U be
an atomic attribute name. As usual, we assume the sets of atomic concept names, role
name, and attribute names to be disjoint. Then DL concept expressions are defined as
C ::= A | ∃P | ∃P − | ∃U

In the following, let Γ be an infinite set of constant symbols (which, in the context of
RDF(S) essentially equates to the set I of IRIs).

Definition 3. A DLE
RDFS knowledge base (KB) K = (T , A) consists of a finite set of

terminological axioms T (TBox) and assertions A (ABox). For A, Pi, Ui and C denot-
ing atomic concepts, roles, attributes, and concept expressions, resp., T can contain:

C � A (concept inclusion axiom)
P1 � P2 (role inclusion axiom)
U1 � U2 (attribute inclusion axiom)
U0 = f(U1, . . . , Un) (equation axiom)

A set of role (attribute, resp.) inclusion axioms is called a role hierarchy (attribute hi-
erarchy, resp.). For a, b ∈ Γ , and q ∈ Q , an ABox is a set of concept assertions
C(a), role assertions R(a, b), and attribute assertions U(a, q). Finally, by ΓK (and
ΓA, ΓP , ΓU , resp.), we denote the (finite) sets of constants from Γ appearing in K (as
concepts, roles, and attributes, resp.).

2 In analogy to notation used by computer algebra systems (such as Mathematica or Maxima).
3 Note that since we only consider this single type of attributes, we also do not introduce value-

domain expressions from [18]. Further, instead of δ(U) in [18] we just write ∃U .
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Rows 1–6 of Table 1 show the obvious correspondence between DLE
RDFS syntax and

the essential RDFS terminological vocabulary. As for line 7, we can encode equation
axioms in RDF by means of a new property definedByEquation and write the respective
arithmetic expressions f(U1, . . . , Un) as plain literals (instead of e.g. breaking down the
arithmetic expressions into RDF triples). ABox assertions are covered in rows 8–10,
where we note that we use datatype literals of the type owl:rational from OWL2 for ra-
tional numbers (which however subsumes datatypes such as xsd:integer, xsd:decimal
more commonly used in real world RDF data).

As mentioned before in the context of Definition 1, we consider equations that result
from just applying elementary transformations as equivalent. In order to define the se-
mantics of equation axioms accordingly, we will make use of the following definition.

Definition 4. Let E : U0 = f(U1, . . . , Un) be an equation axiom then, for any Ui with
0 ≤ i ≤ n we call the equation axiom solve(E, Ui) the Ui−variant of E.

Note that the DL defined herein encompasses the basic expressivity of RDFS (subprop-
erty, subclassOf, domain, range)4 and in fact, rather than talking about a restriction of
DL-LiteA, we could also talk about an extension of DL-LiteRDFS [1].5

Definition 5 (Interpretation). An interpretation I = 〈ΔI , ·I〉 consists of a non-empty
set ΔI called the object domain, and an interpretation function ·I which maps

– each atomic concept A to a subset of the domain AI ⊆ ΔI ,
– each atomic role P to a binary relation over the domain RI ⊆ ΔI × ΔI ,
– each attribute U to a binary relation over the domain and the rational numbers

UI ⊆ ΔI × Q, and
– each element of Γ to an element of ΔI .

For concept descriptions the interpretation function is defined as follows:

Table 1. DLE
RDFS axioms in RDFS

DLE
RDFS RDFS

1 A1 � A2 A1 rdfs :subClassOf A2
2 ∃P � A P rdfs :domain A
3 ∃P − � A P rdfs : range A
4 ∃U � A U rdfs :domain A
5 P1 � P2 P1 rdfs :subPropertyOf P2
6 U1 � U2 U1 rdfs :subPropertyOf U2
7 U0 = f(U1, . . . , Un) U0 definedByEquation “f(U1, . . . , Un)”

8 A(x) x rdf : type A
9 R(x, y) x R y

10 U(x, q) x U "q"ˆ̂ owl : rational

4 Leaving out subtleties such as e.g. those arising from non-standard use [2] of the RDF
vocabulary.

5 DL-LiteRDFS actually also allows to write axioms of the form P1 � P −
2 which we do not

allow since these in fact are beyond the basic expressivity of RDFS.
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– (∃R)I =
{

x ∈ ΔI ∣∣ ∃y.(x, y) ∈ RI}
– (∃R−)I =

{
y ∈ ΔI ∣∣ ∃x.(x, y) ∈ RI}

– (∃U)I =
{

x ∈ ΔI ∣∣ ∃q ∈ Q.(x, q) ∈ UI}
Definition 6 (Model). An interpretation I satisfies an axiom of the form

– C � A if CI ⊆ AI

– P1 � P2 if P I
1 ⊆ P I

2
– U1 � U2 if UI

1 ⊆ UI
2

– U0 =f(U1, . . . , Un) if
∀x, y1, . . . , yn(

∧n
i=1(x, yi) ∈ UI

i ) ∧ defined(f(U1/y1, . . . , Un/yn)
⇒ (x, eval(f(U1/y1, . . . , Un/yn)) ∈ UI

0

where, by eval(f(U1/y1, . . . , Un/yn)) we denote the actual value in Q from evaluat-
ing the arithmetic expression f(U1, . . . , Un) after substituting each Ui with yi, and by
defined(f(U1/y1, . . . , Un/yn)) we denote that this value is actually defined (i.e., does
not contain a division by zero). Analogously, I satisfies an ABox assertion of the form

– C(a) if aI ∈ CI

– P (a, b) if (aI , bI) ∈ P I

– U(a, q) if (aI , q) ∈ UI

Finally, an interpretation I is called a model of a KB K = (T , A), written I |= K, if I
satisfies all (role, attribute and concept) inclusion axioms in T , all variants of equation
axioms in T , and all assertions in A.

Finally, we define conjunctive queries (with assignments) over DLE
RDFS .

Definition 7. A conjunctive query (CQ) is an expression of the form

q(x) ← ∃y.φ(x, y)

where x is a sequence of variables called distinguished variables, y is a sequence of
variables called non-distinguished variables, and φ is a conjunction of class, role or
attribute atoms of the forms C(x), P (x, y), and U(x, z), respectively, and assignments
of the form x0 = f(x1, . . . , xn) representing simple equations, where x, y are constant
symbols from Γ or variables (distinguished or non-distinguished), and z is either a
value from Q or a variable, and the xi are variables such that for all i ≥ 1, xi appears
in an atom of the form U(x, xi) within φ. A set of queries with the same head q(x) is a
union of conjunctive queries (UCQ).

For an interpretation I, we denote by qI the set of tuples a of domain elements and
elements of Q which makes φ true6 when a is assigned to distinguished variables x in
q.

Definition 8. For a conjunctive query q and a KB K the answer to q over K is the set
ans(q, K) consisting of tuples a of constants from ΓK ∪ Q such that aM ∈ qM for
every model M of the KB K.

6 We mean true in the sense of first-order logic, where we assume that the interpretation of
arithmetic expressions is built-in with the usual semantics for arithmetics over the rational
numbers Q, and that equality “=” is false for expressions that yield division by zero on the
RHS.
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Note that, as opposed to most DL-Lite variants (such as [3]), ans(q, K) in our setting is
not necessarily finite, as shown by the following example.

Example 2. Let K1 = (T1, A1) with A1 = u1(o1, 1), u2(o1, 1), u3(o1, 1), T1 = {e : u1
= u2 + u3} and q(x) ← u1(o1, x) then ans(q, K) contains any value from N.

3 SPARQL over DLE
RDFS

The semantics of SPARQL is defined as usual based on matching of basic graph pat-
terns (BGPs), more complex patterns are defined as per the usual SPARQL algebra and
evaluated on top of basic graph pattern matching, cf. for instance [16, 19]. In order to
remain compatible with the notion of CQs in DLE

RDFS , we only allow restricted BGPs.7

Definition 9. Let V be an infinite set of variables, I be the set of IRIs,
IRDF = {rdfs :subClassOf , rdfs :subPropertyOf , rdfs :domain, rdfs : range, rdf : type,
definedByEquation}, and I ′ = I \ IRDF , then basic graph patterns (BGPs) are sets
of RDF triple patterns (s, p, o) from ((I ′ ∪ V ) × I ′ × (I ′ ∪ Q ∪ V )) ∪ ((I ′ ∪ V ) ×
{rdf : type} × I ′)

More complex graph patterns can be defined recursively on top of basic graph patterns,
i.e., if P1 and P2 are graph patterns, v ∈ V , g ∈ I∪V , R is a filter expression, and Expr
an arithmetic expression over constants and variables in V , then (i) {{P1}{P2}} (con-
junction), (ii) {P1} UNION {P2} (disjunction), (iii) P1 OPTIONAL {P2} (left-outer
join), (iv) P1 FILTER(R) (filter), and (v) P1 BIND (Expr AS v) (assignment) are graph
patterns; as a syntactic restriction we assume that v /∈ vars(P1). The evaluation seman-
tics of complex patterns builds up on basic graph pattern matching,8 which we define
in our setting simply in terms of conjunctive query answering over the underlying DL.

Following the correspondence of Table 1 and the restrictions we have imposed on
BGPs, any BGP P can trivially be mapped to a (non-distinguished-variable-free) con-
junctive query of the form qP : q(vars(P )) ← φ(P ), where vars(P ) is the set of vari-
ables occurring in P .

Example 3. Within the SPARQL query
SELECT ?X WHERE { { :o1 :u1 ?X } FILTER ( ?X > 1 ) }

the BGP { :o1 :u1 ?X } corresponds to the CQ from Example 2. FILTERs and other
complex patterns are evaluated on top of BGP matching:

Definition 10 (Basic graph pattern matching for DLE
RDFS ). Let G be an RDF rep-

resentation of a DLE
RDFS KB (cf. Table 1) K. Then, the solutions of a BGP P for G,

denoted (analogously to [16]) as �P �G = ans(qP , K).

7 We note though, that soundness of our query rewriting approach would not be affected if we
allowed arbitrary BGPs.

8 For simplicity we leave our GRAPH graph patterns or other new features except BIND intro-
duced in SPARQL1.1.
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Note that here we slightly abused notation using ans(qP , K) synonymous for what
would be more precisely “the set of SPARQL variable mappings corresponding to
ans(qP , K)”. As for the semantics of more complex patterns, we refer the reader to
[16, 19] for details, except for the semantics of BIND which is newly introduced in
SPARQL 1.1 [10], which we define as:

�P BIND (Expr AS v)�G = {μ ∪ {v → eval(μ(Expr))} | μ ∈ �P �G}

Here, by eval(μ(Expr)) we denote the actual value in Q from evaluating the arithmetic
expression Expr after applying the substitutions from μ.

3.1 Adapting PerfectRef to DLE
RDFS

Next, we extend the PerfectRef algorithm [3] which reformulates a conjunctive query
to directly encode needed TBox assertions in the query. The algorithm PerfectRefE
in Algorithm 1 extends the original PerfectRef by equation axioms and conjunctive
queries containing assignments, as defined before, following the idea of query rewriting

Algorithm 1. Rewriting algorithm PerfectRefE
Input: Conjunctive query q, TBox T
Output: Union (set) of conjunctive queries

1 P := {q}
2 repeat
3 P ′ := P
4 foreach q ∈ P ′ do
5 foreach g in q do // expansion
6 foreach inclusion axiom I in T do
7 if I is applicable to g then
8 P := P ∪

{
q[g/ gr(g, I)]

}
9 foreach equation axiom E in T do

10 if g = Uadn(g)(x, y) is an (adorned) attribute atom and
vars(E) ∩ adn(g) = ∅ then

11 P := P ∪
{

q[g/ expand(g, E)]
}

12 until P ′ = P
13 return P

Table 2. Semantics of gr(g, I) of Algorithm 1

g I gr(g/I)

A(x) B � A B(x)
∃P � A P (x, _)

∃P − � A P (_, x)
∃U � A U(x, _)

P1(x, y) P2 � P1 P2(x, y)
U

adn(g)
1 (x, y) U2 � U1 U

adn(g)
2 (x, y)



342 S. Bischof and A. Polleres

by “expanding” a conjunctive query (CQ) Q to a union of conjunctive queries (UCQ)
Q0 that is translated to a regular SPARQL 1.1 query which is executed over an RDF
Store.

PerfectRefE first expands atoms using inclusion axioms (lines 6–8) as in the original
PerfectRef algorithm. Here, an DLE

RDFS inclusion axiom I is applicable to a query
atom g if the function gr (Table 2) is defined.9 The only new thing compared to [3]
in Table 2 is the “adornment” adn(g) of attribute atoms which we explain next, when
turning to the expansion of equation axioms.

The actually new part of PerfectRefE that reformulates attribute atoms in terms of
equation axioms is in lines 9–11. In order to avoid infinite expansion of equation ax-
ioms during the rewriting, the algorithm “adorns” attribute atoms in a conjunctive query
by a set of attribute names. That is, given an attribute atom U(x, z) and a set of at-
tribute names {U1, . . . , Uk} we call g = UU1,...,Uk(x, z) an adorned attribute atom
and write adn(g) = {U1, . . . , Uk} to denote the set of adornments. For an unadorned
g = U(x, z), obviously adn(g) = ∅. Accordingly, we call an adorned conjunctive
query a CQ where adorned attribute atoms are allowed.

The function expand(g, E) returns for g = Uadn(g)(x, y) and E′ : U =f(U1, . . . , Un)
being the U -variant of E the following conjunction:

U
adn(g)∪{U}
1 (x, y1) ∧ . . . ∧ Uadn(g)∪{U}

n (x, yn) ∧ y = f(y1, . . . , yn)

where y1, . . . , yn are fresh variables. Here, the condition vars(E)∩adn(g) = ∅ ensures
that U is not “re-used” during expansion to compute its own value recursively. The
adornment thus prohibits infinite recursion.

We note that we leave out the reduction step of the original PerfectRef algorithm
from [3][Fig.2, step (b)], since it does not lead to any additional applicability of inclu-
sion axioms in the restricted Description Logic DLE

RDFS . As we may extend PerfectRefE
to more expressive DLs as part of future work, this step may need to be re-introduced
accordingly.

Finally, just as before we have defined how to translate a SPARQL BGP P to a
conjunctive query, we translate the result of PerfectRefE(qP , T ) back to SPARQL
by means of a recursive translation function tr(PerfectRefE(qP , T )). That is, for
PerfectRefE(qP , T ) = {q1, . . . qm} and each qi being of the form

∧ki

j=0 atomj , we
define tr as follows:

tr({q1, . . . qm}) { tr(q1) } UNION . . .UNION { tr(qm) }
tr(

∧
j

= 0kiatomj) tr(atom1) . . . .tr(atomki)
tr(A(x)) tr(x) rdf : type A
tr(P (x, y)) tr(x) P tr(y)
tr(U(x, y)) tr(x) U tr(y)
tr(y = f(y1, . . . , yn)) BIND(f(tr(y1),. . .,tr(yn)) AS tr(y) )
tr(x), for x ∈ V ?x
tr(x), for x ∈ Γ x
tr(x), for x ∈ Q ”x”ˆ̂ owl : rational

9 With DLE
RDFS we cover only a very weak DL, but we expect that our extension is applicable

to more complex DLs such as the one mentioned in [3], which we leave for future work.
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The following proposition follows from the results in [3], since (a) PerfectRefE is a re-
striction of the original PerfectRef algorithm as long as no equation axioms are allowed,
and (b) any DLE

RDFS KB is consistent.

Proposition 1. Let q be a conjunctive query without assignments and K = 〈T , A〉 be
a DLE

RDFS KB without equation axioms. Then PerfectRefE is sound and complete, i.e.

ans(q, K) = ans(PerfectRefE(q, T ), 〈∅, A〉)

The following corollary follows similarly.

Corollary 1. Let q be a conjunctive query without assignments and without attribute
axioms and let K = 〈T , A〉 be an arbitrary DLE

RDFS KB. Then PerfectRefE is sound
and complete.

As for arbitrary DLE
RDFS knowledge bases, let us return to Example 2.

Example 4. Given the knowledge base K1 = 〈T1, A1〉 and query q from Example 2.
The query PerfectRefE(q, T ) is

{ q(x) ← u1(o1, x), q(x) ← uu1
2 (o1, x2), uu1

3 (o1, x3), x = x2 + x3}

which only has the certain answers x = 1 and x = 2, showing that PerfectRefE is in-
complete in general. As a variant of K1, lets consider K2 = 〈T1, A2〉 with the modified
ABox A2 = {u1(o1, 2), u2(o1, 1), u3(o1, 1)}. In this case, notably PerfectRefE deliv-
ers complete results for K2, i.e., ans(q, K2) = ans(PerfectRefE(q, T1), 〈∅, A2〉) with
the single certain answer x = 2. Finally, the rewritten version of the SPARQL query in
Example 3 is
SELECT ?X WHERE {

{ { :o1 :u1 ?X } UNION
{ :o1 :u2 ?X2 . :o1 :u3 ?X3 . BIND(?X2+?X3 AS ?X ) } }

FILTER ( ?X > 1 ) }

In order to capture a class of DLE
RDFS KBs, where completeness can be retained, we

will use the following definition.

Definition 11. An ABox A is data-coherent with T , if there is no pair of ground atoms
U(x, d′), U(x, d) with d �= d′ entailed by K = 〈T , A〉

The following result is obvious.

Lemma 1. Whenever A is data-coherent with T , any conjunctive query has a finite
number of certain answers.

Proof (Sketch). Assume that the certain answers to q are infinite. From Corollary 1 we
can conclude that infiniteness can only stem from distinguished variables that occur
as attribute value y in some attribute atom U(x, y) in the query. However, that would
in turn mean that there is at least one x with an infinite set of findings for y, which
contradicts the assumption of data-coherence.
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The following stronger result (which for our particular use case of BGP matching in
SPARQL we only consider for non-distinguished-variable-free conjunctive queries)
states that data-coherence in fact implies completeness.

Theorem 1. If A is data-coherent with T , the for any non-distinguished-variable-free
conjunctive query q PerfectRefE is sound and complete.

Proof (Sketch). The idea here is that whenever A is data-coherent with T for any fixed
x any certain value y for U(x, y) will be returned by PerfectRefE: assuming the con-
trary, following a shortest derivation chain U(x, y) can be either (i) be derived by only
atoms Ui(x, yi) such that any Ui is different from U , in which case this chain would
have been “expanded” by PerfectRefE, or (ii) by a derivation chain that involves an
instance of U(x, z). Assuming now that z �= y would violate the assumption of data-
coherence, whereas if z = y then U(x, y) was already proven by a shorter derivation
chain.

In what follows, we will define a fragment of DLE
RDFS KBs where data-coherence

can be checked efficiently. First, we note that a data-coherent ABox alone, such as for
instance in K2 in Example 4 above, is in general not a guarantee for data-coherence. To
show this, let us consider the following additional example.

Example 5. Consider the TBox T2 = {e : u1 = u2 + 1, u2 � u1} As easily can be
seen, any ABox containing an attribute assertion for either u1 or u2 is data-incoherent
with T2.

The example also shows that considering equation axioms only is not sufficient to de-
cide data-coherence, but we also need to consider attribute inclusion axioms. Following
this intuition, we define a dependency graph over T as follows.

Definition 12. A TBox dependency graph is GT = 〈N, E〉 is constructed from nodes
for each attribute and each equation axiom N = {e | e is an equation axiom in T }∪ΓU .
There exist edges (e, v) and (v, e) between every equation e and its variables v ∈
vars(e). Furthermore there exists an edge (u, v) for each attribute inclusion axiom
u � v. If G contains no (simple) cycle with length greater than 2, then we call T
attribute-acyclic.

Example 6. Given T1, T2 from Examples 2 and 5, let further T3 = {e1 : u1 = u2 +
1, e2 : u2 = u1 + 1}, T4 = {e1 : u1 = u2 + 1, e2 : u2 = u1 − 1}, and T5 = {e1 : u1 =
u2 − u3, e2 : u4 = u2 e3 : u4 = u3} T6 = {e : u1 = u2 − u3, u4 � u2 u4 � u3} then
the resp. dependency graphs are as follows where the graphs for T2–T5 are cyclic.

e u2u1

u3 e

u2u1

u2u1

e1

e2 u2

u3

u4eu1

T1 T2 T3,T4 T6u2

u3

u4e1u1

T5

e3

e3

Notably, since e2 is a variant of e1 in T4, T4 is actually equivalent to an acyclic TBox
(removing either e1 or e2), whereas this is not the case for T3; more refined notions of
acyclicity, which we leave for future work, might capture this difference. Therefore, as
shown in Examples 2 and 4 for T1, T2. Further, let us point out the subtle difference
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between T5 and T6. In T5, when e1–e3 are viewed as equation system, partially solving
this system would result in the new equation u1 = 0, independent of the ABox. Since
PerfectRefE does not solve any equation systems (but only instantiates equations with
values from the ABox), it would not detect this. On the contrary, in T6, only when a
concrete “witness” for u4 is available in the ABox, this constrains the value of u1 to
be 0, which could be correctly detected by means of PerfectRefE: for attribute-acyclic
TBoxes, data-coherence indeed (finitely) depends on the ABox and we can define a
procedure to check data-coherence (and thus completeness) by means of PerfectRefE
itself.

Proposition 2. Let T be an attribute-acyclic TBox, and ΓU = {u1, . . . , um}. The fol-
lowing SPARQL query QT

check

ASK { { tr(PerfectRefE(qP1 , T )) FILTER( ?Y1 != ?Z1) }
UNION . . . UNION

{ tr(PerfectRefE(qPm , T )) FILTER( ?Y1 != ?Z1) } }

where Pi = { ?X ui ?Y1 . ?X ui ?Z2 } determines data-coherence in the following sense:
an ABox A is data-coherent with T if Q returns “no”.

The idea here is that since T is attribute-acyclic, and due to the restriction that variable
occurs at most once in simple equations, finite witnesses for data-incoherences can be
acyclically derived from the ABox, and thus would be revealed by PerfectRefE.

4 Discussion of Alternative Implementation Approaches

Our approach relies on standard SPARQL1.1 queries and runs on top of any off-the-
shelf SPARQL1.1 implementation by first extracting the TBox and then rewriting BGPs
in each query according to the method described in the previous section. In order to
compare this rewriting to alternative approaches, we have looked into DL reasoners
as well as rule-based reasoners, namely, Racer, Pellet, and Jena Rules. We discuss the
feasibility of using either of these for query answering under DLE

RDFS separately.
Racer [8] provides no SPARQL interface but uses its own functional query language

new Racer Query Language (nRQL). The system allows for modeling some forms of
equation axioms, cf. examples modeling unit conversions in [9], but Racer only uses
these for satisfiability testing and not for query answering (which is orthogonal to our
approach, as due to the lack of negation there is no inconsistency in DLE

RDFS ).
SWRL [12, 13] implementations like Pellet [26] allow to handle DL-safe rules [15],

that is, rules where each variable appears in at least one non-DL-Atom. We discussed
potential modeling of equation axioms as SWRL rules already in Example 1: as men-
tioned there, rules for each variant of each equation axiom must be added to enable
query answering for DLE

RDFS . Taking this approach, experiments with Pellet showed
that queries over certain data-coherent ABoxes were answered correctly (despite – to
our reading – rules like (1)+(2) are not DL-safe in the strict sense), but we still ex-
perienced termination problems for e.g. the data and query mentioned in Example 1,
since strictly speaking, the data for :Vienna is not data-coherent (due to rounding er-
rors). Due to the finite nature of our rewriting, our approach always terminates and is
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thus robust even for such – strictly speaking – incoherent data. Sect. 5 will give more
details.

Jena10 provides rule-based inference on top of TDB in a proprietary rule language
with built-ins, with SPARQL querying on top. Similar to SWRL, we can encode all
variants of equation axioms. Jena allows to execute rules in backward and forward
mode, where backward execution does not terminate due to its recursive nature (includ-
ing empty ABoxes). Forward execution suffers from similar non-termination problems
as mentioned above for incoherent data as in Example 1, whereas forward execution
for data-coherent ABoxes terminates. Jena offers a hybrid rule based reasoning where
pure RDFS inferencing is executed in a backward-chaining manner, but still can be
combined with forward rules; this approach was incomplete in our experiments, be-
cause property inclusion axioms did not “trigger” the forward rules modeling equation
axioms correctly.

5 A Practical Use Case and Experiments

For a prototypical application to compare and compute base indicators of cities – as its
needed for studies like Siemens’ Green City Index11 – we collected open data about
cities from several sources (DBPedia, Eurostat, . . .) from several years. When aggregat-
ing these sources into a joint RDF dataset, different kinds of problems such as incoher-
ences, incomplete data, incomparable units along the lines of the extract in Example 1
occurred. Most indicators (such as demography, economy, or climate data) comprise
numeric values, where functional dependencies modeled as equation axioms are ex-
ploitable to arrive at more complete data from the sparse raw values.

For an initial experiment to test the feasibility of the query answering approach pre-
sented in this paper, we assembled a dataset containing ABox 254,081 triples for a total
of 3162 city contexts (i.e., when we speak of a “city” sloppily, we actually mean one
particular city in a particular year) along with the following (attribute-acyclic) TBox:

e1 :tempHighC = ( :tempHighF − 32) · 5 ÷ 9
e2 :populationRateMale = :populationMale ÷ :population
e3 :populationRateFemale = :populationFemale ÷ :population
e4 :area_km2 = :area_m2 ÷ 1000000
e5 :area_km2 = :area_mile2 ÷ 2.589988110336
e6 :populationDensity = :population ÷ :area_km2
:City � :Location foaf :name � rdfs : label dbpedia :name � rdfs : label
We use the following queries for our experiments:

Q1. Return the population density of all cities:
SELECT ?C ?P
WHERE { ?C rdf:type :City . ?C :populationDensity ?P . }

Q2. Select cities with a maximum annual temperature above 90◦F.

10 http://jena.apache.org/documentation/inference/index.html
11 http://www.siemens.com/entry/cc/en/greencityindex.htm

http://jena.apache.org/documentation/inference/index.html
http://www.siemens.com/entry/cc/en/greencityindex.htm
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SELECT ?C
WHERE { ?C rdf:type :City . ?C rdfs:label ?L .

?C :tempHighF ?P . FILTER(?F > 90) }
Q3. Select locations with a label that starts with “W” and a population over 1 million:

SELECT ?C
WHERE { ?C rdf:type :Location . ?C rdfs:label ?L .

?C :population ?P .
FILTER(?P > 1000000 && STRSTARTS(?L,"W")) }

Q4. Select places with a higher female than male population rate.
SELECT ?C
WHERE { ?C :populationRateFemale ?F .

?C :populationRateMale ?M . FILTER( ?F > ?M ) }

Experimental results are summarized in Table 3. For the reasons given in Sect. 4, we
compare our approach only to Jena Rules. Experiments were run on the dataset us-
ing Jena and ARQ 2.9.2 (without a persistent RDF Store). For Jena Rules, first we
encoded the essential RDFS rules plus all variants of equation axioms in a straightfor-
ward manner as forward rules, leading to the expected non-termination problems with
incoherent data. To avoid this, we created a coherent sample of our dataset (253,114
triples) by removing triples leading to possible incoherences, however still reaching a
timeout of 10min for all 4 queries. As an alternative approach, we used Jena’s negation-
as-failure built-in noValue which returns sound but incomplete results, in that it fires
a rule only if no value exists for a certain attribute (on the inferences so far or in the
data); similar to our approach, this returns complete results for data-coherent datasets
and always terminates. As an example of encoding the variants of an axiom in Jena
Rules, we show the encoding of equation e6 (which is identical to the naive encoding
except the noValue predicates). Possible divisions by 0, which we do not need to care
about in our SPARQL rewriting, since BIND just filters them out as errors, are caught
by notEqual(Quotient,0) predicates.

[ (?city :area ?ar) (?city :population ?p)
notEqual(?ar, 0) quotient(?p, ?ar, ?pd)
noValue(?city, :populationDensity)
-> (?city :populationDensity ?d)]

[ (?city :area ?ar) (?city :populationDensity ?pd)
product(?ar, ?pd, ?p) noValue(?city, :population)
-> (?city :population ?p)]

[ (?city :populationDensity ?pd) (?city :population ?p)
notEqual(?pd, 0) quotient(?p, ?pd, ?ar) noValue(?city, :area)
-> (?city :area ?ar)]

Overall, while this experiment was mainly meant as a feasibility study of our query-
rewriting approach, the results as shown in Table 3 are promising: we clearly outper-
form the only rule-based approach we could compare to. However, looking further into
alternative implementation strategies and optimizations remains on our agenda.

As a final remark, we observed during our experiments that single Web sources tend
to be coherent in the values they report for a single city, thus data-incoherences, i.e.
ambiguous results in our queries for one city typically stem from the combination of
different sources considered for computing values through equations. As a part of future
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work, we aim to further investigate this, building up on our earlier results for combining
inferences in SPARQL with conveying provenance information in the results, cf. [27].

6 Further Related Work and Possible Future Directions

OWL ontologies for measurements and units such as QUDT [20], OM [21] provide
means to describe units and – to a certain extent – model conversion between these
units, though without the concrete machinery to execute these conversions in terms
of arbitrary SPARQL queries. Our approach is orthogonal to these efforts in that (a) it
provides not only a modeling tool for unit conversions, but integrates attribute equations
as axioms in the ontology language, and (b) allows for a wider range of use cases,
beyond conversions between pairs of units only. It would be interesting to investigate
whether ontologies like QUDT and OM can be mapped to the framework of DLE

RDFS
or extensions thereof.

Moreover, in the realm of DL-Lite query rewriting, following the PerfectRef algo-
rithm [3] which we base on, there have been a number of extensions and alternative
query rewriting techniques proposed [7, 14, 17, 22, 23] which could likewise serve as
a basis for extensions by attribute equations. Another obvious direction for further re-
search is the extension to more expressive ontology languages than DLE

RDFS . Whereas
we have deliberately kept expressivity to a minimum in this paper, apart from fur-
ther DL-Lite fragments we are particularly also interested in lightweight extensions
of RDFS such as OWL LD [6] which we aim to consider for future work.

Apart from query answering, this work opens up research in other reasoning tasks
such as query containment of SPARQL queries over DLE

RDFS . While containment and
equivalence in SPARQL are a topic of active research [4,16,25] we note that containment
could in our setting depends not only on the BGPs, but also on FILTERs. E.g., intuitively
query Q4 in our setting would be equivalent (assuming :population > 0) to

SELECT ?C WHERE { ?C :populationFemale ?F .
?C :populationMale ?M . FILTER( ?F > ?M ) }

While we leave closer investigation for future work, we note another possible connec-
tion to related work [24] on efficient query answering under FILTER expression also
based in constraint-based techniques.

Lastly, we would like to point out that our approach could be viewed as rather related
to Constraint-handling-rules [5] than to mainstream semantic Web rules approaches
such as SWRL, etc.; we aim to further look into this.

Table 3. Query response times in seconds

Coherent Sample of our Dataset Full Dataset

# Our System Jena naive Jena noValue Our System Jena naive Jena noValue

Q1 6.5 >600 30.7 7.3 – 30.1
Q2 5.8 >600 32.7 5.7 – 31.3
Q3 7.8 >600 32.5 8.2 – 29.0
Q4 6.9 >600 34.3 7.9 – 32.4
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7 Conclusions

We have presented a novel approach to model mathematical equations as axioms in an
ontology, along with a practical algorithm for query answering using SPARQL over
such enriched ontologies. To the best of our knowledge, this is the first framework that
combines ontological reasoning in RDFS, inferencing about functional dependencies
among attributes formulated as generic equations, and query answering for SPARQL.
Experimental results compared to rule-based reasoning are encouraging. Given the in-
creasing amount of published numerical data in RDF on the emerging Web of data, we
strongly believe that this topic deserves increased attention within the Semantic Web
reasoning community.

Acknowledgements. Stefan Bischof has been partially funded by the Vienna Science
and Technology Fund (WWTF) through project ICT12-015.
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Abstract. In the last years, basic NLP tasks: NER, WSD, relation ex-
traction, etc. have been configured for Semantic Web tasks including on-
tology learning, linked data population, entity resolution, NL querying
to linked data, etc. Some assessment of the state of art of existing Knowl-
edge Extraction (KE) tools when applied to the Semantic Web is then
desirable. In this paper we describe a landscape analysis of several tools,
either conceived specifically for KE on the Semantic Web, or adaptable
to it, or even acting as aggregators of extracted data from other tools.
Our aim is to assess the currently available capabilities against a rich
palette of ontology design constructs, focusing specifically on the actual
semantic reusability of KE output.

1 Introduction

We present a landscape analysis of the current tools for Knowledge Extraction
from text (KE), when applied on the Semantic Web (SW).

Knowledge Extraction from text has become a key semantic technology, and
has become key to the Semantic Web as well (see. e.g. [31]). Indeed, interest in
ontology learning is not new (see e.g. [23], which dates back to 2001, and [10]),
and an advanced tool like Text2Onto [11] was set up already in 2005.

However, interest in KE was initially limited in the SW community, which pre-
ferred to concentrate on manual design of ontologies as a seal of quality. Things
started changing after the linked data bootstrapping provided by DBpedia [22],
and the consequent need for substantial population of knowledge bases, schema
induction from data, natural language access to structured data, and in gen-
eral all applications that make joint exploitation of structured and unstructured
content. In practice, also Natural Language Processing (NLP) research started
using SW resources as background knowledge, and incrementally graph-based
methods are entering the toolbox of semantic technologies in the large.

As a result, several tools have appeared providing useful, scalable, application-
ready and precise learning of basic semantic data structures, such as tagged
named entities, factual relations, topics for document classification, and their
integration with SW languages is growing fast. These tools are the bulk of the
set considered in this study.

On the other hand, the SW community soon realized that learning just basic
semantic data structures fails to achieve complex analytic KE tasks that require
e.g. event recognition, event dependency detection, logical relation induction,

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 351–366, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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etc. For example [5] points against the topological sparsity of the results of
early ontology learning even at the schema (TBox) level (let alone at the data
level), and proves the importance of reusing ontology patterns for improving the
topological connectedness of learnt ontologies.

Very recently, more tools are appearing that attempt a deeper KE, typically
by hybridizing statistical (trained models) and rule-based methods, and taking
advantage of existing knowledge from Linked Open Data as well as of smart
heuristics that cling to all sorts of features and structures that become incre-
mentally available on the Web. These tools are also considered in this study.

This study does not intend to be complete in terms of tools tested, parameters
singled out for testing, or sample size used in testing. On the contrary, as a land-
scape analysis, it aims to indicate the problems encountered, and some directions
and solutions, in order to prepare the ground for a substantial benchmark and
a reference evaluation procedure for KE tools on the SW (KE2SW tools).

In Section 2 we make a short recap of the efforts in abridging linguistic and
formal semantics, which is the central problem of KE2SW. In Section 3 we
survey parameters that can be applied to the comparison between tools for
KE2SW: tool performance, structural measures, basic tasks across NLP and
SW applications. In Section 4 we describe the text used in the comparison, and
the testing principles. In Section 5 we describe the tools. In Section 6 we present
the measures obtained from running the tools on the test text, and discuss them.

2 Knowledge Extraction and the Semantic Web

Traditionally, NLP tasks are distinguished into basic (e.g. named entity recog-
nition), and applied (e.g. question answering). When we try to reuse NLP algo-
rithms for the SW, we can also distinguish between basic (e.g. class induction)
and application tasks (NL querying of linked data). In this landscape analysis,
we map NLP basic tasks to SW ones, and compare different tools with respect
to possible functionalities that accomplish those tasks.

The semantics provided by NLP resources is quite different from that as-
sumed for ontologies in knowledge representation and the SW in particular.
Moreover, with the exception of formal deep parsing, e.g. based on Discourse
Representation Theory (DRT) [21], or Markov Logic [13], the (formal) seman-
tics of NLP data is fairly shallow, being limited to intensional relations between
(multi-)words, senses, or synsets, informal identity relation in entity resolution
techniques, sense tagging from typically small sets of tags (e.g. WordNets “super
senses”), lightweight concept taxonomies, etc.

The actual exploitation and enrichment of ontologies partly relies on the abil-
ity to reuse NLP results after appropriate conversion. Such ability is exemplified
in some academic and industrial applications that label these techniques as “se-
mantic technology”. The current situation of semantic technology can be sum-
marized as in Figure 1, which depicts the relations between formal and linguistic
knowledge: linguistic knowledge uses formal background knowledge, but can en-
able access to formal knowledge (and enrich it) as well. The union of formal and
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formalized linguistic knowledge can be further extended by means of automated
inferences.

Despite recent uprise in adoption of NLP

Fig. 1. Hybridization of formal and
linguistic knowledge in semantic
technologies

techniques for SW and conversely of SW
knowledge for NLP, there is still a large
gap between the data structures of lexical
and NLP data, and the formal semantics
largely adopted for ontologies in the Seman-
tic Web. Current proposals of schemas and
formats for abridging NLP and SW, e.g.
LMF [15], SKOS-XL [25], LIR [32] Lemon
[24],1 FISE2, NIF [19], with implementa-
tions like Apache Stanbol3 and NERD4 are
helpful, but they address primarily the
“porting” or “lifting” of NLP results or lex-
ical resources to the SW, while the problem
of formally reusing NLP results in the SW

is mostly left to the choice of specific applications or users. It is therefore inter-
esting to assess the current situation at the tool level, in order to look at the
possible best practices that are emerging, as well as to stress them a little bit in
order to figure out what can be done in practice, even when there is no direct
abridging between the two worlds.

3 Parameters

As we stated in the introduction, this study has no pretense of completeness over
all the tools that can be used for KE on the SW: we have tested some of them
with a setting that is an attempt to clarify the actual functionalities available
when we make KE for a SW application, and we have to figure out the formal
semantics of the extracted structures. In other words, the major contribution
of the study is a clarification of what we do when we use KE for the SW, with
an explicit intention to map linguistic semantics into formal semantics. A more
complete survey is planned for a journal version of this study.

We firstly distinguished among measures addressing system-level features
(time performance, export capabilities, standard compliance), structural mea-
sures of the produced ontologies (axioms, density, presence of linguistic anno-
tations, textual grounding, etc.), and measures of achievements with reference
to basic tasks. Only the third type of measurements has been carried out in
this study. The measures precision p, recall r and accuracy a have been applied
(when possible) to a subset of the following parameters related to basic tasks,

1 The W3C Ontology-Lexicon Community Group (http://www.w3.org/community/
wiki/Main Page) is active on drafting a standard out of Lemon.

2 http://stanbol.apache.org/docs/trunk/components/enhancer/

enhancementstructure.html#fisetextannotation
3 http://dev.iks-project.eu:8081/enhancer
4 http://nerd.eurecom.fr

http://www.w3.org/community/ontolex/wiki/Main_Page
http://www.w3.org/community/ontolex/wiki/Main_Page
http://stanbol.apache.org/docs/trunk/components/enhancer/enhancementstructure.html#fisetextannotation
http://stanbol.apache.org/docs/trunk/components/enhancer/enhancementstructure.html#fisetextannotation
http://dev.iks-project.eu:8081/enhancer
http://nerd.eurecom.fr
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with correspondence between NLP and SW terminology, which of course reflects
the different notions of semantics usually assumed in the two fields of expertise:5

1. topic extraction (recognition of specific topics, e.g. individuals from the range
of the property dc:subject), see also [3]

2. named entity recognition (individual induction) [27]

3. named entity resolution (identity resolution for individuals) [4]

4. named entity coreference (coreference of individuals) [29]

5. terminology extraction (induction of constants pertinent to a domain, typi-
cally for classes or properties) [18]

(a) class induction

(b) property induction

6. sense tagging (≈ class membership induction) [8]

7. sense disambiguation (≈ identity resolution for classes) [28]

8. taxonomy induction (≈ subclass relation induction) [33]

9. (non-taxonomic, non-role, binary) relation extraction (property assertion –
fact– induction) [9,2]

10. semantic role labeling (≈ property induction for events and n-ary relations)
[26]

11. event detection (≈ n-ary relationship induction) [20]

12. frame detection (≈ n-ary relation –type– induction) [12]

There are other basic tasks that have not been tested, because some are mostly
unknown to NLP, some only have approximate counterparts in knowledge rep-
resentation for the SW, some have been noticed during the study, but are not
well attested in either literature. These include at least: schema-level logical
structure extraction [35,6,13]: class equivalence, union of classes, class covering,
class disjointness, disjoint partition, restriction induction (that in NLP is part
of e.g. automatic formalization of glosses); as well as data-level logical struc-
ture extraction [6,13]: entity linking (identity/difference between individuals),
individual conjunction (complex object), individual disjunction (collection), fact
negation (negative property assertion), factual entailment (≈ dependency rela-
tion between events or reified relationships) [1], etc.

In order to give a more formal basis to the correspondences provided in the
previous list, we have reconstructed some of the current translation practices
from NLP to formal semantics, and reported them in Table 1. By no means these
are definitive recommendations for translation, due to the variety of requirements
and domains of application, which can motivate different choices. For the tasks
that have been tested, when RDF or OWL representation of extraction results is
not provided by the tools, we have applied Table 1 as a set of default assumptions
for translation.6

5 Many tasks have quite a large literature, and we can hardly summarize it here;
reference work is cited for some of them.

6 With conjunction or disjunction of individuals, an ontology can be used to represent
e.g. collections and their members, or complex entities and their parts.
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Table 1. Translation table, used when default assumptions are to be applied on the re-
sults of a tool. The output of basic tasks not listed here is trivially translated according
to model-theoretic semantics (e.g. “union of classes”).

Topic <Document> dc:subject <Topic>

Named entity owl:NamedIndividual

Entity resolution (NE) owl:sameAs

Entity coreference owl:sameAs

Term owl:Class || owl:ObjectProperty || owl:DatatypeProperty

Sense tag owl:NamedIndividual rdf:type owl:Class

Sense disambiguation (classes) owl:equivalentClass

Taxonomy (subclasses) owl:subClassOf

Extracted (binary) relation owl:ObjectProperty || owl:DatatypeProperty

Semantic role owl:ObjectProperty || owl:DatatypeProperty

Event <Event> rdf:type <Event.type> . <Event> <semrolei> <Entityj>

Frame <Event.type> owl:subClassOf <Frame>

Restriction owl:Restriction

Linked entities owl:sameAs || owl:differentFrom

Conjunct of individuals owl:NamedIndividual

Disjunction of individuals owl:NamedIndividual

Factual entailment <Event1> <dependency> <Event2>

4 The Sample Text

The sample used in this study has been taken from an online article of The
New York Times7 entitled “Syrian Rebels Tied to Al Qaeda Play Key Role in
War”, and its size has been cut to 1491 characters in order to adapt it to the
smallest maximum size of texts accepted by the tested tools (Section 5).8 The
text is cited here (minor typographic editing has been performed for character
encoding compatibility across the tools):

The lone Syrian rebel group with an explicit stamp of approval from Al Qaeda has

become one of the uprising most effective fighting forces, posing a stark challenge to

the United States and other countries that want to support the rebels but not Islamic

extremists. Money flows to the group, the Nusra Front, from like-minded donors abroad.

Its fighters, a small minority of the rebels, have the boldness and skill to storm fortified

positions and lead other battalions to capture military bases and oil fields. As their suc-

cesses mount, they gather more weapons and attract more fighters. The group is a direct

offshoot of Al Qaeda in Iraq, Iraqi officials and former Iraqi insurgents say, which has

contributed veteran fighters and weapons. “This is just a simple way of returning the

favor to our Syrian brothers that fought with us on the lands of Iraq,” said a veteran

of Al Qaeda in Iraq, who said he helped lead the Nusra Front’s efforts in Syria. The

United States, sensing that time may be running out for Syria president Bashar al-

Assad, hopes to isolate the group to prevent it from inheriting Syria or fighting on after

7 http://www.nytimes.com/2012/12/09/world/middleeast/

syrian-rebels-tied-to-al-qaeda-play-key-role-in-war.html
8 One text only may seem a small sample even for a landscape analysis, but in practice
we had to measure 14 tools across 15 dimensions, with a total amount of 1069
extracted constructs, 727 of which are included in the merged ontology, and 524 in
the reference ontology.

http://www.nytimes.com/2012/12/09/world/middleeast/syrian-rebels-tied-to-al-qaeda-play-key-role-in-war.html
http://www.nytimes.com/2012/12/09/world/middleeast/syrian-rebels-tied-to-al-qaeda-play-key-role-in-war.html
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Mr. Assad’s fall to pursue its goal of an Islamic state. As the United States pushes

the Syrian opposition to organize a viable alternative government, it plans to blacklist

the Nusra Front as a terrorist organization, making it illegal for Americans to have

financial dealings with the group and prompting similar sanctions from Europe.

We have produced one ontology from the output of each tool from the list in
Section 5, translating it when necessary according to the default assumptions as
in Table 1, or editing it when RDF or OWL parsing was difficult.

As explained in Section 3, we want to assess some information measures on
the produced ontologies, and we need some reference knowledge space for that.
We have chosen the simplest way to create such a knowledge space: a refer-
ence ontology. But how to produce it without introducing subjective biases or
arbitrary design decisions?

For this study we have decided not to produce a “gold standard” ontology
from a top-down, intellectual ontology design interpreting the text. This choice
is due to a lack of requirements: ontology design and semantic technologies are
highly dependent on application tasks and expert requirements: it would be too
subjective or even unfair to produce an ontology based on an average or ideal
task/requirement set.

A possible solution is to choose specific application requirements, and to de-
sign the ontology based on them, e.g. “find all events involving a terroristic
organization”. Another solution is to “merge” all the results of the tested tools,
so that each tool is comparatively evaluated within the semantic tool space. Of
course, the merged ontology needs to be cleaned up of all errors and noise com-
ing from specific tools, in order to produce a reference ontology. This solution
is inspired by the typical testing used in information retrieval with incomplete
information [7], where supervised relevant results from different methods are
merged in order to provide a baseline.

The second solution seemed more attractive to us because if makes us free
from the problem of choosing a task that does not look like biasing the test
towards a certain tool. It is also interesting as an indicator of how far “merging
tools” like Apache Stanbol or NERD can be pushed when integrating multiple
KE outputs9.

The produced ontologies, including the merged and the reference ones, are
available online.10 An analysis of the results based on the measures listed in
Section 3 is reported in Section 6.

5 Tools

The tools considered share certain characteristics that make them a low hanging
fruit for our landscape analysis. They are available as easily installable down-
loadable code, web applications, or APIs, and at least in public demo form. They
are also tools for Open Domain information extraction, which means that they

9 In the planned extended survey, we will consider also other experimental settings,
including explicit requirements, user behavior, etc.

10 http://stlab.istc.cnr.it/documents/testing/ke2swontologies.zip

http://stlab.istc.cnr.it/documents/testing/ke2swontologies.zip
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are not dependent on training to a specific domain11. Their licensing has not
been investigated for this study, because we are interested in assessing the state
of art functionalities, rather than their legal exploitability in either commercial
or academic projects. We have not confined our study to tools that can produce
SW output (typically RDF or OWL), because it is usual practice to reuse KE
output in SW tools. Therefore, in cases where RDF or OWL is not produced by
the tool, we have applied default assumptions on how to convert the output (see
Section 3). Finally, certain tools can be configured (in terms of confidence or
algorithm to be used) in order to optimize their performance: in this study, we
have sticked to default configurations, even if this choice might have penalized
some tools (in particular Apache Stanbol).

The following tools have been selected:

– AIDA12 is a framework and online tool for named entity recognition and resolu-
tion. Given a natural-language text or a Web table, it maps mentions of ambiguous
names onto canonical entities (e.g., individual people or places) registered in the
YAGO2 knowledge base13, used also to provide sense tagging. AIDA can be con-
figured for the algorithm to be applied (prior probability, key phrase similarity,
coherence). It is available as a demo web application or as a Java RMI web service
[36].

– AlchemyAPI14 uses machine learning and natural language parsing technology for
analyzing web or text-based content for named entity extraction, sense tagging, as
well as for relationships and topics. It does not provide a direct RDF encoding. It
is available as a demo web application or as a REST service, also for mobile SDKs.

– Apache Stanbol15 is an Open Source HTTP service meant to help Content Manage-
ment System developers to semi-automatically enhance unstructured content with
semantic annotations to be able to link documents with related entities and top-
ics. Current enhancers include RDF encoding of results from multilingual named
entity recognition and resolution, sense tagging with reference to DBpedia and
GeoNames, text span grounding, confidence, and related images. It is available as
a demo web application, as a REST service, or downloadable.

– DBpedia Spotlight16 is a tool for automatically annotating mentions of DBpedia
resources in text. It is available as a demo web application, as a REST service, or
downloadable.

– CiceroLite17 (formerly known as Extractiv), performs named entity recognition for
English, Arabic, Chinese, and a number of European-language texts. It also per-
forms sense tagging, relation extraction, and semantic role labeling. It is available
as a demo web application, and as a REST service.

– FOX18 is a merger and orchestrator of KE tools, focusing on results that in-
clude named entity recognition and resolution, sense tagging, term extraction, and

11 This is not totally true for PoolParty Knowledge Extractor, but its dependency is
harmless for the sake of this study.

12 http://www.mpi-inf.mpg.de/yago-naga/aida/
13 http://www.mpi-inf.mpg.de/yago-naga/yago
14 http://www.alchemyapi.com/api/demo.html
15 http://dev.iks-project.eu:8081/enhancer
16 http://dbpedia-spotlight.github.com/demo
17 http://demo.languagecomputer.com/cicerolite
18 http://aksw.org/Projects/FOX.html

http://www.mpi-inf.mpg.de/yago-naga/aida/
http://www.mpi-inf.mpg.de/yago-naga/yago
http://www.alchemyapi.com/api/demo.html
http://dev.iks-project.eu:8081/enhancer
http://dbpedia-spotlight.github.com/demo
http://demo.languagecomputer.com/cicerolite
http://aksw.org/Projects/FOX.html


358 A. Gangemi

relation extraction. It provides an ontology that generalizes over the sense tags
provided by the merged tools. FOX also uses NIF [19] to generalize over textual
grounding methods;19. It is available as a demo web application.

– FRED20 is a tool for automatically producing RDF/OWL ontologies and linked
data from text. The method is based on deep semantic parsing as implemented
Boxer [6], Discourse Representation Theory [21], Linguistic Frames [30], and On-
tology Design Patterns [16]. Results are enriched with NER from the Semiosearch
Wikifier (see below). It is available as a demo web application, as a REST service,
or downloadable. The current output of FRED is either graphic or in Turtle en-
coding: the second is an “intermediate” specification, which is typically refactored
in order to comply to the type of text analyzed: encyclopedic definitions, factual
information, etc. [34]

– NERD21 [17] is a merger of KE tools (at the time of writing: AlchemyAPI, DBpedia
Spotlight, Extractiv, Lupedia, OpenCalais, Saplo, SemiTags, Wikimeta, Yahoo!
Content Analysis, and Zemanta), currently focusing on results that include named
entity recognition and resolution, and sense tagging. It provides a simple ontology
that generalizes over the sense tags provided by the merged tools. NERD also uses
NIF [19]. It is available as a demo web application, and as a web service, with APIs
for Java and Python.

– Open Calais22 is a KE tool that extracts named entities with sense tags, facts
and events. It is available as a web application and as a web service. It has been
used via the web application for homogeneity with the other tools. We have also
tried the Open Calais TopBraid Composer23 plugin, which produces an RDF file
automatically. The RDF schemata used by Open Calais have a mixed semantics,
and have to be refactored in order to be used as a formal output that is relevant
to the domain addressed by the text.

– PoolParty Knowledge Discoverer24 is a text mining and entity extraction tool
based on knowledge models, thesauri and linked data. Content, categories, images
and tags are recommended automatically when controlled vocabularies are used as
a base knowledge model. In other words, Knowledge Discoverer is dependent on a
reference knowledge base typically derived from some controlled vocabularies, e.g.
a thesaurus. Configuring one controlled vocabulary instead of another makes re-
sults completely different. for our test, we have checked it with two configurations:
“all kind of topics”, and “economy”. It is available as a demo web application.

– ReVerb25 is a program that automatically identifies and extracts binary relation-
ships from English sentences. ReVerb is designed for web-scale information extrac-
tion, where the target relations cannot be specified in advance. ReVerb runs on a
model trained out of the big dataset of Open Information Extraction web triples.
ReVerb takes raw text as input, and outputs (argument1, relation phrase, argu-
ment2) triples. It can be downloaded and there is a related web application26, not
used for this study because it does not accept bulk text [14].

19 http://ontowiki.net/Projects/FOX/files?get=fox_evaluation.pdf
20 http://wit.istc.cnr.it/stlab-tools/fred
21 http://nerd.eurecom.fr
22 http://viewer.opencalais.com/
23 http://www.topquadrant.com/products/TB_Composer.html
24 http://poolparty.biz/demozone/general
25 http://reverb.cs.washington.edu
26 http://openie.cs.washington.edu/

http://ontowiki.net/Projects/FOX/files?get=fox_evaluation.pdf
http://wit.istc.cnr.it/stlab-tools/fred
http://nerd.eurecom.fr
http://viewer.opencalais.com/
http://www.topquadrant.com/products/TB_Composer.html
http://poolparty.biz/demozone/general
http://reverb.cs.washington.edu
http://openie.cs.washington.edu/
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– Semiosearch Wikifier27 resolves arbitrary named entities or terms (i.e. either in-
dividuals or concepts) on DBpedia entities by integrating several components: a
named entity recognizer (currently Alchemy28), a semiotically informed index of
Wikipedia pages (text is selected from page sections and metadata according to
explicit formal queries), as well as matching and heuristic strategies. It is available
as a demo web application.

– Wikimeta29 is a tool for multilingual named entity recognition and resolution, and
sense tagging. It links texts data to concepts of the Linked Open Data network
through various sources like DBpedia, Geonames, CIA World Factbook or directly
to Wikipedia or the web when there is no available resource. It is available as a
demo web application and as a REST service.

– Zemanta30 provides enriched content for articles, images and websites to bloggers.
It matches text with publicly available content and displays it in the creation tool
as it is being written. Behind its interaction capabilities, it does named entity
recognition and resolution, as well as content linking. It is available as a demo web
application and as an API for content management systems.

6 Results and Discussion

We firstly include (Table 2) a table including all the tools with their featured
tasks. We have considered only a subset of the basic tasks (1 to 12), from the list
given in Section 3. Some measures of these 12 tasks are not included in the paper
for space reasons, but are available online31. Tool-level and structural measures
have not been addressed in this landscape analysis. We have made an assessment
of the precision, recall, F-measure, and accuracy of the tools distinguishing them
by basic tasks. Measures have been calculated on the merged ontology for each
one of the 12 tasks, so that the merged output is used as the upper limit for the
measurement. Only eight measures are included in this paper.

Topic extraction tools produce output including broad topics (Alchemy and
Open Calais), topics resolved into Wikipedia categories (PoolParty), subject
tags (Alchemy), and social tags (Open Calais). We have decided to treat them
all as topics, since a real distinction is very hard to make at the theoretical level,
while the methods to extract them (e.g. from social tag spaces or Wikipedia) are
relevant for the specific task, but do not impact much at the level of produced
knowledge, unless there is a resolution performed with respect to e.g. Linked
Open Data (this is true only for PoolParty Knowledge Discoverer). Table 3
contains the results, and show very different performances. 64 topics have been
extracted and merged by the three tools, with an overall precision (manually
evaluated after merging) of .72.

Named entity recognition in this KE2SW study was assessed only for named
entities that are typically represented as individuals in an ontology, while the

27 http://wit.istc.cnr.it/stlab-tools/wikifier
28 http://www.alchemyapi.com/api/demo.html
29 http://www.wikimeta.com/wapi/semtag.pl
30 http://www.zemanta.com/demo/
31 http://stlab.istc.cnr.it/stlab/KnowledgeExtractionToolEval

http://wit.istc.cnr.it/stlab-tools/wikifier
http://www.alchemyapi.com/api/demo.html
http://www.wikimeta.com/wapi/semtag.pl
http://www.zemanta.com/demo/
http://stlab.istc.cnr.it/stlab/KnowledgeExtractionToolEval
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Table 2. Summary of featured basic tasks (as obtained from testing)

Tool Topics NER NE-RS TE TE-RS Senses Tax Rel Roles Events Frames

AIDA – + + – – + – – – – –

Alchemy + + – + – + – + – – –

Apache Stanbol – + + – – + – – – – –

CiceroLite – + + + + + – + + + +

DB Spotlight – + + – – + – – – – –

FOX + + + + + + – – – – –

FRED – + + + + + + + + + +

NERD – + + – – + – – – – –

Open Calais + + – – – + – – – + –

PoolParty KD + – – – – – – – – – –

ReVerb – – – – – – – + – – –

Semiosearch – – + – + – – – – – –

Wikimeta – + – + + + – – – – –

Zemanta – + – – – – – – – – –

named entities that are typically appropriate to class or property names are
assessed in the terminology extraction and resolution measures (not presented
here). After merging and cleaning, 58 named entities remained for evaluation.
Table 5 contains the results for this task, showing here a quite consistent behavior
across tools. Out of the 58 named entities (individuals) extracted and merged,
the overall precision (manually evaluated after merging) is .25. Alchemy, AIDA,
and Zemanta stand out on all measures.

Several issues have been encountered when merging and cleaning the results
from the different tools. In some cases, named entities have been given directly in
terms of resolved entities: we have decided to evaluate them as correct or wrong
based on the validity of the resolution, even if there is no specific indication of
the phrase that has been recognized. In some cases, terms have been recognized
instead of named entities: when these are actually referential usages of terms (e.g.
“the rebels”) they have been accepted as individuals, otherwise they counted as
errors. Finally, we had to decide if we need to count tokens (multiple references
to the same entity in text) or just types. After a detailed scrutiny, the effect of
tokens on precision and recall seemed negligible (two failed recognitions added
by tokens across all tools), so we decided to skip tokens for this study.

Table 6 contains the results for the named entity resolution task. Out of the
19 named entities (individuals) that have been resolved, the overall precision
(manually evaluated after merging) is .55. AIDA stands out in terms of precision
and accuracy, while Wikimeta is high on recall. Most resolutions are made with
respect to DBpedia entities.

Table 4 contains the results for the sense tagging task. 19 named entities have
been tagged, and the type triples have been merged, with an overall precision
(manually evaluated after merging) of .74. Overall, the tools performed quite well
on this task (with Wikimeta standing out on recall and accuracy), confirming
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Table 3. Comparison of topic extrac-
tion tools

Topic Ex Tool p r F1 a

Alchemy .74 .50 .60 .52

OpenCalais 1.00 .28 .44 .48

PoolParty KE .50 .22 .30 .28

Table 4. Comparison of sense tagging
tools

Sense Tagging Tool p r F1 a

AIDA 1.00 .57 .73 .64

Alchemy 1.00 .57 .73 .64

Apache Stanbol 1.00 .43 .60 .50

CiceroLite .64 .64 .64 .54

DBpedia Spotlight .83 .36 .50 .42

FOX 1.00 .50 .67 .57

FRED+SST .75 .43 .55 .48

NERD .90 .64 .75 .69

OpenCalais 1.00 .50 .67 .57

Wikimeta .85 .79 .81 .80

Zemanta 1.00 .21 .35 .27

Table 5. Comparison of named entity
recognition tools

NER Tool p r F1 a

AIDA 1.00 .57 .73 .89

Alchemy 1.00 .57 .73 .89

Apache Stanbol .55 .43 .48 .77

CiceroLite .79 .79 .79 .89

DBpedia Spotlight .75 .21 .33 .79

FOX .88 .50 .64 .86

FRED .73 .57 .64 .84

NERD .73 .79 .76 .88

Open Calais .70 .50 .58 .82

Wikimeta .71 .71 .71 .86

Zemanta .92 .79 .85 .93

Table 6. Comparison of named entity
resolution tools

NE Resolution Tool p r F1 a

AIDA 1.00 .64 .78 .80

Apache Stanbol .33 .36 .35 .25

CiceroLite 1.00 .55 .71 .75

DBpedia Spotlight .75 .27 .40 .55

FOX .88 .64 .74 .75

FRED+Semiosearch .80 .36 .50 .60

NERD 1.00 .27 .43 .60

Semiosearch .67 .55 .60 .60

Wikimeta .71 .91 .80 .75

Table 7. Comparison of terminology
extraction tools

Term Extraction Tool p r F1 a

Alchemy .76 .16 .26 .20

CiceroLite 1.00 .17 .29 .21

FOX .90 .27 .42 .33

FRED .93 .89 .91 .90

Wikimeta 1.00 .03 .06 .04

Table 8. Comparison of terminology
resolution tools

Term Resolution Tool p r F1 a

CiceroLite 1.00 .05 .10 .07

FOX .71 .63 .67 .65

FRED+Semiosearch 1.00 .05 .10 .07

Semiosearch .41 .47 .44 .46

Wikimeta .33 .05 .09 .07

the good results from literature when using DBpedia and other linked data as
background knowledge.

Table 7 contains the results of the terminology extraction task. 109 terms have
been extracted and merged by five tools, with an overall precision (manually
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Table 9. Comparison of relation ex-
traction tools

RelEx Tool p r F1 a

Alchemy .69 .25 .37 .30

CiceroLite .90 .20 .33 .25

FRED .84 .82 .83 .82

ReVerb .67 .23 .34 .27

Table 10. Comparison of event detec-
tion tools

Event Detection Tool p r F1 a

CiceroLite 1.00 .14 .24 .18

FRED .73 .93 .82 .87

Open Calais .50 .03 .06 .04

evaluated after merging) of .94, and with FRED standing out on all measures.
Table 8 contains the results of “terminology resolution”, which is typically the
output of a Word Sense Disambiguation (WSD) algorithm; however, the tested
tools do not include any WSD components, therefore disambiguation is just the
result of performing NE resolution on terms that refer to classes rather than to
individuals. Indeed, only 35 out of 109 terms (.32%) have been resolved, with an
overall precision of .54. FOX stands out in this task, with an accuracy of .65.

Table 9 contains the results for the relation extraction task. The variety of
relations found is here very high, since the techniques and the assumptions on
the relation pattern to discover are very different. In particular, FRED is based
on neo-Davidsonian event-reification semantics, for example it represents the
sentence: they gather more weapons as an event gather 1 with the semantic
role: agent and theme, played by the entities thing 1 and weapon 1. On the
contrary, Alchemy and ReVerb follow a strict binary style, e.g. they extract
a relationship gather(they,more weapons). CiceroLite has an intermediate
approach, trying to guess the arity of the relation, and here it has a binary:
gather(they,weapons).

In the previous example, it seems quite efficient to go with the binary style,
because the relation/event is used with two explicit arguments. However, things
change when there are more than two arguments. For example, with the sentence:
it plans to blacklist the Nusra Front as a terrorist organization, binary-style
tools do not go very far. There are important cohesion aspects here that are
hardly caught by means of simple triple patterns: it is an anaphora for United
States, blacklist is used with three explicit arguments, and plan is used with
two, but one of them is the sub-sentence governed by blacklist. Here are the
representations given by the four tools in this case:

– (ReVerb): no extraction
– (Alchemy): plans to blacklist(it,the Nusra Front as a terrorist organization)

– (CiceroLite): plans to blacklist(it,front,(AS) a terrorist organization)

– (FRED): experiencer(plan 3,United States) ; theme(plan 3,blacklist 3) ;

agent(blacklist 3,United States) ; patient(blacklist 3,NusraFront) ;

as(blacklist 3,organization 3) ; TerroristOrganization(organization 3)

For this task, we have decided to exclude event reification, which is instead tested
as a separate task. However, this choice does not penalize FRED, because besides
semantic roles, it infers “semantic-web-style” binary relations. For example, from
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the phrase: its fighters, where its is an anaphora to Al-Qaeda, FRED extracts:
fighterOf(fighter 1,AlQaeda).

When merging the results, we have then considered only non-role binary re-
lations from the four tools, generating 62 relations, with an overall precision
(manually evaluated after merging) of .71. The results for this task seem then
very promising, and deserve further investigation on how much integration can
be done among the different perspectives. For example, a stronger merging could
be done by mapping reified events from FRED or CiceroLite to purely binary
relations from Alchemy or ReVerb. This may be done in OWL2 by exploiting
punning constructs.

Table 10 contains the results for the event detection task. Only 3 tools contain
such functionality: CiceroLite, FRED, and Open Calais. As we commented in the
previous test, in order to perform event detection, a tool needs also to perform
semantic role labeling. FRED and Open Calais also apply some typing of events
and values filling the roles, so that they can also be considered “frame detection”
tools [34]. For example, Open Calais provides the following frame on top of a de-
tected event from the sentence: the United States pushes the Syrian opposition to
organize a viable alternative government : DiplomaticRelations(diplomaticentity: United

States ; diplomaticaction: opposition ; diplomaticentity: viable alternative government).

FRED is the only tool here that provides RDF output (at least from the
web applications that we have tested), and resolves event frames onto reference
lexicons (VerbNet and FrameNet). After merging the results, we have generated
40 events, with an overall precision (manually evaluated after merging) of .73.
The difference in recall is meaningful in this task (as well as in the previous one):
FRED uses a categorial parser to extract syntactic structures that are formalized
as events (i.e. it provides deep parsing, while the other tools apparently use a
purely statistical approach with shallow parsing, which is known to reach a
much lower recall on this task. FRED stands out also in precision, which seems
to confirm that deep parsing approach positively correlates with good results on
relation and event extraction.

The measures on semantic role labeling and frame detection (only available
on FRED and CiceroLite) are not shown here for space reasons32, but they
contain a detailed analysis of the elements extracted for the task: semantic roles,
correctness of roles, correctness of fillers, correctness of frames, and coreference
resolution. If we simply sum all elements (297 in total), FRED performed better,
with an accuracy of .82.

7 Conclusions

We have presented the results of a landscape analysis in the area of knowledge
extraction for the Semantic Web (KE2SW). We have investigated the feasibility
of a comparison among KE tools when used for SW tasks. We have proved that
this is feasible, but we need to create formally correct correspondences between
NLP basic tasks, and SW population basic tasks. Design activities to obtain

32 They are available at http://stlab.istc.cnr.it/stlab/SRLFE

http://stlab.istc.cnr.it/stlab/SRLFE
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semantic homogeneity across tool outputs are required. In addition, evaluation
and measures differ across different tasks, and a lot of tool-specific issues emerge
when comparing the outputs. This study results to be a first step in the creation
of adequate benchmarks for KE applied to SW, and proves the importance of
integrating measurement of different tasks in the perspective of providing useful
analytic data out of text. Future work includes an actual experiment on a larger
dataset, also exploiting integration functionalities provided by platforms like
NERD, FOX and Stanbol.

A practical conclusion of this study is that tools for KE provide good results
for all the tested basic tasks, and there is room for applications that integrate
NLP results for the Semantic Web. Firstly, the measures for merged ontologies
result to be good enough, and we imagine optimization methods to filter out
the contribution coming from worst tools for a certain task. Secondly, with ap-
propriate semantic recipes (transformation patterns), the production of merged
ontologies can be automatized. Merging and orchestrating applications like Stan-
bol Enhancers, NERD and FOX with standards like NIF, are on the right track,
and refactoring components like Stanbol Rules33 make it possible to customize
the output in appropriate ways for reasoning over the Web the Data.
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Abstract. We describe a new method for constructing custom
taxonomies from document collections. It involves identifying relevant
concepts and entities in text; linking them to knowledge sources like
Wikipedia, DBpedia, Freebase, and any supplied taxonomies from re-
lated domains; disambiguating conflicting concept mappings; and se-
lecting semantic relations that best group them hierarchically. An RDF
model supports interoperability of these steps, and also provides a flexi-
ble way of including existing NLP tools and further knowledge sources.
From 2000 news articles we construct a custom taxonomy with 10,000
concepts and 12,700 relations, similar in structure to manually created
counterparts. Evaluation by 15 human judges shows the precision to be
89% and 90% for concepts and relations respectively; recall was 75% with
respect to a manually generated taxonomy for the same domain.

1 Introduction

Domain-specific taxonomies constitute a valuable resource for knowledge-based
enterprises: they support searching, browsing, organizing information, and nu-
merous other activities. However, few commercial enterprises possess taxonomies
specialized to their line of business. Creating taxonomies manually is laborious,
expensive, and unsustainable in dynamic environments (e.g. news). Effective au-
tomatic methods would be highly valued.

Automated taxonomy induction has been well researched. Some approaches
derive taxonomies from the text itself [1], some from Wikipedia [2], while others
combine text, Wikipedia and possibly WordNet to either extend these sources
with new terms and relations [3] or carve a taxonomy tailored to a particular
collection [4,5]. Our research falls into the last category, but extends it by defining
a framework through which any combination of knowledge sources can drive the
creation of document-focused taxonomies.

We regard taxonomy construction as a process with five clearly defined stages.
The first, initialization, converts documents to text. The second extracts con-
cepts and named entities from text using existing NLP tools. The third connects

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 367–381, 2013.
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named entities to Linked Data sources like Freebase and DBpedia. The fourth
identifies conflicting concept mappings and resolves them with an algorithm that
disambiguates concepts that have matching labels but different URIs. The fifth
connects the concepts into a single taxonomy by carefully selecting semantic re-
lations from the original knowledge sources, choosing only relations that create
meaningful hierarchies given the concept distribution in the input documents.
These five stages interoperate seamlessly thanks to an RDF model, and the
output is a taxonomy expressed in SKOS, a standard RDF format.

The method itself is domain independent—indeed the resulting taxonomy may
span multiple domains covered by the document collection and the input knowl-
edge sources. We have generated and made available several such taxonomies
from publicly available datasets in five different domains.1 This paper includes
an in-depth evaluation of a taxonomy generated from news articles. Fifteen hu-
man judges rated the precision of concepts at 89% and relations at 90%; recall
was 75% with respect to a manually built taxonomy for the same domain. Many
of the apparently missing concepts are present with different—and arguably
more precise—labels.

Our contribution is threefold: (a) an RDF model that allows document-focused
taxonomies to be constructed from any combination of knowledge sources; (b) a
flexible disambiguation technique for resolving conflicting mappings and finding
equivalent concepts from different sources; and (c) a set of heuristics for merging
semantic relations from different sources into a single hierarchy. Our evaluation
shows that current state-of-the-art concept and entity extraction tools, paired
with heuristics for disambiguating and consolidating them, produce taxonomies
that are demonstrably comparable to those created by experts.

2 Related Work

Automatic taxonomy induction from text has been studied extensively. Early
corpus-based methods extract taxonomic terms and hierarchical relations that
focus on the intrinsic characteristics of a given corpus; external knowledge is
rarely consulted. For example, hierarchical relations can be extracted based on
term distribution statistics [6] or using lexico-syntactic patterns [7,1]. These
methods are usually unsupervised, with no prior knowledge about the corpus.
However, they typically assume only a single sense per word in the corpus, and
produce taxonomies based on words rather than word senses.

Research has been conducted on leveraging knowledge bases to facilitate tax-
onomy induction from both closed- and open-domain text collections. Some re-
searchers derive structured taxonomies from semi-structured knowledge bases [2,8]
or from unstructured content on the Web at large [9]. Others expand knowledge
baseswithpreviouslyunknowntermsand relationsdiscovered from large corpora—
for example, Matuszek et al. enrich the Cyc knowledge base with information ex-
tracted from the Web [10], while Snow et al. expandWordNet with new synsets by

1 http://bit.ly/f-step

http://bit.ly/f-step
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using statistical classifiers built from lexical information extracted from news arti-
cles [3]. Still others interlink documents and knowledge bases: they match phrases
in the former with concepts in the latter [11,12] and identify taxonomic relations
between them [4,5]. These studies do address the issue of sense ambiguity: polyse-
mous phrases are resolved to their intended senses while synonyms are mapped to
the same concept. However, they typically only consult a single source and users
do not intervene in the taxonomy construction process.

The Castanet project [4] and Dakka and Ipeirotis’s research [5] relate closely
to our work. They both derive hierarchical metadata structures from text col-
lections and both consult external sources—WordNet in the former case and
Wikipedia, WordNet and the Web in the latter—to find important concepts in
documents. Castanet identifies taxonomic relations based on WordNet’s is-a

relations, whereas Dakka and Ipeirotis use subsumption rules [6]. The latter
only select those taxonomic concepts for final groupings that occur frequently
in the documents in non-related contexts. In contrast to our work, both studies
represent the extracted information as hierarchical faceted metadata: the out-
come is no longer a single taxonomy but is instead split into separate facets.
Although Dakka and Ipeirotis consult multiple sources, they do not check which
concepts are the same and which are different. In contrast, we explicitly address
the problem of sense disambiguation and consolidation with multiple sources.

Our work also intersects with research on relation extraction and ontology
induction from text, the closest being [13], which also links phrases in text to
Wikipedia, DBpedia and WordNet URIs, extracts relations, and represents them
as RDF. However, their input is a single short piece of text, whereas we analyze
an entire document collection as a whole, and focus on organizing the information
hierarchically.

3 Architecture of the Taxonomy Generator

The primary input to our taxonomy generator is a collection of documents and,
optionally, a taxonomy for a related domain (e.g., the Agrovoc thesaurus or the
Gene ontology). Our system automatically consults external knowledge sources,
and links concepts extracted from the documents to terminology in these sources.
By default we use Freebase, DBpedia and Wikipedia, but domain-specific linked
data sources like Geonames, BBC Music, or the Genbank Entrez Nucleotide
database can also be consulted.2 Finally, a small taxonomy with preferred root
nodes can be supplied to guide the upper levels of the generated taxonomy.

3.1 Defining Taxonomies in SKOS

The result of each step of the taxonomy generation process is stored as an RDF
data structure, using the Simple Knowledge Organization System vocabulary.
SKOS is designed for sharing and linking thesauri, taxonomies, classification

2 Suitable linked data sources can be found at
http://thedatahub.org/group/lodcloud

http://thedatahub.org/group/lodcloud
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schemes and subject heading systems via the Web.3 An SKOS model consists
of a hierarchical collection of concepts, defined as “units of thought”—abstract
entities representing ideas, objects or events. A concept is modeled as an instance
of the class skos:Concept. An skos:prefLabel attribute records its preferred name
and skos:altLabel attributes record optional synonyms. Concepts are linked via
semantic relations such as skos:broader (to indicate that one concept is broader
in meaning than another) and its inverse skos:narrower. These relations allow
concepts to be structured into a taxonomic hierarchy.

Our goal is to produce a new knowledge organization system (a taxonomy)
based on heterogeneous sources, including concepts extracted from text as well
as concepts in existing sources, and SKOS is a natural modeling format. Also,
many existing public knowledge systems are available online as SKOS data,4

and reusing these sources ensures that any taxonomy we generate is immediately
linked via concept mappings to third-party data sources on the Web.

3.2 Information Model

We have built a set of loosely coupled components that perform the individual
processing steps. Each component’s results are stored as RDF data in a central
repository using the OpenRDF Sesame framework [14].

Figure 1 shows the information model. The central class is pw:Ngram, which
represents the notion of an extracted string of N words. The model records every
position of the ngram in the input text, and each occurrence of the same ngram
in the same document is a single instance of the pw:Ngram class.

Fig. 1. Shared RDF model for ngram and entity information

The pw:EntityType class supports entity typing of ngrams. It has a fixed
number of instances representing types such as people, organizations, locations,
events, etc. In order to be able to record the relation between an ngram and
its type, as well as an identification score reported by the extraction tool, the
relation is modeled as an an object, of type pw:EntityIdentification.

3 See http://www.w3.org/2004/02/skos
4 See a.o. http://www.w3.org/2001/sw/wiki/SKOS/Datasets

http://www.w3.org/2004/02/skos
http://www.w3.org/2001/sw/wiki/SKOS/Datasets
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pw:DisambiguationCandidate is introduced to allow ngrams to be annotated
with corresponding concepts from external sources. This class records the re-
lation (and the system’s confidence in it) between an extracted ngram and an
external source. These external sources are modeled as instances of skos:Concept.
They are the building blocks of the taxonomy we generate.

Using a shared RDF model to hold extracted data ensures that components
can interoperate and reuse each other’s results. This is a significant advantage:
it facilitates the use of different language processing tools in a single system by
mapping their outputs to a common vocabulary. Moreover, users can add other
Linked Data sources, and insert and remove processing steps, as they see fit. It
can also be used for text annotation.5

In addition, the use of an RDF repository allows one to formulate SPARQL6

queries over the aggregated data. Using these, data from different components
can be analyzed quickly and efficiently at each processing step.

4 Generating the Taxonomy

Figure 2 shows the processing steps in our system, called F-STEP (Focused
SKOS Taxonomy Extraction Process). Existing tools are used to extract entities
and concepts from document text (steps 2a and 2b respectively in the Fig-
ure). Purpose-built components annotate entities with information contained in
Linked Data sources (step 3), disambiguate concepts that are mapped to the
same ngram (step 4), and consolidate concepts into a hierarchy (step 5).

Fig. 2. Automated workflow for turning input documents into a focused taxonomy

5 Apossible alternative is the recently-definedNLP2RDF format http://nlp2rdf.org.
6 See http://www.w3.org/TR/sparql11-query/

http://nlp2rdf.org
http://www.w3.org/TR/sparql11-query/
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4.1 Initialization

Taxonomies organize knowledge that is scattered across documents. To federate
inputs stored on file systems, servers, databases and document management
systems, we use Apache Tika to extract text content from various file formats
and Solr for scaleable indexing.7 Solr stores multiple document collections in
parallel, each document being referenced via a URL, which allows concepts to
be linked back to the documents containing them in our RDF model.

4.2 Extracting Named Entities and Concepts

Extraction step 2a in Figure 2 uses a text analytics API8 to identify names of
people, organizations and locations, and to identify relevant terms in an existing
taxonomy if one is supplied. Step 2b uses the Wikipedia Miner toolkit [15] to
relate documents to relevant concepts in Wikipedia.

Named Entities. Names of people, organizations, and locations are concepts that
can usefully be included in a taxonomy; existing systems extract such entities
with an accuracy of 70%–80% [16]. We extract named entities from the input
documents using the text analytics API and convert its response to RDF. Named
entities are represented by a pw:EntityIdentification relation between the orig-
inal ngram and an entity type. The entities are passed to the annotation step to
disambiguate any matches to Linked Data concepts.

Concepts from Related Taxonomies. As mentioned in Section 3, the input can
include one or more taxonomies from related domains. The same text analytics
API records any concepts in a related taxonomy that appear in the input doc-
uments, maps them to SKOS, and links to the source document ngram via a
pw:DisambiguationCandidate relation.

Concepts from Wikipedia. Each Wikipedia article is regarded as a “concept.”
Articles describe a single concept, and for (almost) any concept there exists a
Wikipedia article. We use the Wikipedia Miner toolkit to annotate ngrams in
the text with corresponding Wikipedia articles. This toolkit allows the num-
ber of annotations to be controlled, and disambiguates ngrams to their correct
meaning—for example, the word kiwi may refer to a.o. a bird, a fruit, a per-
son from NZ, or the NZ national rugby league team, all of which have distinct
Wikipedia entries. The approach is described in detail in [15].

The user determines what kind of concepts will be included in the taxonomy.
For example, if no related taxonomies are available, only named entities and
Wikipedia articles returned by the Wikification process will be included in the
final taxonomy.

7 See http://tika.apache.org/ and http://lucene.apache.org/solr/
8 See http://apidemo.pingar.com

http://tika.apache.org/
http://lucene.apache.org/solr/
http://apidemo.pingar.com
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4.3 Annotating with Linked Data

Once entities such as people, places, and organisations have been extracted,
the annotation step queries Freebase [17] and DBpedia [18] for corresponding
concepts (Figure 2, step 3). The queries are based on the entity’s type and label,
which is the only structured information available at this stage. Other Linked
Data sources can be consulted in this step, either by querying via a SPARQL
endpoint,9 which is how we consult DBpedia, or by accessing the Linked Data
source directly over the HTTP protocol.

We define mappings of our three entity types to Linked Data concept classes.
For example, in the case of Freebase, our entity type “Person” (pw:person) is
mapped to http://rdf.freebase.com/ns/people/person, and for each extracted
person entity Freebase is queried for lexically matching concepts of the mapped
type. Several candidate concepts may be selected for each entity (the number is
given as a configuration parameter). These matches are added as disambiguation
candidates to every ngram that corresponds to the original entity.

4.4 Disambiguation

The preceding processing steps use various techniques to determine relevant
concepts in documents. A direct consequence is that a given ngram may be
mapped to more than one concept: a taxonomy term, a Wikipedia article, a
Freebase or a DBpedia concept. Although the Wikipedia Miner incorporates its
own built-in disambiguation component, this merely ensures that at most one
Wikipedia concept corresponds to each ngram. A second disambiguation step
(Figure 2, step 4) determines whether concepts from different sources share the
same meaning and whether their meaning is contextually relevant.

The disambiguation is performed for each document, one ngram at a time.
If an ngram has a single concept mapping, it is considered unambiguous and
this concept is added to the final taxonomy. If an ngram has multiple mappings,
the conflicting concepts are inspected first. Here, we compare the context of the
ngram with the contexts of each concept, as it is defined in its original source. The
context of the ngram is as a set of labels of concepts that co-occur in the same
document, whereas the context of each concept is a set of labels derived from
its associated concepts, computed in a way that depends on the concept’s ori-
gin. In SKOS taxonomies, associated concepts are determined via skos:broader,
skos:narrower, and skos:related relations. For each associated concept we col-
lect the skos:prefLabel and one or more skos:altLabels. In Wikipedia, these
labels are sourced from the article’s redirects, its categories, the articles its ab-
stract links to, and other linked articles whose semantic relatedness [15] exceeds
a certain threshold (we used 0.3, which returns 27 linked articles on average).
In the case of Freebase and DBpedia, we utilize the fact that many Freebase
concepts have mappings to DBpedia, which in turn are (practically all) mapped
to Wikipedia articles. We locate the corresponding Wikipedia article and use
the above method to determine the concepts.

9 A SPARQL endpoint is a web service that implements the W3C SPARQL protocol.

http://rdf.freebase.com/ns/people/person
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Once all related labels have been collected we calculate the distance between
every pair of labels. To account for lexical variation between the labels, we use
the Dice coefficient between the sets of bigrams that represent the labels. We
then compute a final similarity score by averaging the distance over the top n
scoring pairs. n is chosen as the size of the smaller set, because if the concepts
the sets represent are truly identical, every label in the smaller set should have
at least one reasonably similar partner in the other set; larger values of n tend to
dilute the similarity score when one of the concepts has many weakly associated
concept labels, which is often the case for Wikipedia concepts.

Given this similarity metric, disambiguation proceeds as follows. First, we
choose the concept with the greatest similarity to the ngram’s context to be
the canonical concept. (This assumes that there is at least one correct concept
among the conflicting ones.) Second, we compare the similarity of every other
candidate concept to the canonical one and, depending on its similarity score s,
list it as an skos:exactMatch (if s > 0.9), an skos:closeMatch (if 0.9 ≥ s ≥ 0.7),
or discard it (if s < 0.7). The thresholds were determined empirically.

As an example of disambiguation, the ngram oceans matches three concepts:
Ocean, Oceanography (both Wikipedia articles), and Marine areas (a taxonomy
concept). The first is chosen as the canonical concept because its similarity
with the target document is greatest. Marine areas is added as skos:closeMatch,
because its similarity with Ocean is 0.87. However,Oceanography’s similarity falls
below 0.7, so it is discarded. As a another example, the ngram logged is matched
to both Logs (a taxonomy concept) and Deforestation (a Wikipedia article). Logs
is semantically connected to another taxonomy concept, which is why it was not
discarded by the text analytics API, but it is discarded by the disambiguation
step because it is not sufficiently closely related to other concepts that occur in
the same document.

4.5 Consolidation

The final step is to unite all unambiguous and disambiguated concepts found
in documents into a single taxonomy. Each concept lists several URIs under
skos:exactMatch and (possibly) skos:closeMatch that define it in other sources:
the input taxonomy, Wikipedia, Freebase and DBpedia. These sources already
organize concepts into hierarchies, but they differ in structure. The challenge is
to consolidate these hierarchies into a single taxonomy.

Sources of Relations. Taxonomies from related domains, as optional inputs,
already define the relations we seek: skos:broader and skos:narrower. However,
they may cover certain areas in more or less detail than what we need, which
implies that some levels should be flattened while others are expanded. Because
broader and narrower are transitive relations, flattening is straightforward. For
expansion, concepts from other sources are needed.

Wikipedia places its articles into categories. For example, the article on George
Washington belongs to 30 categories; some useful, e.g. Presidents of the US
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and US Army generals, and others that are unlikely to be relevant in a taxon-
omy, e.g. 1732 births. Some articles have corresponding categories (e.g., there
is a category “George Washington”), which lead to further broader categories.
Furthermore, names may indicate multiple relations (e.g. Politicians of English
descent indicates that George Washington is both a Politician and of English
descent). Wikipedia categories tend to be fine-grained, and we discard informa-
tion to create broader concepts. We remove years (1980s TV series becomes TV
series), country and language identifiers (American sitcoms becomes Sitcoms;
Italian-language comedy films becomes Comedy films), and verb and preposi-
tional phrases that modify a head noun (Educational institutions established
in the 1850s becomes Educational institutions; Musicians by country becomes
Musicians). The entire Wikipedia category structure is available on DBpedia in
SKOS format, which makes it easy to navigate. We query the SPARQL DBpedia
endpoint to determine categories for a given Wikipedia article.

Other potential sources are Freebase, where categories are defined by users,
and DBpedia, which extracts relations from Wikipedia infoboxes. We plan to
use this information in future when consolidating taxonomies.

Consolidation Rules. F-STEP consolidates the taxonomy that has been gen-
erated so far using a series of rules. First, direct relations are added between
concepts. For each concept with a SKOS taxonomy URI, if its broader and nar-
rower concepts match other input concepts, we connect these concepts, e.g. Air
transport skos:narrower Fear of flying. If a concept has a Wikipedia URI and
its immediate Wikipedia categories match an existing concept, we connect these
concepts, e.g. Green tea skos:narrower Pu-erh tea.

Following the intuition that some concepts do not appear in the documents,
but may useful for grouping others that do, we iteratively add such concepts.
For each concept with a SKOS taxonomy URI, we use a transitive SPARQL
query to check whether it can be connected by new intermediate concepts to
other concepts. If a new concept is found, it is added to the taxonomy and its
relations are populated for all further concepts. For example, this rule connects
concepts like Music and Punk rock via a new concept Music genres, whereupon
a further relation is added between Music genres and Punk rock.

Next, the Wikipedia categories are examined to identify those of interest. The
document collection itself is used to quantify the degree of interest: categories
whose various children co-occur in many documents tend to be more relevant.
Specifically, a category’s “quality” is computed by iterating over its children and
checking how many documents contain them. If this score, normalized by the
total number of comparisons made, exceeds a given threshold, the category is
added to the output taxonomy. This helps eliminate categories that combine
too many concepts (e.g. Living people in a news article) or that do not group
co-occurring concepts, and singles out useful categories instead (e.g. Seven Sum-
mits might connect Mont Blanc, Puncak Jaya, Aconcagua, and Mount Everest).
Next, we retrieve broader categories for these newly added categories and check
whether their names match existing concepts, allowing us to add new relations.
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One could continue up the Wikipedia category tree, but the resulting categories
are less satisfactory. For example, Music belongs to Sound, which in turn belongs
to Hearing, but the relation between Music and Hearing is associative rather
than hierarchical. In fact, unlike conventional SKOS taxonomies, the Wikipedia
category structure is not, in general, transitive.

Parentheses following some Wikipedia article names indicate possible group-
ings for a concept, e.g. Madonna (entertainer) is placed under Entertainers, if
such a concept exists. We also match each category name’s last word against
existing concept names, but choose only the most frequent concepts to reduce
errors introduced by this crude technique.

We group all named entities that are found in Freebase using the Freebase
categories, and all those found in DBpedia using the corresponding Wikipedia
categories. The remainder are grouped by their type, e.g. John Doe under Person.

These techniques tend to produce forests of small subtrees, because general
concepts rarely appear in documents. We check whether useful general terms can
be found in a related taxonomy, and also examine the small upper-level taxonomy
that a user may provide, as mentioned in Section 1. For example, a media website
may divide news into Business, Technology, Sport and Entertainment, with more
specific areas underneath, e.g. Celebrities, Film, Music—a two-level taxonomy
of broad categories. For each input concept we retrieve its broadest concept—
the one below the root—and add it, skipping intermediate levels. This rule adds
relations like Cooperation skos:broader Business and industry.

Pruning Heuristics. Prunning can make a taxonomy more usable, and elimi-
nate redundancies. First, following [4], who extract a taxonomy from WordNet,
we elide parent–child links for single children. If a concept has a single child
that itself has one or more children, we remove the child and point its children
directly to its parent.

Second, we eliminate multiple inheritance that repeats information in the
same taxonomy subtree, which originates from redundancy in the Wikipedia
category structure. We identify cases where either relations or concepts can
be removed without compromising the tree’s informativeness. Figure 3 shows
examples. In (a) the two-parent concept Manchester United FC is reduced to
a single parent by removing a node that does not otherwise contribute to the
structure. In (b) the two-parent concept Tax is reduced to a single parent by
removing a small redundant subtree. In (c) a common parent of the two-parent
concepts The Notorious B.I.G. and Tupac Shakur is pruned.

5 Evaluation and Discussion

Domain-specific taxonomies (and ontologies) are typically evaluated by (a) com-
paring them to manually-built taxonomies, (b) evaluating the accuracy of their
concepts and relations, and (c) soliciting feedback from experts in the field.
This section evaluates our system’s ability to generate a taxonomy from a news
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Fig. 3. Pruning concepts and relations to deal with multiple inheritance

collection. We give an overview of the dataset used, compare the dimensions of
the taxonomy generated with other taxonomies, assess its coverage by comparing
it with a hand-built taxonomy for the domain, and determine the accuracy of
both its concepts and its relations with respect to human judgement.

5.1 The Domain

Fairfax Media is a large media organization that publishes hundreds of news
articles daily. Currently, these are stored in a database, organized and retrieved
according to manually assigned metadata. Manual assignment is time-consuming
and error-prone, and automatically generated metadata, organized hierarchically
for rapid access to news on a particular topic or in a general field, would be of
great benefit.

We collected 2000 news articles (4.3MB of uncompressed text) from December
2011, averaging around 300 words each. We used the UK Integrated Public Ser-
vice Sector vocabulary (http://doc.esd.org.uk/IPSV/2.00.html) as an input
taxonomy. A taxonomy was extracted using the method described in Section 4
and can be viewed at http://bit.ly/f-step. It contains 10,150 concepts and
12,700 relations and is comparable in size to a manually-constructed taxon-
omy for news, the New York Times taxonomy (data.nytimes.com), which lists
10,400 People, Organizations, Locations and Descriptors. The average depth of
the tree is 2.6, with some branches being 10 levels deep. Each concept appears
in an average of 2 news articles. The most frequent, New Zealand, appears as
metadata for 387 articles; the most topical, Christmas, is associated with 127
articles. About 400 concepts were added during the consolidation phase to group
other concepts, and do not appear as metadata.

5.2 Coverage Comparison

To investigate the coverage of the automatically-generated taxonomy, we com-
pared it with one comprising 458 concepts that Fairfax librarians had constructed

http://doc.esd.org.uk/IPSV/2.00.html
http://bit.ly/f-step
data.nytimes.com
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manually to cover all existing and future news articles. Interestingly, this taxon-
omy was never completed, most likely because of the labor involved. Omissions
tend to be narrower concepts like individual sports, movie genres, music events,
names of celebrities, and geographic locations. In order to evaluate our new tax-
onomy in terms of recall, we checked which of the 458 manually assigned concepts
have labels that match labels in the new taxonomy (considering both preferred
or alternative labels in both cases). There were a total of 271 such “true posi-
tives,” yielding a recall of 59%. However, not all the manually assigned concepts
are actually mentioned in the document set used to generate our taxonomy, and
are therefore, by definition, irrelevant to it. We used Solr to seek concepts for
which at least one preferred or alternative label appears in the document set,
which reduced the original 458 concepts to 298 that are actually mentioned in
the documents. Re-calculating the recall yields a figure of 75% (224 out of 298).

Inspection shows that some of the missing concepts are present but with dif-
ferent labels—instead of Drunk, the automatically generated taxonomy includes
Drinking alcohol and Alcohol use and abuse. Others are present in a more spe-
cific form—instead of Ethics it lists Ethical advertising and Development ethics.
Nevertheless, some important concepts are missing—for example, Immigration,
Laptop and Hospitality.

5.3 Accuracy of Concepts

Fifteen human judges were used to evaluate the precision of the concepts present
in the taxonomy generated from the documents. Each judge was presented with
the text of a document and the taxonomy concepts associated with it, and asked
to provide yes/no decisions on whether the document refers to each term. Five
documents were chosen and given to all judges; a further 300 documents were
distributed equally between the judges.

Looking first at the five common documents, the system extracted 5 to 30
concepts from each, with an average of 16. Three judges gave low scores, agreeing
with only 74%, 86% and 90% of the concepts respectively, averaged over the five
documents. The remaining 12 each agreed with virtually all—more than 97%—
of the concepts identified by the system. The overall precision for automatic
identification of concepts, averaged over all 15 judges, was 95.2%.

Before these figures were calculated the data was massaged slightly to remove
an anomaly. It turned out that the system identified for each article the name
of the newspaper in which it was published (e.g. Taranaki Daily News), but the
human judges disagreed with one another on whether that should be counted as
a valid concept for the article. A decision was taken to exclude the name of the
newspaper from the first line of the article.

Turning now to the 300 documents that were examined by one judge each, the
system identified a total of 3,347 concepts. Of these, 383 were judged incorrect,
yielding an overall precision of 88.6%. (In 15 cases the judge was unwilling to
give a yes/no answer; these were counted as incorrect.) Table 1 shows the source
of the errors. Note that any given concept may originate in more than one source,
which explains the discrepancy in the total of the Errors column (393, not 383).
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Table 1. Sources of error in concept identification

Type Number Errors Rate

People 1145 37 3.2%
Organizations 496 51 10.3%
Locations 988 114 11.5%
Wikipedia named entities 832 71 8.5%
Wikipedia other entities 99 16 16.4%
Taxonomy 868 229 26.4%
DBPedia 868 81 8.1%
Freebase 135 12 8.9%

Overall 3447 393 11.4%

The most accurate concepts are ones that describe people. The most error-
prone ones emanate from the input taxonomy, 26% of which are incorrect. This
taxonomy describes rather general concepts, which introduces more ambiguity
than the other sources.

5.4 Accuracy of Relations

The same fifteen judges were used to evaluate the precision of the hierarchical
relations present in the taxonomy. Each judge received 100 concept pairs and
was asked for a yes/no decision as to whether that relation makes sense—i.e.,
whether the first concept really is narrower than the second. A total of 750
relations were examined, each adjudicated by two different judges.

The overall precision figure was 90%—that is, of the 1500 decisions, judges ex-
pressed disagreement in 150 cases. The interannotator agreement, calculated as
the number of relationships that both judges agreed on expressed as a proportion
of all relationships, was 87%.

An examination of where the two judges made different decisions revealed that
some were too strict, or simply wrong (for example, Acid � base chemistry, Leeds
� North Yorkshire, History of Israel � Israel, where � means “has parent”).
Indeed, it appears that, according to some judges, polio is not an infectious
disease and Sweden is not in Scandinavia! It is interesting to analyze the clear
errors, discarding cases where the judges conflicted. Of the 25 situations where
both judges agreed that the system was incorrect, ten pairs were related but not
in a strict hierarchical sense (e.g., Babies 	� school children), four were due to
an overly simplistic technique that we use to identify the head of a phrase (e.g.
Daily Mail 	� Mail), two could have (and should have) been avoided (e.g. League
	� League), and nine were clearly incorrect and correspond to bugs that deserve
further investigation (e.g. Carter Observatory 	� City).

6 Conclusions

This paper has presented a new approach to analyzing documents and gener-
ating taxonomies focused on their content. It combines existing tools with new
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techniques for disambiguating concepts originating from various sources and con-
solidating them into a single hierarchy. A highlight of the scheme is that it can be
easily extended. The use of RDF technology and modeling makes coupling and
reconfiguring the individual components easy and flexible. The result, an SKOS
taxonomy that is linked to both the documents and Linked Data sources, is a
powerful knowledge organization structure that can serve many tasks: brows-
ing documents, fueling facetted search refinements, question answering, finding
similar documents, or simply analyzing one’s document collection.

The evaluation has shown that in one particular scenario in the domain of
news, the taxonomy that is generated is comparable to manually built exem-
plars in the dimensions of the hierarchical structure and in its coverage of the
relevant concepts. Recall of 75% was achieved with respect to a manually gen-
erated taxonomy for the same domain, and inspection showed that some of the
apparently missing concepts are present but with different—and arguably more
precise—labels. With respect to multiple human judgements on five documents,
the accuracy of concepts exceeded 95%; the figure decreased to 89% on a larger
dataset of 300 documents. The accuracy of relations was measured at 90% with
respect to human judgement, but this is diluted by human error. Analysis of
cases where two judges agreed that the system was incorrect revealed that at
least half were anomalies that could easily be rectified in a future version. Fi-
nally, although we still plan to perform an evaluation in an application context,
initial feedback from professionals in the news domain is promising. Some profes-
sionals expect to tweak the taxonomy manually by renaming some top concepts,
removing some irrelevant relations, or even re-grouping parts of the hierarchy,
and we have designed a user interface that supports this.

Compared to the effort required to come up with a taxonomy manually, a car-
dinal advantage of the automated system is speed. Given 10,000 news articles,
corresponding to one week’s output of Fairfax Media, a fully-fledged taxonomy
is generated in hours. Another advantage is that the taxonomy focuses on what
actually appears in the documents. Only relevant concepts and relations are
included, and relations are created based on salience in the documents (e.g. oc-
currence counts) rather than background knowledge. Finally, because Wikipedia
and Freebase are updated daily by human editors, the taxonomy that is produced
is current, which is important for ever-changing domains such as news.

Finally, the approach is applicable to any domain. Every knowledge-based
organization deals with mountains of documents. Taxonomies are considered a
very useful document management tool, but uptake has been been slow due to
the effort involved in building and maintaining them. The scheme described in
this paper reduces that cost significantly.
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Abstract. Semantic analysis and annotation of textual information with
appropriate semantic entities is an essential task to enable content based
search on the annotated data. For video resources textual information is
rare at first sight. But in recent years the development of technologies
for automatic extraction of textual information from audio visual content
has advanced. Additionally, video portals allow videos to be annotated
with tags and comments by authors as well as users. All this information
taken together forms video metadata which is manyfold in various ways.
By making use of the characteristics of the different metadata types con-
text can be determined to enable sound and reliable semantic analysis
and to support accuracy of understanding the video’s content. This pa-
per proposes a description model of video metadata for semantic analysis
taking into account various contextual factors.

Keywords: context model, semantic analysis, video analysis, metadata
analysis, named entity recognition.

1 Introduction

Context is an important factor that is mandatory for general understanding.
Depending on the context, information might entail different meaning and thus,
lead to different decisions. Context can be considered as the sum of available
information items that put together enable unambiguous determination of the
meaning of information.

For information retrieval and esp. for semantic and explorative search that
take into account content-related information, it is of high importance to decide
upon the various possible meaning of information. For semantic analysis, be-
sides authoritative (textual) information supplied by experts also automatically
extracted metadata or user-provided annotation contribute essential additional
information about the content. However, metadata from different sources involve
different characteristics and reliability.

Furthermore, due to the rich expressiveness of natural language textual infor-
mation entails the problem of ambiguity. Thus, the word sense disambiguation
of document metadata deserves special attention. The context needed for disam-
biguating ambiguous terms within a document is provided by all the surrounding
information such as further metadata or textual content related to the same doc-
ument or document fragment under consideration.

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 382–396, 2013.
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The different characteristics of metadata items influence their confidence and
relevance when applied as context items for the disambiguation process. So far, in
computer science context is primarily discussed in the sense of user context. User
context describes the situation of an interacting user. Here, context is used to
solve a specific request in a personalized way, as e. g., in an ubiquitous computing
scenario.

In this paper we present a context model that describes characteristics of
metadata items. These metadata items may serve as context items for other
metadata items according to their characteristics. Our context model includes a
derived confidence value representing information about the anticipated ambi-
guity and correctness of the metadata item. This confidence value is applied to
rank metadata items for a given context. Context determining metadata items,
henceforth refered to as context items, support the subsequent semantic analysis
process. As an application we apply our context model to support understanding
of video metadata from various sources and improve the accuracy of semantic
analysis.

The paper is organized as follows: Section 2 recapitulates related work in
the field on context awareness and context definitions. The context model and
a description of the identified contextual factors are presented in Section 3.
In Section 4 the application of the context model within the semantic analysis
process is presented. The proposed context model has been evaluated on the basis
of an annotated dataset of video metadata. The evaluation results including the
dataset are described in Section 5. Section 6 summarizes the achievements of
this work and gives an outlook on future work.

2 Related Work

Recently, context and context-aware computing has received increasingly atten-
tion [10]. But the discussions about the influence and importance of context date
far back into the past throughout various scientific fields of computer science.
Mainly these discussions address the context a person is enclosed by. There-
fore, characteristics of context are defined to solve personalization problems in
e-commerce and ubiquitous computing, to identify life stages of a person for
data mining, or to improve online marketing and management [1]. This con-
text can be considered as user context. Although the received opinion agrees on
the difficulties of defining context in general and finding a universal definition,
the different disciplines identify certain characteristics for their field of interest.
Lenat [7] states that for artificial intelligence context has been ignored or treated
as black box for a long time. For the large knowledge base Cyc1 he defined twelve
dimensions of context to “specify the proper context in which an assertion (or
question) should be stated”. Bazire et. al collected 150 different definitions of
context from different disciplines to identify the main components of context
[2]. They concluded their study by determining all definitions to the parame-
ters constraint, influence, behavior, nature, structure, and system. In ubiquitous

1 http://cyc.com/cyc/opencyc

http://cyc.com/cyc/opencyc
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computing context is broadly used for two purposes: as retrieval cue and to tai-
lor the behavior and the response type of the system [6]. Dourish has identified
two different views on context: a representational and an interactional view and
suggests the latter to be the more challenging for the field of interactive systems.

In 1931 Dewey wrote “We grasp the meaning of what is said in our language
not because appreciation of context is unnecessary but because context is in-
escapably present.” [5]. Although, this sentence addresses context in the field of
psychology it is also valid for the characteristics of metadata as context items.
Context is defined by the characteristics of the items included in it.

We utilize the characteristics of context items for semantic analysis, in par-
ticular for Named Entity Recognition (NER). In Natural Language Processing
(NLP) the term NER refers to a method to find entities of specific types (per-
sons, places, companies etc.) in a text. Similar to Word Sense Disambiguation
(WSD) approaches we consider NER as the method to find specific entities with
a unique meaning (”Berlin” as the German capital and not the town in Con-
necticut, U.S.) Mihalcea et. al published one of the first NER approaches using
Wikipedia2 URIs to identify specific entities [12]. This paper presents a combined
approach of an analytical method comparing Wikipedia articles with contextual
paragraphs and a machine-learning approach for the disambiguation process.
Another machine-learning approach is presented in [3]. This approach uses dif-
ferent specific kernels in linear combination to disambiguate terms in a given
text. The kernels are trained with surrounding words of an entity link within
the paragraphs of the Wikipedia article. DBpedia Spotlight is an established
NER application that applies an analytical approach for the disambiguation
process. The context information of the text to be annotated is represented by
a vector. Every entity candidate of a term3 found in the text is represented as
a vector composed of all terms that co-occurred within the same paragraphs of
the Wikipedia articles where this entity is linked [11]. Recently, Damljanovic
et. al presented an approach of combining the classic NER tagging (in terms of
NLP) and entity disambiguation [4]. The terms the NER tagging tool identified
as one of the expected categories (person, place, or organization) are assigned
to DBpedia4 classes. Entity candidates for this term are retrieved within the
instances of the assigned ontology class.

All theseNERapproaches aim at the analysis of text documents. Context defini-
tions are limited to merely structural characteristics such as word, sentence, para-
graph, or full document [14].We extend this context definition by determining fur-
ther specific characteristics of the metadata items pertaining to a context.

3 Context and Contextual Factors

Documents are created within a specific user context determining the purpose
the document was created for. This context can also be considered as pragmatics.

2 http://www.wikipedia.org
3 The authors use the expression “surface form” for a word or a word group repre-
senting an entity. Subsequently we use “term” synonymously to this definition.

4 http://dbpedia.org/About

http://www.wikipedia.org
http://dbpedia.org/About
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The metadata provided for the document as well as data automatically extracted
from the document form a different context. This context determines the mean-
ing of the given information. Therefore, we define:

Definition 1. A context is represented by a finite set C of context items. Each
context item ci ∈ C is a tuple (term, uri, cd, c), where:

– term denotes the value (string text) of the context item,
– uri denotes the list of (semantic) entities assigned to the term,
– cd denotes the contextual description cd ∈ CD of the context item ci,
– c ∈ [0...1] denotes the confidence value that is calculated according to cd.

Thereby we state that a context consists of context items. The context items
derive from the metadata a document is provided with. The metadata items
of a context belong to certain domains and thereby define the meaning of the
textual information. In that way metadata items become context items.5 Most
of the metadata and automatically extracted information is provided in the
form of natural language text. As already mentioned in the introduction natural
language is expressive but entails the problem of ambiguity. To enable semantic
annotation of documents and the documents’ metadata the ambiguity of the
textual information has to be removed.This is where the context comes into play.
The characteristics of a context are determined by the items pertaining to it. But
these context items originate from different sources, have different reliabilities
and should therefore be weighted according to their significance within a context.
We have defined a contextual description depicting the characteristics of these
context items.

Definition 2. A contextual description cd ∈ CD is a tuple (tt, st, sd, cl),
where:

– tt ∈ T t, where T t is a finite set of text types,
– st ∈ St, where St is a finite set of source types,
– sd ⊆ Sd, where Sd is the set of available sources for the video,
– cl ∈ Cl, where Cl is a finite set of ontology classes,
– CD denotes the set of all contextual descriptions.

For our proposed use case, the semantic analysis of video metadata, we have
restricted text types, sources, and ontology classes to the following sets:

– the set of text types T t is determined to natural language text, keywords,
and tags.

– the set of ontology classes Cl is determined to place, organization, and per-
son.

– the set of source types St is determined to authoritative and non-authoritative
sources, Automatic Speech Recognition (ASR), and Optical Character
Recognition (OCR).

5 Subsequently, we use the terms metadata item and context item synonymously.
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Useful sources for automatically extracted textual information for video data
are OCR and ASR algorithms. Usually few authoritative metadata is available
as e. g., a title, speaker or primary persons, publisher etc. Additionally, some
video resources are provided with textual, time-related tags by non-authorative
sources6. Therefore we have restricted the set of available source types for video
metadata St to these four sources.

Metadata from ASR and OCR sources, as well as the title and description
from the authoritative metadata can be considered as natural language text.
Information about the speaker or the publisher are usually given as keywords.
Tags form a third text type as they are mostly given as a group of single words
and only subsets of the group belong together (c.f. [8] for tag processing). T t is
therefore restricted to these three text types.

To determine appropriate entities for a given textual information it helps to
know the prospective ontology class the entity belongs to. Some of the provided
authoritative metadata can directly be assigned to ontology classes, as e. g., the
metadata item for speaker can directly be assigned to the ontology class Person.
For natural language processing Conditional Random Field (CRF) classifiers7

are used to find entities of such ontology classes in fluent text. By using a 3-class
model the ontology classes Person, Place, and Organization can be found in a
text. Therefore the set Cl is restricted to these three ontology classes.

3.1 Detailed Contextual Description and Confidence Calculation

According to the contextual description the confidence of the context item is
calculated. For each of the four contextual factors (tt, st, sd, and cl) a double
precision value v is calculated, where 0 < v ≤ 1.0.

Source Reliability. The term reliability is referring to a prospective error rate
concerning the source type st. Document metadata can either be created by
human or computer agents. Human agents can be the author, who created the
document or any user, who annotated the document with additional informa-
tion. Computer agents are analysis algorithms, which extract (mostly) textual
information from a multimedia document, such as OCR and ASR. All these
agents provide information with different degrees of reliability. Where human
agents in general can be considered more reliable than computer agents because
of knowledge and experience, authoritative human agents are considered more
reliable than non-authoritative human agents. According to this simple presump-
tion the agents’ reliability is ranked. The value vst is set highest for authorita-
tive (vst = 1.0) and slightly lower for non-authoritative (human) sources (vst =
0.9). As reliability values for computer agents we simply adopt the achieved

6 Video portals like Yovisto (www.yovisto.com) allow the videos to be tagged by any
user to make time-related references to the video.

7 As used in the Stanford Named Entity Recognizer - http://nlp.stanford.edu/

software/CRF-NER.shtml

http://nlp.stanford.edu/software/CRF-NER.shtml
http://nlp.stanford.edu/software/CRF-NER.shtml
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evaluation results on precision for the considered analysis engines. Unfortunately,
most video OCR evaluations base on single frame processing, which embellishes
the results. Precision for video OCR on videos with equally text and non-text
frames is still very low. According to [15], the error rate for news videos is up to
65%. Therefore we assume a worst case precision of 35% (vst = 0.35) for context
items with an OCR analysis as source agent. Word error rates for ASR analysis
engines range between 10% and 50% (respectively an accuracy rate between 50%
and 90%)[13]. We assume the worst case and determine the reliability value for
context items from ASR results to vst = 0.5.

Source Diversity. Source diversity specifies how many of the available anno-
tation sources agree on the same metadata item. The diversity ranges from a
single source to all available sources. The more sources agree on the value of a
context item the more reliable the item is considered. Depending on the available
sources (Sd) and the set of sources that agree on the same item i (si), the value
for the source diversity vsd is calculated as follows:

vsd =
|si|
|Sd|

Example: The text “computer” is automatically extracted by OCR analysis from
a video frame. The title of the video is “The birth of the computer”. For this
video the only sources of textual information are the authoritative metadata
and the extracted texts by OCR. In this case vsd = 2

2 = 1.0 for context items
having term = computer as the term “computer” is confirmed by both available
sources.

Text Type. According to the source of the metadata item the general type
of the context item’s values differ. Authoritative information of a document as
e. g. the creator, production location, or keywords have key terms as values.
These key terms usually in total depict an entity. Further authoritative textual
information, such as the title or a descriptive text are given as running text
in natural language. A third text type are typed literals, as e. g., “print run =
1.000 copies”. It is assumed that the ambiguity of metadata items with text type
’typed literal’ is lowest. Therefore the according confidence value is highest with
vtt = 1.0. But usually this text type is not representative for video metadata.
The ambiguity of running text depends on the precision of the NLP algorithm
used to extract key terms. We are using the Stanford POS tagger8 to identify
word types in text. This tagger has an accuracy rate of 56% per sentence[9],
which leads to vtt = 0.56. By using this rate as reliability value for running text
we have a measure independent from text length. POS tagging is not needed
for context items that are given as key terms. But still, to allow an uncertainty
we determine the reliability of key terms slightly lower than for typed literals as
vtt = 0.9.

8 http://nlp.stanford.edu/software/tagger.shtml

http://nlp.stanford.edu/software/tagger.shtml
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Class Cardinality. The contextual factor of class cardinality corresponds to the
number of instances the assigned ontology class contains. In general a descriptive
text does not refer to a specific ontology class, if a CRF classifier does not find
any classes in the text. The entities found in such a text can be of any type.
In that case the context items found in this natural language text are assigned
to the most general class, � class of the ontology9 and the class cardinality
is highest. According to the ontology class cl assigned to the metadata item
and its known cardinality the value vcl is calculated proportional to the overall
number of all known entities (|�|), where � denotes the most general class
containing all individuals of the knowledge base, and |�| denotes the number
of all instances pertaining to this class. A high class cardinality entails a high
ambiguity. Therefore, the value vcl is inverted to reflect a reverse proportionality
regarding the amount of the value and the ambiguity:

vcl = 1− |cl|
|�|

Example: A context item of a video might be identified as Person (by uploading
author or by an automatic NER tagging tool). Using the DBpedia Version 3.8.0
as knowledge base, the class “Person” contains 763,644 instances. owl:Thing as
top class of the DBpedia ontology holds 2,350,907 instances. Accordingly, the
confidence value vcl = 1 − 763,644

2,350,907 = 0.67 for a context item assigned to the
DBpedia ontology class “Person”.

The number of entity candidates of a term can also be a measure for the
prospective ambiguity of the term. However, evaluations showed better results for
the approach on class cardinality. Details on the evaluation results are described
in Section 5.

After calculating each confidence value for the four constituents of the con-
textual description the total confidence value for a context item calculates as
follows:

c =
vc + vsd + vsr + vtt

4

3.2 Exemplary Confidence Calculation for Context Items

Let an example video have the following authoritative metadata information:

– Title: “The birth of the computer.”
– Speaker: “George Dyson”
– Publisher: “TED”

Additionally, “computer” and “alamogordo” were extracted from the video via
OCR analysis.

Speaker and publisher information are considered as keywords. The title and
the OCR texts are considered as natural language text. Speaker is assigned to

9 Which means, all entities of the knowledge base have to be considered and the
amount cannot be restricted to a certain class.
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Table 1. Example values for contextual factors and the according confidence

term tt vtt cl vcl st vst sd vsd c

TED keyword 0.9 Organiz. 0.96 auth. 1.0 auth. 0.5 0.84

George Dyson keyword 0.9 Person 0.85 auth. 1.0 auth. 0.5 0.81

computer nat. language 0.56 � 0.0 auth. 1.0 auth., OCR 1.0 0.64

birth nat. language 0.56 � 0.0 auth. 1.0 auth. 0.5 0.52

computer nat. language 0.56 � 0.0 OCR 0.35 auth., OCR 1.0 0.48

alamogordo nat. language 0.56 � 0.0 OCR 0.35 OCR 0.5 0.35

the DBpedia ontology class “Person” and publisher is assigned to the DBpedia
ontology class “Organization”. The NER tagger did not find any class types in
the title or the OCR information. After NLP pre-processing six context items are
generated from the given metadata. The contextual factors and the calculated
confidence value of the six context items are shown in Table 1.

3.3 Context Items Views

As shown in Figure 1, the identified contextual factors and dimensions influence
different superordinate characteristics and can be aggregated in two different
views: the confidence view and the relevance view on context items. The confi-
dence view aggregates the characteristics of a context item described above. But
context items also have characteristics regarding their context relevance within
the video.

Confidence View. The correctness of a context item is influenced by the
source diversity as well as by the source reliability. The more sources agree on
an item and the higher the reliability of the item’s source is, the higher is the
reliability that this item is correct. The ambiguity of a context item is influenced
by the text type and the class cardinality assigned to the item. Natural language
text needs NLP technologies to identify important key terms. Due to the possible
number of potential errors the ambiguity of natural language text is considered
higher than for simple restricted key terms. For key terms no further processing
is needed. Also, the lower the amount of instances of the assigned ontology class
the lower is the item’s potential ambiguity.

Both, ambiguity and correctness influence the confidence of a context item.
With the term confidence we aim at the trust level we assign to the item for
further analysis steps. A high correctness rate and a low ambiguity rate entail a
high confidence for the context item. The confidence view is used to order context
items according to their correctness and ambiguity. The higher the confidence
the higher is the probability that the context item is analyzed correctly and the
accurate entity is assigned to the item.

Relevance View. The spatial, temporal, and social dimension specify the rel-
evance of a context item in relation to other context items of the document.
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Fig. 1. Contextual factors of context items

With the help of the dimensions the divergence of the context items w.r.t. the
document’s content can be identified. By creating a context for a semantic anal-
ysis of context items the relevance view is important to aggregate the amount of
all context items related to a document to smaller groups of stronger content-
related coherence. In this way the semantic analysis of context items can be
performed within more accurate and therefore also more meaningful contexts.

Metadata items of time referenced documents, such as video or audio files can
be assigned to document fragments or the full document. The temporal dimen-
sion reflects the reference period of the item. The values of this dimension have
a range between the smallest unit of the document (e. g., a frame for a video) and
the full document. The spatial dimension assigns the metadata item to a spe-
cific region respectively to the entire document. E. g., for a video document the
values starts with a single pixel within a frame over “geometrically determined
region within a frame” to the full frame. The social dimension plays a special
role within the characteristics of context items. It takes into account information
about social relationships of the user who created the metadata item as well as
the user, who accesses the document. Therefore, this dimension is dependent of
the user and covers a personal perspective.

4 Using Context for Semantic Analysis

We apply the proposed context description model to the semantic analysis of
video metadata and the annotation of textual information with semantic entities.
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Subsequently, we will refer to our semantic analyzing engine as conTagger. The
semantic analysis of metadata items of a video consists of three main steps:

– Collecting metadata items and defining contextual description
– Calculating the confidence value and sorting the list of metadata items ac-

cording to their confidence
– Disambiguating every item using dynamically created context

4.1 Semantic Analysis Based on Ranked Context Items

The conTagger disambiguates context items based on term-entity co-occurrence
as well as on the Wikipedia link graph. According to the degree of integration
of the context item to be disambiguated within the context (which is a list of
context items) the highest ranked entity candidate is chosen10. A context item
initially includes a list of entity candidates for the item’s textual term - if the
term is ambiguous. After the disambiguation process the entity candidates are
replaced by the resulting entity. The resulting entity features a disambiguation
score. This disambiguation score has a range of [0.0 ... 1.0] and represents a trust
value of the disambiguation process. The higher the value the higher the prob-
ability of a correct disambiguation. If an already disambiguated context item
is added to influence the disambiguation of another item, the assigned entity
is used as a fix point for the context creation. Otherwise the entire list of all
entity candidates of the context item is used for the disambiguation process.
Non-ambiguous context items initially contain only one entity featuring a dis-
ambiguation score of 1.0. Subject to these conditions the following hypothesis is
put forward:

Hypothesis 1. The disambiguation results of context items are improved, if
context items with higher confidences are disambiguated first.

4.2 Dynamically Creating Context for Disambiguation

The context of a context item determines the meaning of ambiguous textual
information of the item to a single entity. The more specific the context the
higher the probability of a correct disambiguation. Usually documents of any
type are structured according to content-related segments. The more segments
are aggregated as context the more general the contextual information is con-
sidered. Ambiguous textual information is hard to be disambiguated using a
rather general context, because a general context probably contains more het-
erogenous information. Thus, the document should be segmented into fragments
of coherent content to be able to create more accurate contexts. Considering this
presumption the following hypothesis is put forward:

Hypothesis 2. The context of context items within a document should be
restricted to segments of coherent content.

10 For more information on the disambiguation process, please cf. [8].
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Table 2. Evaluation of Hypothesis 2

ASR OCR Tags

Recall Precision Recall Precision Recall Precision

conTagger, Segment-Based 55.0 61.0 56.0 24.0 71.0 69.5

conTagger, Video-Based 53.0 46.0 51.0 21.0 69.0 68.0

Following hypotheses 1 and 2 the context for the disambiguation of each item
is created dynamically. Only context items of the same segment and with a
defined minimum confidence value are added to the context and thereby influence
the disambiguation process. The context items from authoritative metadata are
added as context for the disambiguation of all time-related context items – but
also only if their confidence value exceeds a certain threshold. This threshold can
be set dynamically for each context item type and is discussed in Section 5. The
same applies for the disambiguation score of a disambiguated context item. For
the dynamic context creation the score has to exceed a defined threshold. This
threshold is also discussed in Section 5. By using thresholds for confidence value
and disambiguation score the precision of the disambiguation process is aimed
to be high without decreasing the recall. Using the dynamically created context
each context item is disambiguated and the highest ranked entity is assigned
as determining entity for the textual information instead of the list of entity
candidates. Analysis and evaluation results for hypotheses 1 and 2 are discussed
in the following section.

5 Evaluation

To evaluate NER algorithms a ground truth consisting of a text and a list of
correct entities assigned to terms in this text is needed. Few datasets of simple
texts and according entities are available in order to compare different NER
algorithms. The creation of such a dataset is costly and time-consuming. Mendes
et. al published such a dataset for the evaluation of the NER tool DBpedia
Spotlight [11].

For the evaluation of conTagger a dataset consisting of different types of
video metadata including the correct entities assigned to all the available textual
information is needed. As far as we know, no dataset of that structure and for
that purpose is available. Therefore, we have created a dataset of annotated
video metadata in order to be able to evaluate our approach.

The evaluation dataset consists of metadata from five videos. The videos are
live recordings of TED11 conference talks covering the topics physics, biology,
psychology, sociology, and history science. The metadata for each video consist of
authoritative metadata (including title, speaker, providing organization, subject,
keywords, descriptive text, and a Wikipedia text corresponding to the speaker),
user-generated tags, and automatically extracted text from OCR and ASR.

11 http://www.ted.com

http://www.ted.com
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The videos have been partitioned into content-related video segments via au-
tomatic scene cut detection. The time-related metadata (tags, ASR, and OCR)
is assigned to the related video segments. Overall the dataset consists of 822
metadata items, where an item can be a key term or fluent text consisting of up
to almost 1000 words12.

Table 3. Evaluation results (R – Recall, P – Precision, and F1-Measure) of the con-
Tagger compared to simple segment-based NER, DBpedia Spotlight and the Wiki
Machine

conTagger Simple NER Wiki Machine Spotlight

R P F1 R P F1 R P F1 R P F1

Authorative 60.0 54.5 57.0 52.0 46.0 49.0 59.5 56.5 58.0 50.0 44.0 47.0

Tags 71.0 69.5 70.0 61.0 60.0 60.5 44.0 62.0 51.5 60.0 59.0 59.5

ASR 55.0 61.0 58.0 56.5 38.0 45.5 61.5 50.0 55.0 56.0 34.0 42.5

OCR 56.0 24.0 34.0 44.0 17.5 25.0 24.5 18.0 21.0 47.0 18.0 26.0

Segments 54.0 58.0 56.0 57.0 39.0 46.5 57.0 49.0 52.5 59.0 35.0 43.5

Video 56.0 48.0 52.0 57.0 30.0 39.5 58.0 43.0 49.5 54.0 31.0 39.5

For evaluating Hypothesis 2 the context items were disambiguated using the
entire video as context as well as for only context items of the same segments for
comparison. Evaluation results are shown in Table 2. Recall values state howmany
of the entities of the ground truth are found by the respective analysis approach.
Precision states howmany of the extracted entities are present in the ground truth.
As anticipated, the disambiguation results are improved using content based seg-
ments as context. Especially results for ASR metadata items differ in recall and
precision for both variants. This probably follows from the fact that in our dataset
there are much more ASR metadata items and because speech usually compre-
hends wider spread content in terms of context information. However, recall and
precision are not significantly different, which results from the homogeneous char-
acter of the single videos of our dataset and their video segments.

To evaluate the conTagger regarding Hypothesis 1 we have compared the
evaluation results to our own simple segment-based NER, NER by DBpedia
Spotlight[11] and NER by the Wiki Machine[3]. For the analysis of the video
metadata using DBpedia Spotlight, all metadata items assigned to a video seg-
ment – constituting a context – have been processed together via the Spot-
light Webservice. The Wiki Machine results are achieved by disambiguating each
metadata item on its own.

The evaluation results according to the different sources as well as video and
segment-based evaluation are depicted in Table 3. The results are aggregated
according to different sources and different relevance views. For the different
sources the recall and precision values are calculated per video and averaged

12 For downloading the dataset and the ground truth please cf. the readme file at
http://tinyurl.com/cztyayu

http://tinyurl.com/cztyayu
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over all five videos. For segments the recall and precision values are calculated
for every segment over all sources and averaged over all segments. The evalua-
tion results for videos are calculated respectively. Most notably, the conTagger
achieves significantly good results on the metadata items with lower confidence,
as OCR and ASR results. The overall evaluation of annotated entities per seg-
ment and video confirms the very good results. ConTagger achieves very good
precision and F1-measure results compared to the other NER approaches. As
described in Section 3.1 the ambiguity of a context item can be defined by the
number of entity candidates. We evaluated the disambiguation process using the
inverted normalized number of entity candidates instead of the class cardinality
measure. Better evaluation results were achieved by using the class cardinality.
F1-measures for all source types were lower at an average of 5% when using
the ambiguity measure based on entity candidates. Obviously a low number of
entity candidates does not necessarily mean that the correct entity is amongst
the few candidates. Therefore, the ambiguity measure is set according to class
cardinality of an assigned class.

For the dynamic context creation we have processed exhaustive test runs to
determine the best suited thresholds for the confidence value and the disam-
biguation score when adding items to the context for a disambiguation process.
The values for both parameters range between 0 and 1. Therefore, the context
creation and subsequent disambiguation process has been performed with all
combinations of confidence and disambiguation score values increasing the pa-
rameters in steps of 0.05, resulting in 441 runs. Subsequently, the parameters
settings achieving the best recall and precision values aggregated over different
source types have been identified. The best recall and precision results for meta-
data items from OCR and ASR analysis (featuring lowest confidence values) are
achieved by creating the context from context items with a minimum confidence
value of c = 0.7. Authoritative metadata items (featuring highest confidence
values) are disambiguated using context items with highest confidence values in
any case, because no time-referenced items must be used. Therefore the identi-
fied minimum threshold for the dynamic context creation is comparatively low
with c = 0.25. The minimum threshold for the disambiguation of time-referenced
tags is determined mid-range. This means that some of the other time-referenced
metadata items (from OCR or ASR analysis) are used as context items, but not
all of them as the lowest calculated confidence value for time-referenced meta-
data was calculated with c = 0.285. Apparently the disambiguation score is not
as important as the confidence value for the context items used as influential
items for a disambiguation process.

These evaluation results support our premise that the characteristics and
the use of contextual factors of different metadata items support the semantic
analysis process.

6 Ongoing and Future Work

Major contributions of our work include the definition of contextual information
of video metadata for the purpose of NER and calculating a confidence value.
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This value is used to bring metadata items in a specific order and to use them
as context items for the disambiguation process. Based on this information and
the temporal, spatial and social dimension metadata items influence the results
of semantic analysis as context items. Current NER approaches miss to identify
specific characteristics of document metadata. We have presented an extensi-
ble context description model that determines the important facts of document
metadata items in a context. The characteristics of the context items are exem-
plary applied for semantic analysis on video metadata. Moreover, the context
model is also applicable to any document type where metadata is harvested from
different sources.

Ongoing and future work concentrates on the further refinement of a context.
The social dimension plays an important role from the users’ perspective of
metadata. Metadata endorsed by friends or colleagues can be helpful for the
user as additional descriptive information. This dimension also can be used to
represent the pragmatics of a user when editing or creating metadata. In this
way the context might change over time.

Future work includes the consideration of the influence of this additional con-
text dimension on the context model and its application. A context can also
further be refined by sample low level adjustments as white and black lists.
Whitelisting can either be achieved statically by applying a specific knowledge
base that only “knows” relevant entities and reduces the ambiguity of terms or
by logical constraining rules. E. g., a document produced in 1960 does most likely
only reference persons born before this date. So only a constrained number of
entities qualifies for the analysis of this document. While persons naturally have
a time reference, other real world entities may be hard to classify. Ongoing work
includes the definition of a time-related scope for various entity types. Black-
listing on the other hand disqualifies particular entities for the analysis process.
This can also either be achieved manually or automatically. Automatic blacklist-
ing can be achieved by adding the previously deselected entity candidates (those
that were not selected by disambiguation) of a disambiguated context item to a
context restriction. With every disambiguated context item this “negative con-
text” grows and a dynamic blacklist is achieved. Entity candidates related to
this negative context will receive a penalty.

With the presented work we point out the importance of contextual factors of
metadata. The proposed context model enables the characterization of metadata
items from different sources and of various structure. By using the example of
video metadata we were able to show how to support the (automatic) compre-
hension of a document’s content with the help of its metadata.
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2 Università degli Studi di Milano, Via Comelico 39/41, I-20135 Milano

Abstract. DBpedia is a project aiming to represent Wikipedia content
in RDF triples. It plays a central role in the Semantic Web, due to
the large and growing number of resources linked to it. Nowadays, only
1.7M Wikipedia pages are deeply classified in the DBpedia ontology,
although the English Wikipedia contains almost 4M pages, showing a
clear problem of coverage. In other languages (like French and Spanish)
this coverage is even lower. The objective of this paper is to define a
methodology to increase the coverage of DBpedia in different languages.
The major problems that we have to solve concern the high number of
classes involved in the DBpedia ontology and the lack of coverage for
some classes in certain languages. In order to deal with these problems,
we first extend the population of the classes for the different languages
by connecting the corresponding Wikipedia pages through cross-language
links. Then, we train a supervised classifier using this extended set as
training data. We evaluated our system using a manually annotated test
set, demonstrating that our approach can add more than 1M new entities
to DBpedia with high precision (90%) and recall (50%). The resulting
resource is available through a SPARQL endpoint and a downloadable
package.

1 Introduction

The need of structured information from the Web has led to the release of sev-
eral large-scale knowledge bases (KB) in the last years. Most of them have been
populated using Wikipedia as primary data source. The online encyclopedia rep-
resents a practical choice, as it is freely available, big enough to cover a large part
of human knowledge, and populated by about 100,000 active contributors, there-
fore the information it contains represents a good approximation of what people
need and wish to know. Some relevant examples include FreeBase,1 DBpedia,2

and Yago,3 created using various techniques that range from crowd sourcing to
handcrafted rules.
1 http://www.freebase.com/
2 http://dbpedia.org/About
3 http://www.mpi-inf.mpg.de/yago-naga/yago/
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We are particularly interested in DBpedia as it plays a central role in the
development of the Semantic Web. The large and growing number of resources
linked to it makes DBpedia one of the central interlinking hubs of the emerging
Web of Data. First, the DBpedia project develops and mantains an ontology,
available for download in OWL format. Then, this ontology is populated us-
ing a rule-based semi-automatic approach that relies on Wikipedia infoboxes, a
set of subject-attribute-value triples that represents a summary of some unifying
aspect that the Wikipedia articles share. For example, biographical articles typ-
ically have a specific infobox (Persondata in the English Wikipedia) containing
information such as name, date of birth, nationality, activity, etc. Specifically, the
DBpedia project releases an extraction framework used to extract the structured
information contained in the infoboxes and to convert it in triples. Moreover,
crowd sourcing is used to map infoboxes and infobox attributes to the classes
and properties of the DBpedia ontology, respectively. Finally, if an infobox is
mapped to a DBpedia class, all Wikipedia articles containing such infobox are
added to the class. As the number of required mappings is extremely large,
the whole process follows an approach based on the frequency of the infoboxes
and infobox attributes. Most frequent items are mapped first. This guarantees a
good coverage because infoboxes are distributed according the Zipf’s law. There-
fore, despite the number of mappings is small, a large number of articles have
been added to the ontology. At the time of starting the experiments, there are
360 mappings available for the English DBpedia, covering around 1.7M entities,
against almost 4M articles in Wikipedia. The remaining pages are automati-
cally mapped to the trivial top-level class owl:Thing. Hereafter, when we speak
about coverage, we will always refer to classes different from owl:Thing. The
Italian chapter has only 50 mappings, but covering more than 600K pages (out
of around 1M articles in the corresponding Wikipedia), because some infoboxes
cover highy populated classes, like Person and Place. The French and Spanish
chapters, differently, contain around 15K pages each, with 70 and 100 mappings
respectively. Finally, the resulting KB is made available as Linked Data,4 and
via DBpedia’s main SPARQL endpoint.5

Unfortunately, there is a lot of variability in the names used for infoboxes and
infobox attributes. Thus, it often happens that two or more infoboxes might be
mapped to the same class, but none of them is included in DBpedia because
their individual frequency is too small. Moreover, the DBpedia ontology often
has classes that do not have a correspondingWikipedia infobox. For example, the
class Actor does not have a generic infobox in the English Wikipedia. However,
Wikipedia provides some very specific infoboxes mapped to subclasses of Actor,
such as Chinese-language singer and actor. In this way, Bruce Lee is present
in the database as an Actor, while other very famous actors like Clint Eastwood
and Brad Pitt are not, clearly an undesirable result. Finally, some articles do
not have an infobox, even if Wikipedia provides one for the purpose. This may

4 http://wiki.dbpedia.org/Downloads
5 http://dbpedia.org/sparql

http://wiki.dbpedia.org/Downloads
http://dbpedia.org/sparql
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happen because the user who writes that article does not know how to specify
it, or simply does not know that infoboxes exist.

At the early stages of the project, the construction of DBpedia was solely
based on the English Wikipedia. More recently, other contributors around the
world have joined the project to create localized and interconnected versions
of the resource. The goal is to populate the same ontology used in the English
project, using articles from editions of Wikipedia in different languages. At the
time of writing, there are 16 different localized versions of DBpedia. The inclu-
sion of more languages has widened the problem of coverage. As each edition
of Wikipedia is managed by different groups of volunteers with different guide-
lines, the DBpedia leading idea to semi-automatically populate the ontology by
mapping infoboxes to classes does not work properly in some cases. For exam-
ple, in the Italian DBpedia, the Cyclist category is empty, simply because the
Italian edition of Wikipedia has a more generic Sportivo (sportsman) infobox,
evidently considered adequate by the Italian contributors. This is convenient
because one can assign a lot of pages to a class with only a single mapping,
but cannot identify a more specific class. Besides the Cyclist class, also Actor,
Writer and Scientist are empty in the Italian DBpedia, for the same reason.
Other languages have similar problems: there are no entities for Politician in
French and German, for Plant in Spanish, and so on.

In this paper, we address the problem of populating the DBpedia ontology,
that has 359 classes. We propose an automatic two-stage approach that exploits
Wikipedia cross-language links to extend the DBpedia coverage in different lan-
guages. First, the cross-language links are used to add Wikipedia articles not
present in the DBpedia for one language but present in others. In the above
example, those cyclists in the Italian Wikipedia having a cross-language link
to an English article already present in the English DBpedia can be automati-
cally added to the Italian DBpedia. Thanks to this first step, we increased the
DBpedia coverage on Wikipedia articles by around 60% on the six languages
considered in our experiments (English, Italian, German, French, Spanish, and
Portuguese). The relative error of cross-lingual links in Wikipedia is very small,
so we asses that the precision of the first phase is almost 100% [11].

Second, we further boost the coverage by training a supervised kernel-based
classifier using both the articles already present in DBpedia and the ones ex-
tracted in the first stage, and then classify those articles for which cross-language
links do not exist. Experiments have been performed on a dataset of 400 articles
manually annotated by the authors. Starting from 5.6M total entities extracted
from Wikipedia in the six languages, around 2.2M are added using the first step.
We show that our approach further increases the coverage of the DBpedia with
high accuracy. Our algorithm can be tuned to have different tradeoffs between
precision and recall. The resulting resource contains a total of nearly 4M enti-
ties, 1.7M of them not included in the original DBpedia for the six languages
considered for the experiment.
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2 Entity Representation

The goal of our research is to assign novel entities to DBpedia classes requiring
no additional human supervision. Specifically, we consider those entities not
already present in DBpedia for which there exists at least a Wikipedia article,
no matter in which language. The ontology population task is cast as a machine-
learning classification problem, where entities already present in DBpedia (again,
no matter in which language the corresponding Wikipedia articles are available)
are used to train a state-of-the-art classifier that assigns novel entities to the
most specific class in the DBpedia ontology.

Our approach exploits the Wikipedia cross-language links to represent each
entity with features extracted from the corresponding articles in different lan-
guages. This novel contribution is supported by the observation that different
Wikipedia communities tend to structure the articles in a slightly different way.
As already reported in Section 1, English and Italian Wikipedia have an infobox
for biographies (PersonData and Bio, respectively), while Spanish and French
do not. DBpedia offers the triple set of cross-language links, but the information
stored in one language is not automatically trasferred on other ones.

Formally, we proceed as follows to automatically derive the set of entities E ,
also used to build the training set. Let L be the set of languages available in
Wikipedia, we first build a matrix E where the i-th row represents an entity
ei ∈ E and j-th column refers to the corresponding language lj ∈ L. The cross-
language links are used to automatically align on the same row all Wikipedia
articles that describe the same entity. The element Ei,j of this matrix is null if
a Wikipedia article describing the entity ei does not exist in lj . An instance in
our machine learning problem is therefore represented as a row vector ei where
each j-th element is a Wikipedia article in language lj . Figure 1 shows a portion
of the entity matrix.

en de it . . .

Xolile Yawa Xolile Yawa null . . .

The Locket null Il segreto del medaglione . . .

Barack Obama Barack Obama Barack Obama . . .

null null Giorgio Dendi . . .

. . . . . . . . . . . .

Fig. 1. A portion of the entity matrix

3 Kernels for Entity Classification

The strategy adopted by kernel methods [20,19] consists of splitting the learn-
ing problem in two parts. They first embed the input data in a suitable feature
space, and then use a linear algorithm (e.g., the perceptron) to discover nonlinear
patterns in the input space. Typically, the mapping is performed implicitly by
a so-called kernel function. The kernel function is a similarity measure between
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the input data that depends exclusively on the specific data type and domain.
A typical similarity function is the inner product between feature vectors. Char-
acterizing the similarity of the inputs plays a crucial role in determining the
success or failure of the learning algorithm, and it is one of the central questions
in the field of machine learning.

Formally, the kernel is a function k : X×X → R that takes as input two data
objects (e.g., vectors, texts, parse trees) and outputs a real number characterizing
their similarity, with the property that the function is symmetric and positive
semi-definite. That is, for all x1, x2 ∈ X , it satisfies

k(x1, x2) = 〈φ(x1), φ(x2)〉,
where φ is an explicit mapping from X to an (inner product) feature space F .

In the remainder of this section, we define and combine different kernel func-
tions that calculate the pairwise similarity between entities using their corre-
sponding Wikipedia articles as source of information. They are the only domain
specific elements of our classification system, while the learning algorithm is a
general purpose component. Many classifiers can be used with kernels, we use
k-nearest neighbor (k-nn).

3.1 Bag-of-Features Kernels

The simplest method to calculate the similarity between two entities is to com-
pute the inner product of their vector representation in the vector space model
(VSM). Formally, we define a space of dimensionality N in which each dimension
is associated with one feature, and the entity e is represented in the language
lj ∈ L by a row vector

φj(ei) = (w(f1, Ei,j), w(f2, Ei,j), . . . , w(fN , Ei,j)), (1)

where the function w(fk, Ei,j) records whether a particular feature fk is active in
the Wikipedia article Ei,j . Using this representation we define the bag-of-features
kernel between entities as

KF (e1, e2) =

|L|∑

j=1

〈φj(e1), φj(e2)〉, (2)

Notice that this kernel computes the similarity between e1 and e2 as the sum of
their similarities in those languages for which Wikipedia articles exist. Based on
this general formulation, we define 4 basic kernel functions as follows.

Bag-of-Templates Kernel. To define the similarity between pairs of entities,
we count how many occurrences of templates their corresponding Wikipedia ar-
ticles in a specific language share. Templates are commonly used for boilerplate
messages, standard warnings or notices, infoboxes, navigational boxes and simi-
lar purposes. In our experiments, we take into consideration solely the infoboxes
(Section 4.1 describes the set of heuristics used to extract the infoboxes). The
Bag-of-templates kernel (KT ) is defined as in Equation (2), where the function
w(fk, Ei,j) in Equation (1) is a binary function that records whether a particular
infobox fk is used in the Wikipedia article Ei,j .
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Bag-of-Categories Kernel. Wikipedia categories are intended to group to-
gether articles on similar subjects and have proven useful in text classification
[22], ontology learning [15], and ontology population [21]. The bag-of-categories
kernel (KC) is defined as in Equation (2) where the function w(fk, Ei,j) in Equa-
tion (1) is a binary function that records whether a particular category fk is used
in the Wikipedia article Ei,j .

Bag-of-Sections Kernel. Wikipedia articles are structured in several sections
that might provide relevant cues for classification. For example, biographical ar-
ticles typically include sections like Early life, Career, and Personal life; while
articles referring to cities usually include sections like Places of interest, De-
mographic evolution, and Administration. The bag-of-sections kernel (KC) is
defined as in Equation (2) where the function w(fk, Ei,j) in Equation (1) is a
binary function that records whether a particular section name fk is used in the
Wikipedia article Ei,j .

Bag-of-Words Kernel. The use of infoboxes, categories, and sections en-
sures highly accurate classification, however it produces extremely sparse feature
spaces that compromises the recall. To overcome this problem, we also exploit
content words of the text article as additional sources of information. The bag-of-
words kernel (KW ) is defined as in Equation (2) where the function w(fk, Ei,j)
in Equation (1) is the standard term frequency–inverse document frequency (tf
× idf) of the word fk in the Wikipedia article Ei,j .

3.2 Latent Semantic Kernel

Given that the bag-of-words representation does not deal well with lexical vari-
ability, in the following we introduce the latent semantic kernels and show how
to define an effective semantic VSM using (unlabeled) external knowledge. It has
been shown that semantic information is fundamental for improving the accu-
racy and reducing the amount of training data in many natural language tasks,
including fine-grained classification of named entities [4,7], question classification
[12], text categorization [9], word sense disambiguation [10].

In the context of kernel methods, semantic information can be integrated
considering linear transformations of the type φ̃j(ct) = φj(ct)S, where S is a
N × k matrix [20]. The matrix S can be rewritten as S = WP, where W is a
diagonal matrix determining the word weights, while P is the word proximity
matrix capturing the semantic relations between words. The proximity matrix P
can be defined by setting non-zero entries between those words whose semantic
relation is inferred from an external source of domain knowledge. The semantic
kernel takes the general form

k̃j(e1, e2) = φj(e1)SS
′φj(e2)

′ = φ̃j(e1)φ̃j(e2)
′. (3)

It follows directly from the explicit construction that Equation (3) defines a valid
kernel.
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To define the proximity matrix for the latent semantic kernel, we look at
co-occurrence information in a (large) corpus. Two words are considered seman-
tically related if they frequently co-occur in the same texts. We use singular
valued decomposition (SVD) to automatically derive the proximity matrix Π
from a corpus, represented by its term-by-document matrix D, where the Di,j

entry gives the frequency of term pi in document dt.
6 SVD decomposes the

term-by-document matrix D into three matrixes D = UΣV′, where U and V
are orthogonal matrices (i.e., U′U = I and V′V = I) whose columns are the
eigenvectors of DD′ and D′D respectively, and Σ is the diagonal matrix con-
taining the singular values of D. Under this setting, we define the proximity
matrix Π as follows:

Π = UkΣk,

where Uk is the matrix containing the first k columns of U and k is the di-
mensionality of the latent semantic space and can be fixed in advance. By using
a small number of dimensions, we can define a very compact representation of
the proximity matrix and, consequently, reduce the memory requirements while
preserving most of the information.

The matrix Π is used to define a linear transformation πj : RN → Rk, that

maps the vector φj(et), represented in the standard VSM, into the vector φ̃j(et)
in the latent semantic space. Formally, πj is defined as follows

πj(φj(et)) = φj(et)(WΠ) = φ̃j(et), (4)

where φj(et) is a row vector,W is a N×N diagonal matrix determining the word
weights such that Wi,i = log(idf(wi)), where idf(wi) is the inverse document
frequency of wi.

Finally, the latent semantic kernel is explicitly defined as follows

KL(e1, e2) =

|L|∑
j=1

〈πj(φj(e1)), πj(φj(e2))〉,

where φj is the mapping defined in Equation (1) and πj is the linear transfor-
mation defined in Equation (4) in language lj ∈ L. Note that we have used a
series of successive mappings each of which adds some further improvement to
the entity representation.

3.3 Composite Kernel

Having defined all the basic kernels, representing different characteristics of en-
tity descriptions, we finally define the composite kernel as

KCOMBO(e1, e2) =
∑

n=1

Kn(e1, e2)√
Kn(e1, e2)Kn(e1, e2)

, (5)

6 SVD has been first applied to perform latent semantic analysis of terms and latent
semantic indexing of documents in large corpora by [3].
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Table 1. Versions of DBpedia and Wikipedia used for our tests

English Italian German French Spanish Portuguese

Wikipedia 2012-10-01 2012-09-21 2012-10-09 2012-10-07 2012-09-27 2012-10-06

DBpedia 2012-06-04 2012-10-12 2012-06-04 2012-06-04 2012-06-04 2012-06-04

where Kn is a valid basic kernel. The individual kernels are normalized. This
plays an important role in allowing us to integrate information from heteroge-
neous feature spaces. It follows directly from the explicit construction of the
feature space and from closure properties of kernels that the composite kernel is
a valid kernel.

4 Experiments

In this section, we evaluate different setups on the task of DBpedia expansion
for six languages (English, Italian, German, French, Spanish, and Portuguese).
The evaluation only concerns the second stage of our approach, because the first
stage has precision almost 100% (see Section 4.1).

4.1 Pre-processing Wikipedia and DBpedia

Our experiments and results refer to the versions of Wikipedia and DBpedia
available when this work started in mid October 2012. Table 1 lists the dumps
used.

Wikipedia. We parsed the dump files to extract information about each single
article and we built the matrix E using cross-language links (see Section 2). We
manually check the accuracy of these links on 100 random pages: all of them
were correct, so we can assume that the precision of this step is 100%. The
matrix E build upon six languages (English, Italian, German, French, Spanish,
and Portuguese) contains 5,626,515 entities.

We use a particular strategy for the template extraction, as we only want
infoboxes for our classification. As Wikipedia does not provide a simple way to
select only such type of templates, we implemented a simple rule-based hand-
crafted classifier7 to filter templates that (i) appear less than 50 times, (ii) appear
mostly more than once in a page, (iii) are not written in a key/value form, and
(iv) are written on multiple lines. In this way, we filter more than 90% of the
templates, obtaining an average of a couple of templates for each page.

DBpedia. Starting from DBpedia dumps, we created a mapping that combines
the entities in E with the ontology class(es) they belong to. Using entities instead
of Wikipedia pages allows us to automatically extend and improve the DBpedia

7 Looking at the template name for keywords such as Infobox is not a good strategy,
as there is plenty of infobox templates that do not follow this rule.
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Table 2. Total number of pages in Wikipedia, in DBpedia, and in DBpedia after using
Wikipedia cross-language links. Quantities in the last row represent, for each language,
the number of pages not included in DBpedia in any language considered

Matrix E EN IT DE FR ES PT

Wikipedia 5,626,515 3,932,148 924,544 1,325,792 1,251,585 953,848 740,585

DBpedia - 1,716,555 607,842 205,903 15,463 15,987 226,497

DBpedia CL 2,193,742 1,902,585 652,395 482,747 518,874 419,168 430,603

Not classified 3,432,773 2,029,563 272,149 843,045 732,711 534,680 309,982

coverage. For instance, Michael Jackson is classified as a Person in the Italian
and German DBpedia, an Artist in the English DBpedia and a MusicalArtist
in the Spanish DBpedia. The most specific class is the last one, so the entity
Michael Jackson becomes MusicalArtist in every language. The final mapping
contains 2,193,742 entities: comparing this figure with the size of the matrix
E, this means that there are around 3,432,773 entities in Wikipedia that are
not classified in DBpedia. In our experiments we always refer to this set for
the classification part that makes use of kernel methods. Data concerning the
enriched DBpedia is shown in Table 2.

4.2 Benchmark

Experiments are carried out on a benchmark extracted from the entity matrix
introduced in Section 2. Specifically, the data set contains 400 randomly ex-
tracted entities not already present in DBpedia in any language. The data set
is split in development set (100 entities) and test set (300 entities). All entities
have been annotated with the most specific available class in the version 3.8 of
the DBpedia ontology by one of the authors of this paper. 50 more entities have
been annotated by three different annotators, resulting in an inter-agreement
of 78% (Fleiss’ kappa measure, see [5]). An additional Unknown class has been
introduced to annotate those entities that cannot be assigned to any class in the
ontology. When an entity is assigned to a class, it is also implicitly assigned to all
its super-classes. For instance, classifying Michael Jackson as a MusicalArtist

we implicitly classify him as Artist, Person and Agent.
The evaluation is performed as proposed by [13] for a similar hierarchical

categorization task. In the example above, classifying Michael Jackson as an
Athlete, we obtain a false positive for this wrong classified class, two false
negatives for missing classes MusicalArtist and Artist, and two true positives
for Person and Agent.

4.3 Latent Semantic Models

For each language, we derive the proximity matrix Π (Section 3) from the
200,000 most visited Wikipedia articles. After removing terms that occur less
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than 5 times, the resulting dictionaries contain about 300,000 terms. We use the
SVDLIBC package8 to compute the SVD, truncated to 100 dimensions.

4.4 Learning Algorithm

We use a k-nn classifier9 to classify novel entities into the DBpedia ontology.
The optimization of the parameter k is performed on the development set, and
k = 10 results as the best choice, because it maximizes the F1 value. Entities are
classified by a majority vote of their neighbors. To change the tradeoff between
precision and recall, we set the minimum number of votes z (1 � z � k) a class
needs to obtain to be assigned. The algorithm has maximum precision with
z = k, maximum recall with z = 1, and maximum F1 with z = 8.

To train the classifier, we randomly select 100,000 entities from the matrix E
included in DBpedia. Each entity is then labelled according to the corresponding
DBpedia class.

4.5 Classification Schemas

We compare three alternative training and classification schemas.

Bottom-up. A single training and classification step is performed. k-nn is
trained using entities annotated with the most specific classes in DBpedia. In
classification, an entity is annotated with the finer-grained class c if c receives
vc � z votes; Unknown otherwise.10 Note that the algorithm also considers the
super-classes of c: if a fine-grained class cannot be assigned with a given con-
fidence level z, it could return a more generic one s (s ⊆ c) such that vs � z.
For instance, if z = 10 and the 10 votes are divided 5 to Astronaut and 5 to
Scientist, our system answers Unknown because none of the classes obtains 10
votes. However, ascending the ontology, we find that the class Person receives 10
votes, as both Astronaut and Scientist belong to it. The system then classifies
it as Person, instead of Unknown. In case this process does not find any class at
any level with a sufficient number of votes, the Unknown answer is given.

Top-down. Multiple training and classification steps are performed. k-nn is
trained using entities annotated with the most generic classes in DBpedia (on-
tology top-level). In classification, an entity is annotated with a generic class
c if it receives vc � z votes; Unknown otherwise. The procedure is recursively
repeated on all subtrees of the ontology using the previous classification to limit
the number of classes to consider.

8 http://tedlab.mit.edu/~dr/svdlibc/
9 During the first experiments, we used our algorithms with two test classes: Person
and Place. In this phase, Support Vector Machine (SVM) produced very good re-
sults. When we applied our approach to the entire DBpedia ontology (359 classes),
SVM performance dramatically dropped.

10 Assigning the class Unknown is equivalent to abstention.

http://tedlab.mit.edu/~dr/svdlibc/
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Fig. 2. Precision/recall curve of the system

Table 3. Results of the most frequent class baseline (MF), the basic kernels (see
Section 3.1) and the composite kernel KCOMBO, using z = 10

MF KT KC KS KW KL KCOMBO

Precision 0.35 0.97 0.90 0.94 0.81 0.84 0.91

Recall 0.38 0.31 0.40 0.16 0.22 0.41 0.48

F1 0.31 0.47 0.55 0.27 0.34 0.55 0.63

Hybrid. This variant consists in first training a k-nn as defined in the Bottom-
up schema. Then, a set of specialized k-nns are trained for the most populated
classes, such as, Person, Organisation, Place, Work, etc. In classification, let P
be one of these classes, the Bottom-up schema is applied first. Then, if an entity
is annotated with the class c such that c ∈ P , then a specialized k-nn is applied.

4.6 Results

First, we investigate the contribution of the kernel combination (Section 3) and
then the one of the different training and classification schemas (Section 4.5).

Table 3 reports the results of the most frequent class baseline, the basic ker-
nels (KT , KC , KS , KW , and KL), and the composite kernel KCOMBO. The
experimental results show that the composite kernel KCOMBO significantly out-
performs the basic kernels. We use approximate randomization [16] to assess the
statistical significance between the obtained results (p-value = 0.05).

Figure 2 shows the precision/recall curves obtained by varying the parameter
z. We also draw, in grey in the background, the contour lines joining points with
the same F1, so that one can quickly visualize this value. Four different setups are
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compared in order to determine the one that produces the best tradeoff between
precision and recall.

KT, Bottom-up uses only the template information (as in the DBpedia frame-
work) and the Bottom-up schema, obtaining the maximum precision of 97%
at the expense of low recall of 31% (z = 10).

KCOMBO, Bottom-up uses all the sources of information and the Bottom-up
schema, obtaining a significant improvement in recall (48%) preserving a
high precision of 91% (z = 10).

KCOMBO, Hybrid uses all the sources of information and the Hybrid schema,
obtaining a further improvement of precision (92%) and recall (51%).

KCOMBO, Top-down uses all the sources of information and the Top-down
schema, obtaining the maximum recall (54%), however the precision (87%)
is significantly lower than the one obtained in the other experiments.

Figure 3 shows the learning curve of the system in term of F1 in the config-
uration that maximizes the F1 score (in our experiments, this happens in all
configurations, when z = 8).

Finally, we perform some preliminary error analysis. Errors mostly depend on
the following factors: (i) the Wikipedia article is too short; (ii) an appropriate
class for the entity does not exist (this often happens with common nouns); (iii)
some Wikipedia pages represent lists (for example, Liste des conseillers...)
and our system often classifies them as the objects listed (in the example,
Person); (iv) nesting of DBpedia classes is not optimal (for example, Astronaut
and Scientist are disjoint classes). The most common factor is (iii), as it is the
cause of more than half of the errors in the experiments on the test set.

5 Related Work

The DBpedia project [1], started in 2007, manually creates an ontology start-
ing from Wikipedia infobox templates. Nowadays, the English version covers
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around 1.7M Wikipedia pages, although the English Wikipedia contains almost
4M pages. Other languages suffer from an even lower coverage (see Table 2).

Differently, Yago [21], another similar project also started in 2007, aims to ex-
tract and map entities from Wikipedia using categories (for fine-grained classes)
and WordNet (for upper-level classes). Its coverage is higher, but it is mono-
lingual and its ontology contains thousands of hundreds of classes: it may be
difficult to use it in practical applications.

There are also other projects aiming to extract Wikipedia entity types boost-
rapping information contained in the categories. For example, [17] uses extracted
datatypes to train a name entity recogniser, while [15] investigates Wikipedia
categories and automatically cleans them.

The tool presented in [6], Tipalo, identifies the most appropriate class of a
Wikipedia article by interpreting its page abstract using natural language pro-
cessing tools and resources. In this context, only English Wikipedia is considered,
as this classifier cannot be easily adapted to other languages.

Similarly, [18] only considers the English DBpedia and therefore does not take
advantages from inter-language links. In addition, there is some manual effort
to classify biographies (using tokens from categories), that leads to very good
results, but is not automatically portable to other languages; again linguistic
tools are used to extract the definition from the first sentence.

The approach presented in [7] classifies people on an excerpt of the WordNet
ontology, using kernel functions that implicitly map entities, represented by ag-
gregating all contexts in which they occur, into a latent semantic space derived
from Wikipedia. This approach queries online the name of the entity to collect
contextual information. We specialize this approach to Wikipedia, that is easily
to download and store locally.

[8] proposes an unsupervised approach based on lexical entailment, consisting
in assigning an entity to the category whose lexicalization can be replaced with
its occurrences in a corpus preserving the meaning.

6 Conclusions and Future Work

We have proposed a two-stage approach that automatically extends the cover-
age of DBpedia with respect to Wikipedia articles. We have first extended the
population of DBpedia using cross-language links, and then used this extended
population as training data to classify the remaining pages using a kernel-based
supervised method. The experiments have been evaluated on a manually anno-
tated test set containing 400 Wikipedia pages, resulting in high precision and
recall, with different tradeoffs of these values depending on the configuration of
the algorithm. The resulting resource is available both as a download package
and a SPARQL endpoint at http://www.airpedia.org/.

DBpedia also maps entity properties, such as BirthDate and birthPlace for
Person, director for Film, and so on. We are currently working to deal with
this problem, using natural language processing tools to find the correct relation
in the article text. This can be seen as a relation extraction task, and one of the



410 A. Palmero Aprosio, C. Giuliano, and A. Lavelli

most reliable approaches to tackle this problem (starting from a large available
knowledge base) is distant supervision [14]. This paradigm has been successfully
used for pattern extraction [23] and question answering [2]. Moreover, we want
to deal with entities belonging to more than one class. Some entities in DBpedia
are correctly classified in multiple classes. For example, Madonna is a singer
(MusicalArtist) and an actress (Actor).

Finally, we will investigate how to build a new ontology based on Wikipedia
categories together with templates, using the results produced by our system.
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Abstract. On the Web, wiki-like platforms allow users to provide argu-
ments in favor or against issues proposed by other users. The increasing
content of these platforms as well as the high number of revisions of the
content through pros and cons arguments make it difficult for community
managers to understand and manage these discussions. In this paper, we
propose an automatic framework to support the management of argu-
mentative discussions in wiki-like platforms. Our framework is composed
by (i) a natural language module, which automatically detects the argu-
ments in natural language returning the relations among them, and (ii)
an argumentation module, which provides the overall view of the argu-
mentative discussion under the form of a directed graph highlighting the
accepted arguments. Experiments on the history of Wikipedia show the
feasibility of our approach.

1 Introduction

On the Social Web, wiki-like platforms allow users to publicly publish their own
arguments and opinions. Such arguments are not always accepted by other users
on the Web, leading to the publication of additional arguments attacking or
supporting the previously proposed ones. The most well known example of such
kind of platform is Wikipedia1 where users may change pieces of text written
by other users to support, i.e., further specify them, or attack them, i.e., cor-
recting factual errors or highlighting opposite points of view. Managing such
kind of “discussions” using the revision history is a tricky task, and it may be
affected by a number of drawbacks. First, the dimension of these discussions
makes it difficult for both users and community managers to navigate, and more
importantly, understand the meaning of the ongoing discussion. Second, the dis-
cussions risk to re-start when newcomers propose arguments which have already
been proposed and addressed in the same context. Third, these discussions are
not provided in a machine-readable format to be queried by community man-
agers to discover insightful meta-information on the discussions themselves, e.g.,
discover the number of attacks against arguments about a particular politician
concerning the economic growth during his government.

In this paper, we answer the following research question: how to support com-
munity managers in managing the discussions on the wiki pages? This question

1 http://en.wikipedia.org/wiki/Main_Page

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 412–426, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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breaks down into the following subquestions: (i) how to automatically discover
the arguments and the relations among them?, and (ii) how to have the overall
view of the ongoing discussion to detect the winning arguments? The answer to
these sub-questions allows us to answer to further questions: how to detect re-
peated arguments and avoid loops of changes?, and how to discover further infor-
mation on the discussion history? Approaches such as the lightweight vocabulary
SIOC Argumentation [13] provide means to model argumentative discussions of
social media sites, but they are not able to automatically acquire information
about the argumentative structures. As underlined by Lange et al. [13], such a
kind of automatic annotation needs the introduction of Natural Language Pro-
cessing (NLP) techniques to automatically detect the arguments in the texts.

TEXTUAL
ENTAILMENT

ARGUMENTATION
THEORY

1

How to detect the arguments, and
 the relationships among them?

2
How to build the overall graph 
of the changes and discover

the winning arguments?

COMMUNITY
MANAGER

How to provide insightful 
indicators on the history?

3
GOAL

Efficient management of wiki 
pages by community managers
and animations of communities

Fig. 1. An overview of the proposed approach to support community managers.

In this work, we propose a combined framework where a natural language
module that automatically detects the arguments and their relations (i.e. support
or challenge), is coupled with an argumentation module to have the overall view
of the discussion and detect the winning arguments, as visualized in Figure 1.

First, to automatically detect natural language arguments and their relations,
we rely on the Textual Entailment (TE) framework, proposed as an applied
model to capture major semantic inference needs across applications in the NLP
field [8]. Differently from formal approaches to semantic inference, in TE linguis-
tic objects are mapped by means of semantic inferences at a textual level.

Second, we adopt abstract argumentation theory [9] to unify the results of the
TE module into a unique argumentation framework able not only to provide the
overall view of the discussion, but also to detect the set of accepted arguments
relying on argumentation semantics. Argumentation theory aims at representing
the different opinions of the users in a structured way to support decision making.
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Finally, the generated argumentative discussions are described using an ex-
tension of the SIOC Argumentation vocabulary2 thus providing a machine read-
able version. Such discussions expressed using RDF allow the extraction of a
kind of “meta-information” by means of queries, e.g., in SPARQL. These meta-
information cannot be easily detected by human users without the support of
our automatic framework.

The aim of the proposed framework is twofold: on one side, we want to pro-
vide a support to community managers for notification and reporting, e.g., notify
the users when their own arguments are attacked, and on the other hand, we
support community managers to extract further insightful information from the
argumentative discussions. As a case study, we apply and experiment our frame-
work on Wikipedia revision history over a four-year period, focusing in particular
on the top five most revised articles.

The paper is organized as follows. Section 2 provides some basic insights on
abstract argumentation theory and textual entailment. Section 3 presents our
combined framework to support the management of argumentative discussions
in wiki-like platforms, and in Section 4 we report on the experimental setting
and results. Section 5 presents and compares the related work.

2 Background: Argumentation and NLP

In this section, we provide notions of abstract argumentation theory and of
textual entailment, essential to our work.

2.1 Abstract Argumentation Theory

A Dung-style argumentation framework [9] aims at representing conflicts among
elements called arguments through a binary attack relation. It allows to reason
about these conflicts in order to detect, starting by a set of arguments and the
conflicts among them, which are the so called accepted arguments. The accepted
arguments are those arguments which are considered as believable by an external
evaluator, who has a full knowledge of the argumentation framework.

Definition 1 (Abstract argumentation framework AF [9]). An abstract
argumentation framework is a tuple 〈A,→〉 where A is a finite set of elements
called arguments and → is a binary relation called attack defined on A×A.

Dung [9] presents several acceptability semantics that produce zero, one, or sev-
eral sets of accepted arguments. The set of accepted arguments of an argumenta-
tion framework consists of a set of arguments that does not contain an argument
attacking another argument in the set. Roughly, an argument is accepted if all
the arguments attacking it are rejected, and it is rejected if it has at least an
argument attacking it which is accepted. In Figure 2.a, an example of abstract
argumentation framework is shown. The arguments are visualized as circles, and

2 http://rdfs.org/sioc/argument

http://rdfs.org/sioc/argument
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the attack relation is visualized as edges in the graph. Gray arguments are the
accepted ones. We have that argument a attacks argument b, and argument b
attacks argument c. Using Dung’s acceptability semantics [9], the set of accepted
arguments of this argumentation framework is {a, c}.

The need of introducing also a positive relation among the arguments, i.e., a
support relation, leads to the emergence of the so called bipolar argumentation
frameworks [6].

Definition 2 (Bipolar argumentation framework BAF [6]). A bipolar ar-
gumentation framework is a tuple 〈A,→, ���〉 where A is a finite set of argu-
ments, →⊆ A×A, and ��� is a binary relation called support defined on A×A.

An example of bipolar argumentation framework is visualized in Figure 2.b where
the dashed edge represents the support relation. For more details about accept-
ability semantics in BAFs, see [6].

a b

d

ca b c

(a) (b)

Fig. 2. Example of (a) an abstract argumentation framework, and (b) a BAF

2.2 Textual Entailment

In the NLP field, the notion of Textual entailment refers to a directional relation
between two textual fragments, termed Text (T) and Hypothesis (H), respec-
tively. The relation holds (i.e. T ⇒ H) whenever the truth of one text fragment
follows from another text, as interpreted by a typical language user. The TE
relation is directional, since the meaning of one expression may usually entail
the other, while entailment in the other direction is much less certain. Consider
the pairs in Example 1 and 2:

Example 1
T: Jackson had three sisters: Rebbie, La Toya, and Janet, and six brothers: Jackie,
Tito, Jermaine, Marlon, Brandon (Marlon’s twin brother, who died shortly after birth)
and Randy.
H: Jackson’s siblings are Rebbie, Jackie, Tito, Jermaine, La Toya, Marlon, Randy and
Janet.

Example 2 (Continued)
T: It was reported that Jackson had offered to buy the bones of Joseph Merrick (the
elephant man) and although untrue, Jackson did not deny the story.
H: Later it was reported that Jackson bought the bones of The Elephant Man.
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In Example 1, we can identify an inference relation between T and H (i.e. the
meaning of H can be derived from the meaning of T), while in Example 2, T
contradicts H. The notion of TE has been proposed [8] as an applied framework
to capture major semantic inference needs across applications in NLP (e.g. in-
formation extraction, text summarization, and reading comprehension systems).
The task of recognizing TE is therefore carried out by automatic systems, mainly
implemented using Machine Learning techniques (typically SVM), logical infer-
ence, cross-pair similarity measures between T and H, and word alignment.3

While entailment in its logical definition pertains to the meaning of language
expressions, the TE model does not represent meanings explicitly, avoiding any
semantic interpretation into a meaning representation level. Instead, in this ap-
plied model inferences are performed directly over lexical-syntactic representa-
tions of the texts. TE allows to overcome the main limitations showed by formal
approaches (where the inference task is carried out by logical theorem provers),
i.e. (i) the computational costs of dealing with huge amounts of available but
noisy data present in the Web; (ii) the fact that formal approaches address forms
of deductive reasoning, exhibiting a too high level of precision and strictness as
compared to human judgments, that allow for uncertainties typical of inductive
reasoning. But while methods for automated deduction assume that the argu-
ments in input are already expressed in some formal meaning representation
(e.g. first order logic), addressing the inference task at a textual level opens dif-
ferent and new challenges from those encountered in formal deduction. Indeed,
more emphasis is put on informal reasoning, lexical semantic knowledge, and
variability of linguistic expressions.

3 The Combined Framework

In a recent work, Cabrio and Villata [2] propose to combine natural language
techniques and Dung-like abstract argumentation to generate the arguments
from natural language text and to evaluate this set of arguments to know which
are the accepted ones, with the goal of supporting the participants in natural
language debates (i.e. Debatepedia4). In particular, they adopt the TE approach,
and in their experiments, they represent the TE relation extracted from natural
language texts as a support relation in bipolar argumentation. In this paper, we
start from their observations, and we apply the combined framework proposed
in [2] to this new scenario.

Let us consider the argument in Example 3 from the Wikipedia article “United
States”, and its revised versions in the last four years5:

3 Dagan et al. (2009) [8] provides an overview of the recent advances in TE.
4 http://bit.ly/Dabatepedia
5 Since we are aware that Wikipedia versions are revised daily, we have picked our
example from a random dump per year. In Section 4.1, we provide more details
about the Wikipedia sample we consider in our experiments.

http://bit.ly/Dabatepedia
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Example 3
In 2012: The land area of the contiguous United States is 2,959,064 square miles
(7,663,941 km2).
In 2011: The land area of the contiguous United States is approximately 1,800 million
acres (7,300,000 km2).
In 2010: The land area of the contiguous United States is approximately 1.9 billion
acres (770 million hectares).
In 2009: The total land area of the contiguous United States is approximately 1.9
billion acres.

Several revisions have been carried out by different users during this four-year
period, both to correct factual data concerning the U.S. surface, or to better
specify them (e.g. providing the same value using alternative metric units). Fol-
lowing [2], we propose to take advantage of NLP techniques to automatically
detect the relations among the revised versions of the same argument, to ver-
ify if the revisions done on the argument by a certain user at a certain point
in time support the original argument (i.e. the user has rephrased the sentence
to allow an easier comprehension of it, or has added more details), or attack
it (i.e. the user has corrected some data, has deleted some details present in
the previous version or has changed the semantics of the sentence providing a
different viewpoint on the same content). Given the high similarities among the
entailment and contradiction notions in TE and the support and attack rela-
tion in argumentation theory, we cast the described problem as a TE problem,
where the T-H pair is a pair of revised arguments in two successive Wikipedia
versions. We consider paraphrases as bidirectional entailment, and therefore to
be annotated as a positive TE pair (i.e. support). Moreover, since the label no
entailment includes both contradictions and pairs containing incomplete infor-
mational overlap (i.e. H is more informative than T), we consider both cases
as attacks, since we want community managers to check the reliability of the
corrected or deleted information. To build the T-H pairs required by the TE
framework, for each argument we set the revised sentence as T and the original
sentence as H, following the chronological sequence, since we want to verify if
the more recent version entails or not the previous one, as shown in Example 4.

Example 4 (Continued)
pair id=70.1 entailment=NO
T (Wiki12): The land area of the contiguous United States is 2,959,064 square miles
(7,663,941 km2).
H (Wiki11): The land area of the contiguous United States is approximately 1,800
million acres (7,300,000 km2).

pair id=70.2 entailment=NO
T (Wiki11): The land area of the contiguous United States is approximately 1,800
million acres (7,300,000 km2).
H (Wiki10): The land area of the contiguous United States is approximately 1.9 bil-
lion acres (770 million hectares).
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pair id=70.3 entailment=YES
T (Wiki10): The land area of the contiguous United States is approximately 1.9
billion acres (770 million hectares).
H (Wiki09): The total land area of the contiguous United States is approximately
1.9 billion acres.

On such pairs we apply a TE system, that automatically returns the set of
arguments and the relations among them. The argumentation module starts from
the couples of arguments provided by the TE module, and builds the complete
argumentation framework involving such arguments. It is important to underline
a main difference with respect to the approach of Cabrio and Villata [2]: here
the argumentation frameworks resulting from the TE module represent a kind
of evolution of the same argument during time in a specific Wikipedia article.
From the argumentation point of view, we treat these arguments as separate
instances of the same natural language argument giving them different names.
Figure 3.a visualizes the argumentation framework of Example 4. This kind
of representation of the natural language arguments and their evolution allows
community managers to detect whether some arguments have been repeated in
such a way that loops in the discussions can be avoided. The argumentation
module, thus, is used here with a different aim from the previous approach [2]: it
shows the kind of changes, i.e., positive and negative, that have been addressed
on a particular argument, representing them using a graph-based structure.

A2
Wiki10

A3
Wiki11

A1
Wiki09

A4
Wiki12

(a)

A2
Wiki10

A3
Wiki11

A1
Wiki09

A4
Wiki12

(b)

Fig. 3. The bipolar argumentation framework resulting from Example 4

The use of argumentation theory to discover the set of winning, i.e., accept-
able, arguments in the framework could seem pointless, since we could assume
that winning arguments are only those arguments appearing in the most recent
version of the wiki page. However, this is not always the case. The introduction
of the support relation in abstract argumentation theory [6] leads to the intro-
duction of a number of additional attacks which are due to the presence of an
attack and a support involving the same arguments. The additional attacks in-
troduced in the literature are visualized in Figure 4, where dotted double arrows
represent the additional attacks. For the formal properties of these attacks and
a comparison among them, see Cayrol and Lagasquie-Schiex [6].

The introduction of additional attacks is a key feature of our argumentation
module. It allows us to support community managers in detecting further possi-
ble attacks or supports among the arguments. In particular, given the arguments
and their relations, the argumentation module builds the complete framework
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b ca a bc b ca

Supported attack Secondary attack Mediated attack

Fig. 4. The additional attacks arising due to the presence of a support relation

adding the additional attacks, and computes the extensions of the bipolar frame-
work. An example of such kind of computation is shown in Figure 3.b where an
additional attack is introduced. In this example, the set of accepted arguments
would have been the same with or without the additional attack, but there are
situations in which additional attacks make a difference. This means that the ex-
plicit attacks put forward by the users on a particular argument can then result
in implicit additional attacks or supports to other arguments in the framework.
Consider the arguments of Example 5. The resulting argumentation framework
(see Figure 5) shows that argument A1 (Wiki09 ) is implicitly supported by ar-
gument A4 (Wiki12 ) since the attack of A4 (Wiki12 ) against A3 (Wiki11 ) leads
to the introduction of an additional attack against A2 (Wiki10 ). The presence
of this additional attack reinstates argument A1 (Wiki09 ) previously attacked
by A2 (Wiki10 ). The two accepted arguments at the end are {A1, A4}.

Example 5
pair id=7.1 entailment=NO
T (Wiki12): In December 2007, the United States entered its longest post-World War
II recession, prompting the Bush Administration to enact multiple economic programs
intended to preserve the country’s financial system.
H (Wiki11): In December 2007, the United States entered the longest post-World
War II recession, which included a housing market correction, a subprime mortgage
crisis, soaring oil prices, and a declining dollar value.

pair id=7.2 entailment=YES
T (Wiki11): In December 2007, the United States entered the longest post-World
War II recession, which included a housing market correction, a subprime mortgage
crisis, soaring oil prices, and a declining dollar value.
H (Wiki10): In December 2007, the United States entered its longest post-World War
II recession.

pair id=7.3 entailment=NO
T (Wiki10): In December 2007, the United States entered its longest post-World War
II recession.
H (Wiki09): In December 2007, the United States entered the second-longest post-
World War II recession, and his administration took more direct control of the economy,
enacting multiple economic stimulus packages.

Finally, in this paper we further enhance the framework proposed in [2] with
a semantic machine readable representation of the argumentative discussions.
We do not introduce yet another argumentation vocabulary, but we reuse the
SIOC Argumentation module [13], focused on the fine-grained representation of
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discussions and argumentations in online communities.6 The SIOC Argumenta-
tion model is grounded on DILIGENT [5] and IBIS7 models.

A2
Wiki10

A3
Wiki11

A1
Wiki09

A4
Wiki12

Fig. 5. The bipolar argumentation frame-
work resulting from Example 5

We extend the SIOC Argumenta-
tion vocabulary with two new prop-
erties sioc arg:challengesArg and
sioc arg:supportsArg whose range
and domain are sioc arg:Argument.
These properties represent challenges
and supports from arguments to ar-
guments, as required in abstract ar-
gumentation theory.8 This needs to
be done since in SIOC Argumen-
tation challenges and supports are
addressed from arguments towards
sioc arg:Statement only. Figure 6.a
shows a sample of the semantic representation of Example 1 and 2 where con-
tradiction is represented through sioc arg:challengesArg, and entailment is
represented through sioc arg:supportsArg.

EXAMPLE OF CONTRADICTION
<http://example.org/jako/pair1t> rdf:type sioc_arg:Argument ;

     
     sioc:content "It was reported that Jackson had 
             offered to buy the bones of Joseph Merrick 
             (the elephant man) and although untrue, 
             Jackson did not deny the story." ;
        
     sioc_arg:challengesArg <http://example.org/jako/pair1h> .

<http://example.org/jako/pair1h> rdf:type sioc_arg:Argument ;
     

        sioc:content "Later it was reported that Jackson 
             bought the bones of The Elephant Man." .

EXAMPLE OF ENTAILMENT
<http://example.org/jako/pair2t> rdf:type sioc_arg:Argument ;

     
        sioc:content "Jackson had three sisters: Rebbie, 
             La Toya, and Janet, and six brothers: Jackie, 
             Tito, Jermaine, Marlon, Brandon (Marlon's twin
             brother, who died shortly after birth) and 
             Randy." ;

       sioc_arg:supportsArg <http://example.org/jako/pair2h> .

<http://example.org/jako/pair2h> rdf:type sioc_arg:Argument ;
    

        sioc:content "Jackson's siblings are Rebbie, Jackie, 
             Tito, Jermaine, La Toya, Marlon, Randy and 
             Janet." .

PREFIX sioc_arg:<http://rdfs.org/sioc/argument#>
PREFIX rdfs:<http://www.w3.org/2000/01/rdf-schema#>
PREFIX owl:<http://www.w3.org/2002/07/owl#>
PREFIX rdf:<http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX dc:<http://purl.org/dc/elements/1.1/>
PREFIX xsd:<http://www.w3.org/2001/XMLSchema#>
PREFIX sioc:<http://rdfs.org/sioc/ns#>

SELECT ?a1 ?c1 WHERE {
   ?a1 a sioc_arg:Argument .
   ?a2 a sioc_arg:Argument .
   ?a1 sioc_arg:challengesArg ?a2 .
   ?a1 sioc:content ?c1 .
   ?a2 sioc:content ?c2
   FILTER regex(str(?c2),"crisis")
}

QUERY RESULT
T: "In December 2007, the United States entered its longest post–World 
War II recession, prompting the Bush Administration to enact multiple 
economic programs intended to preserve the country's financial system." 
ATTACKS
H: "In December 2007, the United States entered the longest post–World 
War II recession, which included a housing market correction, a subprime 
mortgage crisis, soaring oil prices, and a declining dollar value."

T: "Bush entered office with the Dow Jones Industrial Average at 10,587, 
and the average peaked in October 2007 at over 14,000." 
ATTACKS                                      
H: "The Dow Jones Industrial Average peaked in October 2007 at about 
14,000, 30 percent above its level in January 2001, before the subsequent 
economic crisis wiped out all the gains and more."     

Fig. 6. (a) Sample of the discussions in RDF, (b) Example of SPARQL query

The semantic version of the argumentative discussions can further be used
by community managers to detect insightful meta-information about the dis-
cussions themselves. For instance, given the RDF data set being stored in a
datastore with SPARQL endpoint, the community manager can raise a query

6 For an overview of the argumentation models in the Social Semantic Web, see [15].
7 http://purl.org/ibis
8 The extended vocabulary can be downloaded at
http://bit.ly/SIOC_Argumentation

http://purl.org/ibis
http://bit.ly/SIOC_Argumentation
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like the one in Figure 6.b. This query retrieves all those arguments which attack
another argument having in the content the word “crisis”. This simple example
shows how the semantic annotation of argumentative discussions may be use-
ful to discover in an automatic way those information which are difficult to be
highlighted by a human user.

4 Experimental Setting

As a case study to experiment our framework we select the Wikipedia revision
history. Section 4.1 describes the creation of the data set, Section 4.2 the TE
system we used, while in Section 4.3 we report on obtained results.

4.1 Data Set

We create a data set to evaluate the use of TE to generate the arguments fol-
lowing the methodology detailed in [1]. We start from two dumps of the English
Wikipedia (Wiki 09 dated 6.03.2009, and Wiki 10 dated 12.03.2010), and we
focus on the five most revised pages9 at that time (i.e. George W. Bush, United
States, Michael Jackson, Britney Spears, andWorldWar II). We then follow their
yearly evolution up to now, considering how they have been revised in the next
Wikipedia versions (Wiki 11 dated 9.07.2011, and Wiki 12 dated 6.12.2012).

After extracting plain text from the above mentioned pages, for both Wiki 09
and Wiki 10 each document has been sentence-splitted, and the sentences of the
two versions have been automatically aligned to create pairs. Then, to measure
the similarity between the sentences in each pair, following [1] we adopted the
Position Independent Word Error Rate (PER), i.e. a metric based on the calcu-
lation of the number of words which differ between a pair of sentences. For our
task we extracted only pairs composed by sentences where major editing was
carried out (0.2 < PER < 0.6 ), but still describe the same event.10 For each
pair of extracted sentences, we create the TE pairs setting the revised sentence
(from Wiki 10 ) as T and the original sentence (from Wiki 09 ) as H. Starting
from such pairs composed by the same revised argument, we checked in the more
recent Wikipedia versions (i.e. Wiki 11 and Wiki 12 ) if such arguments have
been further modified. If that was the case, we created another T-H pair based
on the same assumptions as before, i.e. setting the revised sentence as the T
and the older sentence as the H (see Example 4). Such pairs have then been
annotated with respect to the TE relation (i.e. YES/NO entailment), following
the criteria defined and applied by the organizers of the Recognizing Textual
Entailment Challenges (RTE)11 for the two-way judgment task.

As a result of the first step (i.e. extraction of the revised arguments in Wiki 09
and Wiki 10 ) we collected 280 T-H pairs, while after applying the procedure on
the same arguments inWiki 11 andWiki 12 the total number of collected pairs is

9 http://bit.ly/WikipediaMostRevisedPages
10 A different extraction methodology has been proposed in [19].
11 http://www.nist.gov/tac/2010/RTE/

http://bit.ly/WikipediaMostRevisedPages
http://www.nist.gov/tac/2010/RTE/
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452. To carry out our experiments, we randomly divided such pairs into training
set (114 entailment, 114 no entailment pairs), and test set (101 entailment, 123
no entailment pairs). The pairs collected for the test set are provided in their
unlabeled form as input to the TE system. To correctly train the TE system we
balanced the data set with respect to the percentage of yes/no judgments. In
Wikipedia, the actual distribution of attacks and supports among revisions of
the same sentence is slightly unbalanced since generally users edit a sentence to
add different information or correct it, with respect to a simple reformulation.12

To assess the validity of the annotation task and the reliability of the ob-
tained data set, the same annotation task has been independently carried out
also by a second annotator, so as to compute inter-annotator agreement. It has
been calculated on a sample of 140 argument pairs (randomly extracted). The
statistical measure usually used in NLP to calculate the inter-rater agreement
for categorical items is Cohen’s kappa coefficient [4], that is generally thought
to be a more robust measure than simple percent agreement calculation since κ
takes into account the agreement occurring by chance. More specifically, Cohen’s
kappa measures the agreement between two raters who each classifies N items
into C mutually exclusive categories. The equation for κ is:

κ =
Pr(a)− Pr(e)

1− Pr(e)
(1)

where Pr(a) is the relative observed agreement among raters, and Pr(e) is the
hypothetical probability of chance agreement, using the observed data to cal-
culate the probabilities of each observer randomly saying each category. If the
raters are in complete agreement then κ = 1. If there is no agreement among the
raters other than what would be expected by chance (as defined by Pr(e)), κ = 0.
For NLP tasks, the inter-annotator agreement is considered as significant when
κ >0.6. Applying the formula (1) to our data, the inter-annotator agreement
results in κ = 0.7. As a rule of thumb, this is a satisfactory agreement, therefore
we consider these annotated data sets as the goldstandard13, i.e. the reference
data set to which the performances of our combined system are compared. As
introduced before, the goldstandard pairs have then been further translated into
RDF using SIOC Argumentation.14

4.2 TE System

To detect which kind of relation underlies each couple of arguments, we use
the EDITS system (Edit Distance Textual Entailment Suite) version 3.0, an
open-source software package for RTE15 [12]. EDITS implements a distance-
based framework which assumes that the probability of an entailment relation

12 As introduced before, we set a threshold in our extraction procedure to filter out all
the minor revisions, concerning typos or grammatical mistakes corrections.

13 The dataset is available at http://bit.ly/WikipediaDatasetXML
14 The obtained data set is downloadable at http://bit.ly/WikipediaDatasetRDF
15 http://edits.fbk.eu/

http://edits.fbk.eu/
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between a given T-H pair is inversely proportional to the distance between T
and H (i.e. the higher the distance, the lower is the probability of entailment).16

Within this framework the system implements different approaches to distance
computation, i.e. both edit distance and similarity algorithms. Each algorithm
returns a normalized distance score (a number between 0 and 1). At a training
stage, distance scores calculated over annotated T-H pairs are used to estimate a
threshold that best separates positive from negative examples, that is then used
at a test stage to assign a judgment and a confidence score to each test pair.

4.3 Evaluation

To evaluate our framework, we carry out a two-step evaluation: first, we assess
the performances of EDITS to correctly assign the entailment and the no en-
tailment relations to the pairs of arguments on the Wikipedia data set. Then,
we evaluate how much such performances impact on the application of the ar-
gumentation theory module, i.e. how much a wrong assignment of a relation to
a pair of arguments is propagated in the argumentation framework. For the first
evaluation, we run EDITS on the Wikipedia training set to learn the model,
and we test it on the test set. In the configurations of EDITS we experimented,
the distance entailment engine applies cosine similarity and word overlap as the
core distance algorithms. In both cases, distance is calculated on lemmas, and a
stopword list is defined to have no distance value between stopwords.

Table 1. Systems performances on Wikipedia data set

Train Test

EDITS configurations rel Precision Recall Accuracy Precision Recall Accuracy

WordOverlap
yes 0.83 0.82

0.83
0.83 0.82

0.78
no 0.76 0.73 0.79 0.82

CosineSimilarity
yes 0.58 0.89

0.63
0.52 0.87

0.58
no 0.77 0.37 0.76 0.34

Obtained results are reported in Table 1. Due to the specificity of our data set
(i.e. it is composed by revisions of arguments), word overlap algorithm outper-
forms cosine similarity since there is high similarity between revised and original
arguments (in most of the positive examples the two sentences are very close, or
there is an almost perfect inclusion of H in T). For the same reason, obtained
results are higher than in [2], and than the results obtained on average in RTE
challenges. For these runs, we use the system off-the-shelf, applying its basic

16 In previous RTE challenges, EDITS always ranked among the 5 best participat-
ing systems out of an average of 25 systems, and is one of the two RTE systems
available as open source http://aclweb.org/aclwiki/index.php?title=Textual

Entailment Resource Pool

http://aclweb.org/aclwiki/index.php?title=Textual_Entailment_Resource_Pool
http://aclweb.org/aclwiki/index.php?title=Textual_Entailment_Resource_Pool
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configuration. As future work, we plan to fully exploit EDITS features, integrat-
ing background and linguistic knowledge in the form of entailment rules, and to
calculate the distance between T and H based on their syntactic structure.

As a second step in our evaluation phase, we consider the impact of EDITS
performances (obtained using word overlap, since it provided the best results)
on the acceptability of the arguments, i.e. how much a wrong assignment of
a relation to a pair of arguments affects the acceptability of the arguments in
the argumentation framework. We use admissibility-based semantics [9] to iden-
tify the accepted arguments both on the correct argumentation frameworks of
each Wikipedia revised argument (where entailment/contradiction relations are
correctly assigned, i.e. the goldstandard), and on the frameworks generated as-
signing the relations resulted from the TE system judgments. The precision of
the combined approach we propose in the identification of the accepted argu-
ments is on average 0.90 (i.e. arguments accepted by the combined system and
by the goldstandard w.r.t. a certain Wikipedia revised argument), and the recall
is 0.92 (i.e. arguments accepted in the goldstandard and retrieved as accepted
by the combined system). The F-measure (i.e. the harmonic mean of precision
and recall) is 0.91, meaning that the TE system mistakes in relation assignment
propagate in the argumentation framework, but results are still satisfying and
foster further research in this direction. For this feasibility study, we use four
Wikipedia versions, so the resulting AFs are generally composed by four couples
of arguments connected by attacks or supports. Reduced AFs are produced when
a certain argument is not revised in every Wikipedia version we considered, or
when an argument is deleted in more recent versions. Using more revised versions
will allow us to generate even more complex argumentation graphs.

5 Related Work

A few works investigate the use of Wikipedia revisions in NLP tasks. In Zan-
zotto and Pennacchiotti [19], two versions of Wikipedia and semi-supervised
machine learning methods are used to extract large TE data sets, while Cabrio
et al. [1] propose a methodology for the automatic acquisition of large scale
context-rich entailment rules from Wikipedia revisions. [18] focus on using edit
histories in Simple English Wikipedia to extract lexical simplifications. Nelken
and Yamangil [17] compare different versions of the same document to collect
users’ editorial choices, for automated text correction and text summarization
systems. Max and Wisniewski [14] create a corpus of natural rewritings (e.g.
spelling corrections, reformulations) from French Wikipedia revisions. Dutrey et
al. [10] analyze part of this corpus to define a typology of local modifications.

Other approaches couple NLP and argumentation. Chasnevar and Maguit-
man [7] use defeasible argumentation to assist the language usage assessment.
Their system provides recommendations on language patterns and defeasible
argumentation. No natural language techniques are applied to automatically de-
tect and generate the arguments. Carenini and Moore [3] present a complete
computational framework for generating evaluative arguments. The framework,
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based on the user’s preferences, produces the arguments following the guidelines
of argumentation theory to structure and select evaluative arguments. Differ-
ently from their work, we do not use natural language generation to produce
the arguments, but we use TE to detect the arguments in natural language text.
We use the word “generation” with the meaning of generation of the abstract
arguments from the text, and not with the meaning of NL generation. Wyner
and van Engers [16] present a policy making support tool based on forums. They
propose to couple NLP and argumentation to provide the set of well structured
statements that underlie a policy. Beside the goals, several points distinguish
the two works: i) their NLP module guides the user in writing the text using
a restricted grammar and vocabulary, while we have no lexicon or grammar re-
strictions; ii) the inserted statements are associated with a mode indicating the
relation between the existing and the input statements. We do not ask the user
to explicit the relation among the arguments, we infer them using TE; iii) no
evaluation of their framework is provided. Heras et al. [11] show how to model
the opinions on business oriented websites using argumentation schemes. We
share the same goal (i.e. providing a formal structure to on-line dialogues for
evaluation,), but in our proposal we achieve it using an automatic technique to
generate the arguments from natural language texts as well as their relations.

6 Conclusions

In this paper, we presented a framework to support community managers in
managing argumentative discussions on wiki-like platforms. In particular, our
approach proposes to automatically detect the natural language arguments and
the relations among them, i.e., support or challenges, and then to organize the
detected arguments in bipolar argumentation frameworks. This kind of repre-
sentation helps community managers to understand the overall structure of the
discussions and which are the winning arguments. Moreover, the generated data
set is translated in RDF using an extension of the SIOC Argumentation vocabu-
lary such that the discussions can be queried using SPARQL in order to discover
further insightful information. The experimental evaluation shows that in 85%
of the cases, the proposed approach correctly detects the accepted arguments.

SIOC17 allows to connect the arguments to the users who propose them. This
is important in online communities because it allows to evaluate the arguments
depending on the expertise of their sources. In this paper, we do not represent
users neither in the argumentation frameworks nor in the RDF representation
of the discussions, and this is left as future work. Moreover, we plan to move
from the crisp evaluation of the arguments’ acceptability towards a more flexible
evaluation where the expertise of the users proposing the arguments plays a role.
As future work on the NLP side, we consider experimenting a TE system carrying
out a three-way judgment task (i.e. entailment, contradiction and unknown), to
allow for a finer-grained classification of non entailment pairs (i.e. to separate
when T contradicts H, from when H is more informative than T).

17 http://sioc-project.org

http://sioc-project.org
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Abstract. We describe a semantic wiki system with an underlying controlled
natural language grammar implemented in Grammatical Framework (GF). The
grammar restricts the wiki content to a well-defined subset of Attempto Con-
trolled English (ACE), and facilitates a precise bidirectional automatic translation
between ACE and language fragments of a number of other natural languages,
making the wiki content accessible multilingually. Additionally, our approach al-
lows for automatic translation into the Web Ontology Language (OWL), which
enables automatic reasoning over the wiki content. The developed wiki environ-
ment thus allows users to build, query and view OWL knowledge bases via a
user-friendly multilingual natural language interface. As a further feature, the
underlying multilingual grammar is integrated into the wiki and can be collabora-
tively edited to extend the vocabulary of the wiki or even customize its
sentence structures. This work demonstrates the combination of the existing tech-
nologies of Attempto Controlled English and Grammatical Framework, and is
implemented as an extension of the existing semantic wiki engine AceWiki.

Keywords: semantic wiki, multilinguality, controlled natural language, Attempto
Controlled English, Grammatical Framework.

1 Introduction

Wikis are user-friendly collaborative environments for building knowledge bases in nat-
ural language. The most well-known example is Wikipedia, an encyclopedia that is
being built by around 100,000 users in hundreds of different languages, with numer-
ous other wikis for smaller domains. Semantic wikis [4] combine the main properties
of wikis (ease of use, read-write, collaboration, linking) with knowledge engineering
technology (structured content, knowledge models in the form of ontologies, automatic
reasoning). Semantic wiki editors simultaneously work with the natural language con-
tent and its underlying formal semantics representation. The resulting wikis offer more
powerful content management functions, e.g. dynamically created pages based on se-
mantic queries and detection of semantic errors in the content, but have to somehow
meet the challenge of keeping the user interface as simple as expected from wikis.
The existing semantic wiki engines (e.g. Semantic Mediawiki1, Freebase2) support the

1 http://semantic-mediawiki.org/
2 http://www.freebase.com/
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inclusion of semantics in the form of RDF-like subject-predicate-object triples, e.g.
typed wikilinks (predicates) between two articles (the subject and the object).

Our approach to semantic wikis is based on controlled natural language (CNL) [30].
A CNL is a restricted version of a natural language. For CNLs like Attempto Con-
trolled English (ACE) [9], the syntax is precisely defined, the sentences have a formal
(executable) meaning, and they come with end-user documentation describing syntax,
semantics and usage patterns. CNLs and their editing tools support the creation of texts
that are natural yet semantically precise, and can thus function well in human-machine
communication. CNL-based wikis — such as AceWiki [16], on which our approach
is based — can offer greater semantic expressivity compared to traditional seman-
tic wikis (e.g. OWL instead of RDF), but their user interface is easier to work with
(because it is still based on natural language).

In this paper we describe a semantic wiki system with an underlying controlled nat-
ural language grammar implemented in Grammatical Framework (GF). The grammar
restricts the wiki editors into a well-defined subset of ACE that is automatically translat-
able into the Web Ontology Language (OWL) [11] and thus enables automatic semantic
reasoning over the wiki content. Additionally, the grammar facilitates a precise bidirec-
tional automatic translation between ACE and language fragments of a number of other
natural languages. The developed wiki environment thus allows users to build, query
and view OWL knowledge bases via a user-friendly multilingual natural language in-
terface. The underlying multilingual grammar is integrated into the wiki itself and can
be collaboratively edited to extend the vocabulary and even customize the multilin-
gual representations of ACE sentences. Our work demonstrates the combination of the
existing technologies of ACE and GF, and is implemented by extending the existing
ACE-based semantic wiki engine AceWiki with support to multilinguality and collab-
orative GF grammar editing. The main goal of this work is to explore natural language
grammar based semantic wikis in the multilingual setting. As a subgoal we ported a
fragment of ACE to several natural languages (other than English) in a principled way
by implementing a shared abstract syntax. The wiki environment allows us to test the
usefulness of this work and furthermore collaboratively improve the initial ports. The
overall work is part of the the EU research project MOLTO3.

This paper is structured as follows: in Section 2 we review related work; in Section 3
we introduce the core features of the existing tools and technologies employed in the rest
of the paper (namely ACE, GF and AceWiki); in Section 4 we describe the multilingual
GF-implementation of ACE; in Section 5 we discuss the extension of AceWiki based
on the GF-implementation of ACE; in Section 6 we provide an initial evaluation of our
system; in Section 7 we summarize our main results and outline future work.

2 Related Work

The related work falls into several categories such as multilingual CNLs, CNL-based
wikis, multilingual wikis, multilingual ontologies, and ontology verbalization.

Many general purpose and domain-specific controlled natural languages have been
developed based on many different natural languages [24]. However, there has not been

3 http://www.molto-project.eu

http://www.molto-project.eu
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an effort to bring them under the same semantic model or synchronize their develop-
ment in a community-driven manner [22]. Our multilingual ACE grammar is an exper-
iment in this direction. A multilingual version of ACE (in GF) was first investigated in
[28]. Our current implementation is partly an extension of this work. A similar work
is [12], which builds a bidirectional interface between a controlled fragment of Latvian
and OWL, using ACE as an interlingua, and implementing the interface using GF.

The main CNL-based wiki that we are aware of is AceWiki which is also the basis
of our work and will be discussed below. [10] describes the MoKi semantic wiki engine
which offers a “lightly-structured access mode” for its structured content (OWL). In
this mode the content is displayed as an uneditable ACE text; editing is supported for
the simpler isA and partOf statements using templates that combine CNL with HTML-
forms, or using a native OWL syntax. In terms of multilinguality our wiki system has
some similarities with the OWL ontology editor described in [2] which allows the user
to view the ontology in three CNLs, two based on English and one on Chinese. As the
main difference compared to these systems, our system uses the CNLs as the only user
interface for both editing and viewing.

The research on GF has not yet focused on a wiki-like tool built on top of a GF-
based grammar or application. Tool support exists mostly for users constructing single
sentences (not texts) and working alone (not in collaboration). A notable exception is
[23], which investigates using GF in a multilingual wiki context, to write restaurant
reviews on the abstract language-independent level by constructing GF abstract trees.

Even though the mainstream wiki engines generally allow for the wiki articles to be
written in multiple languages, these different language versions exist independently of
each other and only article-level granularity is offered by the system for interlinking the
multilingual content. Some recent work targets that problem though, e.g. the EU project
CoSyne4 develops a technology for the multilingual content synchronization in wikis
by using machine translation.

Ontology languages (such as RDF, OWL and SKOS) typically support language-
specific labels as attachments to ontological entities (such as classes and properties).
Although the ontological axioms can thus be presented multilingually, their keywords
(e.g. SubClassOf, some, only) are still in English and their syntactic structure is not
customizable. This is clearly insufficient for true ontology verbalization, especially for
expressive ontology languages like OWL as argued in [6], which describes a sophisti-
cated lexical annotation ontology to be attached to the domain ontology as linguistic
knowledge. Our work can also be seen as attaching (multilingual) linguistic knowledge
to a semantic web ontology. [7] discusses a multilingual CNL-based verbalization of
business rules. It is similar to our approach by being implemented in GF but differs by
not using OWL as the ontology language.

3 Underlying Technologies

3.1 Attempto Controlled English

Attempto Controlled English (ACE) [9] is a general purpose CNL based on first-order
logic. ACE can be viewed as both a natural language understandable to every English

4 http://www.cosyne.eu/

http://www.cosyne.eu/
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speaker, as well as a formal language with a precisely defined syntax and semantics un-
derstandable to automatic theorem proving software. ACE offers many language con-
structs, the most important of which are countable and mass nouns (e.g. ‘man’, ‘water’);
proper names (‘John’); generalized quantifiers (‘at least 2’); indefinite pronouns (‘some-
body’); intransitive, transitive and ditransitive verbs (‘sleep’, ‘like’, ‘give’); negation,
conjunction and disjunction of noun phrases, verb phrases, relative clauses and sen-
tences; and anaphoric references to noun phrases through definite noun phrases, pro-
nouns, and variables. Texts built from these units are deterministically interpreted via
Discourse Representation Structures (DRS) [15], which can be further mapped to for-
mats supported by existing automatic reasoners (e.g. OWL, SWRL, FOL, TPTP). The
ACE sentence structures and their unambiguous interpretations are explained in the
end-user documentation in the form of construction and interpretation rules.

The grammar of ACE and its mapping to DRS cannot be modified by the end-users
but they can customize ACE in their applications by specifying a content word lexicon
of nouns, verbs, adjectives, adverbs and prepositions and their mapping to logical atoms.

While originally designed for software specifications, in the recent years ACE has
been developed with the languages and applications of the Semantic Web in mind. [13]
describes ACE fragments suitable for mapping to and from languages like OWL, SWRL
and DL-Query. ACE View [14] and AceWiki are ACE-based tools for building OWL
ontologies. The study described in [20] provides evidence that ACE is a user-friendly
language for specifying OWL ontologies, providing a syntax that is easier to understand
and use compared to the standard OWL syntaxes.

3.2 Grammatical Framework

Grammatical Framework (GF) [27] is a functional programming language for building
multilingual grammar applications. Every GF program consists of an abstract syntax
(a set of functions and their categories) and a set of one or more concrete syntaxes
which describe how the abstract functions and categories are linearized (turned into
surface strings) in each respective concrete language. The resulting grammar describes
a mapping between concrete language strings and their corresponding abstract trees
(structures of function names). This mapping is bidirectional — strings can be parsed
to trees, and trees linearized to strings. As an abstract syntax can have multiple cor-
responding concrete syntaxes, the respective languages can be automatically translated
from one to the other by first parsing a string into a tree and then linearizing the obtained
tree into a new string.

While GF can be used to build parsers and generators for formal languages, it is
optimized to handle natural language features like morphological variation, agreement,
and long-distance dependencies. Additionally, the GF infrastructure provides a resource
grammar library (RGL), a reusable grammar library of the main syntactic structures
and morphological paradigms currently covering about 30 natural languages [26]. As
the library is accessible via a language-independent API, building multilingual applica-
tions remains simple even if the programmers lack detailed knowledge of the linguis-
tic aspects of the involved languages. These features make GF a good framework for
the implementation of CNLs, especially in the multilingual setting [29]. The develop-
ment of GF has focused on parsing tools, grammar editors, and extending the grammar
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library to new languages. The current algorithm for parsing GF grammars is based on
Parallel Multiple Context-Free Grammars and allows for incremental parsing, which
enables look-ahead editing [1].

3.3 AceWiki

AceWiki5 [18] is a CNL-based semantic wiki engine, implemented in Java using the
Echo Web Framework6. It uses ACE as the content language and OWL as its un-
derlying semantic framework integrating its main reasoning tasks (consistency check-
ing, classification and query answering) and making them available via the ACE-based
interface.

The content of an AceWiki instance is written in a subset of ACE formally defined in
a grammar notation called Codeco [19]. The grammar targets an OWL-compatible frag-
ment of ACE, i.e. ACE sentences that are semantically outside of the OWL expressivity
cannot be expressed in the wiki. This guarantees that all of the AceWiki content can be
automatically translated to OWL in the background. Additionally, the grammar is used
to drive a look-ahead editor which guides the input of a new sentence by proposing only
syntactically legal continuations of the sentence.

The AceWiki content is structured into a set of articles, each article containing a
sequence of entries which are either declarative sentences (corresponding to OWL ax-
ioms) or questions (corresponding to OWL class expressions). Additionally informal
comments are supported. Upon every change in the wiki, an OWL reasoner determines
its effect and possibly flags inconsistencies or updates the dynamically generated parts
of the wiki (e.g. concept hierarchies and answers to questions).

The content words (proper names, nouns, transitive verbs, relational nouns and tran-
sitive adjectives) in the wiki sentences map one-to-one (i.e. link) to wiki articles. Seman-
tically, content words correspond to OWL entities: proper names to OWL individuals,
nouns to OWL classes, and the relational words to OWL properties.

4 Multilingual ACE

In order to provide a multilingual interface to AceWiki, we implemented the syntax of
ACE in GF and ported it via the RGL API to multiple natural language fragments. (See
the ACE-in-GF website7 and [5] for more details of this work.) On the ACE side, the
grammar implements the subset supported by the AceWiki Codeco grammar and can be
thus automatically tested against the Codeco implementation to verify the coverage and
precision properties. The implementation accesses the GF English resource grammar
through the language-independent API (Figure 1). This API makes it easy to plug in
other RGL-supported languages. Our current implementation targets 15 European lan-
guages. Most of them provide full coverage of the ACE syntactic structures, for some
languages a few structures (e.g. verb phrase coordination, some forms of questions)
have not been implemented yet.

5 http://attempto.ifi.uzh.ch/acewiki/
6 http://echo.nextapp.com/
7 http://github.com/Attempto/ACE-in-GF

http://attempto.ifi.uzh.ch/acewiki/
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-- ACE noun phrase uses the RGL noun phrase structure
lincat NP = Syntax.NP ;
...
-- noun phrase with the determiner ’every’ e.g. ’every country’
lin everyNP = Syntax.mkNP every_Det ;
...
-- verb phrase with a passive transitive verb and a noun phrase
-- e.g. ’bordered by Germany’
lin v2_byVP v2 np = mkVP (passiveVP v2) (Syntax.mkAdv by8agent_Prep np) ;

Fig. 1. Fragment of a GF grammar for ACE listing the linearization rules for the functions
everyNP and v2_byVP. There are around 100 such rules. This GF module (functor) imple-
ments the ACE sentence structures via RGL’s API calls (e.g. every_Det, mkVP). A concrete
language implementation parametrizes this functor with a concrete language resource (English
in case of ACE) and possibly overrides some of the rules with language-specific structures. For
the function categories, the grammar uses categories that are also used in the ACE user-level
documentation, e.g. noun (N), transitive verb (V2), noun phrase (NP), relative clause.

While most of the multilingual grammar can be written in a language-neutral format,
the lexicon modules are language dependent. Different languages have different mor-
phological complexity, e.g. while the Codeco-defined AceWiki subset of ACE operates
with two noun forms (singular and plural) and three verb forms (infinitive, 3rd per-
son singular and past participle), other languages (e.g. Finnish) might need many more
forms to be used in the various ACE sentence structures. Fortunately, we can make use
of the RGL calls, e.g. mkN (“make noun”) and mkV2 (“make transitive verb”), to cre-
ate the necessary (language-specific) lexicon structures from a small number of input
arguments (often just the lemma form), using the so called smart paradigms [26].

In order to view an ACE text in another language, one needs to parse it to an ab-
stract tree which can then be linearized into this language (Figure 2). This makes it
possible to map various natural language fragments to the formal languages that are
supported by ACE (e.g. OWL and TPTP) and verbalize such formal languages via ACE
(if this is supported) into various natural language fragments (Figure 3). For example,
the OWL-to-ACE verbalizer [13] can be used as a component in a tool that makes an
OWL ontology viewable in a natural language, say Finnish. This tool must contain a
lexicon, i.e. a mapping of each OWL entity to the Finnish word that corresponds to the
ACE category that the verbalizer assigns to the OWL entity.

While the ACE concrete syntax is designed to be unambiguous, i.e. every supported
sentence generates just a single abstract tree, the grammar in general does not guarantee
this property for the other implemented languages. In some cases it seems to be better
to let a user work with an ambiguous representation if it offers a simpler syntax and if
the ambiguity can be always explained (e.g. via the ACE representation) or removed in
the actual usage scenario (e.g. in a collaborative wiki environment).

5 AceWiki-GF

Our multilingual semantic wiki based on ACE and GF has been realized as an exten-
sion of AceWiki, and is thus (preliminarily) called AceWiki-GF. Extending AceWiki
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if_thenS
(vpS
(termNP X_Var) (v2VP contain_V2 (termNP Y_Var)))

(neg_vpS
(termNP Y_Var) (v2VP contain_V2 (termNP X_Var)))

ACE: if X contains Y then Y does not contain X
Dutch: als X Y bevat , dan bevat Y niet X
Finnish: jos X sisältää Y:n niin Y ei sisällä X:ää
German: wenn X Y enthält , dann enthält Y X nicht
Spanish: si X contiene Y entonces Y no contiene X

Fig. 2. Abstract tree and its linearizations into five languages which express the OWL asymmet-
ric property axiom, which is assigned by the ACE-to-OWL mapping to the ACE sentence. The
linearizations feature different word orders depending on the language. The tree abstracts away
from linguistic features like word order, case, and gender, although it still operates with syntactic
notions such as negated verb phrase.

ACE DRS

OWL

TPTP

...

abstract
trees

German

Finnish

...

Fig. 3. Bidirectional mapping between a formal language like OWL and a natural language like
Finnish facilitated by the multilingual GF-implementation of ACE and various mappings between
ACE and other formal languages.

has allowed us to reuse its infrastructure (such as look-ahead editing, access to OWL
reasoners, the presentation of reasoning results, and document navigation). In the fol-
lowing we only describe the main differences and extensions. (See Section 3.3 for the
general discussion of the AceWiki engine.)

Because AceWiki is a monolingual engine, several modifications had to be done
to accommodate multilinguality, i.e. to support viewing/editing in multiple languages
depending on the users’ preferences:

– the Codeco grammar/parser for ACE was replaced by the GF-implemented multi-
lingual ACE grammar and a GF parser;

– the English-specific lexicon editor was replaced by a simple GF source editor which
can be used to edit any GF grammar modules, among them lexicon modules;

– the atomic wiki entry, which for the monolingual AceWiki was an ACE sentence,
was changed to a GF abstract tree set. The new representation is language-neutral
and can furthermore represent ambiguity, as explained in Section 4;

– the notion of wiki article/page was extended to also include arbitrarily named pages
(in AceWiki all pages are named by their corresponding OWL entity) and pages that
represent editable grammar modules.

The existing AceWiki user interface has largely been preserved; the main additions
are the disambiguation dialog and a menu for setting the content language, which also
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Fig. 4. Multilingual geography article displayed in ACE and German. The wiki language (of both
the content and the user interface) can be changed in the left sidebar. Otherwise the user interface
is the same as in AceWiki, with the look-ahead editor that helps to input syntactically controlled
sentences, in this case offering proper names and common nouns as possible continuations.

determines the user interface language (Figure 4). The wiki still follows the main princi-
ple of CNL-based wikis, i.e. that formal notations are hidden. In our case the user does
not see the trees which actually define the content but only interacts with the natural
language sentences. (Experienced users can still look at the GF parser output providing
information on syntax trees, translation alignment diagrams, etc.)

5.1 Structure and Linking

In general, AceWiki-GF follows the AceWiki structure — the wiki is a set of articles,
each containing a sequence of sentences. New is the fact that also the grammar defini-
tion is part of the wiki and can be referenced from the articles using wikilinks.

A GF grammar is structured in a way that is naturally representable as a set of wiki
articles. Each grammar module can be stored as a wiki article and linked to the mod-
ules that it imports. Furthermore, grammar modules have internal structure — sets of
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categories and functions (which reference categories) — which can be linked to wiki
content because the content is represented as a set of trees (i.e. structures of function
names). One of the benefits of having a grammar definition as part of the wiki is that it
provides an integrated documentation of the language that the wiki users are required
to use. Note that the full grammar contains also modules which are part of the gen-
eral RGL and thus not editable and also not part of the wiki. This resource is made
accessible via external links to the online RGL browser8.

5.2 Sentence Editing

The user interface for adding and modifying wiki entries is the same as in AceWiki,
i.e. based on sentences and supporting the completion of a syntactically correct sen-
tence by displaying a list of syntactically legal words that can follow the partially com-
pleted sentence. The language of the sentence depends on the chosen wiki language.
In case an entry is ambiguous (i.e. parsing results in multiple trees) then the ambigu-
ity is preserved. If viewed in another language, multiple different sentences can then
occur as linearizations of the ambiguity. This allows the wiki users who work via the
other language to resolve the ambiguity. A monolingual way to deal with ambiguity
is to implement for every concrete syntax an additional “disambiguation syntax” [29],
that overrides the linearizations of the ambiguous constructs to have an unambiguous,
although possibly a more formal-looking notation. This syntax could be used to display
the entry in the case of ambiguity.

We note that some syntax-aware editors, e.g. the GF Syntax Editor9 or the OWL
Simplified English editor [25], operate more on the abstract tree level and thus avoid
the problem of ambiguous entries. These approaches also simplify smaller edits e.g.
replacing a word in the beginning of the sentence. The fact that they abstract away
from linguistic details like case and gender might make them preferable for users with
only basic knowledge of the underlying language. It is therefore worth exploring these
editing approaches also in the AceWiki-GF context.

5.3 Lexicon and Grammar Editing

Our wiki makes the grammar available as a set of interlinked grammar modules falling
into the following categories:

– ACE resource grammar (about 30 modules which are typically identical to their
English resource grammar counterparts, sometimes overriding certain structures);

– ACE application grammar, reflecting the AceWiki subset of ACE (one module);
– instantiation of this grammar for each supported language with additional modules

that describe language-specific overriding of some of the functions;
– content word lexicon module(s) for each language.

In order to add a new word to the wiki, a line needs to be added to the lexicon wiki page,
i.e. the page that corresponds to the lexicon module (Figure 5). Although editing the

8 http://www.grammaticalframework.org/lib/doc/browse/
9 http://cloud.grammaticalframework.org/syntax-editor/editor.html

http://www.grammaticalframework.org/lib/doc/browse/
http://cloud.grammaticalframework.org/syntax-editor/editor.html
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Danish: country_N = mkN "land" "landet" ;
Dutch: country_N = mkN "land" neuter ;
Finnish: country_N = mkN "maa" ;
French: country_N = mkN "pays" masculine ;
German: country_N = mkN "Land" "Länder" neuter ;
Italian: country_N = mkN "paese" ;
Swedish: country_N = mkN "land" "landet" "länder" "länderna" ;

Fig. 5. Entries in the multilingual lexicon. Smart paradigms like mkN are used to create the inter-
nal structure of the entry. In many cases giving only the lemma form to the word class operator is
sufficient to get a correct internal structure. In some cases further forms or information about gen-
der (in some languages) needs to be added. This makes the user interface to the lexicon relatively
simple and homogeneous across languages.

lexicon technically means editing the GF grammar, the lexicon module is conceptually
much simpler than the general grammar module and maps one-to-one to the respective
ACE lexicon structure (for English). The structure of lexicons in all the supported lan-
guages is roughly the same even if some languages are morphologically more complex
(e.g. have more case endings). The language-specific lexical structures are hidden from
the user behind language-neutral categories like N and V2 and constructed by functions
like mkN and mkV2 which are capable of determining the full word paradigm on the
basis of only one or two input forms. Thus, support for multilinguality does not increase
the conceptual complexity of the wiki.

Wiki users experienced in GF are also able to modify the full grammar, although we
do not see many compelling use cases for that as ACE itself is pre-defined and thus
changing its grammar should not be allowed (e.g. it would break the functioning of the
mapping to OWL). Its verbalization to other languages, however, is sometimes a matter
of taste, and could be therefore made changeable by the wiki users, e.g. users can add
an alternative formulation of an ACE sentence in some language by using a GF variant.
Also, the possibility to define arbitrary GF operators can make certain lexicon entry
tasks more convenient.

A change to the underlying grammar (even if only in the lexicon module) can have
the following consequences for the content: (1) removing a function can render some
of the wiki entries (the ones whose trees use this function) invalid, the user must then
reformulate the respective sentences to conform to the new grammar/lexicon; (2) alter-
ing the linearization of a function might cause some sentences to become unparsable or
ambiguous in the corresponding language. This does not have an immediate effect on
the stored wiki content because the storage is based on trees, but if an existing sentence
is submitted again to the parser then it might fail or result in more trees than before.
A general change to a grammar module (e.g. removing a category) can also make the
whole grammar invalid, which obviously should be avoided.

5.4 Underlying Semantic Representation

As in the original AceWiki, each AceWiki-GF entry has a corresponding OWL repre-
sentation. It is obtained by linearizing the abstract tree of the entry as an ACE sentence
(using the multilingual grammar) and then translating it to OWL (as defined in [13]).
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In the ACE representation each content word is annotated with its word class informa-
tion and the corresponding OWL entity, which is currently derived from the lemma form
of the ACE word. Ambiguous wiki entries map in general to multiple OWL forms (al-
though this is not necessarily the case). Such entries are not included in the underlying
semantic representation.

5.5 Multilinguality

The content of our wiki can be currently made available in up to 15 languages, which
form a subset of the RGL that has been tested in the context of the multilingual ACE
grammar. In principle every RGL language (that exists now or will be added to the
RGL in the future) can be plugged in, because we access the RGL via its language-
neutral API. However, language-specific customization of some of the phrase structures
is usually necessary as discussed in Section 4.

For a concrete wiki instance a smaller number of languages might be initially pre-
ferred and more translations of the wiki content could be added gradually. In addition
to the wiki reader and the wiki editor, there is now a third type of a wiki user, namely
the translator. Their main task is to translate all existing words by referencing the cor-
rect operators in the RGL morphological API and to check if the automatically gener-
ated translations are accurate with respect to ACE. The skillset for this task therefore
includes the knowledge of ACE and the RGL morphology API.

5.6 Implementation

Apart from having been implemented as an extension of AceWiki, the discussed wiki
engine is supported by two external (and independently developed) tools. First, the GF
Webservice [3] provides linearization and parsing (and the related look-ahead) services
for GF grammars. The GF Webservice has been recently extended to provide a GF
Cloud Service API10 which additionally allows for modifications to the grammar. Sec-
ondly, the ACE parser APE11 provides the mapping of ACE sentences to the OWL
form (as is the case also for the monolingual AceWiki). The current implementation of
AceWiki-GF is available on GitHub12 and can be used via some demo wikis13.

6 Evaluation

In previous work, two usability experiments have been performed on AceWiki with al-
together 26 participants [17]. The results showed that AceWiki and its editor component
are easy to learn and use. Another study confirmed that writing ACE sentences with the
editor is easier and faster than writing other formal languages [21]. It has also been
demonstrated that ACE is more effective than the OWL Manchester Syntax in terms

10 http://cloud.grammaticalframework.org/gf-cloud-api.html
11 http://github.com/Attempto/APE
12 http://github.com/AceWiki/AceWiki
13 http://attempto.ifi.uzh.ch/acewiki-gf/

http://cloud.grammaticalframework.org/gf-cloud-api.html
http://github.com/Attempto/APE
http://github.com/AceWiki/AceWiki
http://attempto.ifi.uzh.ch/acewiki-gf/
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of understandability [20]. As these previous studies did not include the multilinguality
features, the evaluations presented below focus on the multilingual grammar aspects.

We first evaluated how many syntactically correct sentences of the AceWiki ACE
subset the multilingual grammar accepts. To that aim, we used the AceWiki Codeco
testset which is an exhaustive set of sentences with length of up to 10 tokens (19,422
sentences, disregarding some deprecated ACE sentences) [18]. The GF-based ACE
grammar successfully covers all these sentences.

Next, we measured the syntactic precision by randomly generating large numbers of
sentences at different tree depths and parsing them with both the ACE parser and the
Codeco parser. The precision of the grammar was found to be sufficient although not
perfect. The main deficiency compared to the Codeco grammar is the lack of DRS-style
anaphoric reference modeling. In practice this means that some accepted sentences will
be rejected by the ACE-to-OWL translator on the grounds of containing unresolvable
definite noun phrases. Ignoring such sentences the precision was 98% (measured at tree
depth of 4 for which the sentence length is 11 tokens on average).

The ambiguity level of ACE sentences (of the Codeco testset) was found to be 3%.
In these relatively rare cases, involving complex sentences, the grammar assigns two
abstract trees to an input ACE sentence. This is always semantically harmless ambigu-
ity (i.e. it would not manifest itself in translations) resulting from the rules for common
nouns and noun phrases which accept similar input structures. While the coverage and
precision are measures applicable only to the ACE grammar (because an external defini-
tion and a reference implementation of ACE exists), the ambiguity can be measured for
all the languages implemented in the grammar by linearizing trees in a given language
and checking if the result produces additional trees when parsed. Some semantically se-
vere ambiguities were found using this method (e.g. occasional subject/object relative
clause ambiguity in Dutch and German triggered by certain combinations of case and
gender, double negation ambiguity in some Romance languages). These findings can
either be treated in the grammar i.e. in the design of the respective controlled languages
or highlighted in the wiki environment in a way that they can be effectively dealt with.

To measure the translation quality we looked at the translations of 40 ACE sentences
using 20 lexicon entries. The sentences were verbalizations of a wide variety of OWL
axiom structures (also used in [20]). We wanted to check whether the meaning in all the
languages adheres to the precise meaning of OWL statements. The translations covered
nine languages (Catalan, Dutch, Finnish, French, German, Italian, Spanish, Swedish,
and Urdu) and were checked by native speakers to evaluate the translations with respect
to the original ACE sentence and the ACE interpretation rules [5]. In general, the trans-
lations were found to be acceptable and accurate although several types of errors were
found, mainly caused by the fact that the lexicon creators were not very familiar with
the respective languages. Concretely, the following four error types were observed:

RGL Errors. Some problems (e.g. missing articles in Urdu) were traced to errors in
the resource grammar library, and not in our ACE application grammar.

Incorrect Use of Smart Paradigms. Several mistakes were caused by an incorrect use
of the RGL smart paradigms, either by applying a regular paradigm to an irregular
word or simply providing the operator with an incorrect input (e.g. a genitive form
instead of a nominative).



A Multilingual Semantic Wiki Based on ACE and Grammatical Framework 439

Stylistic Issues. A further problem were stylistic issues, i.e. structures that are under-
standable but sound unnatural to a native speaker, e.g. using an inanimate pronoun
to refer to a person.

Negative Determiners. We experienced that translating sentences with negative deter-
miners such as ‘no’, e.g. “every man does not love no woman” or “no man does not
love a woman” can result in meaning shifts between languages. This was eventually
handled by extending the RGL to include noun phrase polarity.

Most of these problems are easy to fix by a native speaker with GF skills. (We assume
that if there is enough interest in the port of a particular wiki into another language, it
should be possible to find such a person.) A more conclusive evaluation is planned that
includes the wiki environment and uses a larger real-world vocabulary.

7 Discussion and Future Work

The main contribution of our work is the study of CNL-based knowledge engineer-
ing in a semantic wiki environment. The main novelty with respect to previous work
is making the wiki environment multilingual. As the underlying technologies we have
used Attempto Controlled English, which is a syntactically user-friendly formal lan-
guage and provides a mapping to the expressive ontology language OWL, and Gram-
matical Framework, which was used to provide a multilingual bidirectional interface
to ACE covering several natural languages. We have built the implementation on top
of AceWiki, an existing monolingual semantic wiki engine. In order to make our sys-
tem multilingual, the architecture of AceWiki was generalized. Although the underly-
ing implementation has become more complex, the user interface has largely remained
the same. On the (multilingual) lexicon editing side, this is mainly due to the support
for smart paradigms that GF provides via its RGL. In the future, we plan to use the
grammar-based approach also to implement the other aspects of the wiki, such as mul-
tilingual user interface labels (see [23]).

The current approach generates the OWL representations using the existing ACE-
to-OWL translator. An alternative method is to implement this translator also in GF.
In this way the users would have full control over what kind of OWL axioms can be
generated because they can edit the OWL mapping (concrete syntax) in the wiki. The
semantic aspects of the wiki could also be generalized to allow for any kind of ACE-
based reasoning, offered by tools like RACE [8] or TPTP reasoners.

The presented work can be also extended in various more general directions. Al-
though the current system is ACE-based, its general architecture allows for any gram-
mar to be used as the basis of the wiki content as long as it is implemented in GF. Such
alternative grammars might not map naturally to a language like OWL and are thus less
interesting in the context of the Semantic Web. Examples are grammars for a tourist
phrase book, a museum catalog, a technical manual, or a collection of mathematics ex-
ercises. Such wikis would mainly profit from the supported multilinguality and not so
much from semantic web style reasoning, or may need other forms of reasoning.

Another direction is to improve the grammar editing features of the environment
and to develop the system into a tool for collaboratively designing CNLs. The wiki
users could take e.g. the ACE grammar as starting point and customize it for a specific
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domain, possibly changing some of its original features and design decisions. The wiki
sentences could then serve as unit/regression test sets to check the currently effective
grammar implementation.
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Abstract. Link Discovery plays a central role in the creation of knowl-
edge bases that abide by the five Linked Data principles. Over the last
years, several active learning approaches have been developed and used
to facilitate the supervised learning of link specifications. Yet so far, these
approaches have not taken the correlation between unlabeled examples
into account when requiring labels from their user. In this paper, we ad-
dress exactly this drawback by presenting the concept of the correlation-
aware active learning of link specifications. We then present two generic
approaches that implement this concept. The first approach is based on
graph clustering and can make use of intra-class correlation. The second
relies on the activation-spreading paradigm and can make use of both
intra- and inter-class correlations. We evaluate the accuracy of these ap-
proaches and compare them against a state-of-the-art link specification
learning approach in ten different settings. Our results show that our
approaches outperform the state of the art by leading to specifications
with higher F-scores.

Keywords: Active Learning, Link Discovery, Genetic Programming.

1 Introduction

The importance of the availability of links for a large number of tasks such as
question answering [20] and keyword search [19] as well as federated queries has
been pointed out often in literature (see, e.g., [1]). Two main problems arise
when trying to discover links between data sets or even deduplicate data sets.
First, naive solutions to Link Discovery (LD) display a quadratic time complex-
ity [13]. Consequently, they cannot be used to discover links across large datasets
such as DBpedia1 or Yago2. Time-efficient algorithms such as PPJoin+ [21] and
HR3 [11] have been developed to address the problem of the a-priori quadratic
runtime of LD approaches. While these approaches achieve practicable runtimes
even on large datasets, they do not guarantee the quality of the links that are
returned by LD frameworks. Addressing this second problem of LD demands

1 http://dbpedia.org
2 http://www.mpi-inf.mpg.de/yago-naga/yago/
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the development of techniques that can compute accurate link specifications
(i.e., aggregations of atomic similarity or distance measures and corresponding
thresholds) for deciding whether two resources should be linked. This problem is
commonly addressed within the setting of machine learning. While both super-
vised (e.g., [15]) and unsupervised machine-learning approaches (e.g., [17]) have
been proposed to achieve this goal, we focus on supervised machine learning.

One of the main drawbacks of supervised machine learning for LD lies in the
large number of links necessary to achieve both a high precision and a high recall.
This intrinsic problem of supervised machine learning has been addressed by re-
lying on active learning [18]. The idea here is to rely on curious classifiers. These
are supervised approaches that begin with a small number of labeled links and
then inquire labels for data items that promise to improve their accuracy. Several
approaches that combine genetic programming and active learning have been de-
veloped over the course of the last couple of years and shown to achieve high
F-measures on the deduplication (see e.g., [4]) and LD (see e.g., [15]) problems.
Yet, so far, none of these approaches has made use of the correlation between
the unlabeled data items while computing the set of most informative items. In
this paper, we address exactly this drawback.

The basic intuition behind this work is that we can provide a better approx-
imation of the real information content of unlabeled data items by taking the
similarity of unlabeled items into account. We call this paradigm the correlation-
aware active learning of link specifications and dub it COALA. A better approx-
imation should ensure that curious classifiers converge faster. Consequently, we
should be able to reduce the number of data items that the user has to label
manually. We thus present and evaluate two generic approaches that implement
this intuition. Overall, our contributions are as follows:

1. We describe the correlation-aware active learning of link specifications.
2. We present the first two generic approaches that implement this concept. The

first is based on graph clustering while the second implements the spreading
activation principle.

3. We combine these approaches with the EAGLE algorithm [15] and show in
ten different settings that our approaches improve EAGLE’s performance
with respect to both F-score and standard deviation.

The approaches presented herein were included in the LIMES framework3. A
demo of the approach can be accessed by using the SAIM interface 4. The rest
of this paper is structured as follows: We first present some of the formal notation
necessary to understand this work. In addition, we give some insights into why
the inclusion of correlation information can potentially improve the behavior of
a curious classifier. Thereafter, we present two approaches that implement the
paradigm of including correlation information into the computation of the most
informative link candidates. We compare the two approaches with the state of

3 http://limes.sf.net
4 http://saim.aksw.org

http://limes.sf.net
http://saim.aksw.org


444 A.-C.N. Ngomo, K. Lyko, and V. Christen

the art in ten different settings and show that we achieve faster convergence and
even a better overall performance in some cases. We finally present some related
work and conclude.

2 Preliminaries

In this section, we present the core of the formal notation used throughout this
paper. We begin by giving a brief definition of the problem we address. Then,
we present the concept of active learning.

2.1 Link Discovery

The formal definition of LD adopted herein is similar to that proposed in [12].
Given a relation R and two sets of instances S and T , the goal of LD is to
find the set M ⊆ S × T of instance pairs (s, t) for which R(s, t) holds. In most
cases, finding an explicit way to compute whether R(s, t) holds for a given pair
(s, t) is a difficult endeavor. Consequently, most LD frameworks compute an
approximation of M by computing a set M̃ = {(s, t) : σ(s, t) ≥ θ}, where σ is
a (complex) similarity function and θ is a distance threshold. The computation
of an accurate (i.e., of high precision and recall) similarity function σ can be
a very complex task [6]. To achieve this goal, machine-learning approaches are
often employed. The idea here is to regard the computation of σ and θ as the
computation of a classifier C : S × T → [−1,+1]. This classifier assigns pairs
(s, t) to the class −1 when σ(s, t) < θ. All other pairs are assigned the class
+1. The similarity function σ and the threshold θ are derived from the decision
boundary of C.

2.2 Active Learning of Link Specifications

Learning approaches based on genetic programming have been most frequently
used to learn link specifications [5,15,17]. Supervised batch learning approaches
for learning such classifiers must rely on large amounts of labeled data to achieve
a high accuracy. For example, the genetic programming approach used in [7]
has been shown to achieve high accuracies when supplied with more than 1000
positive examples. Recent work has addressed this drawback by relying on ac-
tive learning, which was shown in [15] to reduce the amount of labeled data
needed for learning link specifications. The idea behind active learners (also
called curious classifiers [18]) is to query for the labels of chosen pairs (s, t)
(called link candidates) iteratively. We denote the count of iterations with t.
The function label : S × T → {⊕,#,⊗} stands for the labeling function and
encodes whether a pair (s, t) is (1) known be a positive example for a link
(in which case label(s, t) = ⊕), (2) known to be a negative example (in which
case label(s, t) = #) or (3) is unclassified (in which case label(s, t) = ⊗). We
denote classifiers, similarity functions, thresholds and sets at iteration t by us-
ing a superscript notation. For example, the classifier at iteration t is denoted
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Ct while labelt stands for the labeling function at iteration t. We call the set
Pt = {(s, t) ∈ S × T : (label(s, t) = ⊗) ∧ (Ct(s, t) = +1)} the set presumed posi-
tives. The set N t of presumed negatives is defined analogously. If label(s, t) = ⊗,
then we call the class assigned by C to (s, t) the presumed class of (s, t). When
the class of a pair (s, t) is explicit known, we simply use the expression (s, t)’s
class. The set C+t = {(s, t) : Ct(s, t) = +1} is called the set of positive link can-
didates while the set C−t = {(s, t) : Ct(s, t) = −1} is called the set of negative
link candidates. The query for labeled data is carried out by selecting a subset of
Pt with the magnitude k+ (resp. a subset of N t with the magnitude k−). In the
following, we will assume k = k+ = k−. The selection of the k elements from Pt

and N t is carried out by using a function ifm : S×T → R that can compute how
informative a pair (s, t) is for the Ct, i.e., how well the pair would presumably
further the accuracy of Ct. We call I+t ⊆ Pt (resp. I−t ⊆ N t) the set of most
informative positive (resp. most informative negative) link candidates. In this
setting, the information content of a pair (s, t) is usually inverse to its distance
from the boundary of Ct.

Active learning approaches based on genetic programming adopt a comittee-
based setting to active learning. Here, the idea is to learn m classifiers C1, . . . , Cm
concurrently and to have the m classifiers select the sets I−and I+. This is
usually carried out by selecting the k unlabeled pairs (s, t) with positive (resp.
negative) presumed class which lead to the highest disagreement amongst the
classifiers. Several informativeness functions ifm have been used in literature to
measure the disagreement. For example,the authors of [15] use the pairs which
maximize

ifm(s, t) = (m− pos(s, t))(m− neg(s, t)), (1)

where pos(s, t) stands for the number of classifiers which assign (s, t) the pre-
sumed class +1, while neg(s, t) stands for the number of classifiers which assign
(s, t) the class −1. The authors of [7] on the other hand rely on pairs (s, t) which
maximize the entropy score

ifm(s, t) = H

(
pos(s, t)

m

)
where H(x) = −x log(x) − (1− x) log(1− x). (2)

Note that these functions do not take the correlation between the different link
candidates into consideration.

3 Correlation-Aware Active Learning of Link
Specifications

The basic insight behind this paper is that the correlation between the features
of the elements of N and P should play a role when computing the sets I+

and I−. In particular, two main factors affect the information content of a link
candidate: its similarity to elements of its presumed class and to elements of the
other class. For the sake of simplicity, we will assume that the presumed class
of the link candidate of interest is +1. Our insights yet hold symmetrically for
link candidates whose presumed class is −1.
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(a) Intra-
correlation

(b) Inter-
correlation

Fig. 1. Examples of correlations within classes and between classes. In each subfigure,
the gray surface represent N while the white surface stands for P . The oblique line is
C’s boundary.

Let A = (sA, tA), B = (sB , tB) ∈ P to be two link candidates which are
equidistant from C’s boundary. Consider Figure 1a, where P= {A,B,C} andN=
{D}. The link candidate B is on on average most distant from any other elements
of P . Thus, it is more likely to be a statistical outlier than A. Hence, making
a classification error on B should not have the same impact as an erroneous
classification of link candidate A, which is close to another presumably positive
link candidate, C. Consequently, B should be considered less informative than
A. Approaches that make use of this information are said to exploit the intra-
class correlation. Now, consider Figure 1b, where P= {A,B} and N= {C,D}.
While the probability of A being an outlier is the same as B’s, A is still to be
considered more informative than B as it is located closer to elements of N and
can thus provide more information on where to set the classifier boundary. This
information is dubbed inter-class correlation.

4 Approaches

Several approaches that make use of these two types of correlations can be envis-
aged. In the following, we present two approaches for these purposes. The first
makes use of intra-class correlations and relies on graph clustering. The second
approach relies on the spreading activation principle in combination with weight
decay. We assume that the complex similarity function σ underlying C is com-
puted by combining n atomic similarity functions σ1, . . . , σn. This combination
is most commonly carried out by using metric operators such as min, max or
linear combinations.5 Consequently, each link candidate (s, t) can be described
by a vector (σ1(s, t), . . . , σn(s, t)) ∈ [0, 1]n. We define the similarity of link can-
didates sim : (S × T )2 → [0, 1] to be the inverse of the Euclidean distance in
the space spawned by the similarities σ1 to σn. Hence, the similarity of two link
candidates (s, t) and (s′, t′) is given by:

5 See [12] for a more complete description of a grammar for link specifications.



COALA – Correlation-Aware Active Learning of Link Specifications 447

sim((s, t), (s′, t′)) =
1

1 +

√
n∑

i=1

(σi(s, t)− σi(s′, t′))2

. (3)

Note that we added 1 to the denominator to prevent divisions by 0.

4.1 Graph Clustering

The basic intuition behind using clustering for COALA is that groups of very
similar link candidates can be represented by a single link candidate. Conse-
quently, once a representative of a group has been chosen, all other elements
of the group become less informative. An example that illustrates this intuition
is given in Figure 2. We implemented COALA based on clustering as shown in
Algorithm 1. In each iteration, we begin by first selecting two sets S+ ⊆ P resp.
S− ⊆ N that contain the positive resp. negative link candidates that are most
informative for the classifier at hand. Formally, S+ fulfills

∀x ∈ S+ ∀y ∈ P , y /∈ S+ → ifm(y) ≤ ifm(x). (4)

The analogous equation holds for S−. In the following, we will explain the further
steps of the algorithm for S+. The same steps are carried out for S−. First, we
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Fig. 2. Example of clustering. One of the most informative single link candidate is
selected from each cluster. For example, d is selected from the cluster {d, e}.

compute the similarity of all elements of S+ by using the similarity function
shown in Equation 3. In the resulting similarity matrix, we set all elements
of the diagonal to 0. Then, for each x ∈ S+, we only retain a fixed number
ec of highest similarity values and set all others to 0. The resulting similarity
matrix is regarded as the adjacency matrix of an undirected weighted graph
G = (V,E, sim). G’s set of nodes V is equal to S+. The set of edges E is a
set of 2-sets6 of link candidates. Finally, the weighted function is the similarity

6 A n-set is a set of magnitude n.
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function sim. Note that ec is the minimal degree of nodes in G. In a second
step, we use the graph G as input for a graph clustering approach. The resulting
clustering is assumed to be a partition V of the set V of vertices of G. The
informativeness of partition Vi ∈ V is set to max

x∈Vi

ifm(x). The final step of our

approach consists of selecting the most informative node from each of the k most
informative partitions. These are merged to generate I+, which is sent as query
to the oracle. The computation of I− is carried out analogously. Note that this
approach is generic in the sense that it can be combined with any graph clustering
algorithm that can process weighted graphs as well as with any informativeness
function ifm. Here, we use BorderFlow [16] as clustering algorithm because (1)
it has been used successfully in several other applications [9,10] and (2) it is
parameter-free and does not require any tuning.

Algorithm 1. COALA based on Clustering

input : mappingSet set of mappings, exampleCount number of examples,
edgesPerNode maximal number of edges per node

output: list of mappings for the oracle oracleList
1 S−:=get closest negative mapppings(mappingSet)
2 S+:= get closest positive mapppings(mappingSet)
3 clusterSet:= ∅
4 for set ∈ {S−,S+} do
5 G := buildGraph(set,edgesPerNode)
6 clusterSet← clustering(G)
7 visitedClusters := ∅, addedElements :=0
8 sortedMappingList := sortingByDistanceToClassfier(mappingSet)
9 repeat

10 (s, t):= next(sortedMappingList)
11 partition:=getPartition((s, t))
12 if partition /∈ visitedClusters then
13 oracleList:=add((s, t))
14 addedElements:=+1
15 visitedClusters:=addCluster(partition)

16 until addedElements = exampleCount

4.2 Spreading Activation with Weight Decay

The idea behind spreading activation with weight decay (WD) is to combine the
intra- and inter-class correlation to determine the informativeness of each link
candidate. Here, we begin by computing the set S = S+ ∪ S−, where S+ and
S− are described as above. Let si and sj be the ith and jth elements of S. We
then compute the quadratic similarity matrix M with entries mij = sim(si, sj)
for i 	= j and 0 else. Note that both negative and positive link candidates belong
to S. Thus,M encodes both inter- and intra-class correlation. In addition toM,



COALA – Correlation-Aware Active Learning of Link Specifications 449

we compute the activation vector A by setting its entries to ai =ifm(si). In the
following, A is considered to be a column vector. The spreading of the activation
with weight decay is then carried out as shown in Algorithm 2.

Algorithm 2. COALA based on Weight Decay

input : mappingSet set of mappings, r fix point exponent, exampleCount
number of examples

output: oracleList list of mapping for the oracle
1 M:= buildAdjacenceMatrix(mappingSet)
2 A:= buildActivationVector(mappingSet)
3 repeat
4 A := A/maxA
5 A := A+M×A
6 M := (∀mij ∈ M : mij := mr

ij)
7 until ∀mij ∈M|mij �= 1 : mij ≤ ε
8 oracleList:= getMostActivatedMapping(A,exampleCount)

In a first step, we normalize the activation vector A to ensure that the values
contained therein do not grow indefinitely. Then, in a second step, we set A =
A+M×A. This has the effect of propagating the activation of each s to all its
neighbors according to the weights of the edges between s and its neighbors. Note
that elements of S+ that are close to elements of S− get a higher activation than
elements of S+ that are further away from S− and vice-versa. Moreover, elements
at the center of node clusters (i.e., elements that are probably no statistical
outliers) also get a higher activation than elements that are probably outliers.
The idea behind the weight decay step is to update the matrix by setting each
mij to mr

ij , where r > 1 is a fix exponent. This is the third step of the algorithm.
Given that ∀i∀j mij ≤ 1, the entries in the matrix get smaller with time. By these
means, the amount of activation transferred across long paths is reduced. We run
this three-step procedure iteratively until all non-1 entries of the matrix are less
or equal to a threshold ε = 10−2. The k elements of S+ resp. S− with maximal
activation are returned as I+resp. I−. In the example shown in Figure 3, while
all nodes from S+ and S− start with the same activation, two nodes get the
highest activation after only 3 iterations.

5 Evaluation

The goal of our evaluation was to study the improvement in F-score achieved by
integrating the approaches presented above with a correlation-unaware approach.
We chose to use EAGLE [15], an approach based on genetic programming. We
ran a preliminary experiment on one dataset to determine good parameter set-
tings for the combination of EAGLE and clustering (CL) as well as the combi-
nation EAGLE and weight decay (WD). Thereafter, we compared the F-score
achieved by EAGLE with that of CL and WD in ten different settings.
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Fig. 3. Example of weight decay. Here r was set to 2. The left picture shows the
initial activations and similarity scores while the right picture shows the results after
3 iterations. Note that for the sake of completeness the weights of the edges were not
set to 0 when they reached ε.

5.1 Experimental Setup

Throughout our experiments, we set both mutation and crossover rates to 0.6.
Individuals were given a 70% chance to get selected for reproduction. The popu-
lation sizes were set to 20 and 100. We set k = 5 and ran our experiments for 10
iterations, evolving the populations for 50 generations each iteration. We ran our
experiments on two real-world datasets and three synthetic datasets. The syn-
thetic datasets consisted of the datasets from the OAEI 2010 benchmark7. The
real-world datasets consisted of the ACM-DBLP and Abt-Buy datasets, which
were extracted from websites or databases [8] 8. The ACM-DBLP dataset con-
sists of 2,617 source and 2,295 target publications with 2,224 links between them.
The Abt-Buy dataset holds 1,092 links between 1,081 resp. 1,092 products. Note
that this particular dataset is both noisy and incomplete. All non-RDF datasets
were transformed into RDF and all string properties were set to lower case. Given
that genetic programming is non-deterministic, all results presented below are
the means of 5 runs. Each experiment was ran on a single thread of a server
running JDK1.7 on Ubuntu 10.0.4 and was allocated maximally 2GB of RAM.
The processors were 2.0GHz Quadcore AMD Opterons.

5.2 Results

Parametrization of WD and CL. In a preliminary series of experiments we
tested for a good parametrization of both WD and CL. For this purpose we
ran both approaches on the DBLP-ACM dataset using 5 different values for the
r exponent for weight decay and the clustering ec parameter. The tests were
ran with a population of 20, r = {2, 4, 8, 16, 32} and ec = {1, 2, 3, 4, 5}. Fig-
ures 4a and 4b show the results of achieved F-scores and runtimes. In both plots
f(p) and d(p) denote the F-score and runtime of the particular method using the

7 http://oaei.ontologymatching.org/2010/
8 http://dbs.uni-leipzig.de/en/research/projects/object matching/fever/

benchmark datasets for entity resolution

http://oaei.ontologymatching.org/2010/
http://dbs.uni-leipzig.de/en/research/projects/object_matching/fever/benchmark_datasets_for_entity_resolution
http://dbs.uni-leipzig.de/en/research/projects/object_matching/fever/benchmark_datasets_for_entity_resolution
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(a) r parameter of WD
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(b) ec for CL

Fig. 4. Testing different r and ec parameter for both approaches on the DBLP-ACM
dataset. f(p) denotes the F-score accieved with the method wusing the parameter p,
while d(p) denotes the reuired run time.

p parameter. Figure 4a suggests that r = 2 leads to a good accuracy (especially
for later inquiries) while requiring moderate computation resources. Similarly,
r = 16 promises fast convergence and led to better results in the fourth and
fifth iterations. Still, we chose r = 2 for all experiments due to an overall better
performance. The test for different ec parameters led us to use an edge limit
of ec = 3. This value leads to good results with respect to both accuracy and
runtime as Figure 4b suggests.

Runtime and F-Score. Figures 5 - 9 show the results of both our approaches
in comparison to the EAGLE algorithm. And a summary of the results is given
in Table 1. Most importantly, our results suggest that using correlation informa-
tion can indeed improve the F-score achieved by curious classifiers. The average
of the results achieved by the approaches throughout the learning process (left
group of results in Table 1) shows that already in average our approaches out-
perform EAGLE in 9 from 10 settings. A look at the final F-scores achieved by
the approaches show that one of the approaches WD and CL always outperform
EAGLE both with respect to the average F-score and the standard deviation
achieved across the 5 runs except on the Restaurant data set (100 popultion),
where the results of CL and EAGLE are the same. This leads us to conclude
that the intuition underlying this paper is indeed valid. Interestingly, the experi-
ments presented herein do not allow declaring CL superior to WD or vice-versa.
While CL performs better on the small population, WD catches up on larger
populations and outperform CL in 3 of 5 settings. An explanation for this behav-
ior could lie in WD taking more information into consideration and thus being
more sensible to outliers than CL. A larger population size which reduces the
number of outliers would then be better suited to WD. This explanation is yet
still to be proven in larger series of experiments and in combination with other
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link discovery approaches such as RAVEN. Running WD and CL is clearly more
time-demanding than simply running EAGLE. Still the overhead remains within
acceptable boundaries. For example, while EAGLE needs approx. 2.9s for 100
individuals on the Abt-Buy dataset while both WD and CL require 3.4s (i.e.,
16.3% more time).
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(b) Population = 100

Fig. 5. F-score and runtime on the ACM-DBLP dataset. f(X) stands for the F-score
achieved by algorithm X, while d(X) stands for the total duration required by the
algorithm.
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Fig. 6. F-score and runtime on the Abt-Buy dataset
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(b) Population = 100

Fig. 7. F-score and runtime on the OAEI 2010 Person1 dataset
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(b) Population = 100

Fig. 8. F-score and runtime on the OAEI 2010 Person2 dataset

6 Related Work

The number of LD approaches has proliferated over the last years. Herein, we
present a brief overview of existing approaches (see [11,7] for more extensive
presentations of the state of the art). Overall, two main problems have been at
the core of the research on LD. First, the time complexity of LD was addressed.
In [13], an approach based on the Cauchy-Schwarz inequality was used to reduce
the runtime of LD processes based on metrics. The approach HR3 [11] rely on
space tiling in spaces with measures that can be split into independent measures
across the dimensions of the problem at hand. Especially, HR3 was shown to
be the first approach that can achieve a relative reduction ratio r′ less or equal
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Fig. 9. F-score and runtime on the OAEI 2010 Restaurant dataset

Table 1. Comparison of average F-scores achieved by EAGLE, WD and CL. The top
section of the table shows the results for a population size of 20 while the bottom
part shows the results for 100 individuals. Best scores are in bold font. Abt stands for
Abt-Buy, DBLP for DBLP-ACM and Rest. for Restaurants.

Average values Final values

DataSet EAGLE WD CL EAGLE WD CL

Abt 0.22± 0.06 0.25 ± 0.07 0.25 ± 0.08 0.22± 0.05 0.29 ± 0.03 0.27 ± 0.05
DBLP 0.87± 0.1 0.89± 0.09 0.87± 0.08 0.94± 0.02 0.89± 0.13 0.97± 0.0
Person1 0.85± 0.05 0.85± 0.06 0.87± 0.03 0.88± 0.02 0.77± 0.25 0.89± 0.01
Person2 0.72± 0.05 0.69± 0.11 0.73± 0.08 0.75± 0.02 0.72± 0.09 0.78± 0.0
Rest. 0.79± 0.13 0.82± 0.08 0.85± 0.05 0.51± 0.36 0.61± 0.28 0.78± 0.01

Abt 0.21 ± 0.06 0.23± 0.07 0.23± 0.05 0.19 ± 0.04 0.25± 0.04 0.23± 0.04
DBLP 0.87± 0.1 0.89± 0.09 0.89± 0.08 0.91± 0.03 0.96± 0.01 0.96± 0.02
Person1 0.82± 0.05 0.84± 0.07 0.84± 0.07 0.86± 0.02 0.89± 0.01 0.81± 0.18
Person2 0.7± 0.09 0.69± 0.1 0.69± 0.07 0.74± 0.03 0.71± 0.08 0.77± 0.03
Rest. 0.81± 0.11 0.82± 0.06 0.85± 0.03 0.89± 0.0 0.86± 0.02 0.89± 0.0

to any given relative reduction ratio r > 1. Concepts from the deduplication
research field were also employed for LD. For example, standard blocking ap-
proaches were implemented in the first versions of SILK9 and later replaced with
MultiBlock [6], a lossless multi-dimensional blocking technique. KnoFuss [17] also
implements blocking techniques to achieve acceptable runtimes. Moreover, time-
efficient string comparison algorithms such as PPJoin+ [21] were integrated into
the hybrid framework LIMES [12]. Other LD frameworks can be found in the
results of the ontology alignment evaluation initiative [3]. The second problem

9 http://wifo5-03.informatik.uni-mannheim.de/bizer/silk/

http://wifo5-03.informatik.uni-mannheim.de/bizer/silk/
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that was addressed is the complexity of link specifications. Although unsuper-
vised techniques were newly developed (see, e.g., [17]), most of the approaches
developed so far abide by the paradigm of supervised machine learning. For ex-
ample, the approach presented in [5] relies on large amounts of training data to
detect accurate link specification using genetic programming. RAVEN [14] is (to
the best of our knowledge) the first active learning technique for LD. The ap-
proach was implemented for linear or Boolean classifiers and shown to require a
small number of queries to achieve high accuracy. While the first active genetic
programming approach was presented in [4], similar approaches for LD were
developed later [7,15]. Still, none of the active learning approaches for LD pre-
sented in previous work made use of the similarity of unlabeled link candidates
to improve the convergence of curious classifiers. Yet, works in other research
areas have started considering the combination of active learning with graph
algorithms (see e.g., [2]).

7 Conclusion

We presented the first generic LD approaches that make use of the correlation
between positive and negative link candidates to achieve a better convergence.
The first approach is based on clustering and only makes use of correlations
within classes while the second algorithm makes use of both correlations within
and between classes. We compared these approaches on 5 datasets and showed
that we achieve better F-scores and standard deviations than the EAGLE algo-
rithm. Thus, in future work, we will integrate our approach into other algorithms
such as RAVEN. Moreover, we will measure the impact of the graph clustering
algorithm utilized in the first approach on the convergence of the classifier. Our
experimental results showed that each of the approaches we proposed has its
pros and cons. We will thus explore combinations of WD and CL.
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via E. Orabona, 4 - 70125 Bari, Italia
firstname.lastname@uniba.it

Abstract. The increasing availability of structured machine-processable knowl-
edge in the context of the Semantic Web, allows for inductive methods to back and
complement purely deductive reasoning in tasks where the latter may fall short.
This work proposes a new method for similarity-based class-membership predic-
tion in this context. The underlying idea is the propagation of class-membership
information among similar individuals. The resulting method is essentially non-
parametric and it is characterized by interesting complexity properties, that make
it a candidate for the application of transductive inference to large-scale contexts.
We also show an empirical evaluation of the method with respect to other ap-
proaches based on inductive inference in the related literature.

1 Introduction

Standard reasoning services for the Semantic Web (SW) often rely on deductive in-
ference. However, sometimes purely deductive approaches may suffer from limitations
owing to the relative complexity of reasoning tasks, the inherent incompleteness of
the knowledge bases and the occurrence of logically conflicting (incorrect) pieces of
knowledge therein.

Approximate approaches based on both deductive and inductive inference have been
proposed as a possible solutions to these limitations. In particular, various methods
extend inductive learning techniques to tackle SW representations that are ultimately
based on Description Logics (DL): they perform some sort of approximate reasoning
efficiently by predicting assertions which were not derivable (or refutable) from the
knowledge base and even coping with potential cases of inconsistency, since they are
essentially data-driven (see [14], for a recent survey). Approximate data-driven forms
of class-membership prediction could be useful for addressing cases such as the one
illustrated in Ex. 1:

Example 1 (Academic Citation Network). Let us consider a knowledge base represent-
ing a Bibliographic Citation Network where papers, venues and authors are linked by
relations such as writtenBy, publishedIn and citedBy. Assuming that specializations of
paper based on the topics are also given, e.g. by means of disjoint classes such as Ma-
chineLearningPaper and DatabasePaper, one may want to ascertain the membership of
an instance (a new paper) to either class. Owing to the Open-world assumption which
is typically made when reasoning with SW representations, this task may not lead to a
definite (positive or negative) conclusion in absence of explicit assertions.

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 457–471, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Transductive and inductive inference

Bridging the gap caused by missing data can be cast as a statistical learning prob-
lem [18] for which efficient solutions may be found by adapting techniques proposed
in the related literature. In principle, they may serve for completions even for large and
Web-scale knowledge bases.

A variety of approaches to the class-membership prediction problem have been pro-
posed in the literature. Among the various approaches, discriminative methods pro-
posed so far tend to ignore unlabeled instances (individuals for which the target value
of such class-membership is unknown); however, accounting for unlabeled instances
during learning can provide more accurate results if some conditions are met [3]. Gen-
erative methods, on the other hand, try to model a joint probability distribution on both
instances and labels, thus facing a possibly harder learning problem than only predicting
the most probable membership for any given instance.

Several approaches to the class-membership prediction problem belong to the former
category. They are often based on a notion of similarity, such as the k-Nearest Neigh-
bors (k-NN) algorithm applied to DL knowledge bases [4]. A variety of similarity (and
dissimilarity) measures between either individuals or concepts have been proposed [5]:
some are based on features and objects are described in terms of a set of them (e.g. see
[9]), some on a semantic-network structure that provides a form of background informa-
tion (e.g. see [10]), while some rely on the information content (where both the semantic
network structure and population are considered). Kernel-based algorithms have been
proposed for various learning tasks from DL-based representations. This is made pos-
sible by the existence of a variety of kernel functions, either for concepts or individuals
(e.g. see [6, 2, 14]). By (implicitly) projecting instances into a high-dimensional feature
space, kernel functions allow to adapt a multitude of machine learning algorithms to
structured representations. SW literature also includes methods for inducing classifiers
from DL knowledge bases using some sort of RBF networks [7].

Also, methods based on a generative approach to learning have been proposed. In
[15], each individual is associated to a latent variable which influences its attributes and
the relations it participates in. A quite different approach is discussed in [13], which fo-
cuses on learning theories in a probabilistic extension of the ALC DL named CRALC .
Extending our previous work [12], we propose a novel transductive inference method to
be applied to class-membership prediction problem with knowledge bases expressed in
standard SW representations. The nature of transductive inference, as opposed to induc-
tion, is illustrated in Fig. 1. Induction essentially generalizes existing data constructing
an intermediate hypothesis (e.g. a classification function) that allows for making pre-
dictions on arbitrary individuals by deduction from the hypothesis (i.e. applying the
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induced classifier); transduction aims at propagating information on class-membership
from the individuals for which membership is explicitly known towards those for which
this information is missing (i.e. predicting new assertions), exploiting some notion of
similarity among individuals (with smooth variations). Note that no generalization is
made in this case.

Example 2 (Academic Citation Network, cont’d). It may be quite expensive to induc-
tively build an inductive classifier that, given an arbitrary previously unseen paper, out-
puts the class of papers representing its specific topic. If one assumes that the citedBy
relation can be associated to an indicator that two papers are likely to deal with the
same topics or, similarly, that the same is likely to hold for papers written by the same
author, transductive inference may be exploited to find a topic (i.e. a class-membership)
assignment which varies smoothly among similar papers, and is consistent with the
membership of examples provided by some domain expert.

In this work, we propose a method for spreading class-membership information among
individuals for which this information is neither explicitly available nor derivable
through deductive reasoning. This is accomplished by first constructing a semantic sim-
ilarity graph encoding similarity relations among individuals. Then, class-membership
information is propagated by minimizing a cost function grounded on a graph-based
regularization approach. The remainder of the paper is organized as follows. In Sect. 2,
transductive inference and the corresponding variant to the classic class-membership
prediction problem are defined. In Sect. 3 we describe the proposed method, the as-
sumptions it relies on, and how it can be used for class-membership prediction also
on larger knowledge bases. In Sect. 4, we provide empirical evidence for the effective-
ness of the proposed transductive class-membership propagation method in comparison
with other methods in literature. In Sect. 5 we provide a brief summary of this work and
about further developments of the proposed method.

2 Preliminaries

In the following, instances are described by features ranging in a certain space X and
their classification with respect a given concept is indicated by labels in Y . In a proba-
bilistic setting, instances are assumed to be sampled i.i.d. from an unknown joint prob-
ability distribution P ranging over X × Y ; generative methods are characterized by
building an estimate P̂ of P (X,Y ) from a given sample of instances, that is used to in-
fer P̂ (Y | x) = P̂ (Y, x)/P̂ (x) for some instance x ∈ X whose unknown label is to be
predicted. On the other hand, discriminative methods focus on conditional distributions
to identify argmaxy P (y | x), for any given (x, y) ∈ X × Y , that is an easier problem
than estimating the joint probability distribution.

2.1 Semi-supervised Learning and Transductive Inference

Classic learning methods tend to ignore unlabeled instances. However, real-life scenar-
ios are usually characterized by an abundance of unlabeled instances and a few labeled
ones. This is also the case of class-membership prediction problem from formal ontolo-
gies: explicit class-membership assertions may be difficult to obtain during ontology
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engineering tasks (e.g. due to availability of domain experts) and inference (e.g. since
deciding instance-membership may have an intractable time complexity with knowl-
edge bases described by expressive Web-ontology languages).

Making use of unlabeled instances during learning is commonly referred to in liter-
ature as Semi-Supervised Learning [3] (SSL). A variant of this setting known as Trans-
ductive Learning [18] refers to finding a labeling only to unlabeled instances provided in
the training phase, without necessarily generalizing to further unseen instances, result-
ing in a possibly simpler learning problem [18]. If the marginal distribution of instances
PX is informative w.r.t. the conditional distribution P (Y | x), accounting for unlabeled
instances during learning can provide more accurate results [3]. A possible approach is
including terms dependent on PX into the objective function.

The method proposed in this work relies on the so-called semi-supervised smooth-
ness assumption [3]: if two instances xi, xj ∈ X in a high-density region are close then
so should be the corresponding labels yi, yj ∈ Y . Learning smooth labeling functions,
this can be exploited by transitivity along paths of high density.

We will face a slightly different version of the classic class-membership prediction
problem, namely transductive class-membership prediction. It is inspired by the Main
Principle [18]: “If you possess a restricted amount of information for solving some
problem, try to solve the problem directly and never solve a more general problem
as an intermediate step. It is possible that the available information is sufficient for
a direct solution but is insufficient for solving a more general intermediate problem”.
In this setting, the learning algorithm only aims at estimating the class-membership
relation of interest for a given training set of individuals, without necessarily being able
to generalize to instances outside this sample. In this work, transduction and induction
differ in the target of the regularization: the latter would target the hypothesis (i.e. the
inductive model), while the former targets directly the results of predictions.

2.2 Transductive Class-Membership Learning Problem in DL

Transductive class-membership learning with DL knowledge bases can be formalized
as a cost minimization problem: given a set of training individuals IndC(K) whose
class-membership w.r.t. a target concept C is either known or unknown, find a function
f∗ : IndC(K) → {+1,−1} defined over training individuals and returning a value +1
(resp. −1) if the individual likely to be a member of C (resp. ¬C), minimizing a given
cost function. More formally:

Definition 1 (Transductive Class-Membership Learning).

– Given:
• a target concept C in a knowledge base K = 〈T ,A〉;
• a set of training individuals IndC(K) ⊆ Ind(A) in K partitioned, according

to their membership w.r.t. C, into the following sets:
∗ Ind+

C(K) = {a ∈ IndC(K) | K |= C(a)} positive examples,
∗ Ind−

C(K) = {a ∈ IndC(K) | K |= ¬C(a)} negative examples,
∗ Ind0

C(K) = {a ∈ IndC(K) | K 	|= C(a) ∧ K 	|= ¬C(a)} unlabeled
examples (i.e. whose concept-membership relation w.r.t. C is unknown);
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• A cost function cost(·) : F %→ R, specifying the cost associated to labeling
functions f ∈ F of the form IndC(K) %→ {+1,−1};

– Find f∗ ∈ F minimizing cost(·) w.r.t. the training individuals in IndC(K):

f∗ ← argmin
f∈F

cost(f).

The function f∗ determined by a proper transductive class-membership learning
method can then be used to predict class-membership relations w.r.t. the target con-
cept C for all training individuals (including those in Ind0C(K)): it will return +1 (resp.
−1) if an individual is likely to be a member of C (resp. ¬C). Note that the function is
defined on the whole set of training individuals but it is not a generalization stemming
from them; therefore, possibly, it may contradict class-membership assertions that are
already available (thus being able to handle noisy knowledge). Since IndC(K) is fi-
nite, the space of labeling functions F is also finite, and each function f ∈ F can be
equivalently expressed as a vector in {−1,+1}n, where n = |IndC(K)|.

In order to solve this problem, we propose a similarity-based, non-parametric
and computationally efficient method for predicting missing class-membership rela-
tions. This method is essentially discriminative, and may account for unknown class-
membership relations during learning.

3 Propagating Class-Membership Information among Individuals

A transductive method based on graph-regularization1 [3] is presented allowing for
class-membership prediction with knowledge bases expressed in DL. The method re-
lies on a weighted semantic similarity graph, where nodes represent positive, negative
and unlabeled examples of the transductive class-membership prediction problem, and
weighted edges define similarity relations among such individuals.

Given an instance of the transductive class-membership learning problem (see
Def. 1), the approach proposed in this work is outlined in Alg. 1 and summarized by
the following basic steps:

1. Given a class-membership prediction task and a set of training individuals (ei-
ther labeled and unlabeled), create an undirected semantic similarity graph (SSG)
where two individuals are linked iff they are considered similar (that is, their class-
membership is not likely to change from one individual to another).

2. Propagate class-membership information among similar individuals (transduction
step), by minimizing a cost function based on a graph regularization approach
(where the graph is given by the SSG) and defined over possible class-membership
relations for training individuals.

This method can be seen as inducing a new metric, in which neighborhood relations
among training individuals are preserved; and then, performing classic supervised learn-
ing using the new distance.

1 In brief, regularization consists in introducing additional terms to an objective function to be
optimized to prevent overfitting. These terms add usually some penalty for complexity and
have the form of restrictions for smoothness, bounds on the vector space norm or number of
model parameters.
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Algorithm 1. Transductive Class-Membership Prediction via Graph-Based Regulariza-
tion with the Semantic Similarity Graph

Input: Initial class-membership relations Ind+
C(K), Ind−

C(K) and Ind0
C(K) w.r.t. a concept C

and a knowledge base K;
Output: f∗ ∈ F
{Compute the Semantic Similarity Graph (SSG) G, encoding neighborhood relations among
individuals in IndC(K).}
G← semanticSimilarityGraph(IndC(K));
{Minimize a cost function cost defined over a set of labeling functions F . The cost function
is based on the SSG G and enforces smoothness in class-membership relations among similar
individuals as well as consistency with initial class-membership relations.}
f∗ ← argminf∈F cost(f,G, IndC(K));
return f∗;

Example 3 (Academic Citation Network (cont.d)). Assuming that papers written by
the same authors or cited by the same articles (where such information is encoded by
the writtenBy and citedBy roles respectively) have a tendency to have similar domain-
memberships, we can construct a SSG in which each paper is linked to its k most similar
papers, and rely on this structure to propagate domain-membership information.

In the following, the procedure for building a SSG among individuals in the training set
IndC(K) is illustrated. As regards the labeling process of unlabeled training examples,
namely the transductive step, a optimal labeling function f∗ has to be found by mini-
mizing a given cost function. For defining a cost over the space of the labeling functions
f ∈ F , the proposed method (see Sect. 3.2) aims at finding a labeling function that is
both consistent with the given labels, and changes smoothly between similar instances
(where similarity relations are encoded in the SSG). This is formalized through a regu-
larization by graph framework, using the loss function as a measure of consistency to
the given labels, and a measure of smoothness among the similarity graph as a regular-
izer.

3.1 Semantic Similarity Graph

A similarity graph for a set of training examples is a graph where the set of nodes
is given by the training examples and edges between nodes connect similar training
examples with respect to a given similarity measure. Edges are labeled with the corre-
sponding computed similarity values.

A similarity graph can be modeled as a weighted adjacency matrix W (or, briefly,
weight matrix), where Wij represents the similarity value of xi and xj . Specifically,
W is often obtained as a k-Nearest Neighbor (NN) graph [3] where each instance is
connected to the k most similar instances in the graph, or to those with a similarity
value above a given threshold ε, while the remaining similarity values are set to 0.

For building such a similarity graph given the individuals in IndC(K), a solution
is relying on the family of dissimilarity2 measures defined in [14], since they do not

2 A dissimilarity measure d ∈ [0, 1] can be transformed in a similarity measure s = 1− d [5].
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constrain to any particular family of DLs. Since this measure is a semantic similarity
measures, following the formalization in [5], we call the resulting similarity graph as
the semantic similarity graph (SSG).

The adopted dissimilarity measure is briefly recalled in the following. Given a set of
concept descriptions F = {F1, . . . , Fn} in K and a weight vector w = (w1, . . . , wn),
the family of dissimilarity measures dFp : Ind(K)× Ind(K) %→ [0, 1] is defined as:

dFp (xi, xj) =

⎡
⎣ |F |∑
k=1

wk|δk(xi, xj)|p
⎤
⎦

1
p

(1)

where p > 0, Ind(K) is the set of all individuals in the knowledge base K, xi, xj ∈
Ind(K) and ∀k ∈ {1, . . . , n} results:

δk(xi, xj) =

⎧⎨
⎩

0 if (K |= Fi(x) ∧ K |= Fi(y)) ∨ (K |= ¬Fi(x) ∧ K |= ¬Fi(y))
1 if (K |= Fi(x) ∧ K |= ¬Fi(y)) ∨ (K |= ¬Fi(x) ∧K |= Fi(y))

uk otherwise

where uk can reflect the degree of uncertainty on the membership w.r.t the k-th feature
in the concept committee [14]. We proposed such a measure in our previous work [12]
for building the SSG among a set of individuals in a knowledge base. Such a dissim-
ilarity measure can be used to obtain a kernel function among individuals by simply
turning it into a similarity measure [14].
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(b) AIFB Affiliations (Articles)

Fig. 2. Semantic Similarity Graphs for individuals representing persons and articles in the AIFB
Affiliations ontology (5-NN graphs obtained using the Full SubTree kernel [11] with parameters
d = 1 and λ = 0.9)
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An alternative approach for obtaining the SSG among a set of individuals in a knowl-
edge base, by relying more on the corresponding network structure, is by means of
graph and RDF kernels: a kernel provides an (implicitly) mapping for individuals into
an embedding space, by calculating their inner product. A recently proposed kernel for
RDF data is the Full SubTree (FST) kernel [11].

Let k : Ind(K) × Ind(K) → R be a kernel function defined over individuals in
a knowledge base K. Since k corresponds to an embedding function φ mapping in-
dividuals to points in an embedding space, that is ∀xi, xj ∈ Ind(K) : k(xi, xj) =
〈φ(xi), φ(xj)〉, it is immediate to derive the Euclidean distance in the embedding space
among two individuals [16]: ||φ(xi)−φ(xj)|| =

√
k(xi, xi)− 2k(xi, xj) + k(xj , xj).

Two examples of k-NN SSGs among individuals in the AIFB Affiliations ontol-
ogy (representing instances of the concepts Person and Article), which is also used in
empirical evaluations in Sect.4, are shown in Fig. 2. In both cases, a clustered struc-
ture emerges from the graphs. In the case of the SSG modeling the similarity relations
among instances of the Person concept, an highly connected subgraph groups persons
working in the EOrg research group; another connected component (composed by two
highly connected subgraphs) groups persons in the BIK research group; two connected
components group persons affiliated to the CoM research group; and three single con-
nected components group respectively persons with no available affiliation (the larger
component) and affiliated to the WBS and EffAlg research groups. Also instances of
the Article concept tend to be grouped into different components of their SSG. Simi-
larly to the previous example, articles tend to be grouped according to their research
group affiliation, such as CoM or EffAlg. However, some articles affiliated to different
research group share one or more authors, causing the presence of a few connections
among the different clusters.

In this work, we propose to leverage such emerging structures in class-membership
prediction tasks. The underlying idea is to propagate class-membership information
among similar individuals, assuming that such information tends not to vary within re-
gions of the instance space with an high density of instances (due to the semi-supervised
smoothness assumption discussed in Sect. 2).

3.2 Transductive Inference via Quadratic Cost Criteria

In this section the transductive step is illustrated. It basically consists in labeling the
unlabeled training examples. For doing this, a optimal labeling function f∗ has to be
found by minimizing a given cost function (see Def. 1). For determining a cost over the
space of the labeling functions f ∈ F , the method finds a function that is: 1) consistent
with the given labels; 2) changes smoothly between similar instances (encoded in the
semantic similarity graph). The first issue is addressed by adopting the loss function as
a measure of consistency with respect to the given labels. The second issue is addressed
by regularizing the labeling of the function with respect to the structure of the semantic
similarity graph.

For addressing the consistency issue, the quadratic cost criteria [3, ch. 11] are con-
sidered where the adopted label space {−1,+1} is the one for the binary classification
case. We relax this label space to the interval [−1,+1] that allows to express the con-
fidence associated to a labeling. Consequently, also the labeling functions space F is
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relaxed to functions of the form f : IndC(K) %→ [−1,+1]. Labeling functions can be
equivalently represented as vectors y ∈ [−1,+1]n where n is the number of the train-
ing examples. Let ŷ ∈ [−1,+1]n be a possible labeling for n instances. ŷ can be seen
as a (l + u) = n dimensional vector, where the first l indices refer to already labeled
instances, and the last u to unlabeled instances: ŷ = [ŷl, ŷu]. The consistency of ŷ
with respect to the original labels is then formulated in the form of a quadratic cost:∑l

i=1(ŷi − yi)
2 = ||ŷl − yl||2.

To regularize the labellings with respect to the graph structure, the graph Lapla-
cian [3] can be exploited. Let W be the weight matrix corresponding to the similarity
graph G, and let D be the diagonal matrix obtained from W as Dii =

∑
j Wij namely

by summing the elements in each column of W. Hence, two alternative definitions for
the graph Laplacian can be considered [3]:

– Unnormalized graph Laplacian: L = D−W;
– Normalized graph Laplacian: L = D−0.5LD−0.5 = I−D−0.5WD−0.5.

Following [1], a possible graph-based regularization factor is 0.5
∑n

i,j=1 Wij(ŷi −
ŷj)

2 = ŷTLŷ; in alternative it is possible to resort to the normalized graph Lapla-
cian [19, 20], using the slightly different regularization factor ŷTLŷ.

For preventing overfitting, an additional regularization term, in the form of ||ŷ||2
(or ||ŷu||2, as in [19]), can be added. This additional low norm regularizer on ŷ helps
avoiding overfitting and preventing arbitrary labellings in connected components of the
semantic similarity graphs containing only unlabeled instances.

Putting the pieces together, two quadratic cost criteria in the form proposed in the
literature are obtained, namely Regularization on Graph [1] (RG) and Consistency
Method [19] (CM):

– RG: cost(ŷ) = ||ŷl − yl||2 + μŷTLŷ + με||ŷ||2;
– CM: cost(ŷ) = ||ŷl − yl||2 + μŷTLŷ + ||ŷu||2.

Once the form of the cost function is determined, the minimum for the function has
to be found. As a title of example, a closed form solution for the problem of finding a
(global) minimum for the quadratic cost criterion in RG is showed.

Let S be the diagonal matrix S = diag(s1, . . . , sn) obtained by setting si = 1 iff
i ≤ l and 0 otherwise. The first order derivative for the case of the cost function in RG
can be written as:

1

2

∂cost(ŷ)

∂ŷ
= (S+ μL+ μεI)ŷ − Sy.

The second order derivative is a positive definite matrix if ε > 0, since L is positive
semi-definite. Hence, setting the first order derivative to 0 leads to a global minimum:

ŷ = (S+ μL+ μεI)−1Sy,

showing that ŷ can be obtained either by matrix inversion or by solving a (possibly
sparse) linear system.

In this way, this work leverages quadratic cost criteria to efficiently solve the trans-
ductive class-membership prediction problem. An advantage of quadratic cost criteria is
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that their minimization ultimately reduces to solving a large sparse linear system [19, 3],
a well-known problem in the literature whose time complexity is nearly linear in the
number of non-zero entries in the coefficient matrix [17]. For large-scale datasets, a
subset selection method is described in [3, ch. 18], which allows to greatly reduce the
size of the original linear system.

4 Empirical Evaluation

In this section, we evaluate several (inductive and transductive) methods for class-
membership prediction, with the aim of comparing the methods discussed in Sect. 3
with respect to other methods in the SW literature.

Specifically, we empirically compared a set of different methods for the class-
membership prediction task. Those can be partitioned in transductive (Regularization
on Graph [1] (RG), Consistency Method [19] (CM) and Label Propagation [21] (LP))
and inductive (Soft-Margin Support Vector Machines with L1 norm (SM-SVM) and

√
l-

Nearest Neighbors). Such inductive approaches have also been discussed in the task of
class-membership prediction in [14], and previously in the context of inducing robust
classifiers from ontological knowledge bases [8]. Implementations for the evaluated
methods, as well as the dataset used in this work, are available online 3.

4.1 Evaluated Methods

LP is a graph-based transductive inference algorithm relying on the idea of propagat-
ing labeling information among similar instances through an iterative process involving
matrix operations. It can be equivalently formulated under the quadratic criterion frame-
work [3, ch. 11]. More formally it associates, to each unlabeled instance in the graph,
the probability of performing a random walk until a positively (resp. negatively) exam-
ple is found. Support Vector Machine classifiers, on the other hand, come in different
flavors: the classic (Hard-Margin) SVM binary classifier aims at finding the hyperplane
in the feature space separating the instances belonging to different classes, which max-
imizes the geometric margin between the hyperplane and nearest training points. The
SM-SVM relaxes this method, by allowing for some misclassification in training in-
stances (by relaxing the need of having perfectly linearly separable training instances
in the feature space). We adopted this latter solution to handle the lack of perfect linear
separability of the instances belonging to different classes. Note that the aforemen-
tioned methods can be seen as relying on a change of representation: instances of the
prediction problem are represented as points in an embedding space, and implicitly de-
scribed by means of their pairwise Euclidean distances, inner products (as in the case
of kernel-based methods, such as SVM) or neighborhood relations. We evaluated dif-
ferent choices for such change of representation, consisting in different choices for the
(dis-)similarity measure used to construct the k-Nearest Neighborhood graph, and the
kernel function. Specifically, we evaluated the following choices:

3 At the address http://lacam.di.uniba.it/~nico/research/ontologymining.html

http://lacam.di.uniba.it/~nico/research/ontologymining.html
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Table 1. Results for a 10-fold cross validation obtained when predicting the affiliations of AIFB
staff members to research groups, using the Atomics kernel (and the corresponding dissimilarity
measure)

EffAlg Match Omission Commission F1
LP+Atomics 0.53 ± 0.189 0 ± 0 0.47 ± 0.189 0.488 ± 0.217
RG+Atomics 0.458 ± 0.166 0.01 ± 0.032 0.532 ± 0.158 0.405 ± 0.194

SM-SVM+Atomics 0.6 ± 0.125 0 ± 0 0.4 ± 0.125 0.555 ± 0.198√
l-NN+Atomics 0.5 ± 0 0 ± 0 0.5 ± 0 0.667 ± 0

CoM Match Omission Commission F1
LP+Atomics 0.533 ± 0.317 0 ± 0 0.467 ± 0.317 0.419 ± 0.39
RG+Atomics 0.475 ± 0.294 0 ± 0 0.525 ± 0.294 0.36 ± 0.333

SM-SVM+Atomics 0.517 ± 0.207 0 ± 0 0.483 ± 0.207 0.403 ± 0.31√
l-NN+Atomics 0.5 ± 0.167 0 ± 0 0.5 ± 0.167 0.517 ± 0.277

BIK Match Omission Commission F1
LP+Atomics 0.502 ± 0.116 0.037 ± 0.064 0.46 ± 0.117 0.451 ± 0.176
RG+Atomics 0.531 ± 0.089 0.005 ± 0.014 0.464 ± 0.083 0.488 ± 0.147

SM-SVM+Atomics 0.514 ± 0.068 0 ± 0 0.486 ± 0.068 0.337 ± 0.214√
l-NN+Atomics 0.522 ± 0.072 0 ± 0 0.478 ± 0.072 0.404 ± 0.125

EOrg Match Omission Commission F1
LP+Atomics 0.667 ± 0.167 0 ± 0 0.333 ± 0.167 0.65 ± 0.146
RG+Atomics 0.692 ± 0.157 0 ± 0 0.308 ± 0.157 0.667 ± 0.136

SM-SVM+Atomics 0.692 ± 0.197 0 ± 0 0.308 ± 0.197 0.647 ± 0.286√
l-NN+Atomics 0.717 ± 0.185 0 ± 0 0.283 ± 0.185 0.713 ± 0.174

WBS Match Omission Commission F1
LP+Atomics 0.504 ± 0.069 0.012 ± 0.028 0.484 ± 0.072 0.489 ± 0.081
RG+Atomics 0.512 ± 0.09 0 ± 0 0.488 ± 0.09 0.512 ± 0.101

SM-SVM+Atomics 0.603 ± 0.084 0 ± 0 0.397 ± 0.084 0.503 ± 0.131√
l-NN+Atomics 0.513 ± 0.097 0 ± 0 0.487 ± 0.097 0.522 ± 0.152

Atomics – a dissimilarity measure defined in [14] (outlined in Eq. 1) was used to
construct the k-Nearest Neighborhood graph (with p = 2, using all atomic con-
cepts in the ontology as features and weighting each concept with its associated en-
tropy [14]). The corresponding kernel function was obtained as discussed in Sect. 3.

Full SubTree kernel (FST) – a kernel for RDF data proposed in [11]; it was used
to construct a k-NN SSG as shown in Sect. 3. The optimal kernel parameters
(depth, λ) were found within the training set using a k-fold cross validation proce-
dure (with k = 10), and varied in {1, 2} and {0.1, 0.5, 0.9} respectively.

4.2 Evaluation Procedure

Extending our previous results in [12], we are evaluating the proposed approach on a
knowledge base in which a quantity of information is stored in the network structure
rather than in the concept hierarchy. The empirical evaluation involved the metadata
available in the Semantic Portal of the institute AIFB 4. The ontology models key con-
cepts within a research community: it comprises 44351 individuals and the Person,
Document and Project FOAF concepts (among others) are associated to respectively
509, 4731 and 128 individuals, and roles include affiliation relationships between per-
sons and research groups, authorship relations between persons and documents, and

4 http://www.aifb.kit.edu/web/Wissensmanagement/Portal , as of 21 Feb. 2012

http://www.aifb.kit.edu/web/Wissensmanagement/Portal
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Table 2. Results for a 10-fold cross validation obtained when predicting the affiliations of AIFB
staff members to research groups, using the Full SubTree kernel (and corresponding dissimilarity
measure)

EffAlg Match Omission Commission F1
LP+FST 0.565 ± 0.167 0.09 ± 0.099 0.345 ± 0.201 0.611 ± 0.218
RG+FST 0.548 ± 0.154 0.08 ± 0.103 0.372 ± 0.187 0.58 ± 0.2

SM-SVM+FST 0.6 ± 0.125 0 ± 0 0.4 ± 0.125 0.587 ± 0.246√
l-NN+FST 0.57 ± 0.134 0 ± 0 0.43 ± 0.134 0.65 ± 0.129

CoM Match Omission Commission F1
LP+FST 0.617 ± 0.261 0.083 ± 0.136 0.3 ± 0.201 0.563 ± 0.35
RG+FST 0.583 ± 0.157 0.083 ± 0.136 0.333 ± 0.124 0.613 ± 0.106

SM-SVM+FST 0.55 ± 0.201 0 ± 0 0.45 ± 0.201 0.393 ± 0.298√
l-NN+FST 0.542 ± 0.148 0 ± 0 0.458 ± 0.148 0.575 ± 0.217

BIK Match Omission Commission F1
LP+FST 0.536 ± 0.107 0.077 ± 0.08 0.386 ± 0.114 0.556 ± 0.146
RG+FST 0.534 ± 0.13 0.06 ± 0.053 0.406 ± 0.13 0.53 ± 0.206

SM-SVM+FST 0.609 ± 0.075 0 ± 0 0.391 ± 0.075 0.443 ± 0.162√
l-NN+FST 0.559 ± 0.074 0 ± 0 0.441 ± 0.074 0.423 ± 0.132

EOrg Match Omission Commission F1
LP+FST 0.692 ± 0.258 0.075 ± 0.121 0.233 ± 0.222 0.65 ± 0.388
RG+FST 0.725 ± 0.249 0.067 ± 0.11 0.208 ± 0.201 0.69 ± 0.33

SM-SVM+FST 0.792 ± 0.163 0 ± 0 0.208 ± 0.163 0.793 ± 0.152√
l-NN+FST 0.717 ± 0.185 0 ± 0 0.283 ± 0.185 0.713 ± 0.174

WBS Match Omission Commission F1
LP+FST 0.583 ± 0.09 0.07 ± 0.044 0.347 ± 0.09 0.591 ± 0.101
RG+FST 0.64 ± 0.064 0.033 ± 0.043 0.327 ± 0.065 0.606 ± 0.058

SM-SVM+FST 0.632 ± 0.091 0 ± 0 0.368 ± 0.091 0.629 ± 0.108√
l-NN+FST 0.467 ± 0.094 0 ± 0 0.533 ± 0.094 0.314 ± 0.189

other knowledge inherent to the academic domain. The knowledge base consists also in
312738 axioms, 49 classes, 96 object properties and 184 data properties, resulting in a
ALEHO(D) knowledge base (encoded in a OWL 2 RL fragment). The learning task,
as defined in [2], consisted in predicting affiliations of AIFB staff members to research
groups, which we denoted as class-membership relations. All knowledge inherent affili-
ation relations to research group was removed from the ontology before the experiment.
As in [11], negative examples were artificially created (in the same number as positive
examples) to mend the lack of training data (due to the Open World Assumption).

A DL reasoner 5 was employed to decide on the concept-membership of individuals
to query concepts to be used as a baseline. Performance is measured employing the
evaluation indexes proposed in [4], which take into account the specificity deriving
from the presence of missing knowledge in the assertions considered as the baseline:

Match. Case of an individual that got the same label by the reasoner and the inductive
classifier.

Omission Error. Case of an individual for which the inductive method could not deter-
mine whether it was relevant to the query concept or not while it was found relevant
by the reasoner.

Commission Error. Case of an individual found to be relevant to the query concept
while it logically belongs to its negation or vice-versa.

5 Pellet v2.3.0 – http://clarkparsia.com/pellet/

http://clarkparsia.com/pellet/
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To provide a term of comparison with methods and results in [2] and [11], we also
provide results obtained by the F1-score metric (defined as the harmonic mean of pre-
cision and recall). Before evaluating on the test set, parameter tuning was performed
for each of the methods via a k-fold cross validation (k = 10) within the training set,
for finding the parameters with lower classification error in cross-validation. SM-SVM
follows the implementation in [16, pg. 223]: the C parameter was allowed to vary in
{10−4, 10−3, . . . , 1}. The (μ, ε) parameters in RG and CM were respectively allowed
to vary in {10−4, 10−2, 1, 102, 104} and fixed to 10−4. The number of neighbors for
each node, needed for the construction of the SSG, was allowed to vary in {2, 3, 5, 7}.

RG, CM and LP give an indication of the uncertainty associated to a specific label-
ing by associating values in the set [−1,+1] to each node; when such values are ≈ 0
(specifically, when the label was in the set [−10−4, 10−4]) we decided to leave the node
unlabeled, so to try to provide more robust estimates (and thus a possibly lower com-
mission error and match rates and higher omission error rates). This may happen e.g.
when there are no labeled examples within a connected component of the SSG.

4.3 Discussion

From this empirical evaluation, it emerged that the Consistency Method (CM) discussed
in Subsect. 3.2 (which we do not report in Tables 1,2 for brevity) may be too conserva-
tive: this was suggested by its low Match rate (always reported lower than 0.1) and high
Omission rate (always reported higher than 0.9). This may be justified by the fact that
its regularizer ||ŷu|| is not weighted by any term, unlike Regularization on Graph (RG)
(which weights the regularizer ||ŷ|| by means of the term με). The presence of such a
regularization term influences the results of transductive methods. Inductive classifica-
tion methods such as SVM and k-NN define straight decision boundaries in the instance
space: a classification result may happen by chance.On the other hand, relaxing binary
labels to continuous ones and pulling to 0 labels of unlabeled examples allows to pro-
vide more robust labellings: they will be less likely to be determined by chance, and
more likely to be statistically justified.

Also from our previous work [12], the choice of the SSG strongly affects final results,
and it is likely to be task-dependent: in this case, results obtained by using the Atomics
kernel/dissimilarity measure were significantly worse than those obtained with the FST
kernel. An explaination is that, in this knowledge base, (atomic) concept-membership
relations tend not to carry much information w.r.t. the affiliation prediction task, while
the network structure (exploited by the FST kernel) tends to be informative. For exam-
ple, object properties encoding competence fields tend to encode homophily relations
– persons sharing competence fields have a tendency to also have the same research
group affiliation. A significant part of the classification error is caused by the fact that
persons with not much available information other than their research group affiliation,
are now clustered together with nodes where even such information is not available: this
is of course non necessarily correct, since lack of information (given by the Open World
Assumption) on both individuals does not necessarily imply the presence of a similarity
relation between them. A graph kernel might capture similarity relations in case of full
information (such as in the SSGs discussed in Sect. 3) but might have problems in case
of missing information (such as in this case).
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Co-authorship relations to articles, as discussed in Sect. 3, can also encode useful
information; however, analysing the results, it emerges that such information is only
available from the analysis of inverse roles, which have not been considered in our
implementation of the FST kernel. It also emerges that potentially unuseful relations
(such as shared first or last names) have concurred in estabilishing similarity relations
among individuals. This suggests that simple graph or RDF kernel can fail exploiting
the informativeness of potentially useful paths in the ontology’s relational graph.

5 Conclusion and Future Work

This work proposes a method for transductive inference for class-membership predic-
tion in Description Logic knowledge bases. It leverages unlabeled examples by propa-
gating class-membership information among similar individuals in the knowledge base.
The proposed method relies on graph regularization using quadratic cost criteria, whose
optimization can be reduced to solving a (possibly sparse) linear system. In this work,
we assumed information propagates homogeneously within the similarity graph defined
over a set of individuals in the knowledge base. However, real world ontologies describe
domains characterized by heterogeneity, either on individuals or on relations among
them. For example, persons in the AIFB Affiliations ontology (see Sect. 4) can belong
to different categories (e.g. according to their contract type) and be linked by multi-
ple types of relations (for example, given by co-authored articles or shared competence
fields), which can have a variable level of informativeness w.r.t. a specific prediction
task. Considering multiple similarity measures boils down to defining a cost function
with multiple graph-based regularizers, with the side effect of an increased number
of parameters. In future work we aim at extending our approach to include multiple
similarity relations among different types of instances, and working on methods to effi-
ciently learn the regularization parameters.
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Abstract. For community managers and hosts it is not only important
to identify the current key topics of a community but also to assess the
specificity level of the community for: a) creating sub-communities, and:
b) anticipating community behaviour and topical evolution. In this pa-
per we present an approach that empirically characterises the topical
specificity of online community forums by measuring the abstraction of
semantic concepts discussed within such forums. We present a range of
concept abstraction measures that function over concept graphs - i.e. re-
source type-hierarchies and SKOS category structures - and demonstrate
the efficacy of our method with an empirical evaluation using a ground
truth ranking of forums. Our results show that the proposed approach
outperforms a random baseline and that resource type-hierarchies work
well when predicting the topical specificity of any forum with various
abstraction measures.

1 Introduction

In social media applications such as message boards, online social networks or
photo sharing sites, communities of users evolve around certain topics. Recent
work by Belak et al. [2] examined the longitudinal changes of scientific commu-
nities and found community drift to be a salient factor where a given community
creates new descendent communities that focus on specialised topics of the par-
ent community. An examination of attention patterns (i.e. the factors that corre-
lated with discussion activity and attention to content) undertaken in our prior
work [13] found that the specificity of an online community forum’s topic was a
key feature in discerning attention patterns - e.g. in a community discussing the
sport Golf the post had to fit the forum’s topic exactly, while in a forum dis-
cussing Work and Jobs this was not a requirement. Recommending community

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 472–486, 2013.
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forums to users who are new to a topic allows them to take advantage of the
collective wisdom of the community and gain expertise and knowledge, however
recommending a community which discusses specialisations of the initial topic
may overwhelm the user and a general discussion community around the topic
would therefore be more appropriate.

In each of these cases (community drift, attention patterns, and community
recommendation) understanding the topical specificity of a community is impor-
tant for: a) tracking community focus and for new community forums to be sug-
gested to community managers that discuss specialist topics, derived from when
a community forum becomes more general in its focus; b) enabling attention-
patterns of communities with the same topical specificity to be examined, and
therefore the theory that arose from our prior work [13] on community special-
isation correlating with attention patterns to be tested, and; c) recommending
communities to novice users that are more general in the topics which they fo-
cus on, thereby alleviating the potential of overwhelming the user. Given such
motivations in this paper we explore the following research question: Can we em-
pirically characterise how specific a given community is based on what its users
discuss?

To examine this research question we present an approach that combines con-
cept graphs, derived from linked open data, with network-theoretic measures to
gauge the abstraction level of concepts discussed by users in community forums
from the Irish community message board Boards.ie.1 Our results indicate that
harnessing the linked open data graph can indeed help label the specificity of a
forum based on the concepts discussed therein. Our contributions in this paper
are three-fold:

1. An approach to measure forum specificity using composite functions, ab-
straction measures, and concept graphs.

2. Abstraction measures from network-theory that function over concept graphs.
3. Experimental assessment of the performance of different combinations of: a)

composite functions, b) abstraction measures, and c) concept graphs, over
a community message board platform, and a novel evaluation measure that
allows for top-k level-based rankings to be assessed.

We have structured the paper as follows: Section 2 describes related work in mea-
suring and assessing properties of online communities, and existing approaches
to measure specificity and abstraction of concepts. Section 3 provides preamble
of concept models used to describe online community forums. Section 4 presents
our method for measuring the specificity of a community forum by using a com-
posite function to choose the most representative concept for the forum and
measuring the concept’s abstraction. Section 5 details our experiments in assess-
ing the efficacy of our approach; we explain the evaluation measures used along
with the experimental setup, and demonstrate how well our method performs
with respect to a random baseline and experiment permutations. Section 6 re-
lates our work to existing related work and highlights the salient findings from
this paper and plans for future work, and section 7 concludes the paper.

1 http://www.boards.ie

http://www.boards.ie
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2 Related Work

In this section we describe related work in the areas of measuring community
forum properties before then describing existing work measuring concept speci-
ficity and abstraction.

2.1 Measuring Community Forum Properties

Examining the topical properties of communities has been investigated in [2] in
which changes in scientific community structures are examined. One salient find-
ing from this work, after examining the longitudinal changes of the communities, is
the notion of community shift in which a community’s topic becomes more general
over time, this subsequently leads to the creation of new communities where the
prior community, which became more general, is their ancestor. The closest work
to ours is described in [1] where Kan et al. model conversation patterns of users
on Boarrds.ie and use these patterns to characterise different community forums
and hierarchically cluster them, thereby attempting to reproduce the community
hierarchy structure. Our work differs, however, in that we provide an empirical
assessment of the accuracy of our approach, while [1] rely on an indirect, man-
ual inspection. Additionally, we focus on the topical qualities of forum content,
complimenting the work of [1] which only uses user posting behaviour.

The behaviour of online community members was examined in [9] by mea-
suring their behaviour along five dimensions: engagement, popularity, initiation,
focus dispersion, and contribution. Rowe et al. found differences between com-
munity types (i.e. ideas, communities of practice, teams) in terms of how users
behaved. The behaviour measure of focus dispersion is similar to our work as
it measures, at a micro-level (i.e. user), the spread of each user in their top-
ics. However, unlike our work it does not consider how specific individual topics
are, rather their distribution per user. Term distributions are also assessed in
[12] where the topics of web forums and how they change over time are visu-
alised. Trampus and Grobelnik identified topics by choosing the term with the
highest Term Frequency-Inverse Document Frequency value in a given forum.
In our work we use the notion of Concept Frequency-Inverse Forum Frequency
to pick out the most representative concept for a given forum, similar to [12].
Mislove et al. compared the structural properties of Flickr, LiveJournal, Orkut
and YouTube [6] by examining link symmetry, power law distributions of edges
and nodes, and local clustering of users. Mislove et al. found high degrees of
local clustering on the different platforms which contained densely populated
subgroups of similar users - i.e. shared many common connections - however the
authors focussed on network-structures of social networks, ignoring content and
the topical characteristics of the networks.

2.2 Measuring Specificity/Abstraction

Related to our work is research in the area of social tagging systems in which
researchers have been interested in understanding the different levels of tag
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generality (or tag abstractness) that is essential for, amongst other things, iden-
tifying hierarchical relationships between concepts. For example, Schmitz et al.
[10] suggest that if resources tagged with t0 are often also tagged with t1 but
a large number of resources tagged with t1 are not tagged with t0, t1 can be
considered to subsume t0. Heymann at al. [5] represent each tag t as a vector of
resources tagged with the tag and compute the cosine similarity between these
vectors. This means that they compute how similar the distributions of tags are
over all resources. To create a taxonomy of tags, they sort the tags according
to their closeness-centrality in the similarity graph. Benz et al. [3] and present a
good overview about folksonomy-based methods to measure the level of gener-
ality of given tags and evaluate these methods by comparing them with several
large-scale ontologies and taxonomies as grounded measures of word generality.
Strohmaier et al. [11] present a comparative study of state-of-the-art folksonomy
induction algorithms that they applied and evaluated in the context of five social
tagging systems.

Unlike the above mentioned work, which aims to understand different levels
of tag generality, we aim to understand different levels of community generality,
and therefore specialisation. In message boards, like Boards.ie, communities form
around certain tags such as sports or soccer and the aim of our work is to assess
the specificity level of communities rather than assessing the specificity level of
the tags around which communities are formed.

3 Preamble: Concept Models of Online Community
Forums

Existing work on community forum properties examined the focus dispersion of
users [9] and communities [2] without considering the specificity of the topics
being discussed. As we will explain shortly concept graphs can be used to mea-
sure the level of specificity of a given community forum, however such a forum
must first be represented using a model that can capture the concepts referred to
within forum posts. The provided dataset for our experiments, from Boards.ie,
includes a set of forums F in which posts are made. Posts are provided as a set
of tuples <u, s, t, f> ∈ P , where user u posted message s at time t in forum
f . The message s is composed of terms that we use to build the concept mod-
els for individual communities. The focus of a community can change and alter
over time, therefore we must constrain a community’s model to specific time
snapshots - e.g. t′ → t′′ where t′ < t′′. To ensure the provision of content from
time-delimited forum posts we derive the set St′t′′

f using the following construct
that filters through all relevant posts’ contents within the allotted time window:

St′t′′
f = {s : <u, s, t, f> ∈ P, t′ ≤ t < t′′} (1)

Concept models contain the distribution of concepts within a given community
forum over an allotted time period - i.e. t′ → t′′. Derivation of the concepts
requires the use of concept extraction methods, we use Zemanta a third-party
tool that provides a concept extraction service and is provided with the forum
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posts as input. Given our set of post contents, St′t′′

f , we must derive concepts
that characterise the forum in the time period. We do this by processing each
post content s ∈ St′t′′

f using a concept extraction tool Ψ(s) to return the set
of concepts related to the content of s. We build the concept model for the
community by recording the frequency of concept occurrences in the input posts
sets, returning At′t′′

f . This set is derived using the following construct:

At′t′′
f [ci] = |{ci : ci ∈ Ψ(s), s ∈ St′t′′

f }| (2)

4 Measuring Topical Specificity

Measuring the topical specificity of a community forum requires analysing posted
content and then identifying how general or specific the concepts being discussed
are. In this context, we interpret a community forum’s specificity in relation to its
parent forum such that the topics discussed in a child forum are a subset of those
discussed in its parent (e.g.Rugby discusses more specialised topics than Sports).2

In this section we discuss a range of abstraction measures that gauge how abstract
a community forum’s topics are. As we are interested in the specificity of the fo-
rum, and given that specificity is the antonym of abstraction, we take the recipro-
cal of the following abstraction measures (a(c)) for individual concepts: 1/a(c). In
order to process the community forum f we must decide on which concept, based
on those found within the forum’s content, to process and return the abstraction
measure for. As our abstraction measures rely on the network structures of con-
cept graphs they can be expensive to compute, therefore we use composite func-
tions that take a forum’s set of concepts, and the frequency of concept occurrences
At′t′′

f , assess each concept in the given set and returns the abstraction measure of
the most representative concept. We begin this section by describing how we se-
lect which concept to return as the most representative for a forum through our
composite functions, before moving on to define the abstraction measures used to
assess the level of abstraction of a given concept.

4.1 Composite Functions

As mentioned previously, for a given forum f over a given time step t′ → t′′

we are given a collection of concepts derived from posts within the window. We
must decide on the best way to select from these concepts a single measure of
forum specificity; we therefore provide two such functions for this task.

1. Concept Frequency: This function uses the frequency of the concept in the
forum to pick out the most commonly discussed concept. The abstraction of
the chosen concept is then measured using one of our abstraction measures -
which are discussed below - and its reciprocal taken to return the specificity
of the forum.

2 It isnt necessarily the case that the more specialised forum will discuss a single topic
(e.g. rugby could have children forums Rugby Union and Rugby League for the dif-
ferent codes).
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2. Concept Frequency-Inverse Forum Frequency: This functions selects the most
unique concept discussed in the forum with respect to all forums. This is a
modification of the existing Term Frequency-Inverse Document Frequency
measure used for term indexation. The Concept Frequency-Inverse Forum
Frequency of each concept in a given forum is measured and the concept
that returns the maximum value is chosen. The abstraction of this concept
is then measured and the reciprocal of this value taken as the specificity of
the forum. We define the Concept Frequency-Inverse Forum Frequency as
follows:

cf−iff(c, f, F ) =
|At′t′′

f [c]|
max

({
At′t′′

f [c′] : c′ ∈ At′t′′
f

}) × log
|F |∣∣{f ∈ F : c′ ∈ At′t′′

f , c′ = c}
∣∣

(3)

4.2 Concept Abstraction Measures

The composite functions decide on which concept to measure based on either: a)
the frequency of the concept in the forum, or b) the uniqueness of the concept
with respect to the other forums. To measure concept abstraction we define five
measures as follows, which either leverage the network structure surrounding a
concept or use the semantics of relations in the concept graph.

Network Entropy. Our first measure of concept abstraction (a(c)) is based on
work by [3] in which tag abstraction is measured through the uniformity of co-
occurences. The general premise is that a more abstract tag should co-occur with
many other tags, thus producing a higher entropy - as there is more uncertainty
associated with the term. In the context of our work we can also apply the
same notion, however we must adapt the notion of co-occurrence slightly to deal
with concepts. To begin with we need to define certain preamble that will allow
network entropy, and the below network-theoretic measures, to be calculated,
using the same definition as laid out in [4]: let G = {V,E, L} denote a concept-
network, where c ∈ V is the set of concept nodes, ecc′ ∈ E is an edge, or
link, connecting c, c′ ∈ V and lb(ecc′) ∈ L denotes a label of the edge - i.e.
the predicate associating c with c′. We can define the weight of the relation
between two concepts c and c′ by the number of times they are connected to one
another in the graph: w(c, c′) = |{ecc′ ∈ E}|. From this weight measurement,
derived from concept co-occurrence, we then derive the conditional probability
of c appearing with c′ as follows, using ego(c) to denote the ego-network of the
concept c - i.e. the triples in the immediate vicinity of c:

p(c′|c) = w(c, c′)∑

c′′∈ego(c)

w(c, c′′)
(4)

Now that we defined the conditional probability of c appearing with another
concept c′, we define the network-entropy of c as follows:

H(c) = −
∑

c′∈ego(c)

p(c′|c) log p(c′|c) (5)
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Network Centrality. Concepts in the semantic graph G play a role in connect-
ing other concepts together, allowing agents using a follow-your-nose principle
to traverse the concept space and find related terms. The importance of a con-
cept in enabling such information flow can be gauged by its centrality in the
network: the greater the centrality of the concept, the greater its importance.
As [3] defines, the notion of centrality also allows a concept’s abstraction to be
measured, where the more central a concept is to the network, the greater its
level of abstraction. Using this notion of centrality equating to abstraction, we
provide two centrality measures as follows:

Degree-Centrality. The first measure uses the degree of the concept c to assess
its centrality: the greater the degree of the concept, the greater its centrality in
the network. The degree of c is derived by returning the ego-centric network of
c and measuring its size, we maintain directions of the edges for this measure as
we are concerned with the propensity of concept c to be connected from where it
appears as the subject of a triple. The cardinality of the ego-centric network is
then divided by the number of concepts in the concept-network with 1 subtracted
(as c cannot connect to itself):

CentD(c) =
|{c′ : c′ ∈ V, ecc′ ∈ E}|

|V | − 1
(6)

Eigenvector Centrality. Our second centrality measure gauges the position of
the concept (c) in terms of the eigen structure of the adjacency matrix of the
concept graph. The theory behind using such a measure is that the centrality of
a concept depends on the centrality of those concepts with which it is connected.
Let A denote the adjacency matrix of the concept network where aij ∈ A, aij = 1
where an edge exists between concept ci and concept cj and 0 otherwise. Let xi

denote the centrality score for ci, where we define xi as:

xi =
1

λ

|A|∑

j=1

aijxj (7)

We can rewrite Eq. 7 in a vector form such that x = {x1, x2, ..., xn} denotes
the vector of centrality measures for concepts c1, c2, ..., cn and rearrange into
a solvable form: Ax = λx. The λ here corresponds to the largest eigenvector
of the adjacency matrix of the concept network A, and λi corresponds to the
eignvector centrality score for concept ci. Therefore by solving Ax = λx we
derive the centrality scores for all concepts.

Statistical Subsumption. Our next measure of concept abstraction relies on
the semantics of a concept graph to identify concept subsumption. According
to Schmitz et al. [10] concept c subsumes (is more general than) concept c′ if
p(c|c′) > ε and p(c′|c) < ε for some threshold ε. As we are using the DBPedia
graph as our knowledge base for concept relations we can exploit the semantics
of the edges to detect subsumption and the hierarchical nature of the relations.
For this we utilise SKOS semantics and subclass-of relations within DBPedia in
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order to count how many concepts a given concept c is more general than (we
use DBPedia datasets as our concept graphs which is explained in the following
section).

SUB(c) = |{c′ : c′ ∈ V, ecc′ ∈ E, lb(ecc′) ∈ {<skos:narrower>,<rdfs:subClassOf>}|
(8)

Key Player Problem. The final measure of abstraction that we use is taken
from Navigli & Lapatta [7] and attempts to measure the extent to which a given
node in a network is a key player in the network’s topology; that is, the extent to
which it is important for information flow through the network. To compute this
measure we measure the shortest distance - using the Bellman-Ford algorithm
- from the concept to every other concept in the network and then take the
sum of the reciprocal of these distances. This sum is then normalised by the
number of concepts in the network excluding the one under analysis. We define
this formally as:

KPP (c) =

∑

c′∈V,c �=c′

1

d(c, c′)

|V | − 1
(9)

5 Experiments

In this paper we have defined how an online community forum can be modelled
using the concepts discussed within its posts. We then described a method to
assess the specificity of an online community forum by identifying the most rep-
resentative concept and measuring the reciprocal of the concept’s abstraction.
Given the five different abstraction measures used and the two different compos-
ite functions, we must select the best combination to measure the specificity of
a forum. Additionally, as we are using a concept graph from which to measure
the abstraction of a given concept, we must also consider which source to use
for the graph and examine how this affects performance.

5.1 Experimental Setup

For our experiment we needed to decide which time period to analyse - i.e. set-
ting t′ → t′′ - and therefore: a) where to start the period from, and b) how large
the period should be. For the former point (start of the period) we counted how
many posts were made every day in 2005 and found that the distribution was
not normally distributed and was instead bimodal. We fitted a Gaussian mix-
ture model using Expectation-Maximisation and found two Gaussians, thereby
rendering our decision to choose a representative date based on the mean of
a single Gaussian limited. We instead plotted a boxplot of the distribution, as
shown in Figure 1(a), and chose the median of 4,455 posts as being the indicative
point of the post distribution, we then selected the date that had 4,455 posts
as our start date: 23/3/2005. To decide on the window size from this start date,
we then counted how many posts were made in each forum from the start date
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within a k-week window, and found the densities to all be normally-distributed
with variance in their tails and skews. We wanted to select the most stable dis-
tribution of posts across the forums and therefore measured the kurtosis and
the skewness of each window size’s distribution - as shown in Figure 1(b). We
then chose the week that produced the minimum of these measures: 1 week. By
choosing this time period we are provided with reduced variation in the forum
post distribution and therefore a stable picture, with no large fluctuations, of
community activity.
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Fig. 1. Plots of posts-per-day distribution in 2005 (1(a)) and the distribution properties
of posts-per-forum in increasing week windows from 23/3/2005 (1(b))

The selected 1 week experiment period contained a total of 15,076 posts within
230 forums. We ran the text analysis tool Zemanta3 based on prior work by Rizzo
and Troncy [8], noting that this named entity recognition tool worked best on
news story corpora,4 over the post contents in the time period - 23/3/2005 →
30/3/2005 - and used the DBPedia mappings between entities and concepts to
generate the concept sets: At′t′′

f . We extracted 24,752 unique entities from 15,076
posts.

Concept Graphs. Mappings are required between entities and concepts as
Zemanta returns DBPedia URIs which may refer to both named entities and
concepts. Therefore for the former we must then identify the concepts that the
entities relate to. To do this we loaded the Ontology Infobox Types and Articles
Categories DBPedia datasets into Jena TDB and queried the store for map-
pings between an entity and: a) the class that the entity is a type of; and b)
the wikipedia category that the entity is related to. We then used two graphs
to assess the specificity of a forum: a) the DBPedia Ontology Graph, which we
refer to as the Type graph, containing the class structure in which classes form
a strict hierarchy based on rdfs:subClassOf relations, and; b) the SKOS Cat-
egory Graph, which we refer to as the Category graph, containing the category
structure from wikipedia in which categories form a loose hierarchy based on

3 http://www.zemanta.com/
4 We also note that our domain differs from that of news, but the natural language
structure is similar and does not contain abbreviated forms as with Microposts.

http://www.zemanta.com/
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show:broader relations. Our evaluation therefore, not only looks for the op-
timum combination of abstraction measure and composite function, but also
which concept graph to use: the Type graph or the Category graph.

Table 1. Example rankings of forums in two predicted ranks from model 1 (M1)
and model 2 (M2) together with the ground truth. The label function l(.) returns the
level of the forum from the ground truth. Our evaluation measures (Kendall τb and
Impurity@k) are provided with the ordered levels as input.

GT M1 M2

Rank Index d l(d) d̂1 l(d̂1) d̂2 l(d̂2)
1 a 1 c 2 a 1
2 b 1 d 2 b 1
3 c 2 g 3 c 2
4 d 2 h 3 d 2
5 e 2 a 1 f 2
6 f 2 e 2 g 3
7 g 3 i 3 e 2
8 h 3 b 1 h 3
9 i 3 j 3 i 3
10 j 3 f 2 j 3

Evaluation Measures. To evaluate our approach we use the different combina-
tions of: a) composite functions, b) abstraction measures, and c) concept graphs,

to produce a predicted rank (d̂) - ordering the most specific forum to the most
general - which is then compared against a ground truth rank (d). The ground
truth rank of the forums is derived from the hierarchical structure of Boards.ie
which allows a given forum to be declared as either a parent or a child of another
forum, thereby creating a nested structure. In this setting there are three levels
that a given forum can be placed in: 1 is most specific, 3 is most general and 2 is
in-between. In order to aid comprehension of our evaluation setting we present
example rankings produced by two hypothetical models (M1 and M2) in Table
1 along with the ground truth (GT). We refer to this evaluation setting as level-
based ranking as each model (M1, M2) returns a level ordering (using a label
function l(.)) derived from the ordering of forums by their specificity values.

We use two evaluation measures for our experiments. The first measure is the
Kendall τb coefficient which measures the difference in the number of concordant
and discordant pairs and normalises this by the number of compared items -
accounting for ties: −1 is a perfect negative correlation, 0 is no correlation and
1 is a perfect positive correlation. This measure yields 0.125 and 0.75 for model
M1 and model M2 respectively from Table 1, indicating that M2 is better.

The second measure is a novel metric for level-based rankings called Impu-
rity@k which assesses the rank up to a given point - i.e. top-k - by gauging the
distance from each wrongly positioned forum to its true position in the ground
truth, it is therefore equivalent to an error measure. The measure has a co-
domain of [0, 1] where 0 indicates that there are no wrongly positioned items
and 1 indicates that bottom-ranked forums are ranked at the top. Impurity@k is
derived by taking the set of outlier items (O) - derived as the set of specialised
forums that are appear lower-down the rank than more general forums - and
working out the distance in the rank between each outlier in the predicted rank
and its true position. For model M1 from Table 1 the set of outliers contains
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O = {a, b, f} while for M2 the set contains O = {e}. For the true position we
use the lowest position of a forum with the same hierarchy level as the outlier
- e.g. forum a from M1 is in level 1 which has a lowest position of rank index
2 (forum b in the ground truth). We then gauge the displacement of the forum
as a normalised value by setting |F | as the denominator - e.g. for forum a this
would be the difference between its rank index in M1 (5) and the lowest rank of
a level 1 forum (2) thereby yielding 3/10 given that there are 10 forums under
analysis. The normalised displacement values of each outlier are then summed
and the average taken. We define this formally as:

impurity(k) =
1

|O|
∑

f∈O

|d̂k(f) − levelrank(f,dk|
|F | (10)

levelrank(f,dk) = max({i : i = dk(g), l(g) = l(f), g ∈ F}) (11)

For Impurity@k we used six settings for k (k ∈ {1, 5, 10, 20, 50, 100}) and aver-
aged the results of these values as a single measure. In doing so we concentrated
on the upper-portion of the rank and therefore tested the performance of identi-
fying topically-specific forums. For the rankings in Table 1, M1 and M2 produce
Impurity@10 values of 0.433 and 0.1 respectively (M2 is better).

Baseline Model: Knuth Shuffle. In order to aid comprehension of our results
obtained using different model combinations, we compare the performance of
each combination to a baseline model constructed using the Knuth Shuffle. To
perform the shuffle we took the set of 230 ranked forums and iterated over the
set, for each iterated forum we replaced it with a random indexed forum. Baseline
measures were found to be 0.069 for Impurity@k and −0.0593 for Kendall τb.

5.2 Results

Figure 2 presents the results from different combinations of: a) composite func-
tions, b) abstraction measures, and c) concept graphs. We see a marked difference
between the performance of the Type graph (Figure 2(a)) and the Category
graph (Figure 2(b)) in terms of the Kendall τb. We achieve the best perfor-
mance when predicting the total rank using the Type graph and the Concept
Frequency composite function, while using the Concept Frequency-Inverse Fo-
rum Frequency (CF-IFF) function achieves the worst performance (worse than
our Knuth Shuffle baseline). This indicates that the Type graph contains suf-
ficient information to gauge the specificity of all forums based on the classes
of entities found within the forums’ content. Using the frequency of the entity-
types provides the best combination: achieving the best performance when using
Eigenvector Centrality as the abstraction measure - we found this measure to be
significantly better with the Concept Frequency function than the closest best
performing combination of CF-IFF with Eigenvector Centrality when using the
Type graph (p < 0.05 using the Sign test).
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The Impurity@k results for the Type graph (Figure 2(c)) and the Category
graph (Figure 2(d)) also show clear differences: the best performing model is the
Type graph with CF-IFF and Eigenvector Centrality (lower error than the base-
line) despite this model performing poorly when predicting the total rank. The
worst performing model was the Category graph, Concept Frequency and the
Key Player Problem (KPP) abstraction measure, which also performed poorly
when predicting the total rank (kendall τb). For our earlier best performing model
(Type graph with Concept Frequency and Eigenvector Centrality) we do slightly
worse than the random baseline, thereby failing to achieve the best performance
when focussing on top-k ranks.
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Fig. 2. Plots of the results obtained when measuring forum specificity using: a) the
DBPedia type graph, and b) the DBPedia SKOS Category graph. The black horizontal
line indicates the performance of the Knuth Shuffle random baseline.

Our results indicate that when predicting the complete ranking of commu-
nities by their topical specificity using the DBPedia Type graph and Concept
Frequency yields the best model (using Eigenvector Centrality). When concen-
trating on forums that are focussed on a specific topic and identifying forums
that are more specific than one another, then the Concept Frequency-Inverse
Forum Frequency (CF-IFF) function with the Type Graph and Eigenvector cen-
trality is best. CF-IFF returns the most unique concept for a forum with respect
to other forums and using this with the Eigenvector centrality measure returns
a low centrality score for any concept on the periphery of the concept graph
(returning forum-specific concepts that are unique). We validated our findings
using the Mann-Whitney-Wilcoxon test setting the null hypothesis that there is
no difference between the specificity values attributed to forums from different
levels. We achieved low p-values for the Type Graph with Concept Frequency
and Network Entropy, Degree Centrality and Statistical Subsumption (p = 0.17,
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failing to reject the null hypothesis at α = 0.1), while for Eigenvector Centrality
with CF-IFF and the Type Graph we found a significant difference between the
forum level specificity values (p < 0.1).

Table 2 presents top-10 ranks for four model combinations (using the Type
Graph as this performed best overall) indicating that different rankings are pro-
duced by the models. Similarities are evident when the same composite function
is used: Discworld appears at the top of both abstraction measures when us-
ing Concept Frequency - indicating that the concept selected from this forum
has the same specificity levels for both abstraction measures - while Subscribers,
despite being a mid-level forum, appears towards the top rank of each abstrac-
tion measure when using CF-IFF - indicating the existence of a concept unique
to this forum which shares a similar specificity level across the measures. Such
qualitative analysis indicates that despite the composite functions selecting the
same concept to measure the abstraction of, the measures produce, in general,
different rankings based on the concept’s network position.

Table 2. Forum rankings using the Type Graph and different combinations of com-
posite functions and abstraction measures. The integers in parentheses represent the
level of the forum on Boards.ie: 1=most specific, 3= most general.

Concept Frequency CF-IFF
Network Entropy Eigenv’ Cent’ Network Entropy Eigenv’ Cent’

Discworld (1) Discworld (1) Languages (1) Magic the Gathering (1)
The Cuckoo’s Nest (2) Angling (2) Hunting (1) Subscribers (2)

Models (2) Paganism (1) File Exchange (2) Unreal (2)
Slydice Specials (1) Feedback (2) Game Threads (1) LAN Parties (2)

Battlestar Galactica (1) Personal Issues (2) Magic the Gathering (1) World of Warcraft (1)
FS Motors (1) Mythology (2) Bangbus (1) Role Playing (2)
Gadgets (1) Films (1) Biology & Medicine (2) Midwest (2)

FS Music Equipment (1) Business Managem’ (1) Snooker & Pool (2) Game Threads (1)
Pro Evolution Soccer (2) Xbox (1) Subscribers (2) GAA (2)

Call of Duty (2) Help Desk (2) HE Video Players (1) Midlands (2)
Anime & Manga (2) DIT (2) Discworld (1) Discworld (1)

6 Discussions and Future Work

Existing research on social tagging systems [10,5] attempts to assess the speci-
ficity of a tag in order to build tag hierarchies. Our work is analogous to tag
hierarchy construction as it will enable hierarchies of communities to be con-
structed in a similar vein to [1]. Our future work will compare results for hierar-
chical clustering of the forums using specificity values from the best performing
model - i.e. Eigenvector Centrality with the Concept Frequency composite func-
tion and the Type graph - with the clustering from [1] in order to test how
well our measures replicate forum hierarchies and structures. When exploring
the longitudinal behaviour of scientific communities Belak et al. [2] identified
community shift as being a prevalent phenomena where a community spawns
new communities that are specialisations of their ancestor (parent community).
Our work contributes to such explorations by performing specificity analysis of
online community forums: if one can track the specificity of a community over
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time, then one can identify topic shift and inform community managers as to
which new topics could be used for community forums, identifying such events
based on the increased generality of a community’s topic.

In our prior work [13] we theorised that communities which focused on specific
topics showed similar attention patterns - where a post starting a discussion
thread had to match the community’s topic of interest - while these specific topic
communities differed from general discussion communities. The work presented
in this paper provides the necessary means for empirically measuring the topical
specificity of communities on Boards.ie and other community measure boards.
Therefore our future work will involve grouping communities by their topical
specificity - measured using Eigenvector Centrality as our abstraction measure,
Concept Frequency as our composite function, and the DBPedia Type graph as
our concept graph - and examining the attention patterns of specific communities
vs general communities, thereby proving, or disproving, our earlier theory from
[13]. In this paper we have considered a semantic approach to measure the topical
specificity of online community forums, however there is the potential to also
examine an alternative purely social approach: for instance, based on the notion
of Statistical Subsumption which we explored as one of our abstraction measures,
one could identify forum fa as being more general than forum fb if the set of
authors who created posts on fb is a subset of the authors who authored posts
in fa. Such insights and potentials for future work have been afforded as a result
of the work discussed within this paper.

7 Conclusions

In this paper we presented an approach to measure the topical specificity of
online community forums that used abstraction measures which functioned over
concept graphs and composite functions to return a representative concept for a
community, and thereby its specificity level. Motivated by our research question
(Can we empirically characterise how specific a given community is based on
what its users discuss?) the empirical assessment of forum specificity through
our experiments showed the divergent performance between different composite
functions, abstraction measures and concept graphs, where the use of a resource
type-graph derived from the DBPedia Type Ontology provided a useful resource
for predicting a complete ranking of forums by their specificity levels, outper-
forming the SKOS Category structure. We also found that using the Eigenvector
Centrality measure and the Concept Frequency-Inverse Forum Frequency func-
tion provided the best combination for identifying differences in topic-specific
communities to be discerned - this latter assessment being measured using our
novel evaluation metric Impurity@k that accounts for top-k ranked levels.

The results and findings from this work will inform our future work on exam-
ining attention patterns of online communities, and also enable the longitudi-
nal assessment and tracking of a community forum’s topical specificity, thereby
allowing new communities to be recommended to managers based on topical
generalisation - a natural life-cycle of communities as put forward by [1].
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Abstract. In this paper, we present an approach for extending the ex-
isting concept of nanopublications — tiny entities of scientific results in
RDF representation — to broaden their application range. The proposed
extension uses English sentences to represent informal and underspecified
scientific claims. These sentences follow a syntactic and semantic scheme
that we call AIDA (Atomic, Independent, Declarative, Absolute), which
provides a uniform and succinct representation of scientific assertions.
Such AIDA nanopublications are compatible with the existing nanopub-
lication concept and enjoy most of its advantages such as information
sharing, interlinking of scientific findings, and detailed attribution, while
being more flexible and applicable to a much wider range of scientific
results. We show that users are able to create AIDA sentences for given
scientific results quickly and at high quality, and that it is feasible to au-
tomatically extract and interlink AIDA nanopublications from existing
unstructured data sources. To demonstrate our approach, a web-based
interface is introduced, which also exemplifies the use of nanopublications
for non-scientific content, including meta-nanopublications that describe
other nanopublications.

1 Introduction

Nanopublications have been proposed to make it easier to find, connect and cu-
rate core scientific statements and to determine their attribution, quality and
provenance [6]. Small RDF-based data snippets — i.e. nanopublications— rather
than classical narrative articles should be at the center of general scholarly com-
munication [10]. In contrast to narrative articles, nanopublications support data
sharing and mining, allow for fine-grained citation metrics on the level of indi-
vidual claims, and give incentives for crowdsourced community efforts. In this
paper, we propose an extension that allows for informal and underspecified rep-
resentations and broadens the scope of the nanopublication approach.
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The novelty of nanopublications lies in the combination of four ideas: (1) to
subdivide scientific results into minimal pieces, (2) to represent these results —
called assertions — in an RDF-based formal notation, (3) to attach RDF-based
provenance information on this “atomic” level, and (4) to treat each of these
tiny entities as a separate publication. Number (2) strikes us as problematic:
Requiring formal representations for scientific results seems to be unrealistic in
many cases and might restrict the range of practical application considerably.
On the other hand, we think that the approach would be highly beneficial even
if this restriction is dropped, and that at the same time it would become much
more broadly applicable. Specifically, we propose to allow authors to attach
English sentences to nanopublications, thus allowing for informal representations
of scientific claims. We previously sketched this approach in a position paper [8].

To illustrate and motivate our approach, let us consider the following fictitious
scenario: Giuseppe is a researcher in the biomedical area. Just now, he came to
think of the possibility that gene X might accelerate the late stage of the course
of disease Y, and he decides to investigate this further. The first questions that
Giuseppe faces are: Has somebody else thought of gene X as a late-stage ac-
celerator of disease Y? If so, is it an established fact or an open, maybe even
controversial question? How much evidence is there on either side (i.e. the state-
ment being true vs. false)? Who has worked on this question and what are their
positions? With the current Web, it takes Giuseppe hours, probably days to
answer these questions. As it so happens, a researcher named Isabelle is ask-
ing herself the same question. One of her experiments, designed for an entirely
different purpose, showed some evidence that gene X might speed up the final
stage of disease Y. She wonders whether this would be a new finding or not, but
she only has time for a quick Web search, which does not reveal anything.

With our approach, this scenario would turn out differently in the future.
Giuseppe and Isabelle would each access a nanopublication portal to enter their
hypothesis “gene X accelerates the late stage of the course of disease Y.” The
system would retrieve related nanopublications, in particular those with match-
ing sentences, including the ones that use different wording to express the same
meaning (applying a mixture of automatic clustering and crowdsourcing). In
an instant, the system would compile and present the relevant information: the
amount of existing research; whether the statement is open, settled, or contro-
versial; supporting and opposing researchers and evidence; and references to the
most relevant articles. This saves Giuseppe days of work, and Isabelle gets a
quick answer to her question. Furthermore, she can contribute to this global
scientific knowledge base by publishing a nanopublication referring to her exper-
iment that gave some weak evidence in favor the statement. This takes her only
a few minutes and might later have a positive impact on her citation record.

These examples show that informal representations of scientific statements
(i.e. plain English sentences) are sufficient for many purposes. In fact, it would
most certainly have been difficult for Giuseppe and Isabelle to come up with a
formal representation for their hypothesis. It is known that even people who use
ontology languages professionally often mix up such fundamental concepts as
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existential and universal quantification [11]. It is beyond question that formal
representations have advantages that cannot be achieved with informal sen-
tences, and we should express scientific claims in RDF form whenever possible.
However, we think that in cases where formal representations are not practical
(which could very well be the majority of cases), the scientific research commu-
nity can derive substantial benefits from nanopublications with informal claims.

In the remainder of this paper, we will introduce a formalism for using English
sentences in nanopublications. We discuss the constraints on such sentences and
how they are generated, processed, and interlinked. We present evaluations on
the ease of manually and automatically generating such nanopublications, and
on sentence clustering for automatically linking related scientific claims.

2 Background

There are only a few existing approaches of embedding scientific results as sepa-
rate English sentences in formal structures. They are briefly outlined below, and
contrasted with our approach in the next section.

SWAN (Semantic Web Applications in Neuromedicine) [2] is an ontology
that evolved from a web platform called Alzforum, which has been used by
the Alzheimer research community since 1996 to discuss their ideas and find-
ings [3]. Similar to the approach to be presented here, SWAN provides a formal
RDF-based scaffold for scholarly communication, while using informal English
sentences to describe claims and hypotheses. Another example is EXPO, an on-
tology for scientific experiments [13]. In this model, each research hypothesis has
both a formal definition and a natural language equivalent, and the latter typi-
cally has the form of a single English sentence. As a third example, GeneRIF is a
dataset describing gene and protein functions.1 Each GeneRIF entry consists of
a gene ID, a publication reference, and — most importantly — a short English
sentence of less than 255 characters describing a function of the given gene. We
will use this dataset in one of our evaluations.

In addition to the nanopublication initiative, there are a number of related
approaches of formally representing scientific findings. The Biological Expression
Language (BEL) is “a language for representing scientific findings in the life sci-
ences in a computable form.”2 It is embedded into a relatively complex scripting
language called BEL Script, where the formal statements can also be linked to
sentences of the publication they were derived from. Other approaches focus on
hypotheses that are automatically generated [14]. A different application sce-
nario is employed by an approach called structured digital abstracts [12], which
should make formal representations of main scientific results sufficiently simple
to require them directly from paper authors. These formal abstracts could be
submitted, reviewed, and published together with their papers.

The particular kind of English sentences that our approach uses can be con-
sidered a controlled natural language (CNL) [15]. A CNL is a language that is

1 http://www.ncbi.nlm.nih.gov/gene/about-generif
2 http://www.openbel.org

http://www.ncbi.nlm.nih.gov/gene/about-generif
http://www.openbel.org
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based on a certain natural language, while being more restrictive concerning lex-
icon, grammar, and/or semantics. Previous work investigated the use of a formal
CNL to write scientific abstracts that can be automatically translated into logic
[9]. The CNL to be presented below is, however, of an essentially different type:
It is much less restricted and is not designed for automatic interpretation.

3 Approach

Our approach of using English sentences to describe scientific results differs from
existing approaches — such as SWAN, EXPO, and GeneRIF — in the following
four respects:

1. Our intended application range is very broad, covering science as a whole
and beyond.

2. In our conceptualization, sentences exist independently from authors. In a
certain sense, a sentence exists even if it has not yet been uttered by anybody.
Conversely, a particular sentence might have been said by different persons
at different points in time. None of these persons “owns” the sentence, but
the sentence has an existence on its own and just happens to be mentioned
(i.e. claimed, challenged, refuted, related, etc.) by people from time to time.

3. The sentences of our approach are not just any English sentences; we are
more specific about what such sentences have to look like. We will intro-
duce the concept of “AIDA sentences,” which can be considered a controlled
natural language.

4. Our approach allows for a (quasi-)continuum from fully informal to fully
formal statements. Natural sentences can be assigned partial or complete
formal representations in the form of RDF graphs, combining the advantages
of natural and formal representations.

Number 2 might look like a purely philosophical issue, but it actually has very
concrete consequences to our approach. For example, since sentences have their
own independent existence, it is natural to give them URIs, making them first-
class citizens in the RDF world. The formalization continuum of number 4 is
shown in Figure 1, which also illustrates how statements can be interlinked re-
gardless of their level of formality, and how they can be part of nanopublications.
As a very simple (and in this sense untypical) example of a scientific claim, we
borrow the sentence “malaria is transmitted by mosquitoes” from previous arti-
cles on nanopublications [6].

3.1 An Ocean of Nanopublications

Before we move on to explain the details of our approach, let us describe the
general nanopublication idea in some more detail. We deliberately present it from
our own particular perspective, which embodies a view that is broader than the
original one, but in a straightforward way. As motivated above, we believe that
the application range of nanopublications could be much broader than what they
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Fig. 1. In our approach, there is a continuum from formal to informal statements (top),
which can be linked regardless of their level of formality (middle), and which can be
asserted in nanopublications (bottom)

were initially designed for (which is, by the way, very similar to the origins of the
RDF standard). Basically, nanopublications could become the basis for the entire
Semantic Web. Whatever information one wants to share, it could be published in
the form of one or more nanopublications. These can include scientific claims and
experimental data, but also opinions, social relationships, events, properties of
other nanopublications (“meta-nanopublications”), and much more. In general,
they are supposed to come from a number of channels, including the following:

1. Authors provide nanopublications for their own (scientific) results.
2. Users create meta-nanopublications by assessing, interlinking, and correcting

existing nanopublications, claims, authors, and other relevant entities.
3. Curators generate nanopublications for results others have found.
4. Data mining (especially text mining) generates new nanopublications from

existing unstructured data sources.
5. The data contained in existing structured data sources is exported into the

nanopublication format.
6. Bots generate new nanopublications by crawling through the mass of existing

ones and inferring obvious and not-so-obvious new relations.

Channels 3, 4, and 5 are very important in the beginning to attain critical mass,
but afterwards 1, 2, and 6 would gain importance. Channels 1, 2, 3, and 5
typically generate high-quality nanopublications, whereas 4 and 6 tend to have
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Fig. 2. Channels creating and using nanopublications

lower quality. Figure 2 shows these different channels and sketches some possible
applications that consume nanopublications. In the middle of the picture, there
is an ocean of nanopublications. At the moment, this is no more than a puddle,
but the different channels should enlarge it to massive dimensions. A crucial
question is whether these channels can produce enough nanopublications at the
initial stage to let the ocean grow to a certain critical mass, at which point it
would produce enough advantages for all participants to allow the system to run
on its own. For that reason, the evaluations we will present below focus on the
creation of nanopublications.

The agents that produce nanopublications can be humans or bots. We use the
term bot to denote “robots without a body” or “named computer programs,”
i.e. agents that are made up only of software. Robot scientists [7] could become
another important type of agent in the future.

3.2 AIDA

Let us turn now to the core of our approach, i.e. the particular kind of English
sentences. They have to follow a scheme that we call AIDA (pronounced like the
opera): the sentences have to be Atomic, Independent, Declarative and Absolute:

– Atomic: a sentence describing one thought that cannot be further broken
down in a practical way

– Independent: a sentence that can stand on its own, without external ref-
erences like “this effect” or “we”
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– Declarative: a complete sentence ending with a full stop that could in
theory be either true or false

– Absolute: a sentence describing the core of a claim ignoring the (un)cer-
tainty about its truth and ignoring how it was discovered (no “probably” or
“evaluation showed that”); typically in present tense

The sentence “malaria is transmitted by mosquitoes,” which we have encoun-
tered above, is an example of an AIDA sentence. The first three criteria basi-
cally reflect the nanopublication idea when applied to natural language instead
of RDF.

The last AIDA criterion might look suspicious: After all, uncertainty is an
essential aspect of scientific results. We are not proposing to omit this aspect, but
it should be recorded separately in the provenance part of the nanopublication
and should not be part of the sentence. We do not have a concrete proposal
at this point, but the ORCA model of uncertainty [4] seems to be a very good
candidate for integration. Once integrated, a user interface for creating AIDA
nanopublications could look as follows:� We hypothesize that this statement might be true:� We think this statement is probably true:� We think this statement is an established fact:

Malaria is transmitted by mosquitoes.

As mentioned above, each AIDA sentence should get its own URI to make
it a first-class citizen in the RDF world. String literals would not work out,
as we want to establish relations between sentences, and RDF literals are not
allowed in subject position of triples. An additional requirement is that the actual
AIDA sentence should be extractable from its URI without consulting external
resources, and vice versa. These requirements can be met by a straightforward
URI encoding:

http://purl.org/aida/Malaria+is+transmitted+by+mosquitoes.

No central authority is needed to approve new statements, but everybody can
make up such URIs and immediately use them. We are aware that this goes
against existing recommendations of keeping URLs opaque, but we think that
when adding something essential such as a natural/formal continuum, a delib-
erate deviation from previous good practices is justified.

AIDA sentences can be interlinked by relations such as hasSameMeaning. The
semantics of such relations is relatively straightforward for formal languages, but
much less so for natural language, which is inherently vague and ambiguous. We
employ a very pragmatic definition. In a nutshell, the semantics of an AIDA sen-
tence is defined as the most frequent meaning English speakers assign to it. More
specifically, in order to find the meaning of a given AIDA sentence, we mentally
give it to all English speakers in the world, disregarding those who would say
that they do not understand it. The remaining ones we ask (again mentally)
about the most plausible meaning they would intuitively assign (without giv-
ing context information, as AIDA sentences are supposed to be independent).

http://purl.org/aida/Malaria+is+transmitted+by+mosquitoes.
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The most frequent of the resulting meanings is considered the meaning of the
AIDA sentence. On this basis, two sentences satisfy the hasSameMeaning rela-
tion, for example, if and only if we end up with equivalent meanings after going
through the above mental exercise for each of them.

3.3 Creating and Clustering AIDA Nanopublications

The obvious channels that are supposed to provide us with AIDA nanopublica-
tions are channels 1, 3, and 4: Authors and curators manually write AIDA sen-
tences, and text mining approaches automatically extract AIDA sentences from
existing texts. However, bots can also produce AIDA nanopublications, inferring
them from existing ones and interrelating them using NLP techniques (channel
5). In addition, users of nanopublication portals can link and correct existing
AIDA sentences (channel 2). In the case of channel 6, we typically get formal
representations “for free,” but having complementary AIDA sentences can still
be helpful for humans to make sense of the respective claims. The evaluation to
be presented below focuses on channels 1, 3, 4, and 6.

As motivated in the introduction, the main benefit of AIDA nanopublications
comes from interlinking them and relating them to other entities. The first prob-
lem we are facing is that a typical scientific statement can be expressed in more
than one way. We, therefore, cannot expect that two AIDA sentences with the
same meaning use exactly the same wording. To solve this problem, we propose
to use a mixture of automatic clustering and crowdsourcing. The clustering has
the function of finding candidate sentences that seem to have similar or even
identical meanings for a given AIDA sentence. Users of nanopublication portals
can then filter out the false positives (ideally by single mouse clicks). These
user responses would be published as nanopublications via channel 2. One of
our studies to be introduced below shows results on the quality of automatic
clustering of sentences.

4 Implementation

Below, we introduce a prototype of a nanopublication portal and give some
details on the RDF representations.

4.1 Nanopublication Portal

Figure 3 shows a prototype of a nanopublication portal called nanobrowser that
we are developing to demonstrate our approach. It is based on ApacheWicket and
the Virtuoso triple store, and its source code is available online.3 Nanobrowser
is in fact more than just a browser and could be called a scientific/social/
distributed/semantic wiki. Users are presented small buttons such as “I agree,”
which generate and publish meta-nanopublications by single mouse clicks.

3 http://purl.org/nanobrowser

http://purl.org/nanobrowser
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Fig. 3. Screenshot of the nanobrowser interface

We still have to investigate what kind of opinions scientists would like to give.
Something like “I am (not) convinced” might be better suited than “I (dis)agree.”
In any case, users can in this way publish many nanopublications with little effort
while browsing the knowledge base.

The screenshot of Figure 3 shows a page that summarizes the available in-
formation about a particular scientific statement. The shown example was au-
tomatically extracted from GeneRIF as part of the evaluation to be described
below. The page shows related sentences and opinions from researchers, each as-
sociated with the meta-nanopublication that established the respective relation
(yellow jigsaw puzzle icon). Users can track down the origin of every piece of
information to see how and by whom it was published.

4.2 Extended Nanopublication Notation

Let us have a brief look under the hood, i.e. the actual RDF representation of
nanopublications. The core part of a standard nanopublication is an assertion
in the form of a named graph [1]:

<> {

:Pub1 np:hasAssertion :Pub1_Assertion .

...

}

:Pub1_Assertion { ... }

The curly brackets after :Pub1 Assertion would contain the actual assertion in
the form of a set of RDF triples. To allow for informal and underspecified asser-
tions using AIDA sentences, we have to use a slightly more complex structure.
With our approach, assertions consist of two subgraphs: a head and a body,
where the body represents the actual (possibly unknown) formal representation:
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<> {

:Pub1 np:hasAssertion :Pub1_Assertion .

:Pub1_Assertion np:containsGraph :Pub1_Assertion_Head .

:Pub1_Assertion np:containsGraph :Pub1_Assertion_Body .

...

}

The head part is used to refer to different representations of the given assertion,
such as the formal representation in the form of a named RDF graph or a natural
representation in the form of an AIDA sentence:

:Pub1_Assertion_Head {

:Pub1_Assertion

npx:asSentence aida:Malaria+is+transmitted+by+mosquitoes. ;

npx:asFormula :Pub1_Assertion_Body .

}

We can — but we are not obliged to — add a formalization of the given claim:

:Pub1_Assertion_Body { ... }

Partial representations can be defined in a straightforward way with the help
of subgraphs, and we can use rdf:about to define that a certain entity must be
part of a formalization without specifying a concrete triple:

:Pub1_Assertion_Body np:containsGraph :Pub1_Assertion_Body_Partial .

:Pub1_Assertion_Body rdf:about ns:malaria .

Later nanopublications can refer to Pub1 Assertion Body to augment or correct
the existing representation.

Overall, this extension is backwards compatible as long as containsGraph re-
lations are considered when retrieving the assertion triples, and allows for a
uniform and general representation of informal, underspecified, and fully formal
assertions.

5 Evaluation

It is obvious from Figure 2 that there are many aspects to evaluate, most of which
we have to leave to future work. As motivated above, we focus our evaluation
on the left hand side of the picture, since this seems to be the critical part for
the initial stage of our approach. The studies described below test some of the
important aspects of the generation of AIDA nanopublications by both, humans
and bots. Detailed supplementary material is available online.4

5.1 Manual Generation of Nanopublications

Our first evaluation tests aspects of channels 1 and 3, as described in Section 3:
How easy or difficult is it for authors or curators to create nanopublications for
their own or others’ scientific results?

4 http://purl.org/tkuhn/aidapaper/supplementary

http://purl.org/tkuhn/aidapaper/supplementary
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To that aim, we asked biomedical researchers to rewrite short texts from sci-
entific abstracts as one or more AIDA sentences. In a sense, these participants
resemble curators who are supposed to create nanopublications for existing sci-
entific results. With respect to the lack of training and experience, however, they
rather resemble authors who occasionally create nanopublications for their own
results. Some of the tested aspects are therefore relevant to channel 1 and others
to channel 3.

Design. To get short original texts, we searched PubMed for articles with struc-
tured abstracts, i.e. abstracts that are divided into different parts like Intro-
duction and Conclusions. According to our experience, the Conclusions section
typically describes the general high-level scientific claims that correspond to the
assertions of nanopublications. We took a random sample of PubMed abstracts
that have a Conclusions section, excluding those that are not understandable
without the broader context. Some of the resulting texts were shortened, so that
each of them would lead to at most three AIDA sentences. We ended up with
five such short texts.

We recruited 16 participants for this user study, all scientists with a back-
ground in biology and medicine. They had never heard of the AIDA concept
before. They were directed to an online questionnaire that consisted of three
parts: the first part briefly explained the AIDA concept; the second part showed
the five short texts and asked for one to three AIDA sentences for each of them;
the last part asked about the experienced difficulty of understanding the AIDA
concept and of performing the rewriting tasks.

Below, one of the five short texts is shown as an example, together with two
corresponding AIDA sentences as we got them from one of our participants:

Original text: The results of this study showed that the hepatic reticuloen-
dothelial function is impaired in cirrhotic patients, but the degree of impair-
ment does not differ between patients with and without previous history of
SBP. [PMID 11218245]

AIDA 1: The hepatic reticuloendothelial function is impaired in cirrhotic pa-
tients.

AIDA 2: The degree of hepatic reticuloendothelial function impairment does
not differ between cirrhotic patients with and without previous history of SBP.

Results. The 16 participants created 163 sentences in total. On average, they
needed 15.3 minutes to complete the study. This means that an average sentence
only required 90 seconds to be created, including the initial overhead to learn
the AIDA concept. We checked each of the 163 sentences whether it complied
with the AIDA restrictions and whether it was an accurate representation of the
original text. Some sentences contained minor mistakes, such as typos or missing
copulas (e.g. “X helpful in Y” instead of “X is helpful in Y”). For the sentences
that were not compliant with AIDA, we also checked which of the requirements
they violated. The result for each sentence was based on two independent manual
evaluations. Figure 4 shows the results.
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163total 100%

114perfect 70%

7typo etc. 4%

10inaccurate 6%
32not AIDA 20%

4not atomic 2%
5not independent 3%

3not declarative 2%
25not absolute 15%
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Fig. 4. Quality of the sentences created within the user study

70% of the resulting sentences were perfect, which means that they complied
with the AIDA restrictions and were accurate representations of the original
texts. An additional 4% were perfect, except that they contained typos and
other minor mistakes. 6% were AIDA-compliant but not accurate with respect
to the original. 20% violated one or several of the AIDA restrictions, mostly the
absoluteness criterion (15%).

As there is no straightforward way of assessing the recall for partially correct
sentences, we calculated the “recall for correct tasks” by looking only at the
tasks for which a particular participant wrote no incorrect sentence (except for
typos): 96% of these sentences covered all information of the initial text.

Next, we can have a look at the subjective experience of the participants,
who had to specify their difficulty of understanding the AIDA concept and of
performing the tasks. The possible answers were “very difficult,” “difficult,”
“easy,” and “very easy.” All participants replied that understanding the concept
of AIDA sentences was “easy” (but not “very easy”). Nobody found it difficult
or very difficult. The task of rewriting the short texts in AIDA format was of
medium difficulty, with a tendency towards easy: ten out of the 16 participants
found it “easy”; the remaining six found it “difficult.”

5.2 Automatic Generation of Nanopublications

Our second evaluation targets specific aspects of channels 4 and 6, as described
in Section 3: How can we automatically extract nanopublications from text re-
sources and then automatically relate them to each other?

For this part of the evaluation, we used the GeneRIF dataset,5 which contains
sentences that describe the functions of genes and proteins. We evaluated the
quality with which we can extract AIDA nanopublications from this dataset.
Then, we investigated how well we can cluster them according to their similarity.

5 ftp://ftp.ncbi.nih.gov/gene/GeneRIF/generifs_basic.gz

ftp://ftp.ncbi.nih.gov/gene/GeneRIF/generifs_basic.gz
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Design. To automatically extract AIDA sentences, we tried to detect GeneRIF
sentences that already follow the AIDA scheme. This was implemented as a set of
simple regular expressions that filter out sentences that are unlikely to be AIDA-
compliant. As many GeneRIF sentences start with phrases such as “these results
clearly indicated that” or “the authors propose that,” and do therefore not
adhere to the absoluteness criterion, we defined additional regular expressions
to identify and remove such sentence beginnings, so that the remaining sentence
texts could be treated as AIDA candidates. The resulting extraction program
was a simple script containing these regular expressions.

During the development of this extraction program, the GeneRIF dataset as
of September 2012 was used, which included roughly 750 000 entries (including
duplicate sentences). Upon completion of the extraction program in November
2012, we downloaded the latest version of GeneRIF, which had 16 865 new en-
tries. We then ran our extraction program on these new entries, which led to
4 342 AIDA nanopublications. From these, we took a random sample of 250
unique sentences, which we manually checked for AIDA compliance.

As a next step, we extracted AIDA sentences from the entire GeneRIF dataset
(119 088 unique sentences) and added the ones we obtained from the user study
described above (94 unique sentences). On average, each of the five user study
tasks led to 18.8 unique statements, which were closely interrelated in terms
of meaning but used different wording. We then applied a clustering algorithm
on the combined set of sentences to evaluate the quality with which similar or
equivalent sentences can be grouped, using the user study sentences as a kind
of gold standard. As input for the clustering algorithm, we transformed the
sentences into word vectors of tf-idf values.

A plethora of unsupervised clustering methods have been developed in statis-
tics and machine learning [5]. Most techniques require the user to define the
number of clusters in advance, and those that do not, often require tuning of
various parameters. Here, we use our own clustering method, specifically de-
signed for sentence similarity, which deals with the large variation of neighbor
density we observed in word vector space. Our algorithm goes as follows: (1)
Given a point X (i.e. a sentence) in our dataset, we build a model of its local
environment UX by choosing a two-level set of nearest neighbors. (2) We repeat-
edly partition UX with k-means (with k = 3) and consider the median distance
dX of the elements of the cluster CX containing the base-point X . (3) If dX
lies above a given threshold, point X is considered an “isolate” and the cluster
is discarded (this is to avoid “loose” clusters consisting of unrelated sentences,
connected by low frequency words).

Results. Figure 5 shows the results of our automatic extraction of AIDA nanop-
ublications from the GeneRIF dataset. The general results look very similar to
the ones from the user study. 71% of the resulting AIDA sentences fully com-
plied with the AIDA restrictions; an additional 3% did so, but contained minor
mistakes such as typos. In contrast with the user study, non-atomic sentences
were relatively frequent (14%). Creators of GeneRIF sentences are probably not
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Fig. 5. Quality of the sentences extracted from the GeneRIF dataset

encouraged to write a separate sentence for each claim, and non-atomicity is
difficult to detect with simple regular expressions.

To evaluate the sentence clustering, we looked at the clusters for the sentences
from the user study. We know that the set of sentences from a particular task has
a large internal overlap in terms of meaning (which does not mean that they are
all similar, as the respective text may describe more than one claim). Our results
show that sentences from the same task indeed end up in the same clusters. On
average, 99.2% of the other objects that such a sentence encountered in its
cluster were sentences from the same task. Furthermore, 84% of the sentences
were connected to at least one other sentence from the same task. Below is an
example of two sentences that our clustering algorithm successfully connected.
They convey the same meaning, but are quite different on the surface level:

– Hepatic reticuloendothelial function is impaired to the same degree in cirrhotic
patients with or without a previous history of SBP.

– History of spontaneous bacterial peritonitis does not affect impairment of hepatic
reticuloendothelial function in cirrhotic patients.

For both evaluations on automatic processing (i.e. extraction and clustering),
we applied very simple methods and we assume that we can achieve even better
results with state-of-the-art NLP techniques, language resources, and ontologies.

6 Conclusions

The pace of modern science is such that it is very difficult to keep track of
the latest research results. Our approach addresses this problem by allowing
researchers to easily access and communicate research hypotheses, claims, and
opinions within the existing nanopublication framework. Representing scientific
claims as AIDA sentences makes the nanopublication concept much more flexible
and significantly widens its practical applicability. Our results show that scien-
tists are able to efficiently produce high-quality AIDA nanopublications, that it
is feasible to extract such nanopublications from existing text resources, and that
it is possible to cluster them by sentence similarity. Together, these findings sug-
gest that our approach is practical, and that it may assist the nanopublication
initiative to attain critical mass.
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Abstract. Interpreting the meaning of a document represents a funda-
mental challenge for current semantic analysis methods. One interesting
aspect mostly neglected by existing methods is that authors of a doc-
ument usually assume certain background knowledge of their intended
audience. Based on this knowledge, authors usually decide what to com-
municate and how to communicate it. Traditionally, this kind of knowl-
edge has been elusive to semantic analysis methods. However, with the
rise of social media such as Twitter, background knowledge of intended
audiences (i.e., the community of potential readers) has become explicit
to some extents, i.e., it can be modeled and estimated. In this paper, we
(i) systematically compare different methods for estimating background
knowledge of different audiences on Twitter and (ii) investigate to what
extent the background knowledge of audiences is useful for interpreting
the meaning of social media messages. We find that estimating the back-
ground knowledge of social media audiences may indeed be useful for
interpreting the meaning of social media messages, but that its utility
depends on manifested structural characteristics of message streams.

1 Introduction

To understand the meaning of social media documents and annotate them with
ontological concepts or lightweight semantic annotations is a crucial problem
since social media documents tend to be short, the language used tends to be
informal and new topics may arise on social media which have not been covered
anywhere else before. While existing semantic analysis methods can be used
to understand and model the semantics of individual social media messages to
some extent, one drawback of these methods is that they are limited to analyz-
ing the content of the document without taking the social context into account.
However, social media documents are created and published in a social environ-
ment where users communicate with imagined audience [6] [7]. As we know from
communication theory, e.g., the Maxim of Quantity by Grice [2] or from Speech
Act Theory [11], authors or speakers usually make their messages as informative
as required but do not provide more information than necessary. This suggests
that the background knowledge of an imagined audience for a given message
may contribute to reveal the topics or concepts the message is about.

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 502–516, 2013.
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This paper sets out to study this hypothesis. We use three datasets obtained
from Twitter, a popular microblogging service. Since information consumption
on Twitter is mainly driven by explicitly defined social networks, we approxi-
mate the imagined audience of a message using the social network of its author.
In addition, we estimate the collective background knowledge of an audience by
using the content published by the members of the audience. While the aim of
this work is not to predict who will read a message, we want to approximate
the collective background knowledge of a set of key audience users of a hashtag
stream who are likely to be exposed to a message and might have the background
knowledge to interpret it. We do that to assess the value of background knowl-
edge for interpreting the semantics of microblog messages. More specifically, this
work addresses following research questions:

RQ1: To What Extent Is the Background Knowledge of the Audience
Useful for Guessing the Meaning of Social Media Messages?. To in-
vestigate this question, we conduct a classification experiment in which we aim
to classify messages into hashtag categories. As shown in [5], hashtags can in
part be considered as a manually constructed semantic grounding of microblog
messages. We assume that an audience which can guess the hashtag of a given
message more accurately can also interpret the meaning of the message more ac-
curately. We will use messages authored by the audience of a stream for training
the classifier and we will test the performance on actual messages of a stream.

RQ2: What Are the Characteristics of an Audience Which Possesses
Useful Background Knowledge for Interpreting the Meaning of a
Stream’s Messages and Which Types of Streams Tend to have Useful
Audiences?. To answer this question, we introduce several measures describ-
ing structural characteristics of an audience and its corresponding social stream.
Then, we measure the correlation between these characteristics and the corre-
sponding classification performance analyzed in RQ1. This shows the extent to
which useful audiences can be identified based on structural characteristics.

The results of our experiments demonstrate that the background knowledge of
a stream’s audience is useful for the task of interpreting the meaning of microblog
messages, but that the performance depends on structural characteristics of the
audience and the underlying social stream. To our best knowledge, this is the
first work which explores to what extent and how the background knowledge of
an audience can be used to understand and model the semantics of individual
microblog messages. Our work is relevant for researchers interested in learn-
ing semantic models from text and researchers interested in annotating social
streams with lightweight semantics.

This paper is structured as follows: In Section 3 we give an overview about re-
lated research. Section 4 describes our experimental setup, including our method-
ology and a description of our datasets. Section 5 presents our experiments and
empirical results. In Section 6 we discuss our results and conclude our work in
Section 7.
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2 Terminology

We define a social stream as a stream of data or content which is produced
through users’ activities conducted in an online social environment like Twitter
where others see the manifestation of these activities. We assume that no ex-
plicitly defined rules for coordination in such environments exist. In this work
we explore one special type of social streams, i.e., hashtag streams. A hashtag
stream is a special type of a resource stream [13] and can be defined as a tuple
consisting of users (U), messages (M), resources (R), a ternary relation (Y ′)
and a function (ft). Specifically, it is defined as S(R′) = (U,M,R, Y ′, ft), where
Y ′ = {(u,m, r) | r ∈ R′ ∨ ∃r′ ∈ R′, m̃ ∈ M,u ∈ U : (u, m̃, r′) ∈ Y } and R′ ⊆ R
and Y ′ ⊆ Y . In words, a hashtag stream consists of all messages containing one
or several specific hashtags r′ ∈ R′ and all resources (e.g., other hashtags, URLs
or keywords) and users related to these messages.

In social online environments, information consumption is driven by explicitly
defined social networks and therefore we can estimate the audience of a social
stream by analyzing the incoming and outgoing links of the authors who created
the stream. We call a user U1 a follower of user U2 if U1 has established a
unidirectional link with U2 (in contrast user U2 is a followee of user U1), while
we call a user U3 a friend of user U1 if U1 has established a link with U3 and
vice versa. In this work, we assume that the union of the friends of all authors
of a given hashtag constitute a hashtag stream’s audience.

3 Related Work

Understanding and modeling the semantics of individual messages is important
in order to support users in consuming social streams efficiently – e.g., via filter-
ing social streams by users’ interests or recommending tweets to users. However,
one drawback of many state-of-the-art text mining approaches (such as Bag of
Words) is that they suffer from the sparsity of microblog messages (i.e., the
limited length of messages). Hence, researchers got interested in exploring those
limitations and develop methods for overcoming them. Two commonly used
strategies for improving short text classification are: (a) improving the classi-
fier or feature representation and (b) using background knowledge for enriching
sparse textual data.

Improving the Classifier or Feature Representation: Sriram et al. [12]
present a comparison of different text mining methods applied on individual
Twitter messages. Similar to our work, they use a message classification task to
evaluate the quality of the outcome of each text mining approach. Limitations
of their work are that they only use five broad categories (news, opinions, deals,
events and private message) in which they classify tweets. Further, they perform
their experiments on a very small set of tweets (only 5,407 tweets) which were
manually assigned to the aforementioned categories. Their results show that
the authorship plays a crucial role since authors generally adhere to a specific
tweeting pattern i.e., a majority of tweets from the same author tend to be within
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a limited set of categories. However, their authorship feature requires that tweets
of the same authors occur in the trainings and test dataset.

Latent semantic models such as topic models provide a method to overcome
data sparsity by introducing a latent semantic layer on top of individual doc-
uments. Hong et al. [3] compare the quality and effectiveness of different stan-
dard topic models in the context of social streams and examine different train-
ing strategies. To assess the quality and effectiveness of different topic models
and training strategies the authors use them in two classification tasks: a user
and message classification task. Their results show that the overall accuracy
for classifying messages into 16 general Twitter suggest categories (e.g., Health,
Food&Drinks, Books) when using topics as features is almost twice as accurate
as raw TF-IDF features. Further their results suggest that the best performance
can be achieved by training a topic model on aggregated messages per user. One
drawback of their work is that they only use 274 users from 16 selected Twitter
suggest directories1, who may be very popular users that may be likely to mainly
post messages about the assigned topic.

Enriching Sparse Textual Data with Background Knowledge: In [9] the
authors present a general framework to build classifiers for short and sparse text
data by using hidden topics discovered from huge text andWeb collections. Their
empirical results show that exploiting those hidden topics improves the accuracy
significantly within two tasks: “Web search domain disambiguation” and “disease
categorization for medical text”. Hotho et al. [4] present an extensive study
on the usage of background knowledge from WordNet for enriching documents
and show that most enrichment strategies can indeed improve the document
clustering accuracy. However, it is unclear if their results generalize to the social
media domain since the vocabulary mismatch between WordNet and Twitter
might be bigger than between WordNet and news articles.

Summary: Recent research has shown promising steps towards improving short
text classification by enhancing classifiers and feature representation or by using
general background knowledge from external sources to expand sparse textual
data. However - to the best of our knowledge - using the background knowledge of
imagined audiences to interpret the meaning of social media messages represents
a novel approach that has not been studied before. The general usefulness of such
an approach is thus unknown.

4 Experimental Setup

The aim of our experiments is to explore different approaches for modeling and
understanding the semantics or the main theme of microblog messages using
different kinds of background knowledge. Since the audience of a microblog mes-
sage are the users who are most likely to interpret (or to be able to interpret)
the message, we hypothesize that incorporating the background knowledge of
the audience of such messages helps to better understand what a single message
is about. In the following we describe our datasets and methodology.

1 http://twitter.com/invitations/suggestions

http://twitter.com/invitations/suggestions
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Fig. 1. Timeline of the crawling process

4.1 Datasets

In this work we use three Twitter datasets each consisting of a temporal snapshot
of the selected hashtag streams, the social network of a stream’s authors, their
follower and followees and the tweets authored by the selected followers and
followees (see Figure 1). We generate a diverse sample of hashtag streams as
follows: In [10] the authors created a classification of frequently used Twitter
hashtags by category, identifying eight broad categories (see Table 1). We decided
to reuse these categories and sample from each category 10 hashtags. We bias
our random sample towards active hashtag streams by re-sampling hashtags for
which we found less than 1,000 messages when crawling (4. March 2012). For
those categories for which we could not find 10 hashtags which had more than
1,000 messages (games and celebrity) we select the most active hashtags per
category. Since two hashtags #bsb and #mj appeared in the sample of two
different categories, we ended up having a sample of 78 different hashtags (see
Table 1).

Table 1. Randomly selected hashtags per category (ordered alphabetically)

technology idioms sports political games music celebrity movies

blackberry factaboutme f1 climate e3 bsb ashleytisdale avatar
ebay followfriday football gaza games eurovision brazilmissesdemi bbcqt

facebook dontyouhate golf healthcare gaming lastfm bsb bones
flickr iloveitwhen nascar iran mafiawars listeningto michaeljackson chuck

google iwish nba mmot mobsterworld mj mj glee
iphone nevertrust nhl noh8 mw2 music niley glennbeck

microsoft omgfacts redsox obama ps3 musicmonday regis movies
photoshop oneofmyfollowers soccer politics spymaster nowplaying teamtaylor supernatural

socialmedia rememberwhen sports teaparty uncharted2 paramore tilatequila tv
twitter wheniwaslittle yankees tehran wow snsd weloveyoumiley xfactor

Each dataset corresponds to one timeframe. The starting dates of the time-
frames are March 4th (t0), April 1st (t1) and April 29th, 2012 (t2). We crawled
the most recent English tweets for each hashtag of our selection using Twitter’s
public search API on the first day of each timeframe and retrieved tweets that
were authored within the last week. During the first week of each timeframe the
user IDs of the followers and followees of streams’s authors were crawled. Finally,
we also crawled the most recent 3,200 tweets (or less if less were available) of
all users who belong either to the top hundred authors or audience users of each
hashtag stream. We ranked authors by the number of tweets they contributed to
the stream and ranked audience users by the number of a stream’s authors with
whom they have established a bidirectional follow relation. Figure 1 illustrates
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Table 2. Description of the datasets

t0 t1 t2

Stream Tweets 94,634 94,984 95,105
Audience Tweets 29,144,641 29,126,487 28,513,876
Stream Authors 53,593 54,099 53,750
Followers 56,685,755 58,822,119 66,450,378
Followees 34,025,961 34,263,129 37,674,363
Friends 21,696,134 21,914,947 24,449,705
Mean Followers per Author 1,057.71 1,087.31 1,236.29
Mean Followees per Author 634.90 633.34 700.92
Mean Friends per Author 404.83 405.09 454.88

this process. Table 2 depicts the number of tweets and relations between users
that we crawled during each timeframe.

4.2 Modeling Twitter Audiences and Background Knowledge

Audience Selection. Since the audience of a stream is potentially very large,
we rank members of the audience according to the number of authors per stream
an audience user is friend with. This allows us to determine key audience mem-
bers per hashtag stream (see Figure 2). We experimented with different thresh-
olds (i.e., we used the top 10, 50 and top 100 friends) and got similar results.
In the remainder of the paper, we only report the results for the best thresholds
(c.f., Table 3).

Background Knowledge Estimation. Beside selecting an audience of a
stream, we also needed to estimate their knowledge. Hence, we compared four
different methods for estimating the knowledge of a stream’s audience:

– The first method (recent) assumes that the background knowledge of an
audience can be estimated from the most recent messages authored by the
audience users of a stream.

– The second method (top links) assumes that the background knowledge of
the audience can be estimated from the messages authored by the audience
which contain one of the top links of that audience – i.e., the links which
were recently published by most audience-users of that stream. Since mes-
sages including links tend to contain only few words due to the character
limitations of Twitter messages (140 characters), we test two variants of this
method: (1) we represented the knowledge of the audience via the plain mes-
sages which contain one of the top links (top links plain) and (2) (top links
enriched) we resolved the links and enriched the messages with keywords and
title information derived from meta-tags of html pages links are pointing to.

– Finally, the last method (top tags) assumes that the knowledge of the au-
dience can be estimated via the messages authored by the audience which
contain one of the top hashtags of that audience – i.e., the hashtags which
were recently used by most audience users of that stream.



508 C. Wagner et al.

A

B

C

AuthorsAudienceRank

1

2

3

Stream

Team bc tryouts tomo
#football

What we learned this
week: Chelsea are
working in reverse
and Avram is coming
#football #soccer

Weekend pleeeease
hurrrrry #sanmarcos
#football

Holy #ProBowl I'm
spent for the rest of
the day. #football

Fifa warns Indonesia
to clean up its football
or face sanctions
#Indonesia #Football

Fig. 2. To estimate the audience of a hashtag stream, we rank the friends of the stream’s
authors by the number of authors they are related with. In this example, the hashtag
stream #football has four authors. User B is a friend of all four authors of the stream
and is therefore most likely to be exposed to the messages of the stream and to be able
to interpret them. Consequently, user B receives the highest rank. User C is a friend of
two authors and receives the second highest rank. The user with the lowest rank (user
A) is only the friend of one author of the stream.

4.3 Methods

In this section we present the text mining methods we used to extract content
features from raw text messages. In a preprocessing step we removed all English
stopwords, URLs and Twitter usernames from the content of our microblog
messages. We also removed Twitter syntax such as RT or via. For stemming
we used Porter Stemming. In the following part of this section we describe the
text mining methods we used for producing semantic annotations of microblog
messages.

Bag-of-Words Model. Vector-based methods allow us to represent each mi-
croblog message as a vector of terms. Different methods exist to weight these
terms – e.g., term frequency (TF ), inverse document frequency (IDF ) and term
frequency-inverse document frequency (TF-IDF ). We have used different weight-
ing approaches and have achieved the best results by using TF-IDF. Therefore,
we only report results obtained from the TF-IDF weighting schema in this paper.

Topic Models. Topic models are a powerful suite of algorithms which allow
discovering the hidden semantic structure in large collection of documents. The
idea behind topic models is to model documents as arising from multiple topics,
where each document has to favor few topics. Therefore, each document exhibits
different topic proportions and each topic is defined as a distribution over a fixed
vocabulary of terms, where few words are favored.
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The most basic topic modeling algorithm is Latent Dirichlet Allocation (LDA)
[1]. In our experiments we used MALLET’s [8] LDA implementation and fitted an
LDA model to our tweet corpus using individual tweets as trainings document.
We chose the default hyperparameters (α = 50/T , β = 0.01) and optimized
them during training by using Wallach’s fixed point iteration method [14]. We
chose the number of topics T= 500 empirically by estimating the log likelihood
of a model with T= 300, 500 and 700 on held out data. Given enough iterations
(we used 2000) the Markov chain (which consists of topic assignments z for each
token in the training corpus) has potentially converged and we can get estimates

of the word distribution of topics (φ̂) and the topic distribution of documents

(θ̂) by drawing samples from the chain. The estimated distributions φ̂ and θ̂ are
predictive distributions and are later used to infer the topics of social stream
messages.

4.4 Message Classification Task

To evaluate the quality and utility of audience’s background knowledge for inter-
preting the meaning of microblog message, we conducted a message classification
task using hashtags as classes (i.e., we had a multi-class classification problem
with 78 classes). We assume that an audience which is better in guessing the
hashtag of a Twitter message is better in interpreting the meaning of the mes-
sage. For each hashtag stream, we created a baseline by picking the audience of
another stream at random and compared the performance of the random audi-
ence with the real stream’s audience. Our baseline tests how well a randomly
selected audience can interpret the meaning of a stream’s messages. One needs
to note that a simple random guesser baseline would be a weaker baseline than
the one described above and would lead to a performance of 1/78.

We extracted content features (via the aforementioned methods) from mes-
sages authored by the audience of a stream before t1 and used them to train a
classifier. That means messages of the audience of a stream were used as train-
ing samples to learn a semantic representation of messages in each hashtag class.
We tested the performance of the classifier on actual messages of a stream which
were published after t1. In following such an approach, we ensured that our clas-
sifier does not benefit from any future information (e.g., messages published in
the future or social relations which were created in the future). Out of several
classification algorithms applicable for text classification such as Logistic Re-
gression, Stochastic Gradient Descent, Multinomial Naive Bayes or Linear SVC,
we could achieve the best results using a Linear SVC2. As evaluation metric we
chose the weighted average F1-score.

4.5 Structural Stream Measures

To assess the association between structural characteristics of a social stream and
the usefulness of its audience (see RQ2), we introduce the following measures

2 http://www.csie.ntu.edu.tw/~cjlin/liblinear/

http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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which describe structural aspects of those streams. We differ between static
measures which only use information from one time point and dynamic measures
which combine information from several time points.

Static Measures

– Coverage Measures: The coverage measures characterize a hashtag stream
via the nature of its messages. For example the informational coverage mea-
sure indicates how many messages of a stream have an informational purpose
- i.e., contain a link. The conversational coverage measures the mean num-
ber of messages of a stream that have a conversational purpose - i.e., those
messages that are directed to one or several specific users. The retweet cov-
erage measures the percentage of messages which are retweets. The hashtag
coverage measures the mean number of hashtags per message in a stream.

– Entropy Measures: We use normalized entropy measures to capture the
randomness of a stream’s authors and their followers, followees and friends.
We rank for each hashtag stream the authors by the number of tweets they
authored and the followers, followees and friends by the number of authors
they are related with. A high author entropy indicates that the stream is
created in a democratic way since all authors contribute equally much. A
high follower entropy and friend entropy indicate that the followers and
friends do not focus their attention towards few authors but distribute it
equally across all authors. A high followee entropy and friend entropy indi-
cate that the authors do not focus their attention on a selected part of their
audience.

– Overlap Measures: The overlap measures describe the overlap between
the authors and the followers (Author-Follower Overlap), followees (Author-
Followee Overlap) or friends (Author-Friend Overlap) of a hashtag stream.
If these overlaps are one, the stream is consumed and produced by the same
users who are interconnected. A high overlap suggests that the community
around the hashtag is rather closed, while a low overlap indicates that the
community is more open and that the active and passive part of the com-
munity do not extensively overlap.

Dynamic Measures. To explore how the social structure of a hashtag stream
changes over time we measure the distance between the tweet-frequency distri-
butions of a stream’s authors at different time points and the author-frequency
distributions of a stream’s followers, followees or friends at different time points.
We use a symmetric version of the Kullback-Leibler (DKL) divergence which rep-
resents a natural distance measure between two probability distributions (A and
B) and is defined as follows: 1

2DKL(A||B) + 1
2DKL(B||A). The KL divergence

is zero if the two distributions A and B are identical and approaches infinity as
they differ more and more. We measure the KL divergence for the distributions
of authors, followers, followees and friends.
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5 Experiments

The aim of our experiments is to explore different methods for modeling and
understanding the semantics of Twitter messages using background knowledge
of different kinds of audiences. Due to space restrictions we only report results
obtained when training our model on the dataset t0 and testing it on the dataset
t1. We got comparable results when training on the dataset t1 and testing on
dataset t2.

5.1 RQ1: To What Extent Is the Background Knowledge of the
Audience Useful for Guessing the Meaning of Social Media
Messages?

To answer this question we compared the performance of a classification model
using messages authored by the audience of a stream (i.e., the top friends of a
hashtag stream’s authors) as training samples with the performance of a classi-
fication model using messages of a randomly selected audience (a baseline, i.e.
the top friends of the authors of a randomly selected hashtag stream) as training
samples. If the audience of a stream does not possess more knowledge about the
semantics of the stream’s messages than a randomly selected baseline audience,
the results from both classification models should not differ significantly.

Our results show that all classifiers trained on messages authored by the au-
dience of a hashtag stream clearly outperform a classifier trained on messages
authored by a randomly selected audience. This indicates that the messages au-
thored by the audience of a hashtag stream indeed contain important informa-
tion. Our results also show that a TF-IDF based feature representation slightly
outperforms a topical feature representation.

The comparison of the four different background knowledge estimation meth-
ods (see Section 4.2) shows that the best results can be achieved when using
the most recent messages authored by the top 10 audience users and when us-
ing messages authored by the top 100 audience users containing one of the top

Table 3. Average weighted F1-Scores of different classification models trained on data
crawled at t0 and tested on data crawled at t1. We either used words weighted via
TF-IDF or topics inferred via LDA as features for a message. The table shows that all
audience-based classification models outperformed a random baseline. For the random
baseline, we randomly swapped audiences and hashtag streams. A classifier trained on
the most recent messages of the top 10 friends of a hashtag stream yields the best
performance.

Classification Model F1 (TF-IDF) F1 (LDA)
Baseline (Random audience: top 10 friends, Messages: recent) 0.01 0.01
Audience: top 10 friends, Messages: recent 0.25 0.23
Audience: top 100 users, Messages: top links enriched 0.13 0.10
Audience: top 100 users, Message selection: top links plain 0.12 0.10
Audience: top 100 users, Message selection: top tags 0.24 0.21
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hashtags of the audience (see Table 3). Tweets containing one of the top links
of the audience (no matter if enriched or not) are less useful than messages
containing one of the top hashtags of the audience. Surprisingly, our message
link enrichment strategies did not show a large boost in performance. A manual
inspection of a small sample of links showed that the top links of an audience
often point to multimedia sharing sites such as youtube3, instagr.am4 or twit-
pic5. Unfortunately, title and keywords which can be extracted from the meta
information of those sites often contain information which is not descriptive.

To gain further insights into the usefulness of an audience’s background knowl-
edge, we compared the average weighted F1-Score of the eight hashtag categories
from which our hashtags were initially drawn (see Table 4). Our results show
that for certain categories such as sports and politics the knowledge of the audi-
ence clearly helps to learn the semantics of hashtag streams’ messages, while for
other streams – such as those belonging to the categories celebrities and idioms –
background knowledge of the audience seems to be less useful. This suggests that
only certain types of social streams are amenable to the idea of exploiting the
background knowledge of stream audiences. Our intuition is that audiences of
streams that are about fast-changing topics are less useful. We think that these
audiences are only loosely associated to the topics of the stream, and therefore
their background knowledge does not add much to a semantic analysis task.
Analogously, we hypothesize audiences of streams that are narrow and stable
are more useful. It seems that a community of tightly knit users is built around
a topic and a common knowledge is developed over time. This seems to pro-
vide useful background knowledge to a semantic analysis task. Next, we want
to understand the characteristics that distinguish audiences that are useful from
audiences that are less useful.

Table 4. Average weighted F1-Score per category of the best audience-based classifier
using recent messages (represented via TF-IDF weighted words or topic proportions)
authored by the top ten audience users of a hashtag stream. We got the most accurate
classification results for the category sports and the least accurate classification results
for the category idioms.

TFIDF LDA
category support F1 variance F1 variance
celebrity 4384 0.17 0.08 0.15 0.16
games 6858 0.25 0.33 0.22 0.31
idioms 14562 0.09 0.14 0.05 0.05
movies 14482 0.22 0.19 0.18 0.18
music 13734 0.23 0.25 0.18 0.26

political 13200 0.36 0.22 0.33 0.21
sports 13960 0.45 0.19 0.42 0.21

technology 13878 0.22 0.20 0.22 0.2

3 http://www.youtube.com
4 http://instagram.com/
5 http://twitpic.com/

http://www.youtube.com
http://instagram.com/
http://twitpic.com/
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(a)

feature
cor with F1
(TF-IDF)

cor with F1
(LDA)

overlap authorfollower 0.675 0.655
overlap authorfollowee 0.642 0.628
overlap authorfriend 0.612 0.602
conversation coverage 0.256 0.256
kl followers -0.281 –
kl followees -0.343 -0.302
kl authors -0.359 -0.307
entropy author -0.270 -0.400
entropy friend -0.307 –
entropy follower -0.400 -0.319
entropy followee -0.401 -0.368

(b)

Fig. 3. This matrix shows the Spearman rank correlation strength between structural
stream properties and F1-Scores of two audience-based classification models averaged
across all categories. The color and form of the ellipse indicate the correlation strength.
Red means negative and blue means positive correlation. The rounder the ellipse the
lower the correlation. The inspection of the first two columns of the correlation matrix
reveals that several structural measures are correlated with the F1-Scores and Figure 3b
shows which of those are indeed statistical significant.

5.2 RQ2: What Are the Characteristics of an Audience Which
Possesses Useful Knowledge for Interpreting the Meaning of a
Stream’s Messages and Which Types of Streams Tend to Have
Useful Audiences?

To understand whether the structure of a stream has an effect on the useful-
ness of its audience for interpreting the meaning of its messages, we perform a
correlation analysis and investigate to what extent the ability of an audience to
interpret the meaning of messages correlates with structural stream properties.
We use the F1-scores of the best audience based classifiers (using TFIDF and
LDA) as a proxy measure for the audience’s ability to interpret the meaning of
a stream’s messages.

Figure 3a shows the strength of correlation between the F1-scores and the
structural properties of streams across all categories. An inspection of the first
two columns of the correlation matrix reveals interesting correlations between
structural stream properties and the F1-scores of the audience-based classifiers.
We further report all significant Spearman rank correlation coefficients (p <
0.05) across all categories in Figure 3b.

Figure 3a and Figure 3b show that across all categories, the measures which
capture the overlap between the authors and the followers, friends and followees
show the highest positive correlation with the F1-scores. That means, the higher
the overlap between authors of a stream and the followers, friends and fol-
lowees of the stream, the better an audience-based classifier performs. This is not
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surprising since it indicates that the audience which is best in interpreting stream
messages is an active audience, which also contributes to the creation of the
stream itself (high author friend overlap). Further, our results suggest that the
audience of a stream possesses useful knowledge for interpreting a stream’s mes-
sages if the authors of a stream follow each other (high author follower and
author followee overlap). This means that the stream is produced and consumed
by a community of users who are tightly interconnected. The only significant
coverage measure is the conversational coverage measure. It indicates that the
audiences of conversational streams are better in interpreting the meaning of a
stream’s messages. This suggests that it is not only important that a community
exists around a stream, but also that the community is communicative.

All entropy measures show significant negative correlations with the F1-Scores.
This shows that the more focused the author-, follower-, followee- and/or friend-
distribution of a stream is (i.e., lower entropy), the higher the F1-Scores of an
audience-based classification model are. The entropy measures the randomness
of a random variable. For example, the author-entropy describes how random the
tweeting process in a hashtag stream is – i.e., how well one can predict who will
author the next message. The friend-entropy describes how random the friends
of hashtag stream’s authors are – i.e., how well one can predict who will be a
friend of most hashtag stream’s authors. Our results suggest that streams tend
to have a better audience if their authors and author’s followers, followees and
friends are less random.

Finally, the KL divergences of the author-, follower-, and followee-distributions
show a significant negative correlation with the F1-Scores. This indicates that
the more stable the author, follower and followee distribution is over time, the
better the audience of a stream is. If for example the followee distribution of a
stream changes heavily over time, authors are shifting their social focus. If the
author distribution of a stream has a high KL divergence, this indicates that the
set of authors of a stream are changing over time.

In summary, our results suggest that streams which have a useful audience
tend to be created and consumed by a stable and communicative community –
i.e., a group of users who are interconnected and have few core users to whom
almost everyone is connected.

6 Discussion of Results

The results of this work show that messages authored by the audience of a hash-
tag stream indeed represent background knowledge that can help interpreting
the meaning of streams’ messages. We showed that the usefulness of an audi-
ence’s background knowledge depends on the applied content selection strategies
(i.e., how the potential background knowledge of an audience is estimated). How-
ever, since the audience of a hashtag stream is potentially very large, picking the
right threshold for selecting the best subset of the audience is an issue. In our
experiments we empirically picked the best threshold but did not conduct exten-
sive experiments on this issue. Surprisingly, more sophisticated content selection
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strategies such as top links or top hashtags were only as good or even worse than
the simplest strategy which used the most recent messages (up to 3,200) of each
top audience user.

Our work shows that not all streams exhibit audiences which possess knowl-
edge useful for interpreting the meaning of a stream’s messages (e.g., streams
in certain categories like celebrities or especially idioms). Our work suggests
that the utility of a stream’s audience is significantly associated with structural
characteristics of the stream.

Finally, our work has certain limitations. Recent research on users’ hashtag-
ging behavior [15] suggests that hashtags are not only used as topical or context
marker of messages but can also be used as a symbol of community membership.
In this work, we have mostly neglected the social function of hashtags. Although
the content of a message may not be the only factor which influences which
hashtag a user choses, we assume a “better” semantic model might be able to
predict hashtags more accurately.

7 Conclusions and Future Work

This work explored whether the background knowledge of Twitter audiences can
help in identifying the meaning of social media messages. We introduced different
approaches for estimating the background knowledge of a stream’s audience and
presented empirical results on the usefulness of this background knowledge for
interpreting the meaning of social media documents.

The main findings of our work are:

– The audience of a social stream possesses knowledge which may indeed help
to interpret the meaning of a stream’s messages.

– The audience of a social stream is most useful for interpreting the meaning
of a stream’s messages if the stream is created and consumed by a stable and
communicative community – i.e., a group of users who are interconnected
and have few core users to whom almost everyone is connected.

In our future work we want to explore further methods for estimating the poten-
tial background knowledge of an audience (e.g., using user lists or bio information
rather than tweets). Furthermore, we want to compare our method directly to
the proposed research in [4] and [9]. Combining latent and explicit semantic
methods for estimating audience’s background knowledge and exploiting it for
interpreting the main theme of social media messages are promising avenues for
future research.
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Abstract. In recent years, the ongoing adoption of Semantic Web tech-
nologies has lead to a large amount of Linked Data that has been gener-
ated. While in the early days of the Semantic Web we were fighting data
scarcity, nowadays we suffer from an overflow of information. In many
situations we want to restrict the amount of facts which is shown to an
end-user or passed on to another system to just the most important ones.

In this paper we propose to rank facts in accordance to human associ-
ation strengths between concepts. In order to collect a ground truth we
developed a Family Feud like web-game called “Knowledge Test Game”.
Given a Linked Data entity it collects other associated Linked Data en-
tities from its players. We explain the game’s concept, its suggestion box
which maps the players’ text input back to Linked Data entities and in-
clude a detailed evaluation of the game showing promising results. The
collected data is published and can be used to evaluate algorithms which
rank facts.

1 Introduction

Since its introduction in 2001 the Semantic Web [1] has gained much attention.
While in the early days of the Semantic Web only few large, interlinked and
publicly accessible RDF datasets were available, especially the Linking Open
Data (LOD) project has changed this situation over the last years, generating
one of the world’s largest, decentralized knowledge bases [2]. Extracted from
Wikipedia, DBpedia [3] is the most central of these datasets as it provides in-
formation about entities from a large variety of domains, provides URIs for
these entities and thereby provides a bridge between many other domain spe-
cific datasets in Linked Data.1

1 Also see http://lod-cloud.net/ the Linking Open Data cloud diagram by Richard
Cyganiak and Anja Jentzsch.

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 517–531, 2013.
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Despite being a huge success for the Semantic Web, the increasing amount of
available Linked Data creates new problems. While in the beginning there was
not nearly enough data available to answer simple real-world queries, nowadays
it often is easier to answer very specific queries. Simple queries lack specificity
and it is not rare that they return thousands of facts. Widely known examples
of such queries are SPARQL’s DESCRIBE queries. For a given concept :c of
interest on many SPARQL endpoints a DESCRIBE just returns the union of all
outgoing { :c ?p ?o. } and incoming { ?s ?p :c. } triples. The same holds true
for the majority of resolvable URIs. Sometimes, the often alphabetically sorted
results are even truncated without any sanity to reduce bandwidth consumption.

While this behavior is acceptable for debugging, it most certainly is not what
should be happening in productive systems which try to use the gathered infor-
mation and in the end present the results to users. When simply asked about a
URI, servers should return useful information opposed to all information they
know, as mentioned in the Linked Data Design Issues by Berners-Lee [4].

The problem with this rule is that it is unclear which information is useful for
a client. It depends on the context of the client. Nevertheless, we can observe that
clients who are in a specific context typically have a specific information need
and are able to formulate more specific SPARQL queries than DESCRIBE or
resolving URIs. Hence, in this paper we focus on a general purpose information
need, as often encountered in search engines.

As human associations play a key role in human thinking, leading us from
one thought to the next, we propose to rank Linked Data facts according to
human association strengths between entities. This means that for an entity
such as dbpedia:Steve_Jobs which is strongly associated to dbpedia:Apple_Inc.
we will rank facts between these two entities higher than facts connecting
dbpedia:Steve_Jobs and dbpedia:Toy_Story entities.

Note that associations should be distinguished from semantic similarity. Two
entities can be associated (see above), semantically similar (dbpedia:Steve_Jobs,
dbpedia:Brin_Sergey), or both (dbpedia:IPhone, dbpedia:IPad).

To the best of our knowledge, currently no heuristic for or dataset of human
association strengths between Linked Data entities is available. Furthermore,
collecting such a dataset is prone to subjectivity, it is extremely monotonous and
tedious, and the immense amount of Linked Data would cause great expenses if
it was collected with a traditional experiment with paid participants.

In this paper we present a web-game called “Knowledge Test Game” to over-
come the aforementioned problems, following the “Games With A Purpose
(GWAP)” approach by von Ahn and Dabbish [5]. For a given Linked Data entity
the game collects other associated Linked Data entities by outsourcing the prob-
lem to its players. The game is not intended to collect and rank associations for
all Linked Data entities. Rather it is intended to build a ground truth that can
be used to benchmark existing or new ranking techniques for Linked Data. As a
next step, well performing ranking techniques could then be used to streamline
the acquisition of associations between Linked Data entities, possibly allowing
for a more human like exchange of knowledge between machines in the future.

:c
dbpedia:Steve_Jobs
dbpedia:Apple_Inc.
dbpedia:Steve_Jobs
dbpedia:Toy_Story
dbpedia:Steve_Jobs
dbpedia:Brin_Sergey
dbpedia:IPhone
dbpedia:IPad
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The remainder of this paper is structured as follows. In Section 2 we list related
GWAPs. In Section 3 we explain the game’s concept, its suggestion box which
maps the players’ text input back to Linked Data entities, before presenting
a detailed evaluation of the game showing promising results in Section 4. The
results of this evaluation are discussed in Section 5 before our conclusion and
future work in Section 6.

2 Related Work

While many approaches to rank Linked Data exist [6], we are not aware of any
approach to collect or approximate human association strengths between Linked
Data entities which also distinguishes them from semantic similarities. Hence, we
will mainly focus on GWAPs which are related to our “Knowledge Test Game”
in this section.

In terms of game design, the Knowledge Test Game is an output-agreement
game [5] and a game with a purpose for the Semantic Web [7]. Its gaming
principles are influenced by Common Consensus, another Family Feud like web-
game which asks its players to name common sense goals (e.g., “What can you do
to watch TV?”). In contrast to Common Consensus our approach focuses on all
associations and does not only collect textual player inputs, but also maps the
entered answers back to existing Linked Data entities with its suggestion-box.

The Knowledge Test Game can be seen as a successor of Associator [8] which
was a pair-game to collect free-text associations for given topics. Associator as
Common Consensus did not attempt to match the entered strings back to Linked
Data entities during play time.

Other GWAPs to rate Linked Data exist. BetterRelations [9], a pair game
asks its player which of two facts they consider more important. Aside from not
collecting free associations between entities, BetterRelatons suffers from noise
issues that our approach overcomes by using its suggestions-box.

WhoKnows? [10], a single player game, judges whether an existing Linked
Data triple is known by testing players with (amongst others) a multiple choice
test or a hangman game. In contrast to our approach, WhoKnows restricts itself
to a limited fraction of the DBpedia dataset and excludes triples not matched by
a predefined domain ontology in a preprocessing step. Similarly, RISQ! [11], a
Jeopardy like single player game that generates questions from DBpedia, restricts
itself to the domain of people after excluding non-sense facts in a preprocessing
step. It then rates the remaining facts by using predefined templates to generate
questions (clues) about subjects and tests if they are correctly recognized from a
list of alternatives. This greatly reduces noise issues, but eliminates the possibil-
ity to collect user feedback about triple qualities and problems in the extraction
process. Furthermore, unlike in the three aforementioned games, players of the
Knowledge Test Game are not limited in their choices to previously existing con-
nections of Linked Data entities, but instead can freely associate between them
and even introduce new entities, should they be missing.
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Fig. 1. A player has submitted 2 associations already for the topic “Egypt” (scored 4
points for the first one and 1 point for the other), and is now viewing the suggestions
after guessing “pyramids”

3 The Knowledge Test Game

The Knowledge Test Game is a Game With A Purpose (GWAP), aiming at
collecting and ranking associations. Players provide associations to Linked Data
entities, whereas the associations themselves are Linked Data entities as well.
The game is available on http://www.knowledgetestgame.org and through
Facebook on http://apps.facebook.com/knowledgetestgame/.

3.1 Walkthrough

Each round of the Knowledge Test Game is referred to as a game instance, or
simply a game. Each game has 2 to 10 players, all seeing the same topic, which
is a Linked Data entity for which we would like to collect associations. Upon
visiting the Knowledge Test Game homepage, players can choose to directly
play a game or go through the How to play interactive tutorial. Furthermore,
the players are able to authenticate themselves by logging in using their Google
or Facebook accounts, or they can play anonymously as guests.

Joining a Game. When a player chooses to join a game, he either directly
joins a random running game or creates a new one. A player can only join games
that have less than 10 players, and have not been running for more than 70 %
of its time. Additionally, the topic of the game being joined must be suitable
according to the topic restrictions for that player (see Section 3.3).

http://www.knowledgetestgame.org
http://apps.facebook.com/knowledgetestgame/
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Within a Game. Once a player joins a game (see Figure 1), he is presented
with the statement: “We asked 100 people to name something associated with
Egypt try to guess what they said!”, where “Egypt” is the current game’s topic.
The mention of 100 people is a white lie in order to remind of the well known
Family Feud TV show. This form of the question communicates to players that
subjectivity should be avoided.

In a duration of 45 seconds, shown by a timer, the players are able to submit
guesses resembling what they think is associated to the topic. For each submitted
guess, the player gets a list of suggestions from which he can select the one most
relevant to what he had in mind. The selected suggestion is then submitted as an
association to that topic. If none of the suggestions were satisfactory, the player
can still submit his guess as it is. The process of displaying relevant suggestions
is managed by the suggestions-box, which is discussed in Section 3.2.

Throughout the game, each player can see the associations he submitted along
with the score of each. The scores are increased dynamically when others have
submitted the same association. This motivates players to enter associations that
others would agree upon, consequently countering the subjective nature of the
players’ inputs.

The Recap Page. When the game’s time is elapsed, the players are forwarded
to the recap page, where they can see the associations submitted by all other
players, as well as their scores. Players can then decide whether to join the next
game in the series with the same players or join a new one.

3.2 The Suggestions-Box

The Knowledge Test Game offers a suggestions feature that enhances the data
collection process, in addition to making the game more entertaining. The most
important purpose of the suggestions-box, is to link the players’ text input back
to Linked Data. Each of the suggestions corresponds to a Linked Data entity.
Since the topic is a Linked Data entity as well, linking the topic and an associ-
ation results in connecting Linked Data entities.

The suggestions-box makes it easier to match submissions. Facilitating the
matching process is in our interest as well as the players’, since we will be get-
ting more useful information, and the players will be getting more matches and
consequently better scores.

The Knowledge Test Game does not rely on the submitted guess to find a
match, but rather uses it as a clue to display relevant associations, and then
collect the selected association afterwards. For example, if the current topic is
“Egypt”, and three different players submitted “pyramids”, “the pyramids” and
“Egyptian pyramids”. It would be challenging to detect a match, although they
could have meant the same thing. On the other hand, once the suggestions-box
displays the suggestions for each of these guesses, the players would eventually
pick the association that they meant, which could be “Egyptian pyramids”, re-
alizing that it best matches what they had in mind. Consequently, the three
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players will get matches and therefore bonus points, and the game will give the
association dbpedia:Egyptian_pyramids a higher rank.

Another immediate benefit of the suggestions-box is to distinguish ambigu-
ities. When a player submits “pyramids” as a guess, he could have meant the
geometric shape, the Egyptian pyramids, the Mayan pyramids, or anything else
named pyramid. The suggestions-box clears these ambiguities, by allowing the
player to further distinguish what he has meant by his guess.

The suggestions-box makes use of features from Google and Bing, which in-
clude auto-correction and being lenient towards different representations of the
same word. Therefore the possible negative impact of using different dialects,
or even languages, is absent. For example, submitting the British “organisation”
and the American “organization” will result in two very similar, if not identical,
suggestions lists. Players can even enter hints to the association instead of an ex-
act association name. For example, a player can submit "c inventor" as a guess
for “Deaths in 2011”, and get a suggestions list that includes “Dennis Richie”,
who died in 2011, and who is also the inventor of C.

Furthermore, the suggestions-box can accept any language, including complex
ones such as Arabic, or even transliteration2 of Arabic words in English literals,
and still yield relevant results. Nevertheless, regardless of the used language, the
resulting suggestions always correspond to English Linked Data entities.

The Other Box. Players are also allowed to submit their guess as it is, by using
the other box at the bottom of each suggestions list. Submitting a guess this way
allows the player to come up with own associations which are not well represented
or outside the scope of Wikipedia, at the expense of making it harder to match
with other players. In order to get bonus points for an association submitted
using the other box, other players have to submit the exact same string. In
order to analyze the importance of such an association the game creates URIs
of the form ktg:<topic>/association/<association> , creating new Linked Data
entities (for a discussion of this effect see Section 5).

Approaches to Implement the Suggestions-Box. The goal was to present
the players with associations relevant to the entered guess, in the context of the
topic in question. Therefore, the retrieval method is a function of the player’s
guess and the game’s topic.

The initial step was to manually collect associations for topics, to formulate
a ground truth, with which we could benchmark different methods of collecting
associations. We asked 9 participants to name associations to random topics,
each coupled with one or more links to corresponding Wikipedia articles, ordered
by relevance. We collected a total of 224 Wikipedia articles as associations to 32
different topics (full list is available at http://goo.gl/hXhFt).

2 Transliterating Arabic words to English is common over the Internet in the Arab
world. See http://en.wikipedia.org/wiki/Arabic_Chat_Alphabet.

dbpedia:Egyptian_pyramids
ktg:<topic>/association/<association>
http://goo.gl/hXhFt
http://en.wikipedia.org/wiki/Arabic_Chat_Alphabet
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Table 1. The mean Recall@10 and mean GamePlayability@10 achieved by each meth-
ods in attempt 1

Mean Recall@10 Mean Game Playability@10
DBpedia Spotlight 26.17% 29.91%
Freebase 34.15% 39.28%
Bing 40.3% 48.6%
Google 49.69% 59.81%

After collecting the ground truth, we started testing different methods of
retrieving these links in order to find a suitable one to be used for the suggestions-
box. The first attempt to retrieve relevant links, was to query for the Topic and
the entered Guess. We refer to this query as T +G.

To evaluate the results, we used Recall@k by calculating the percentage of the
ground truth links retrieved out of the top k links obtained using the retrieval
method. It was also significant to see if the retrieval method was able to retrieve
any of the ground truth links at all. For this we defined a metric, called Game-
Playability@k, which is 1 if any of the ground truth links exist within the first k
retrieved links, and 0 otherwise.

In an effort to provide players with ten relevant suggestions for each guess,
various APIs were evaluated to seek the highest GamePlayability@10 and Re-
call@10 . Among the tested APIs were DBpedia Lookup API, which was excluded
for its strictness, as it expects a query string that is an exact substring of a URI’s
label. Wikipedia API had a very slow response rate for an interactive game, and
was excluded accordingly. Finally, we tested the query using DBpedia Spotlight,
Freebase, Bing and Google (see Table 1).

In the second attempt, we classified the results into three categories: those
related to both the Topic and the Guess (T + G), those related to the Guess
only (G), and those related to the Topic only (T ). We reached a hypothesis that
we can achieve better results by searching for T +G, in addition to promoting
results common with G, and demoting those common with T . We refer to this
merging process as merge(T+G, G, T).

Google and Bing were preferred for this attempt because of their previous
plausible results, and their quick response rate. Upon applying merge, there was
a considerable increase in both the Recall@10 and GamePlayability@10 . Bing
got a mean Recall@10 and a mean GamePlayability@10 of 71.34% and 77.57%
respectively, while Google got 79.78% and 85.51%.

Google’s results were better, while Bing had a faster response rate. We ex-
ploited this for the third attempt, by making three concurrent requests to each
search engine. The final results are then passed to the merging algorithm again
merge(mergeGoogle, mergeBing, []), where mergeGoogle and mergeBing
were the results of applying merge(T+G, G, T) on Google and Bing respectively.

This further increased the mean Recall@10 and mean GamePlayability@10 to
80.37% and 86.45% respectively, to reach the highest values we could achieve,
without introducing any time overhead.
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3.3 Topic Selection

Presenting players with topics that they are familiar with increases the fun factor
of the game, as well as the validity of the results, since users with interest in a
topic are more qualified to provide valid associations.

In order to focus on topics that are likely to be known, we collected the top
most visited 10K Wikipedia articles in 20113. Knowing that each of these articles
corresponds to a Linked Data entity, the topics are randomly selected from their
titles.

There are some restrictions in the context of topic selection that increase the
validity of the players’ submissions. These restrictions are shared by all the players
within the same game. For example a topic cannot be played by the same player
more than once, as we wanted to exclude possible influence from earlier games.

The Knowledge Test Game is also available on Facebook. By logging in using
a Facebook account, the topic selection process is additionally influenced by the
players’ likes on Facebook, to make it more likely to get topics of interest.

If 50 unique players provided associations to a topic, the topic will be marked
as done, and can be optionally prevented from appearing in future games. This
gives the chance to analyze the collected associations, and to focus on other
topics. The topic selection algorithm is biased towards closing topics as early as
possible, meaning that if there are several topics available for a game, the one
that was played most is preferred.

3.4 Generated Dataset

We keep track and log a lot of data based on the users’ input. The data is
made available online through http://knowledgetestgame.org/export. The
main components of interest are the players’ guesses. For every submission, the
guess string provided by the player is stored along with the list of suggestions
that he sees afterwards. Within the same record we also log the game’s ID, the
topic’s name and URI, as well the player’s ID and account type (the ID hides
all potentially personal information about the player).

When a player selects an association from the list, the same record is updated
to hold the association’s URI and its index with respect to the suggestions list.
The time of submitting the guess, and the time of choosing the associations are
both stored. We also keep track of the time taken by the player, in milliseconds,
to choose the association from the list. The number of occurrences and the score
of the association across the game are also logged. Furthermore, each record holds
“nth guess” and “nth association” which show the record’s submission order as a
guess and its order as an association by that player in the given game.

4 Evaluation

After the previous sections focused on the game, its suggestion box and topic
selection, we will now provide a detailed evaluation of the game itself and of the
generated output.
3 Obtained from http://dumps.wikimedia.org/

http://knowledgetestgame.org/export
http://dumps.wikimedia.org/
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4.1 The Game

First, the game’s concept and its realization are evaluated by summarizing mea-
surements and derived estimates. Afterwards, the outcomes of a questionnaire,
which was presented to players of the game, are provided.

Measurements and Estimates. The game was run in several focused exper-
iments, that added up to 26.6 hours of game-play time by humans. In these
experiments the game was played by 267 different players who played a total of
1046 games together collecting 6882 ranked associations.

Using these numbers we can evaluate the game wrt. the throughput, average
lifetime play and expected contribution metrics for Games with a Purpose defined
by von Ahn and Dabbish [5].

The throughput is calculated by dividing the collected data (6882 ranked as-
sociations) by the total human game-play time (26.6 hours), resulting in ∼ 259
ranked associations per human hour. At this rate if there were 50 players online
for a day playing the game (a decent estimate for typical online games), we could
collect about 310 800 ranked associations in a single day.

We can also compute the average lifetime play by dividing the total game-play
time (26.6 hours) by the number of players (267), resulting in an average lifetime
play of ∼ 6 minutes per player, which is equivalent to the time needed for ∼ 8
games.

Finally, we can calculate the expected contribution by multiplying the average
lifetime play with the throughput, resulting in an expected contribution of ∼
25.78 ranked associations per player.

Questionnaire. Apart from the metrics in the previous section, we conducted
an online survey which was filled out by 21 players after playing the game. Most
of the participants were students from Egypt and Germany, between 20 and
25 years old, had a computer science or engineering background, had played
web games before and described their English skills as fluent. Besides these
demographic questions, the survey consisted of 3 open and 13 5-point Likert
scale questions. The 3 open questions were asked beforehand in order not to
influence participants. The text of the questions was: “What did you like about
the game?”, “What did you dislike about the game?” and “What would you
improve?”.

Summarizing most players liked the idea of the game and described it as fun,
mentally challenging and interesting to compare their own thoughts to those of
others. Many participants mentioned that they enjoyed the topic mix and were
surprised by the quality of the suggestions-box:

It is very challenging, not only are you challenging the other players, but
also your own knowledge The topics are very good. The recommended
words are very good, Ex. I got the topic “Princess Diana” and I wanted to
add the name of the man she was with in the car accident but I couldn’t
remember his name, I just know he was Egyptian, I wrote down “Egypt”
and I found “Dodi Al Fayed”.. very cool!:)
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In the dislike section it was mentioned that some topics were too vague or
unknown, that the suggestions-box sometimes was slow and that the 45 seconds
per round were not sufficient to enter all your associations in some cases. Also
some participants complained about the little information they got about other
players which was in line with the improvements section.

Here we received a lot of feedback that can be grouped into the category enhanc-
ing the interaction with and information about other players. Many participants
want to know more about the people they’re playing with and suggested to in-
troduce a chat after the game in the recap phase. Others want to be able to play
with their friends. Also participants mentioned that they would want to see global
high-scores after the round and live stats of other players in their game during the
game, so they don’t have to wait for the recap page to see their own performance.
Furthermore, it was suggested to provide the ability to select categories of topics
to play, to show photos for the topic or for vague topics to provide hints by showing
some of the most often entered associations.

Table 2. Results of an online survey answered by 21 game players. Except for Age,
users could select answers from a 5-point Likert scale. If not indicated otherwise the
options were: 1 (Strongly disagree), 2 (Disagree), 3 (Neutral), 4 (Agree), 5 (Strongly
agree).

Statement μ σ
“The game rules and concept were direct and straight forward.” 4.5 0.8
“The How To Play tutorial was...” (useless ... useful) 4.8 0.4
“45 seconds for the game were...” (too short ... too long) 2.6 0.7
“The topics were clear and know to me.” 4.0 0.8
“The suggestions were relevant to what I had in mind.” 4.1 1.0
“The suggestions that I got for a guess influenced my following guesses.” 4.0 0.9
“15 seconds for the recap page were...” (too short ... too long) 3.1 0.6
“I understood the recap page.” 4.6 0.6
“I was interested in reading the scores in the recap page.” 4.5 0.7
“Seeing my partner’s answers influenced my guesses in the following games.” 3.2 1.3
“I enjoyed the game.” 4.5 0.7
“I would play it again” 4.3 1.2
“I played web games before.” 4.0 1.2

The findings from the open questions were refined by 13 questions in which
participants could select numerical values between 1 and 5 (5-point Likert scale).
The results are summarized in Table 2. In general we can see that the game
concept was easy to understand, people found the tutorial useful, knew the
topics, found the suggestions relevant to what they had in mind, understood
the recap page and were interested in it and that most people enjoyed the game
and would play it again. The timing restrictions of 45 seconds per round was
perceived as slightly too short, but 15 seconds for the recap page were just right.

The questionnaire identified a key problem, namely that many participants
had the feeling the suggestions-box influenced their following guesses. This effect
was later mitigated by reducing the suggestions from ten to four (see Section 5).
The effect seems to be less pronounced for the recap page.

Before discussing these findings and possible solutions, we first want to present
our evaluation of the data collected.
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4.2 Data Quality

In order to assess the quality of the collected data, we aggregated the associa-
tions collected by the game for each topic. Focusing on topics for which the most
associations were submitted by players, we counted the number of occurrences
of each association and ordered them descending by counts. In this process we
excluded associations which were submitted by less than two players as a provi-
sional filter against noise.

After the first major experiment, the resulting ordered lists of associations for
the 10 topics which were played most often were generated. With these lists we
conducted another online questionnaire with 36 participants out of which 19 had
played the game. The participants’ demographics resembled those of the game
players: they mainly were computer science students from Egypt and Germany,
between 20 and 25 years old and described their own English skills as fluent.
In the questionnaire for each of the topics we asked the participants to rate
the ordering of the list of associations on a scale from 1 (Makes no sense at
all) to 5 (Makes perfect sense). The histogram of the ratings can be found in
Figure 2 and indicates that the majority of participants were very satisfied with
the presented associations and their ordering. With μ = 4.2 the average over all
ratings (σ = 0.9) is close to its maximum of 5.

Fig. 2. Histogram of ratings for the ordered lists of associations. For each topic the
participants could chose on a scale from 1 (Makes no sense at all) to 5 (Makes perfect
sense).

After a second large experiment we chose another form to evaluate the gener-
ated association lists (an example can be seen in Table 3). We again conducted
an online survey, this time with 17 participants, where they were asked to rank
given randomized lists of the top-20 associations for the most often played top-
ics. By then, we had 15 done topics (i.e. played by more than 50 players). Out of
these 15 topics the 9 lists summarized in Table 4 were picked to form a ground
truth, as they had been ordered manually by more than 5 participants. The
ground truth was formed by averaging the individual ranks of the manually
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Table 3. The most frequently submitted associations for the topic Mark Zuckerberg

Association Times mentioned
Facebook 50
The Social Network 15
Chief Executive Officer 12
Rich 8
Millionaire 7
Social Network 6
Entrepreneur 5

Table 4. The 9 most often played topics. The associations are printed as titles here
instead of the URIs of the corresponding DBpedia instances. Each topic’s associations
lists were presented in the questionnaire in a randomized order, where participants
were asked to rank them. The resulting ranks were then compared with the nDCG to
those generated with the Normalized Google Distance (NGD) and the game.

nDCG
Topic Top-N Associations Manual sorting NGD Game
Charlie Sheen 8 7 participants 0.860 0.969
Eminem 11 14 participants 0.870 0.931
Lady Gaga 18 9 participants 0.806 0.924
Mark Zuckerberg 7 15 participants 0.895 0.954
Osama bin Laden 12 7 participants 0.814 0.835
Transformers: Dark of the Moon 18 6 participants 0.768 0.926
United Kingdom 14 7 participants 0.806 0.873
World War II 17 17 participants 0.876 0.953
YouTube 10 17 participants 0.927 0.928

μ 0.847 0.921
σ 0.051 0.042

ordered lists of the participants and sorting the associations accordingly. After-
wards, the normalized Discounted Cumulative Gain (nDCG) was calculated to
compare the manually ranked ground truth association lists with those retrieved
by the game. As a relevance metric, we used a linear mapping of the top element
to a relevance of 1 down to the last element with a relevance of 1

n .
In order to differentiate our game’s results from simple corpus based similar-

ity metrics, we also re-ranked the ground truth lists according to the popular
Normalized Google Distance (NGD) [12]. As the NGD calculates a similarity
between pairs of entities only and cannot trivially be used to find the top candi-
dates for a given topic we artificially enhanced the method by only focusing on
the top-20 candidates in the ground truth. The nDCGs can be found in Table 4
as well. We discuss our results and findings in the next section.

5 Discussion

After detailing our evaluation in the previous section, we will now discuss our
findings. In summary we were very satisfied with the results of our evaluations,
as the game was well perceived and fun for the players and also collected asso-
ciations of high quality.
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We consider the achieved throughput of 259 associations per human hour
quite satisfactory, as it means that on average less than 14 seconds were spent
for typing in a guess string, waiting for the suggestions-box and selecting one
of the alternatives. As many players complained that the suggestions-box was
slow we investigated our server logs to find that under high load it seems our
requests to Google were rate limited, resulting in an average response time of
the suggestions-box of approx. 2.3 s. At the same time all 3 requests to Bing on
average return within 250 ms. As we also got a lot of feedback that the quality of
the suggestions-box is astonishing, we would like to keep using the merged results
of Google and Bing. In order to decrease the delay we consider more aggressive
caching. Also we plan to include incremental updates of the suggestions list to
lower the waiting time and increase the throughput in future versions.

In order to solve ambiguity issues of the strings displayed in the suggestions
list, we plan to display the rdfs:comment or a useful rdf:type from DBpedia in
future versions. At the same time a foaf:depiction could be shown to make
the suggestions visually recognizable. As queries to the online DBpedia will take
additional time we again consider caching and asynchronous updates of the GUI.

The evaluation also revealed the problem that later guesses were likely to be
influenced by the displayed suggestion lists for preceding guesses. Throughout
the experiments we therefore collected the index (zero-based) of the association
selected from the suggestions list. On average the second (1.04) suggestion was
selected with a standard deviation of 1.7 in the first major test. Based on that,
we recalculated the Recall and GamePlayability using different ks ranging from
1 to 10. Recall@4, which translates to showing 4 suggestions, was found to be a
suitable compromise to mitigate the influence (see Figure 3). Another alternative
we want to investigate in the future consists of further reducing the amount of
suggestions and providing a “more” button.

We were very pleased with the evaluation of the data quality, as the game
shows a high average nDCG of 0.921 (Table 4) in comparison to the ground
truth. The comparison to a popular corpus based technique shows that even
when enhanced with an oracle that only suggested the associations we consider
correct, the corpus based technique still was not able to rank the associations as
well as the game (average nDCG of 0.847).

Last but not least, we investigated a potential design issue of our approach,
which links Linked Data entities to one another. Our approach thereby neglects
the possibility that people could want to associate a Linked Data entity with
one of its Literals. Hence, we studied the list of all associations which were
submitted with the “other” option of the suggestions-box and all guesses for
which no association was selected, coming to the conclusion that not a single one
of them corresponded to a desired but missing literal value in the suggestion lists.
Also we were surprised how seldom players seemed to have missed an association
target. From this we conclude that even though theoretically possible it seems
to be very rare that people would want to associate an entity with one of its
literals or cannot find a desired association target in the domain of Wikipedia.
Nevertheless, in future versions we plan to explicitly log events when one of the

rdfs:comment
rdf:type
foaf:depiction
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Fig. 3. The Recall@k and GamePlayability@k from k = 1 to k = 10

guesses matches one of the topic’s literals and when newly created linked data
entities are matched multiple times.

6 Conclusion and Outlook

In this paper we presented our idea to rank Linked Data facts according to
human association strengths to cope with the increasing information overflow
when performing simple queries on Linked Data entities. In order to collect a
dataset of such association strengths between Linked Data entities we developed
a game with a purpose called “Knowledge Test Game”.

Our evaluations show good results wrt. throughput and perceived fun of the
game, especially the quality of the suggestions box received a lot of positive feed-
back as it is even able to retrieve complex, clue based associations. Furthermore,
collected data seems to be of very high quality.

Apart from the planned improvements mentioned in Section 5 our future work
on the game will mainly focus on making it more desirable for players to stay in
the game in order to collect more and more data, for example providing a chat on
the recap page, global high-scores, an exponential scoring scheme, player ranks
and permissions (such as reporting cheaters). We would also like to experiment
with social gaming aspects such as team games by taking more advantage of
the Facebook integration. Furthermore, we plan to provide a transparent single-
player mode where players play against recorded sessions of other players in
order to reduce waiting times, validate existing data and detect cheaters.

In terms of data quality we want to investigate other aggregation methods,
for example taking the submission order of the associations into consideration.
Also we would like to experiment with the thresholds to close topics as well as
exclude noisy associations.

Last but not least we want to use the collected association data published at
http://knowledgetestgame.org/export to evaluate existing or future meth-
ods to rank Linked Data according to human associations.

http://knowledgetestgame.org/export
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Abstract. As the size of the Linked Open Data (LOD) increases, searching and 
exploring LOD becomes more challenging. To overcome this issue, we propose 
a novel personalized search and exploration mechanism for the Web of Data 
(WoD) based on concept-based results categorization. In our approach, search 
results (LOD resources) are conceptually categorized into UMBEL concepts to 
form concept lenses, which assist exploratory search and browsing. When the 
user selects a concept lens for exploration, results are immediately personalized. 
In particular, all concept lenses are personally re-organized according to their 
similarity to the selected concept lens using a similarity measure. Within the se-
lected concept lens; more relevant results are included using results re-ranking 
and query expansion, as well as relevant concept lenses are suggested to support 
results exploration. This is an innovative feature offered by our approach since 
it allows dynamic adaptation of results to the user’s local choices. We also sup-
port interactive personalization; when the user clicks on a result, within the inte-
racted lens, relevant categories and results are included using results re-ranking 
and query expansion. Our personalization approach is non-intrusive, privacy 
preserving and scalable since it does not require login and implemented at the 
client-side. To evaluate efficacy of the proposed personalized search, a bench-
mark was created on a tourism domain. The results showed that the proposed 
approach performs significantly better than a non-adaptive baseline concept-
based search and traditional ranked list presentation. 

Keywords: Concept-based search, personalized search/exploration, linked open 
data, UMBEL, query expansion, results re-ranking, interactive personalization. 

1 Introduction 

With the adoption of the LOD by a wider Web community, large volumes of semantic 
data are being generated. The challenge now is finding and exploring relevant infor-
mation on the WoD. This is crucial for the uptake of the LOD by applications in order 
to support both ordinary Web and Semantic Web users with innovative user interfac-
es. In this context, LOD search engines play a vital role for providing efficient access 
mechanisms. However, current approaches (e.g. Sindice [1], Watson [2]) adopt key-
word-based search and ranked result lists presentation of traditional Information Re-
trieval (IR), which is not very efficient for large volumes of data [3]. In ranked lists, 
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users cannot understand “what the resource is about” without opening and investigat-
ing the LOD resource itself. There is a need to investigate search problems on WoD.  

Another search paradigm for the LOD is faceted search/browsing systems, which 
provide facets (categories) for interactive search and browsing [4]. Facets assist re-
sults filtering and exploration. However, the main limitation of faceted search is that 
facet creation depends on specific data and schema properties of underlying metadata 
and it can be difficult to generate useful facets to large and heterogeneous WoD [5]. 
Based on the existing work, it is evident that LOD search mechanisms need im-
provement, which is our main objective. This is crucial for exploration of WoD da-
ta/datasets and uptake of LOD by wider community not just Semantic Web experts. 

Traditional IR has been investigating efficient search mechanisms for decades; re-
sults clustering and personalized search are two popular methods for enhancing search 
effectiveness. In clustering search, results are organized into categories for assisting 
users in results exploration and in disambiguation of the query (Snaket [6], Vivisi-
mo.com, carrot2.org). For example, the query “tiger” may match to animal, computer 
or golf result categories. The user can disambiguate the query by selecting the correct 
category. Results categorization is used widely, such as Google categories, Yahoo 
Directories and Open Directory Project (ODP). Although clustering search and fa-
ceted search seems similar, the latter filters results based on schema/metadata, whe-
reas the former clusters results based on their meaning (language model).  

On the other hand, personalized search aims to improve retrieval efficiency by 
adapting results to context/interests of individual users; thus the user can explore per-
sonally relevant results. It is a popular research topic and commercial interest (i.e. 
Google). However, personalized search gained very little focus on the Semantic Web. 
This could be because of isolated and low volumes of metadata created in early linked 
data initiatives. As the size of LOD increases, personalized search and interactions 
become more important. We innovatively combined results categorization and perso-
nalized IR to introduce a novel personalized search and exploration mechanism.  

1.1 Contributions 

In our approach, users access to the WoD with (keyword or Uniform Resource Iden-
tifier (URI)) queries. UMBEL conceptual vocabulary (umbel.org) is used to categor-
ize the retrieved LOD resources (search results) into concepts. UMBEL provides a 
hierarchy of ~25,000 broad concepts that are organized into 32 top-level supertype 
categories. UMBEL is also interconnected to linked datasets (i.e. DBpedia, Geo-
Names, Opencyc, schema.org), which can be used for results presentation. Results 
categorization is achieved by the proposed fuzzy retrieval model [8], which works on 
any linked dataset, scalable and reasonably accurate (~90% on 10,000 mappings). 
Alternatively, other methods can be utilized for categorization. For each query, our 
engine provides results and their UMBEL concepts. On the client-side, results with 
the same concepts are grouped to form concept lenses. Concept lenses favour results 
exploration and help to disambiguate the meaning of the query. In particular, concept 
lenses support informational queries (i.e. the intent is to acquire information). It is 
estimated that ~80% of Web queries are informational [10].    
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In our approach, personalization is applied in two phases: (i) When a user select a 
concept lens from the result lists for exploration, immediate personalization is ap-
plied; all concept lenses are re-organized according to their similarity to the selected 
concept lens using a similarity measure. This is a novel method, which allows re-
organization of all results based on conceptual and syntactic similarity to a particular 
lens. In addition, within the selected concept lens, immediately more relevant results 
are included using results re-ranking and query expansion as well as relevant catego-
ries are suggested for results exploration. (ii) We also support interactive personaliza-
tion. To achieve this, last N clicks of the users within a search session are monitored. 
When the user clicks on a result, within the interacted lens, immediately personaliza-
tion is applied. Such as, relevant results and lenses are added by query expansion and 
results re-ranking. The adapted concept lenses are referred as personal lenses.  

Our contributions are: (i) We propose a novel personalized concept-based search 
and exploration mechanism for the WoD. To the best of our knowledge, no such  
previous work exists. (ii) We suggest the use of results categorization as a tool for 
personalized concept lenses re-ranking, results re-ranking and query expansion. The 
evaluations have indicated that the use of these personalization and lenses approach 
greatly enhances retrieval precision. In particular, the key idea is that the user clicks 
on a concept lens that best suits his/her information needs. Given the selection, our 
approach personalizes the order of concept lenses. In addition, within the selected 
lens; the ranked list is personalized to push up the relevant results and the category 
label is used to generate an expanded query to retrieve more relevant results. We think 
that this is an innovative feature offered by our approach since it allows dynamically  
adaptation of results to the user’s local choices. In addition, we support interactive 
personalization following user clicks onto results. (iii) Our personalization approach 
is non-intrusive, privacy preserving and scalable, since it does not require an explicit 
login by the user and the personalization is implemented completely at the client-side. 
(iv) Our approach is adaptable and can be plugged on top of any Linked Data search 
engine; in this paper, we use Sindice [1]. It only requires UMBEL categorizations, 
which can be achieved by number of methods such as the fuzzy retrieval model [8].   
 Section 2 discusses related work. In section 3, the system architecture is introduced. 
Section 4 introduces personalized concept-based search methods. Section 5 shows 
evaluations on a benchmark dataset. Section 6 provides conclusions and future work.  

2 Related Work 

2.1 Search Mechanisms - Clustering, Faceted and WoD Search Engines 

Clustering or concept-based search (conceptual search) aims to improve retrieval 
effectiveness by organizing search results based on their meaning [6]. Open Directory 
Project and Yahoo Directory for instance use manual categorization, which is not scal-
able. Conversely, automatic clustering of results is scalable but challenging. Approaches 
usually use data mining, NLP and statistical techniques (e.g. k-means clustering) to 
calculate document similarities, form/label clusters and present flat or hierarchical result 
categories ([6], vivisomo.com, carrot2.org). In contrast to IR approaches, we use LOD 
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resources rather than documents; we extract semantic data from the context of resources 
for categorization in UMBEL concepts (see section 3 for details).    

Faceted search [4] allows interactive filtering of results based on shared schema 
properties. Generally, faceted search uses labeled graph [18][19] or textual overviews 
(semantic properties as browsable facets). In both cases, usability/efficiency decreases 
as the complexity of information space increases. To increase usability of information 
visualization on huge repositories, [20] describes “overview first, zoom and filter, then 
details on-demand” fashion. [18] uses both statistical knowledge and graph structure 
(subject and broader topics) to estimate resource popularity for graph presentation in 
DBpedia. Whereas, [19] utilizes clustering and personalization in a multimedia domain 
to decrease visualization complexity. Faceted search is typically applied in closed 
domains since it requires high data completeness and consistent markup across the 
whole corpus. Considering the varying data quality and heterogeneous vocabularies of 
the WoD [5], it can be challenging to generate consistent facets for the whole LOD. 
Moreover, applying dynamic conjunctive clauses on large datasets significantly 
increases complexity of faceted search. Our approach works on open corpus of LOD 
resource thanks to the use of the proposed fuzzy retrieval and UMBEL [8].   

Finally considering the large body of work on clustering or faceted search, current 
WoD search mechanisms (Sindice [1] and Watson [2]) utilize traditional full-text 
retrieval and ranked result lists, which are not focusing on data exploration problems. 
Users cannot understand “what the resource is about” without opening and investigat-
ing the LOD resource, since title/triples are not informative enough. Sig.ma [3] at-
tempts to solve this issue using querying, rules, machine learning and user interaction. 
However, Sig.ma’s focus is on data aggregation. Another relevant aspect of semantic 
search is the way users express their information needs. Keyword queries are the sim-
plest and widely used approach [1][2][13]. Natural language queries increase expres-
siveness such as linguistic analysis can be applied to extract syntactic information 
[17]. Controlled natural language queries are also utilized, where query can be ex-
pressed by values/properties of an ontology [14]. Finally, the most formal systems use 
ontology query languages (i.e. SPARQL), which demands high expertise and imprac-
tical from usability point of view. A trade-off between expressivity and usability 
should be achieved. Compared to existing work, we propose a unique concept-based 
personalized search and exploration for the WoD. In our approach, we use keyword 
queries and results are categorized into concept lenses to support exploration. Catego-
rization acts as a tool for personalized lenses/results re-ranking and query expansion.  

2.2 Personalized Information Retrieval 

Personalized IR is a popular topic in traditional Web. Generally, personalized IR 
comprises of: (1) User data gathering, (2) user profile representation and (3) persona-
lization techniques. User profiles can be created from [11]: explicit/implicit user re-
levance feedback, desktop, social Web or user’s context. In our work, we use user’s 
context. The advantages and disadvantages are discussed further in section 4.1.  

General user profile representation methods in personalized IR are: weighted key-
words, semantic network of terms or semantic network of concepts [12]. The simplest 
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model is weighted vector of keywords. However, keyword-based representation does 
not capture semantics of related terms. Ontology-based profile representation tech-
niques try to overcome this problem. [12] utilizes the entire ontology for representing 
user profiles. Extracted keywords from the browsed pages are matched to ontology 
concepts and concepts are represented as weighted vector of keywords. Generally 
user profiles are utilized for results re-ranking. In contrast to the general approach, our 
personalized search approach is driven by results categorization. We need to represent 
user interests as concept lenses for lenses re-organization and capture user’s informa-
tion needs from clicked results for results re-ranking. Lenses are re-organized based 
on user’s local user choices, hence correct personalized re-ordering of categories sig-
nificantly affects precision. For this purpose, we represent concept lenses with three 
rich sources of data for similarity comparison. First, all results within the concept lens 
are combined to create; a vector of UMBEL concepts (specific user interests); a vec-
tor of supertype concepts (broad user interests); and a vector of terms (for language 
comparison). In addition, we track last N user clicks within the current search session 
to represent user’s interests for specific concepts, broad concepts and terms for results 
re-ranking. We represent user interests using combined ontology-based and keyword-
based vectors. Usually either one of these representations is used.  

Query disambiguation, query expansion, result re-ranking, results filtering, hybrid 
methods and collaborative adaptation are common personalized IR techniques [11]. 
Two popular techniques are query expansion and results re-ranking. Query expansion 
methods augment the query with terms that are extracted from interests/context of the 
user so that more personally relevant results can be retrieved. A general limitation is 
that if expansion terms are not selected carefully, it may degrade the retrieval 
performance. Conversely, in result re-ranking (rank biasing), the initial set of results 
are retrieved and the results are re-ranked based a user profile (i.e. profile similarity 
[12][13]). The aim is to push personally relevant results up in the result list.  

In personalized IR, generally user’s activities with the retrieval system are 
continuously monitored for results adaptation (i.e. Google, amazon). This approach 
requires explicit login by the user and storage of the user information at the server-
side, which raises privacy issues. However, relying on all past user interests is tricky 
and often a correct subset of past interests needs to be identified for correct 
personalization based on the current information needs. Therefore, in our approach, 
we only use the current search context, hence it does not require user login. As a 
result, our approach provides personalization according to local choices of the user 
based on results categorization. A similar work is [6], which uses hierarchical page 
snippet clustering for personalized search. Results are categorized into hierarchical 
folders using gapped sentences and ODP. The user need to select a list of relevant 
labels related to his/her information needs. Then relevant results are filtered, and the 
query is expanded. In our approach, all relevant lenses are implicitly re-organized 
when the user selections a concept lens. This is different from the approach in [6], as 
it requires explicit selection of all relevant labels. In addition, we apply results re-
ranking, query expansion and category suggestion within the selected concept lens as 
well as present the results using concept lenses rather than ranked lists of [6].  
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Fig. 1. The architecture and workflow 

3 Proposed Personalized Concept-Based Search Framework 

The proposed system architecture is shown in Figure 1. Users can provide keyword or 
URI queries to the system. Using the input queries, the WoD is searched. Our ap-
proach can be plugged on top of any LOD search engine (currently using Sindice 
search API). After receiving results, our system augments the results with UMBEL 
categorizations, which can be performed offline or dynamically [9]. For example, 
using a crawler and Sindice, LOD resources can be categorized offline by the pro-
posed fuzzy retrieval model [8], or other clustering methods (also UMBEL linked 
data mappings can be used). New LOD resources are incrementally categorized and 
indexed at the server-side for a scalable performance [9]. In particular, we use the 
whole 5-depth UMBEL hierarchy (~25,000 concepts); a LOD resource may match to 
any concept, which is different than many personalized IR methods. Generally the top 
level or top 2 levels of the ontology (~200 categories of ODP) are used to represent 
search results. However, such an approach can only model general user interests. To 
achieve categorization, we extract various semantic information from context of LOD 
resources; type, subject, labels, property names and URL labels. Our experiments [8] 
on 10,000 mappings indicate that subject and type properties provide the best infor-
mation for categorization, while property names add significant noise. Extracted se-
mantic information is mapped to UMBEL concepts using a fuzzy retrieval model [8]. 
In order to utilize the semantic relationships and similarity present in the UMBEL 
vocabulary, we use the hierarchical relationships between concepts to form the vec-
tors to represent the concepts. Vector space representation of concepts is an accepted 
method [13][14][16], which allows scalable performance. This provides a simple way 
of encoding key semantic knowledge into IR retrieval model. We use only hierarchic-
al relationships in UMBEL as the ontology does not contain the semantic relatedness 
relationships between the concepts. We alleviate this issue to an extent by extracting 
data from subjects of LOD resources. For example, semantically related resources 
may share common subjects, e.g. Pope and Vatican might share Christianity and 
Catholic subjects. To include semantically related concepts into the categorization, we 
associate each LOD resources to 3 UMBEL concepts. We use the most confident 



538 M. Sah and V. Wade 

 

concept (categorization with the highest score) for lenses creation (e.g. Pope) and the 
rest for semantic similarity comparison. Moreover, textual content is extracted from 
abstract/labels of resources to generate term vectors for combined semantic and syn-
tactic similarity. Combining semantic and syntactic similarity provides better results 
[17] when the data is incomplete or poor quality (i.e. varying LOD quality).     

 
(a) Non-adaptive results presentation; the user selects a concept lens for exploration 

 
(b) Results are immediately personalized; the order of lenses are adapted, more relevant results 
are added by results re-ranking and query expansion, also relevant concept lenses are suggested  

Fig. 2. Personalized concept-based search for the query “killarney sightseeing” [7] 

For a scalable performance, LOD resources’ UMBEL concepts and supertypes are 
also indexed at the server-side as discuss in [9]. Subsequently, uncategorized LOD 
resources can be dynamically categorized using asynchronous parallel requests be-
tween the client and server [9]. Categorized LOD resources (results) are sent back to 
the client and the results with the same concepts are grouped to form concept lenses. 
Specifically, we only use the most confident categorization to form lenses.  

The user is required to select a concept lens in order to start exploring results. 
When the user clicks onto a concept lens, all the concept lenses are personally re-
organized based on conceptual and syntactic similarity to the selected concept lens. In 
addition, following a lens selection, more relevant results are included based on: (i) 
results re-ranking using concept similarity and (ii) query expansion using the concept 
lens label. Moreover, when the user interacts with the results, result re-ranking, query 
expansion and concept lenses suggestions are provided. With our approach, persona-
lized and conceptual result exploration is supported. This is especially useful in com-
plex information needs, such as information gathering in an unfamiliar domain. 

The client side is written using Javascript and AJAX. To support non-intrusive user 
modeling and adaptation, personalization is completely implemented at the client-
side. Thus, it does not require user login since only user’s click data within the current 
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search session is used. Client-side personalization is also scalable and computational-
ly efficient since the workload is distributed to the clients and network traffic is sig-
nificantly reduced. We use Sindice Search API to search the WoD and Lucene for 
indexing/fuzzy retrieval model. The server side is implemented with Java Servlets and 
uses Jena. In Figure 2, our search interface is shown. A demo can also be found at [7]. 

4 User Data Gathering and Search Results Personalization 

4.1 Context-Based User Data Gathering 

User profiles can be generated from relevance feedback, implicit relevance feedback, 
desktop data, social Web or user’s context. Generally the effectiveness of relevance 
feedback is limited since users are often reluctant to manually provide information. 
Implicit relevance feedback thus uses interactions with the system such as previous 
browsing activity, time spent on pages, etc. as an indication of implicit user interests. 
In both cases, the system needs time to gather enough information about user’s all 
past interests. To overcome this issue, some approaches utilize desktop data or recent-
ly social web data [12], which often contains enough information about general user 
interests. However, relying on all past user interests is tricky and often a correct sub-
set of past interests needs to be identified, which can be very challenging. This is 
because not all past interests may be important in the current context and an incorrect 
personalization may annoy the user experience, e.g. a user looking for hotels in Flo-
rence will not be interested to get Florence hotels in results after booking a hotel. 
Thus, approaches based on all past interests require fine-tuning, such as threshold 
selection for similarity/time decay, which may differ from various users or search 
scenarios. Moreover, in long-term user profiling, the extracted user interests are 
usually stored at the server side. This means users are required to register and login to 
get benefit of the personalization, which often raises privacy issues. An alternative to 
this approach is, no login/no storage or client storage. Client-side storage has its own 
issues; users may have multiple access mechanisms to the internet (especially with 
growing mobile access devices). Thus the user profile may be dislocated to multiple 
devices and the user may get different personalization experience based on the device 
s/he used. Finally, in the context-based user modeling, only the current available in-
formation within the current search context is utilized (i.e. query, query context, 
clicked results, etc.). A benefit is system only deals with few number of interests 
hence performance is scalable. The drawback is past user interests are lost but not all 
past interests are useful or identification of related interests can be challenging as we 
mentioned earlier.  

In our approach, we use context-based user modeling rather than background 
knowledge. Only click data within the current search session is used to adapt to user’s 
local choices. Search ‘session start’ is when the user opens the retrieval interface and 
‘session ends’ when she closes it. The system is able to cope with changes of search 
domain from categorization. Suppose the user refined a query; it is probable that simi-
lar concepts/supertypes will occur in new search results. However, if the search topic 
changes completely, categorization in ~25,000 UMBEL concepts will not be the 
same, thanks to the use of whole concepts. Fortunately, supertypes can be used to 
understand user’s general interests even if search topic change. This approach is com-
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plemented by categorization and interactive personalization. Suppose the user is inter-
ested in concept x and clicked onto a promising result in this lens. After a quick inves-
tigation, she deems the result irrelevant. However, this negative feedback is still very 
valuable thanks to categorization. By analyzing the last N clicks of the user on con-
cepts/supertype concepts and the system can find similar LOD resources that share 
related concepts. In addition, we developed an interactive personalization where any 
feedback can be used. On click to a concept lens or a result, immediate personaliza-
tion is supported such as lenses re-ranking, results re-ranking and query expansion.        

4.2 User Profile Representation 

For profiling, we track: (i) click onto a concept lens and (ii) clicks onto last N results.  

User Concept Lens Choices: When a user clicks onto a concept lens, the results are 
adapted based on user’s local choices. Accurate personalized re-ordering of lenses 
significantly affects precision @Top N results. Thus, robust and efficient similarity 
measure is essential for personalized lenses re-ranking. Similarity measures play an 
important role in IR, such as measuring relevance between the user’s keyword query 
and set of pages. A majority of these measures are statistical or linguistic models for 
unstructured text documents. With the Semantic Web, semantic similarity measures 
are proposed to compare concepts and/or concept instances. They can be classified 
into structure and information based approaches. The structure-based methods use 
ontology hierarchical structure, such as edge distance between concepts. Information 
based methods use the shared content between concept features, e.g. comparing con-
cepts’ textual data using cosine similarity. Hybrid approaches combine both methods. 
For semantics-based IR, appropriate similarity measures depend on many factors, 
such as concepts representation (e.g. bag of words, logic predicates, etc.), search con-
text and concept expressivity [15]. Description logic based approaches allow full 
expressivity but complexity can be high [22]. Overall, similarity measures depend on 
the application area. In our approach, we use a hybrid similarity measure combining 
hierarchical structure of the UMBEL vocabulary and shared statistical data between 
resources. We adopted vector space representation of the ontology [13][14][16] that 
allows efficient and scalable similarity compared to more complex description logic-
based approaches. Since, performance is vital for on-time personalization.  

To represent user interests, first information about all results under a concept lens 
are used to represent concept lens with; (a) vector of UMBEL concepts, i.e. user inter-
ests to specific concepts in a 5-depth hierarchy of 25,000 concepts. Unlike general 
approach, we represent results with very specific UMBEL categorizations. (b) vector 
of supertype categories, i.e. top-level categories to represent broad user interests. (c) 
vector of terms, i.e. terms extracted from results snippets such as title, url keywords 
and descriptions of the concept lens. Stop words are removed and terms are stemmed 
for comparison. User’s interest for a concept lens is represented with three vectors. 
Suppose search results contain m concept lenses, l. Each concept lens, l, contains n 
results, r. Each result is represented with up to k UMBEL concepts, c, and their asso-
ciated supertypes, sc (k=3 in experiments). Vector of concepts is calculated as: 
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where it is the sum of all the concepts that all results contain under a concept lens. 
Here, each dimension of ),( 1 zlcw corresponds to a separate UMBEL concept or 

supertype category and its weight. A similar method is used for calculating vector of 
supertypes. We use concept/supertype frequency as weight, i.e. if a concept does not 
occur in the concept lens, the value is 0. Generally term frequency, inverse document 
frequency (tf × idf) is used for weighting. However, our studies show that the 
frequency, tf , works better tf × idf. idf  weights rare terms (or concepts) higher. This 

works well for retrieval, but not for similarity comparison as we compute the shared 
information between the lenses. In the same manner, results’ snippets are combined to 
form a vector of terms of the concept lenses (eq. 2). Each dimension corresponds to a 
unique term and its weight. Again we use the term frequency as weight. 
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User Interests: For interactive personalization of the results, we need to capture the 
user’s information need from the clicked results, which are then used for results re-
ranking and query expansion. For this purpose, we track last M clicks of the user, u, 
and generate three types of vectors to represent the user’s information need: vector of 
concepts (specific interests), vector of supertypes (broad interests), vector of terms 
(language model). In this case, vectors are extracted from the last M results clicks;  

4.3 Re-organization of Concept Lenses  

Dynamic adaptation of results to the local user choices is the most innovative perso-
nalization provided by our system. This allows dynamic results adaptation to local 
user choices, which moves conceptually relevant concept lenses to the top of the list. 
To achieve this, we compare the similarity of the selected concept lens to other con-
cept lenses using the cosine similarity of concept, supertype and term vectors: 

 |)(||)(|/)().(),( 2211221121 lVlVlVlVllsim
→→→→

=                                    (3)

where ]1,0[),( 21 ∈llsim , numerator is the inner product of the vectors and the deno-

minator is the multiplication of the vector magnitudes. We generate three similarity 
scores for each concept lens, namely c_sim, s_sim and t_sim according to their simi-
larity to the selected concept lens, sl . The concept similarity (c_sim) compares simi-

larity of shared specific concepts, i.e. if lenses share more specific concepts, it is more 
likely that they are relevant. The supertype similarity (s_sim) computes shared broad 
concepts. For example, “mountain” and “lake” concept lenses have the same super-
type category and they broadly related. Finally, the term similarity (t_sim) allows 
comparing language models of the lenses. This information can be noisy since differ-
ent resources may share similar meanings but may use different terms. However, still 
term similarities can be used to guarantee some level of similarity between lenses.  

Our evaluations on the benchmark dataset showed that the concept vector similari-
ty of lenses provided the best precision @top N concept lenses compared to supertype 
and term similarities (see section 5). In addition, when different similarity scores were 
combined, precision was improved. In particular, when the influence of the c_sim was 
weighted higher than the s_sim and t_sim, the best precision @top N concept lenses 
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was obtained. Especially the best results were obtained when 1 ,2 == βα  and 1=δ . 

If 2.0),( >sllsim , the concept lens is suggested for exploration as shown in Figure 2. 

( ) ( )( )δβαδβα ++++∗= /),(_*),(*),(_),( ssss llsimtlls_simllsimcllsim    (4)

Finally, concept lenses are re-ranked in decreasing ),( sllsim order. By default, the 

selected lens came on top of the list since cosine similarity of a vector to itself is 1.  

4.4 Results Re-ranking and Concept Lenses Suggestion 

For results re-ranking, each result is represented with a vector of concepts, supertypes 

and terms: )),(),...,,(()( 1 rcwrcwrVc x=
→
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)),(),...,,(( 1 rtwrtw y . We apply results re-ranking in two cases: (a) when the user se-

lects a concept lens from the results list for exploration and (b) when the user clicks 
onto a result (LOD resource) within a concept lens. In both cases, the re-ranked re-
sults are included in the context of the interacted concept lens. This allows in context 
results exploration thanks to the use of concept lenses. In case (a), we compare con-
cept vector, of the selected concept lens ( sl ) with the top K results using eqs. (3), (5);  
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We compare concept vectors since results matching at specific UMBEL concepts are 
more likely to be relevant compared to supertype or term similarities (we only have 
user’s interest for a concept lens). In our experiments, K=100, for a scalable perfor-

mance. Results, where α>
→→

))(),(( slVcrVcsim , are re-ranked in decreasing order and 

added into the interacted concept lens. 0=α ; any match was considered because of 
specific concept vectors comparison. Later,α  can be determined experimentally. 

In case (b), we use the click history of the user within the current search session to 
re-rank results. In particular, from the last M results clicks of the user, user’s specific 
concept, supertype and term interests are represented as vectors. These vectors are 
compared with top K result vectors using eqs. (3), (6);  
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      (6)

where three similarity scores are combined for re-ranking of the results in decreasing 
order. Especially, 1  ,2 == βα  and 1=δ  gives better results. Again, a threshold can 
be used to select relevant results conservatively, i.e. higher thresholds. If a relevant 
result belongs to another concept, then the concept lens is suggested for exploration.    

4.5 Query Refinement Using Concept Labels  

Query adaptation is applied in two cases: (i) when the user selects a concept lens from 
the results list for exploration and (ii) when the last two consecutive result clicks 
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share the same concept. In both cases, we assume that the user is interested in this 
concept and we expand the original query with the concept label that the user is inter-
ested. It is a simple approach, but works well since UMBEL categorizations provide 
very specific concept names and it can be used to clarify the meaning of the query 
with the user feedback. In both cases, more results are included in the context of the 
interacted concept lens, so that the user can explore more relevant results in context.  

5 Evaluations 

In traditional IR, there are public benchmarks for standardized evaluation and com-
parison (i.e. TREC). However, there are no standard evaluation benchmarks for  
semantic search evaluations [13]. Current semantic search methods are based on user-
centered evaluation, which tend to be high-cost, non-scalable and difficult to repeat. 
[13] proposes to use TREC for cross-comparison between IR and ontology-based 
search models. They annotate TREC collections with instances of ontology concepts. 
However, it was found that only 20% TREC search topics have semantic matches in 
40 public ontologies. Thus it can be difficult to apply this technique in many topic 
domains. Although a similar approach of [14] can be adopted, they rely on semantic 
annotation of documents. In our approach, we focus on categorization of LOD re-
sources as the basis of the personalization and visualization rather than semantic an-
notations of documents. Thus, we created a benchmark dataset using LOD resources, 
which is available online for validation and comparison [21]. We measured persona-
lized search efficacy using precision @top M concept lenses and @top N results. We 
focused on precision since our aim is to improve precision on the top results/lenses. 

Dataset. For the experiment, we selected tourism domain. Because our aim is not just 
providing direct answers to a search query but to support results exploration with 
categorization and personalization. The tourism domain suits such data gathering and 
informational queries, since the user has a vague idea about queries and gradually 
refines queries to gather/explore more information. This scenario is also fits for WoD 
search, since developers usually explore WoD to gather data about a specific domain.  

Our dataset is about “tourism in Killarney Ireland” and it was created as follows: 
One option was to use Sindice for dynamic querying. However, Sindice search results 
may change due to dynamic indexing. Thus, we decided to index a particular dataset 
for stable and comparative evaluations. First, we investigated popular search queries 
about the domain from Google search trends. Then, these queries were used to query 
WoD with Sindice to gather data about available URIs. Particularly ~500 URIs from 
DBpedia, GeoNames, Trip Advisor and ookaboo domain were selected. RDF descrip-
tions of the URIs, their UMBEL/supertype categorizations were indexed offline by 
the proposed fuzzy retrieval model [8] to carry the experiments. Then, we selected 20 
queries, which do not have a direct answer, i.e. navigational queries were not selected, 
such as “Killarney Victoria Hotel”. Although 20 queries is a small sample set, such 
sizes have been used before to determine indicative results in semantic search [13] 
[14]. Top concept lenses and results returned by the queries, were manually assigned 
relevant or irrelevant. For non-adaptive baseline systems, we used the same dataset.  
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5.1 Personalization Time Overhead   

Results categorization is applied offline during the indexing of LOD resources. Thus, 
we computed average time required to generate personalized results (i.e. lenses re-
organization, results re-ranking and query expansion following a lens selection). For 
each query, average of 5 runs used. Results showed that personalized results were 
obtained within an average of 0.26 seconds compared to 0.16 of non-adaptive case. 
Our personalization is scalable thanks to complete client-side implementation. The 
results were run on Windows 7 computer, 2.2GHz CPU and 7.90GB RAM.  

5.2 Performance of Personalization Strategies   

In the experiments, personalization was performed after the user’s concept lens selec-
tion following a query. To evaluate the efficiency of personalized lenses re-ranking, 
precision at top M concepts was measured, which was adopted by [6]. Precision at top 
M concepts is: P@M=R@M / M, where R@M is the number of concept lenses which 
have been manually tagged relevant among top M concept lenses. For ambiguous 
concept lenses, if the majority of results under the lens were relevant, then we judge 
relevant. We use P@1, P@3, P@5, P@10 and P@15, since lazy users browse top 
concept lenses. The results in Figure 3 (left) show that for lenses re-ranking, lenses’ 
concept vector similary provided the best precision compared to supertype and term 
vector similarities. When various similarity scores were combined, the precision was 
improved (in the experiment, influence of concept similarity is higher than others, e.g. 

1 ,2 == βα  and 1=δ  in eq. (8)). The best personalized lenses re-ranking was ob-

tained when concept, supertype and term vector similarities were combined.  
 

 

Fig. 3. Precision @top N concepts over all queries for lenses re-ranking similarity measures 
(left). Precision @top N results over all queries for various personalization strategies (right) 

In a similar manner, we measured precision at top N results for different personali-
zation strategies: P@N = R@N / N, where R@N is the number of results which have 
been manually tagged relevant among top N results as shown in Figure 3 (right). The 
results showed that lenses re-ranking significantly improve precision @top N results. 
Combined lenses re-ranking with results re-ranking or query expansion improve 
lenses re-ranking performance. This also shows that personalized re-ranking of results 
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and query expansion with concept lens label work well. When all personalization 
strategies were combined, the best results were obtained, where 100% precision at 
P@3, P@5 and P@7 were obtained on the tested 20 queries. 

5.3 Comparison with Non-adaptive Concept-Based Search and Ranked Lists   

We compared personalized search performance against non-adaptive concept-based 
search and ranked list presentation. Here, the non-adaptive concept-based search 
present the results without adaptation to the user’s selected concept lens, i.e. there is 
no lenses re-ordering, results re-ranking and query expansion. Whereas, the ranked 
result lists uses the original rank of the result and present it without categorization. 
First, we evaluated non-adaptive concept lenses ordering. Lenses can be ordered 
based on; (a) the minimum result rank within a lens, or (b) average of all results’ 
ranks within it. Results in Figure 4 (left), show that both cases provide similar results. 
However, for the minimum rank order, P@1 is slightly better than the average rank. 
Thus, we used the minimum order for comparison with personalized lenses re-
ranking. The personalized re-ordering of lenses significantly improved precision 
@top M concept lenses compared to the non-adaptive concept lenses as shown in 
Figure 4 (right). In a similar manner, we compared our personalized search on 
precision @top N results against non-adaptive concept-based search and traditional 
ranked list presentation (Figure 5). The results showed that our personalized search 
outperforms precision at all levels compared to non-adaptive concept-based search 
and traditional rank lists. 
 

 

Fig. 4. Precision @top M concepts over all queries: Left; non-adaptive lenses ordering using 
minimum vs. average rank. Right; comparison of personalized vs. non-adaptive lenses ordering 

 

Fig. 5. Precision @top N results over all queries for personalized and non-adaptive search  
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6 Conclusions and Future Work 

We introduced a novel personalized search and exploration mechanism for the Web 
of Data based on concept-based results categorization. In our approach, search results 
(LOD resources) are conceptually categorized to form concept lenses, which assist 
exploratory search/browsing. When the user selects a concept lens, results are imme-
diately personalized; lenses are re-organized, more relevant results are included using 
results re-ranking and query expansion, as well as, relevant lenses are suggested for 
exploration. This is an innovative feature offered by our approach since it allows dy-
namic results adaptation to the user’s local choices. Our personalization is privacy 
preserving, non-intrusive and scalable since it does not require user login and imple-
mented at the client-side. Evaluations showed that the proposed approach significant-
ly enhances precision compared to non-adaptive concept-based search and ranked list. 
In future, we will perform user studies to evaluate usability of our approach. In addi-
tion, data quality, trust and graph popularity can be considered in rankings. 

Acknowledgments. This research is supported by the SFI part of EMPOWER re-
search fellowship (07/CE/I1142) and part of the CNGL (www.cngl.ie) at University 
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Abstract. One key feature of the Semantic Web lies in the ability to link re-
lated Web resources. However, while relations within particular datasets are often
well-defined, links between disparate datasets and corpora of Web resources are
rare. The increasingly widespread use of cross-domain reference datasets, such
as Freebase and DBpedia for annotating and enriching datasets as well as docu-
ments, opens up opportunities to exploit their inherent semantic relationships to
align disparate Web resources. In this paper, we present a combined approach to
uncover relationships between disparate entities which exploits (a) graph analysis
of reference datasets together with (b) entity co-occurrence on the Web with the
help of search engines. In (a), we introduce a novel approach adopted and applied
from social network theory to measure the connectivity between given entities in
reference datasets. The connectivity measures are used to identify connected Web
resources. Finally, we present a thorough evaluation of our approach using a pub-
licly available dataset and introduce a comparison with established measures in
the field.

Keywords: Semantic connectivity, co-occurrence-based measure, linked data,
data integration, link detection, semantic associations.

1 Introduction

The emergence of the Linked Data approach has led to the availability of a wide va-
riety of structured datasets on the Web1 which are exposed according to Linked Data
principles [3]. However, while the central goal of the Linked Data effort is to create a
well-interlinked graph of Web data, links are still comparatively sparse, often focusing
on a few highly referenced datasets such as DBpedia2, YAGO [28] and Freebase3, while
the majority of data exists in a rather isolated fashion. This is of particular concern for
datasets which describe the same or potentially related resources or real-world entities.
For instance, within the academic field, a wealth of potentially connected entities are

1 http://lod-cloud.net/state
2 http://dbpedia.org
3 http://www.freebase.com
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described in bibliographic datasets and domain-specific vocabularies, while no explicit
relationships are defined between equivalent, similar or connected resources [8].

Furthermore, knowledge extraction and Named Entity Recognition (NER) tools and
environments such as GATE [5], DBpedia Spotlight4, Alchemy5, AIDA6 or Apache
Stanbol7 are increasingly applied to automatically generate structured data (entities)
from unstructured resources such as Web sites, documents or social media. For ex-
ample, such automatically generated data may provide some initial classification and
structure, such as the association of terms with entity types defined in a structured
RDF schema (as in [22]). However, entities extracted via Natural Language Processing
(NLP) techniques usually are noisy, ambiguous and lack sufficient semantics. Hence,
identifying links between related entities within a particular dataset, as well as with
pre-existing knowledge, serves three main purposes (a) enrichment, (b) disambiguation
and (c) data consolidation. Often, dataset providers aim at enriching a particular dataset
by adding links (enrichments) to comprehensive reference datasets. Current interlink-
ing techniques usually resort to mapping entities which refer to the same resource or
real-world entity, e.g., by creating owl:sameAs references between an extracted en-
tity representing the city “Berlin” with the corresponding Freebase and Geonames8

entries.
However, additional value lies in the detection of related entities within and across

datasets, e.g., by creating skos:related or so:related references between entities
that are to some degree connected [10,14]. In particular, the widespread adoption of
reference datasets opens opportunities to analyse such reference graphs to detect the
connectivity, i.e., the semantic association [2,26] between a given set of entities. How-
ever, uncovering these connections would require the assessment of very large data
graphs in order to (a) identify the paths between given entities and (b) measure their
meaning with respect to a definition of semantic connectivity.

In this paper, we present a general-purpose approach that combines a co-occurrence-
based and a semantic measure to uncover relationships between entities within ref-
erence datasets in disparate datasets. Our novel semantic connectivity score is based
on the Katz index [16], a score for measuring relatedness of actors in a social net-
work, which has been adopted and expanded to take into account the semantics of
data graphs, while the co-occurrence-based method relies on Web search results re-
trieved from search engines. Finally, we evaluate the approach using the publicly
available USAToday corpus and compare our entity connectivity results with related
measures.

The remainder of this paper is structured as follows. Section 2 discusses previous
related work in the field. Section 3 presents the use case scenario that motivated our
approach. Section 4 presents our entity connectivity approach. Section 5 and Section 6
show the evaluation strategies and their results. Finally, Section 7 summarizes our con-
tributions and discusses future work.

4 http://dbpedia.org/spotlight
5 http://www.alchemyapi.com
6 http://adaptivedisclosure.org/aida/
7 http://incubator.apache.org/stanbol
8 http://www.geonames.org

owl:sameAs
skos:related
so:related
http://dbpedia.org/spotlight
http://www.alchemyapi.com
http://adaptivedisclosure.org/aida/
http://incubator.apache.org/stanbol
http://www.geonames.org
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2 Related Work

Lehmann et al. [17] introduces RelFinder, which shows semantic associations between
multiple entities from a RDF dataset, based on a breadth-first search algorithm, that is
responsible for finding all related entities in the tripleset. Contrasting with RelFinder,
Seo et al. [25] proposed the OntoRelFinder that uses a RDF Schema for finding seman-
tic associations between two entities through its class links. Scarlet [23,24] is another
approach that relies on different schemas to identify relationships between entities.

Han et al. [15] proposes a slightly different approach. Instead of finding connections
between two given entities, they expect to find the entities that are most connected, with
respect to a given relationship and entity. This approach is interesting since it throws
another perspective on the problem that we consider. However, they look for connected
entities by means of a known relationship, while we aspire to uncover such connections
between known entities.

Anyanwu et al. [1] present the SemRank, a customizable query framework that al-
lows different setups for ranking methods, resulting in different perspectives for the
same query. Thus, given two entities, depending on the setup the search results vary
from more traditional (e.g. common connections or closest paths between entities) to
less traditional (e.g. longer paths). In our approach, we consider both short and long
paths to determine connectivity between two entities and Web resources.

Work from Leskovec et al. [18] presents a technique suggesting positive and negative
relationships between people in a social network. This notion is also addressed in our
method, but we take into account the path length. The longer is the path, the smaller is
its contribution to the score.

The problem of discovering relationships between entities was also addressed by
Damljanovic et al. [6] in Open Innovation scenarios, where companies outsource tasks
on a network of collaborators. Their approach exploits the links between entities ex-
tracted from both the user profiles and the task descriptions in order to match experts
and tasks. For this task, they use reference datasets and distinguish between entities
as hierarchical and transversal. Following her approach, we distinguish between both
relations types, although we focus on transversal relations.

Related work in the field of recommender systems includes the work by Passant [20],
which presents a linked data semantic distance measure (LDSD) for music recommen-
dation, by taking mainly into account incoming and outgoing links as well as indirect
links between resources (i.e., songs and singers) to determine a recommendation score,
used for recommending both direct and lateral music. In later work [19], he introduces
a filtering step, by removing properties between resources that are not meaningful in
the music context. Work on movie recommendation by Souvik et al. [7] considers an
approach based on object features in order to improve movie recommendation, by us-
ing several similarity functions that deal with nominal, boolean and numeric features.
Furthermore, they also use a linear regression method to assign weights for each fea-
ture type. Although this method presents good results, they do not consider semantic
connections to uncover latent features.

Fang et al. [9] introduces the REX system, which computes a ranked list of entity
pairs to describe entity relationships. The graph structure is decomposed for an entity
pair resulting in unique graph patterns and ranks, where these patterns are matched
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according to a measure of interestingness, based on the traditional random walk algo-
rithm and the patterns found between an entity pair.

Sieminski [27] presents a method to measure the semantic similarity between texts
on the Web, which consists of a modified tf-idf model and semantic analysis that makes
use of WordNet structure. However, unlike his work, we explore the connections given
by transversal properties in order to uncover latent connections between texts, rather
than to explore similarity between them.

From the approaches outlined, we combine different techniques to uncover connec-
tions between disparate entities, which allows us to exploit the relationships between
entities to identify connected Web resources.

3 Motivation

In this section we describe an example originating from actual Web information inte-
gration problems to illustrate the motivation of our work on discovering latent semantic
relationships through its semantic relations.

The example below shows two descriptions of documents extracted from the US-
AToday corpus. Note that, the underlined terms refer to the recognised entities in each
document derived from an entity recognition and enrichment process.

(i) The Charlotte Bobcats could go from the NBA’s worst team to its best bargain.

(ii) The New York Knicks got the big-game performances they desperately needed
from Carmelo Anthony and Amar’e Stoudemire to beat the Miami Heat.

Although both documents are clearly related to Basketball/Sports topics, linguistic and
statistical approach would struggle to point out that both documents are connected.
First, both textual descriptions are rather short and lack sufficient contextual informa-
tion what makes it harder for purely linguistic or statistical approaches to detect their
connectivity. Second, in this particular case, there are no significant common words
between the documents. Usually, statistical and linguistic approaches are particularly
suitable for cases where large amounts of textual content is available to detect the rela-
tionships between Web resources. In particular, some common terminology is required
for detecting similarities between Web resources.

On the other hand, these challenges can be partially overcome by taking
advantage of structured background knowledge to disambiguate and enrich the
unstructured textual information. The example shows two documents, each as-
sociated with a particular entity, where the term Charlotte Bobcats was en-
riched with the entity http://dbpedia.org/resource/Charlotte_Bobcats in
the document (i) and the term Carmelo Anthony was enriched with the entity
http://dbpedia.org/resource/Carmelo_Anthony in the document (ii). Thus,
analysing the DBpedia graph uncovers a connection between Charlotte Bobcats and
Carmelo Anthony (being a basketball team and player, respectively) and hence allows
us to establish a connection between the entities and their connected Web resources.
Specifically, both entities are connected through the path: Charlotte Bobcats↔ Eastern
Conference (NBA) ↔ New York Knicks ↔ Carmelo Anthony, where the intermediary
entities uncover a connection between Charlotte Bobcats and Carmelo Anthony.

http://dbpedia.org/resource/Charlotte_Bobcats
http://dbpedia.org/resource/Carmelo_Anthony
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4 Approach

In this section, we introduce two novel measures for entity interlinking, a semantic
graph-based connectivity score and one which utilises co-occurrence on the Web. Both
detect complementary relationships between entities as results show in Section 6.

4.1 Semantic Connectivity Scores (SCS)

In this section, we define a semantic connectivity score between entities, based on a
reference graph that describes entities and their relations. Similar to Damljanovic et
al. [6], we distinguish between hierarchical and transversal relations in a given graph.
Typical hierarchical properties in RDF graphs are, for instance, rdfs:subclassOf,
dcterms:subject and skos:broader, and usually serve as an indicator for similarity
between entities. In contrast, transversal properties do not indicate any classification or
categorisation of entities, but describe non-hierarchical relations between entities which
indicate a form of connectivity independent of their similarity.

To illustrate the semantic connectivity, we refer to the pair of entities “Jean Claude
Trichet” and “European Central Bank”, which have no equivalence or taxonomic rela-
tion, but have a high connectivity according to transversal properties. For example, the
“European Central Bank” is linked to the entity “President of the European Central
Bank” through the RDF property http://dbpedia.org/property/leaderTitle
that, for its part, links to “Jean Claude Trichet” through the RDF property
http://dbpedia.org/property/title.

Let R be a reference triple set and G be the associated undirected graph, in the sense
that the nodes of G correspond to the individuals occurring in R and the edges of G
correspond to the properties between individuals defined in R. From this point on, we
will refer to the individuals occurring in R as entities.

We define the semantic connectivity score (S CS ) between a pair of entities (e1, e2)
in G as follows:

S CS (e1, e2) =
τ∑

l=1

βl · |paths<l>
(e1,e2)| (1)

where |paths<l>
(e1,e2)| is the number of transversal paths between the entities e1 and e2 of

length l, τ is the maximum length of paths considered (in our case τ = 4, as explained
in more details below), and 0 < β ≤ 1 is a positive damping factor. The damping factor
βl is responsible for exponentially penalizing longer paths. The smaller this factor, the
smaller the contribution of longer paths to the final score. Obviously, if the damping
factor is 1, all paths will have the same weight independently of length. In previous ex-
periments, we observed that β = 0.5 presented better results in terms of precision [21].

The semantic connectivity score between entities is a variation of the Katz index [16]
introduced to estimate the relatedness of actors in a social network. We introduced a
number of derivations to improve its applicability to large graphs and to reflect the
added semantics provided by labelled edges in RDF graphs, as opposed to the limited
semantics of edges in a social network. A detailed discussion of the advantages and
limitations of our approach is provided in Section 7.

rdfs:subclassOf
dcterms:subject
skos:broader
http://dbpedia.org/property/leaderTitle
http://dbpedia.org/property/title
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As one main adaptation of Katz, we exploit the semantics of edges in a given data
graph by excluding hierarchical properties from our connectivity score computation. As
defined earlier, connectivity is indicated by transversal properties. Currently, no further
distinction between property types has been introduced into our formula, though we ex-
plicitly envisage such an adaptation. However, given the vast amount of property types
in datasets such as DBpedia, a distinction at the general and domain-independent level
is computationally too expensive and therefore does not scale. Instead, we particularly
suggest the adaptation of our formula to specific domains or entity types, which allows
the consideration of more fine-grained semantics provided by distinct property types.

In addition, we opted for an undirected graph model in order to reduce computational
complexity, since a property is often found in its inverse form (e.g. fatherOf/sonOf) [13].
While most current entity interlinking techniques apply their approaches to a restricted
set of entity types to allow some sort of tailoring and, as consequence, more precise
results, our experiments in Section 5 show that even our fairly generic score produces
useful and promising results, which can be improved by means of domain-specific adap-
tations.

As the semantic score is based on the number of paths and distances (length of a
path) between entities, SCS considers only paths with a maximum length (τ = 4), as
also adopted in [9]. This maximum length was identified by investigating the semantic
score behaviour for edge distances ranging from 1 to 6, as detailed below.

In our experiments, we randomly selected 200 entity pairs and computed the seman-
tic connectivity score (S CS ) (see Eq. 1) for the aforementioned path length range (see
Figure 1a). As expected, the average number of paths grows exponentially with the
distance (i.e. the path length), see Figure 1a.

Thus, as in the small world assumption [29], beyond a certain path length, every node
pair is likely to be connected. However, as opposed to the small world assumption that
people are interlinked through a maximum distance of 6 connections, we found that for
interlinking entities this number is lower, approximately by two degrees. This decision
is backed up according to several experiments, detailed below.

After computing all entity pairs for different path lengths, we evaluated the coeffi-
cient of variation of the semantic score, Cv = σ/μ, where, for a given length, σ is the
standard deviation of the number of paths and μ is the mean number of paths. This
coefficient is used to measure the spread of the semantic score distribution, taking into
account an upper bound path length (see Figure 1b).

From the behaviour of the curve in Figure 1b, it is apparent that the contribution
of paths with distances greater than 4 edges is low. Also as expected, the average run-
ning time to compute the path grows exponentially with the distance. Hence, including
longer path lengths increases significantly the computational costs, while producing
only minimal gains in performance. Thus, we obtain the best balance between perfor-
mance and informational gain to the semantic score. That is, we minimise the path
length considered, while maximise the contribution in the overall score.

4.2 Co-occurrence-Based Measure (CBM)

We introduce in this section a co-occurrence-based measure between entities that relies
on an approximation of the number of existing Web pages that contain their labels.
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(a) (b)

Fig. 1. Maximum path length analysis. Figure (a) shows the number of paths with respect to
length and (b) shows the gain of information when considering different path lengths.

For example, we estimate the CBM score of a pair of entities by submitting queries
(such as “Jean Claude Trichet” + “European Central Bank”) to a search engine and
retrieving the total number of search results that contain the entity labels in their text
body. Thus, we define the CBM score of a pair of entities e1 and e2 as follows:

CBM(e1, e2) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if count(e1) = 0 or count(e2) = 0

1, if count(e1) = count(e2) = count(e1, e2) = 1

Log(count(e1, e2))
Log(count(e1))

· Log(count(e1, e2))
Log(count(e2))

, otherwise

(2)

where count(ei) is the number of Web pages that contain an occurrence of the label
of entity ei, and count(e1, e2) is the number of Web pages that contain occurrences of
the labels of both entities. Note that count(e1, e2) is a non-negative integer always less
than or equal to count(ei), for i = 1, 2. Hence, the final score is already normalised to
0 ≤ CBM(e1, e2) ≤ 1.

There are other similar approaches to quantify the relation between entities, such as
Pointwise Mutual Information (PMI)[4] and Normalised Google Distance (NGD)[12].
However, they take into account the joint distribution and the probability of their in-
dividual distributions, which requires to know a priori the total number of Web pages
searched by a search engine.

To illustrate the co-occurrence-based score (CBM), consider the values count(e1) =
count(e2) = count(e1, e2), meaning that all occurrences of e1 and e2 appear together.
In this case, the resulting co-occurrence-based score is 1, disregarding the number of
search results.

For example, having count(e1) = count(e2) = count(e1, e2) = 10 or count(e3) =
count(e4) = count(e3, e4) = 1000, would result in the same score. Evidently, if we would
consider the probabilities, as in PMI or NGD, the latter case would get a higher score.
Nevertheless, since we are not interested in disjoint comparisons, e.g., CBM(e1, e2)
against CBM(e3, e4), we do not need to estimate the total number of pages, neither
include it in the formula.
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4.3 Towards a Combined Measure

As shown in previous work [21], although there is an overlap between the semantic
and co-occurrence based approaches, some relationships cannot be uncovered by co-
occurrence methods or by semantic methods alone. Thus, given that the results from
SCS and CBM are seen as complementary, one conclusion is to combine them, which
provides the advantage of scalability at discovering entity connections, where CBM
would be used as a default approach, and SCS could be employed as an extensive search
for finding latent connections in the resulting set of entity pairs deemed unconnected
according to CBM, see Eq. 3.

αCBM+S CS (ei, e j) =

{
CBM(ei, e j), if CBM(ei, e j) > 0
S CS (ei, e j), otherwise

(3)

where ei and e j are entities and i � j.

5 Evaluation Method

5.1 Dataset

The dataset for assessing entity connectivity consists of a set of 40,000 document pairs
randomly selected from the USAToday news Website9, where each document contains
a title and a summary as textual content. The summary of each document has on average
200 characters. The corpus was annotated using DBpedia Spotlight10 which resulted in
approximately 80,000 entity pairs.

5.2 Gold Standard

Given the lack of benchmarks for validating latent relationships between entities, we
created a gold standard using CrowdFlower11, a crowdsourcing platform. To ensure a
sufficient quality of the results, we required each user to pass through a set of tests where
correct answers were known already, what allowed us to filter out poor assessors. In this
way, we were able to avoid relevance judgements from untrusted workers. Moreover,
as our corpus is focused on American news, we restrict the assessment only to workers
located in the United States.

Thus, in order to construct the gold standard, we randomly selected 1000 entity pairs
and 600 document pairs to be evaluated. The evaluation process consisted of a question-
naire in a 5-point Likert scale model where participants are asked to rate their agree-
ment of the suggested semantic connection between a given entity pair. Additionally,
we inspected participants’ expectations regarding declared connected entities. In this
case, presenting two entities deemed to be connected, we asked participants if such
connections were expected (from extremely unexpected to extremely expected in the
Likert scale).

9 http://www.usatoday.com
10 http://spotlight.dbpedia.org/
11 https://www.crowdflower.com/

http://www.usatoday.com
http://spotlight.dbpedia.org/
https://www.crowdflower.com/
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The collected judgements provided a gold standard for the analysis of our techniques.
Note that in the case of this work, additional challenges are posed with respect to the
gold standard, because our semantic connectivity score is aimed at detecting possibly
unexpected relationships which are not always obvious to the user. To this end, a gold
standard created by humans provides an indication of the performance of our approach
with respect to precision and recall, but it may lack appreciation of some of our found
relationships (see Section 6.2 for a detailed discussion).

5.3 Evaluation Methods

We also present a comparison of our approach against competing methods which mea-
sure connectivity via co-occurrence-based metrics to detect entity connectivity. In this
evaluation we compared the performance of CBM against SCS and a third method (Ex-
plicit Semantic Analysis (ESA)) that is based on statistical and semantic methods.

Specifically, ESA [11] measures the relatedness between Wikipedia concepts by us-
ing a vector space model representation, where each vector entry is assigned using the
tf-idf weight between the entities and its occurrence in the corresponding Wikipedia
article. The final score is given by the cosine similarity between the weighted vec-
tors. Note that ESA can be applied to measure any kind of corpora, not just Wikipedia
concepts.

5.4 Evaluation Metrics

We measure the performance of the entity connectivity using the standard metrics of
precision (P), recall (R) and F1 measure. Note that in these metrics, as relevant en-
tity pairs, we consider those that were marked in the gold standard (gs) as connected
according to the 5-point Likert Scale (Strongly Agree & Agree).

(P) is defined as the ratio of the set of retrieved entity pairs that have relevant uncov-
ered connections over the set of entity pairs that have connections, see Eq. (4).

P =
|μτretrieved ∩ μrelevant |

|μτretrieved|
(4)

where μrelevant is the set of retrieved entity pairs that are relevant and μτretrieved is the
set of retrieved connections that has a semantic connectivity score greater than a given
threshold (τ). The threshold used in our experiments is shown in Section 6).

The recall measure is the ratio of the set of the retrieved entity pairs (R) that have
relevant uncovered connections over all relevant connected entity pairs according to the
gold standard, see Eq. (5).

R =
|μτretrieved ∩ μrelevant |
|μrelevant(gs) |

(5)

where μrelevant(gs) is the set of all relevant entity pairs.
Finally, F1 measure shows the balance between precision and recall, and is computed

as F1 = 2 · P·R
P+R .
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6 Results

For each method described in the Sections 4 and 5, we present the results on their
ability to discover latent connections over the entities. Furthermore, we also present
an in depth-analysis of their shortcomings and advantages for discovering connections
between entities.

6.1 Entity Connectivity Results

Table 1 shows the results obtained by the questionnaire and used as gold standard for
the entity connectivity. The results are presented in a 5-point Likert scale of agreement
ranging from Strongly Agree to Strongly disagree.

Table 1. Number of entity-pairs in each category (5-point Likert scale) in gold standard

Strongly Agree Agree Undecided Disagree Strongly Disagree

63 178 127 227 217

In Figure 2, we report the performance for the co-occurrence-based score (CBM),
Explicit Semantic Analysis (ESA) and our proposed adaptation of the Katz score
(SCS). We considered as relevant all the entity pairs which had relevance judgements as
Strongly Agree and Agree, and scores greater than a threshold. Since our task is to un-
cover latent relationships between entities rather than ranking them, we set the threshold
to 0 (i.e. we include all results), but for some tasks we might want to raise this, e.g. for
ranking or recommending.

According to Figure 2, SCS performs better in terms of precision whereas CBM
achieves highest recall value. SCS and CBM present only minimal differences with
respect to precision and recall, while ESA has the lowest values for all metrics.

Fig. 2. P/R/F1 measure according to the gold standard (GS) amongst methods

In addition to performance, we are also interested in the agreement between the
methods. Identifying missed and detected relationships amongst all measures provides
an indicator of their complementarity. In Table 2 we present a pairwise comparison
of methods where we show the ratio of connections that are found by one method
and missed by another. It is notable that CBM and SCS capture most of the connec-
tions, even though CBM misses 3.1% and 11.2%, and SCS misses 9.5% and 12.3% for
Strongly Agree and Agree respectively.
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Table 2. Ratio of connections detected by each method, according to the gold standard

CBM CBM SCS SCS ESA ESA

(not in SCS) (not in ESA) (not in CBM) (not in ESA) (not in CBM) (not in SCS)

Strongly Agree 9.5% 76% 3.1% 71% 7.9% 9.5%
Agree 12.3% 63.4% 11.2% 60.1% 8.9% 6.7%
Undecided 9.4% 60.6% 6.3% 59.8% 5.5% 7.9%
Disagree 15.0% 63.0% 7.1% 53.3% 7.1% 5.3%
Strongly Disagree 18.4% 63.1% 51.6% 4.6% 4.6% 6.9%

Besides the missed connections, we also take into account the expectedness of a con-
nection between entity pairs. The expectedness shows how well established the connec-
tion is: an unexpected connection would be a relevant inferred indirect link between the
entities. Thus, unexpectedness can be interpreted as a creation of novel links between
entities. We see that SCS uncovers 25% of the unexpected connections, while CBM
uncovers 16%. For this task, ESA was not able to uncover any new connections.

6.2 Results Analysis

In this section, we provide a detailed analysis of the results. The analysis is guided by
the initial aims of our work on discovering latent connections between entities within a
data graph (at varying path lengths), rather than competing with well established meth-
ods such as co-occurrence-based approaches widely deployed by search engines. To
this end, the results of the listed approaches are complementary, where each of the ap-
proaches is able to establish unique entity connections.

In Figure 3, we show the agreement of entity pair ranking retrieved by SCS compared
with CBM. The entity pair ranking follows an expected decline, where most connec-
tions are found at high ranks, whereas only a few are found at very low ranks.

As we can see in Figure 3, for the topmost rank of co-occurrence-based entity pairs,
225 of them have a semantic connection. Ideally, since these pairs are ranked in the
top position, we expected to find a semantic connection between all of them. Arguably,

Fig. 3. The x-axis represents the ranking position x of entity pairs according to the CBM rank-
ings. The y-axis represent the number of entity pairs ranked at xth position that have a semantic
connection according to our connectivity threshold.
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Table 3. Kendall tau and Jaccard-index between SCS and CBM entity rankings

k@2 k@5 k@10
Dataset Kendall tau Jaccard-index Kendall tau Jaccard-index Kendall tau Jaccard-index

USAToday 0.40 0.09 0.47 0.19 0.52 0.21

the dependency rank-position to semantic connection should follow the trend where the
lower the rank position, the higher the number of semantic connected entity pairs. In
this sense, we can estimate which items have some missing relations. This is the first
step in the task of actually discovering the missing relations. By observing the missing
semantic ranked pairs on the x-axis, we can identify which entities miss some connec-
tion induced by the co-occurrence-based score (the problem introduced on Section 3).
It is worth noting that, after the 260th rank position in the x-axis, the behaviour of the
curve is in line with our expectations, i.e., the lower the correlation induced by the
co-occurrence-based score, the lower that induced by the semantic connectivity score.

To show the complementarity between CBM and SCS, we used the Kendall tau rank
correlation coefficient to assess the agreement of the entity ranks induced by the seman-
tic connectivity score based on the DBpedia graph against the entity ranks induced by
CBM. Table 3 shows the results.

As we can see from Table 3, the overlap between the rankings is not high. However,
as our previous evaluation with the gold standard shows, this indicates that the scores
induce different relationships between entities. The CBM score induces a relationship
that reflects the overall co-occurrence of entities in the Web, whereas the semantic con-
nectivity score mirrors the DBpedia graph.

Thus, as shown in Table 4, the CBM+SCS is the best performing approach compared
to the other methods for the task of entity connectivity. Moreover, when comparing the
F1 results from the CBM+SCS and SCS, we achieve significantly different results for
p-value = 0.04 with 95% confidence.

Table 4. P/R/F1 measures according to gold-standard and amongst methods

CBM SCS ESA CBM+SCS

Precision 0.32 0.34 0.16 0.34
Recall (GS) 0.81 0.78 0.23 0.90
Recall 0.52 0.51 0.15 0.58
F1 (GS) 0.46 0.47 0.19 0.50
F1 0.40 0.41 0.15 0.43

We would also like to point out the challenges posed by our approach on creating
a gold standard. As mentioned previously, while our work aims at detecting semantic
entity connections beyond traditional co-occurrences, this results in connections which
might be to some extent unexpected yet correct, according to background knowledge
(such as DBpedia in our case). Hence, using a manually created gold standard, though
being the only viable option, necessarily impacts the precision values for our work in
a negative way, as correct connections might have been missed by the evaluators. This
has been partially confirmed by the large number of detected co-occurrences which
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were marked as undecided by the users, where manual inspection of samples in fact
confirmed a positive connection. This confirms that in a number of cases, connections
were not necessarily incorrect but simply unknown to the users. Thus, we believe that a
more thorough evaluation providing the evaluators with information on how a connec-
tion emerged, by showing all properties and entities that are part of a path greater than
one, would give us more reliable judgements.

An example found in our evaluation is between the politicians “Barack Obama” and
“Olympia Snowe”, where the first is the current US president and the latter is one of
the current senior US senators. Although the evaluators did not identify a connection
between them, our semantic connectivity approach found several paths with length 2
or more. Additionally, they are related via several topics in real life, which confirms
the validity of the paths found by our approach. For instance, this information could be
exploited by news Websites for improving the user experience on finding related topics
or news.

7 Discussion and Outlook

We have presented a general-purpose approach to discover relationships between en-
tities, utilising structured background knowledge from reference graphs as well as co-
occurrence of entities on the Web. To compute entity connectivity, we first introduced
a semantic-based entity connectivity approach (SCS), which adapts a measure from so-
cial network theory (Katz) to data graphs, in particular Linked Data. We were able to
uncover 14.3% entity connections not found by the state of the art method described
here as CBM. While using a combination of CBM+SCS, we achieved a F1 measure of
43% for entity connectivity.

Our experiments show that SCS enables the detection of entity relationships that a
priori linguistic and co-occurrence approaches would not reveal. Contrary to the latter,
SCS relies on semantic relations between entities as represented in structured back-
ground knowledge, captured in reference datasets.

While both approaches (CBM and SCS) produce fairly good indicators for entity and
document connectivity, an evaluation based on Kendall’s tau rank correlation showed
that the approaches differ in the relationships they uncover [21]. A comparison of agree-
ment and disagreement between different methods revealed that both approaches are
complementary and produce particularly good results in combination with each other.
The semantic approach is able to find connections between entities that do not nec-
essarily co-occur in documents (found on the Web), while the CBM tends to empha-
sise entity connections between entities that are not necessarily strongly connected in
reference datasets. Thus, a combination of our semantic approach and traditional co-
occurrence-based measures provide promising results for detecting related entities.

Despite the encouraging results, one of the key limitations of our Katz-based mea-
sure is the limited consideration of edge semantics in its current form. At the moment,
property types are distinguished only at a very abstract level, while valuable seman-
tics about the meaning of each edge (i.e., each property) is left unconsidered during
the connectivity computation. We are currently investigating approaches to take better
advantage of the semantics of properties in data graphs.
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Another issue faced during the experimental work is related to the high computa-
tional demands when applying our approach to large-scale data, which restricted our
experiments to a limited dataset. In particular, the combination of traditional measures
with our approach could help in improving performance, for instance, by computing
our semantic connectivity only between entity pairs deemed unconnected by traditional
measures. In addition, reducing the gathering of paths to a limited set of nodes (“hub
nodes”) might help in further improving scalability.
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Abstract. Linked open data tools have been implemented through
data.bnf.fr, a project which aims at making the BnF data more useful on
the Web. data.bnf.fr gathers data automatically from different databases on
pages about authors, works and themes. Online since July 2011, it is still under
development and has feedbacks from several users, already.

First the article will present the issues linked to our data and stress the impor-
tance of useful links and of persistency for archival purposes. We will discuss our
solution and methodology, showing their strengths and weaknesses, to create new
services for the library. An insight on the ontology and vocabularies will be given,
with a “business” view of the interaction between rich RDF ontologies and light
HTML embedded data such as schema.org. The broader question of Libraries
on the Semantic Web will be addressed so as to help specify similar projects.

Keywords: Libraries, Open data, Culture, Project management, Entity linking,
Relational database, CubicWeb, Encoded Archival Description, Marc formats,
Open Archive Initiative, Text Encoding Initiative.

1 Introduction

The BnF (French national library) sees Semantic Web technologies as an opportunity to
weave its data into the Web and to bring structure and reliability to existing information.
The BnF is one of the most important heritage institutions in France, with a history
going back to the 14th century and millions of documents, including a large variety
of hand-written, printed and digital material, through millions of bibliographic records.
Linked Open Data tools have been implemented through data.bnf.fr, a project
which aims at making the BnF data more useful on the Web.

data.bnf.fr publishes data automatically merged from different in-house databases
describing authors, works and themes. These concepts are given persistent URIs, as
they are the nodal points to our resources and services. We provide different views
of the same information: HTML and PDF views for humans and raw data in RDF
and JSON for machines. This data is freely reusable under an Open License. The site,
powered by the open source platform CubicWeb, queries a relational database to
generate both HTML and RDF data. Available online since July 2011, this service is
under continuous development with several releases per year. After having gathered

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 563–577, 2013.
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feedback from the public and users, we are now in a position to report on this use of
Semantic Web technologies.

We want to show how we transform a mass of bibliographical data from different
databases, to display structured and reliable data in liked data: what were the difficulties
and the solutions? What are the impacts in terms of services for libraries and for the
wider community of the Web?

2 Context and Goals

2.1 Strength and Weakness of our Data

The BnF (French national Library) took a first step towards the Web with the digital
library Gallica (http://gallica.bnf.fr)[1], which offers over 2 million docu-
ments like books, reviews, images, objects, and scores. Yet when it comes to our data, it
sometimes remains hard to find it especially as users have new expectations and habits
on the Web. They need to reach digital collections and references to physical documents
through simple keyword searches via search engines and “following their nose” from
one link to another. As we cannot ask an always broader audience to become familiar
with our various catalogues, we have to help them getting oriented in this mass of data.
Indeed the BnF holds millions of documents and descriptive data, especially:

– from the “Catalogue général” (http://catalogue.bnf.fr/), which is the main cata-
logue with about 11 millions of bibliographical data including all the French Legal Deposit,

– from the Archives and Manuscripts database (http://archivesetmanuscrits.
bnf.fr/), with around 150 000 records,

– from the authority files, with more than 2 million authority records on persons, organizations,
works or subjects, and structured repositories, such as the list of roles
(http://data.bnf.fr/vocabulary/roles) that have a value on the Web.

For machines this data is hard to handle: it is hidden in the deep Web, unstructured, and
stored in relational databases. The information has originally been produced to manage
our collections, before Web standards even existed. Besides, descriptions are main-
tained in disparate BnF catalogues, reflecting the methods and technologies used for
their descriptions. They have been produced in different formats, according to the type
of document that is described. For instance, a collection of archives and manuscripts
needs a hierarchical structure, to describe documents together, as they were produced
and received during the activities of a person. Therefore archives are described in EAD-
XML formats, adapted to a hierarchical “tree structure”, whereas books and reviews
from the main catalogue are described in a MARC format, created in the 1960’s for the
librarian community and displaying a flat series of records [2][3][4].

Nevertheless libraries have been playing a major role in normalizing data and re-
specting cataloguing codes, norms and formats. A first step has been taken by adopting
XML (TEI [5], EAD-XML [6], Dublin Core [7] for instance) formats to create or ex-
change data. We also have been using permanent and reliable “ARK” identifiers [8],
to identify catalogue records, archival resources, digital objects from Gallica, and au-
thority records, but also for quoting these resources, with a common “resolver”. For
instance, the digital object http://gallica.bnf.fr/ark:/12148/

http://gallica.bnf.fr
http://catalogue.bnf.fr/
http://archivesetmanuscrits.bnf.fr/
http://archivesetmanuscrits.bnf.fr/
http://data.bnf.fr/vocabulary/roles
http://gallica.bnf.fr/ark:/12148/bpt6k134521m
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bpt6k134521m is also accessible with the persistent link http://ark.bnf.fr/
ark:/12148/bpt6k134521m. Furthermore these identifiers have been used in-
side the library to link our bibliographical records from the main catalogue and our
archival finding aids in XML to the authority records. Some of these links are al-
ready “typed”. For instance, the link between a book and its author or contributor
is usually specified by a role code, listed and controlled in our repositories. Charles
Baudelaire is the translator of this edition of Dix contes by Edgar Poe: the record
http://catalogue.bnf.fr/ark:/12148/cb311263053 is linked to the
author with role “translator”, expressed with the code 0680.

Thus the work on standards and identifiers has made it possible for libraries to be-
come part of the semantic Web (http://www.ifla.org/about-swsig). To do
so, library data has to become both linked, and open.

2.2 Business Issues: Libraries in Linked Open Data

This project takes part of the international experimentations of “Linked Open Data”
(LOD), that have popped up among national libraries. The Library of Congress, the
Deutsche Nationalbibliothek or the British Library display all their bibliographical
records in RDF. Libraries across the world show interest on these topics, in a passionate
and sometimes controversial way [9], recommending to identify sets of data as “pos-
sible candidates for early exposure as Linked Data and foster a discussion about Open
Data”. It is also an incentive for others to use this material and to give access to culture.
That way, the BnF is taking part of the “Open data” movement, to give access to the
information to the broader public, by using the most recent technologies. That is why
we chose the “Open License” that allows any commercial use under the condition of
quoting the source “Bibliothèque nationale de France”.

Yet the BnF had specific goals and issues. First we had to deal with different databases,
to link metadata of paper documents with its digitized version, or to gather archives with
published documents. We had to transform data from non-interoperable databases into
structured and exchangeable data compatible with Semantic Web standards. The work-
flow was to take our data as it is, with its faults and assets, to keep the global data pro-
ducing process and our existing catalogues. We chose to keep separate the archival base
from the bibliographical base, “upstream”, and to display data on the Web with common
vocabularies, “downstream”.

Secondly, data.bnf.fr also builds pages for humans, whereas most big libraries dis-
play their bibliographic data in triple stores as another kind of bibliographic product for
libraries. The quality of the data being irregular as a result of the long history of our
catalogue, this data is displayed gradually on the Web.

Finally, as the main purpose of the library is to give access to documents for patrons,
the HTML publication had to be coherent with the RDF publication, the data in RDF
being just a different view from the same data that is in the HTML page. The URIs dis-
played in the RDF give actual links to relevant and existing information, which makes
the issue on identifiers so important. Besides the RDF and the HTML data model are
similar. We chose basic concepts that are relevant for creating a Web page: authors,
works, and subjects. It happened to be an opportunity to implement the FRBR (funda-
mental requirements for bibliographic records) model [10] which is mainly based on

http://gallica.bnf.fr/ark:/12148/bpt6k134521m
http://ark.bnf.fr/ark:/12148/bpt6k134521m
http://ark.bnf.fr/ark:/12148/bpt6k134521m
http://catalogue.bnf.fr/ark:/12148/cb311263053
http://www.ifla.org/about-swsig


566 A. Simon et al.

three entities (author, work, and subject) and on the difference between the work, as
an intellectual creation, the versions of this work like a translation or an illustrated edi-
tion (“expression”) and the publication of this creation (“manifestation”). For instance,
in data.bnf.fr, you find pages about the work Tales of the grotesque and arabesque
(http://data.bnf.fr/11943795/edgar_allan_poe_histoires_
extraordinaires/) where we gather the different editions of this work. On the
page about the author “Charles Baudelaire” (http://data.bnf.fr/11890582/
charles_baudelaire/), we gather links to his works such as
“Le Spleen de Paris” and to his specific contributions on publications as trans-
lator, illustrator, or dedicator. . . , at the good level of the model. Considering our needs
and issues and from a business side, we finally chose to rely on CubicWeb on the follow-
ing grounds: it is an open source software; it can extract data from different databases,
match them and gather them from different databases; it can publish the same informa-
tion in different views (Web pages for humans, as well as structured data for computers).

2.3 Technical Considerations

Since all the workflow would rely on documenting provenance and merging informa-
tion, the use of a triple store was not obvious, and did not appear as the only possible
option. Alignments had to be made between various sources: several datasets had to be
matched and linked. But most of them were already exposed on the “Linked Open Data
cloud”, with reliable and efficient links. Whenever it was possible, we used existing
matching « Hubs » like the Virtual International Authority File (VIAF), now available
in Open Data or DBpedia, as go-between to link to other sets, so as to get the best re-
sults with the available time and effort. VIAF is an international project to federate the
different authority files from many national libraries. We plan to keep using DBpedia in
the future to link to other datasets, that are linked to it. Consuming information which
is available with an open license is one of the key issues for using existing matchings.
We are also creating new matchings, for instance for geographic entities, which imply
making an alignment between our geographic subject headings, Geonames, and our
“Rameau” subject headings which is used in the library records.

The BnF chose CubicWeb among other software solutions (including triple Stores),
because it had good references, a cost-efficient development, and an ability to pub-
lish data with Semantic Web standards (RDF, SPARQL, HTML5, CSS3, Responsive
Design) and to cope with our data in several formats. It appeared as one of the most
advanced open source Python frameworks for data management. In the next section,
we will explain this choice by detailing the advantages and drawbacks of this approach,
which reflects the common questions that appear when Semantic Web projects enter a
production environment and have to become “business as usual”.

3 CubicWeb in a Nutshell

CubicWeb is a Semantic Web application framework, licensed under the LGPL. It relies
on different widely-used and well established technologies (see Fig.1 for the global
architecture of CubicWeb):

http://data.bnf.fr/11943795/edgar_allan_poe_histoires_extraordinaires/
http://data.bnf.fr/11943795/edgar_allan_poe_histoires_extraordinaires/
http://data.bnf.fr/11890582/charles_baudelaire/
http://data.bnf.fr/11890582/charles_baudelaire/
http://data.bnf.fr/12043451/charles_baudelaire_le_spleen_de_paris/
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– SQL frameworks for the databases (e.g. sqlite, MySql, PostgreSql),
– Python for the core code and the web server,
– Javascript for the client-side logic.

Fig. 1. Overview of CubicWeb architecture Fig. 2. Global architecture of Data.bnf.fr

3.1 Schema, Views and Entities

CubicWeb applications are structured in three main parts:

– a schema, i.e. data model,
– some views, i.e information publishing (HTML, PDF, RDF, etc.),
– some entity classes, i.e. business logic.

The schema defines the data model in terms of attributes/relations/constraints. It is writ-
ten in Python, and makes the description of the data very simple. Here is an example of
the data.bnf.fr schema for an Author (cf. Snippet 1).

With CubicWeb, the result of queries is presented by applying functions named
"views". A top-level view can generate a Web page, but also generate a PDF or a JSON
file. This is a key distinction when comparing CubicWeb with Web frameworks that
are centered on Web pages and not on data. Frameworks centered on Web pages use
templates to introduce dynamic content, with a template language that usually becomes
cumbersome if one needs more than loops and tests. With CubicWeb, a Web page is a
call to the top-level view that calls other views, each of these views call other views,
down to the basic text properties of objects. Using templates is possible, but requires
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having a piece of template for each function/view. We tried to use templates, but it
proved more efficient and readable not to split things into two and to directly emit
HTML, XML, text or binary data directly to the output stream. Views define the differ-
ent (fine-grained) ways of displaying data. These views could write (chunk of) HTML
pages, but also RDF, CSV, JSON, XML, PDF, etc... (cf. Snippet 2) Each output rep-
resentation therefore uses the same data. There are no static dumps of data, and every
visualization are always up to date. These views may be also used to visualize the same
result set in different ways based on the actual context: a result set of works will be
displayed differently if we are in the page of their author, or if we are on the page of
listing of all the works in the database.

Entity classes define business logic. Some logic could be added to entities, by adding
python functions building attributes or relations.

Snippet 1. This defines a Person, with a gender and a birthplace, a link to a PersonDefini-
tion called preferred_form, and multiple other_forms. The PersonDefinition is an entity with two
attributes name and surname.
class Person(EntityType):

preferred_form = SubjectRelation(’PersonDefinition’, cardinality=’1?’)
other_forms = SubjectRelation(’PersonDefinition’, cardinality=’1*’)
gender = String(vocabulary=(_(’M’), _(’F’)))
birthplace = String(maxsize=128)
# ...

class PersonDefinition(EntityType):
surname = String(maxsize=256)
firstname = String(maxsize=128)
# ...

3.2 Relation Query Language

CubicWeb uses a homemade query language, called RQL, which is similar to W3C’s
query language SPARQL ahd that has been developed since 2001. This language is
closely related to the underlying data model, and is used to query the data. It is based
on syntax analysis of the query, and can infer information such as entity type from the
query. Development of RQL started in 2001. When the normalization process that led
to SPARQL started at W3C, Logilab (the company behind CubicWeb) had not enough
manpower to participate. Therefore, RQL has been developed in parallel to SPARQL.
The two languages share common goals and focus on relationships. Yet there are a few
interesting differences between them:

– RQL syntax is often simpler with less punctuation signs and braces,
– RQL has always allowed INSERT, SET and DELETE operations,
– RQL is easily extended with functions, for example, using PostGIS (GIS system

based on Postgresql) one can use in RQL the INTERSECTS function defined with
the PL/PGSQL procedural language,

– Experience shows that RQL is quickly adopted by power-users, especially with a di-
rective usable in restructured text wiki-like pages :rql:‘<some_query>:
<vid>‘
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Here are a few RQL queries that are used in data.bnf.fr :

– Any X WHERE X notice_id 12345678 will return any object in the database that
has this notice id, whether it be a work, an author, etc.

– Any R WHERE X is Rameau, X eid 1234, X broader_concept Rwill re-
turn all Rameau objects that are broader concepts of the Rameau with internal id 1234,

– Any X WHERE X is Person, X preferred_form P, P surname ILIKE
"A%" will return all persons whose preferred form’s surname starts with ’A’ or ’a’,

This language is the only way to talk to the database, it supports the four LMD ba-
sic operations Any (read), INSERT (create), SET (update), DELETE (delete), and also
subqueries, orderby, aggregation, functions.

Snippet 2. This view generates the Other resources part of an author or work page
class OtherRessourcesView(EntityView):

__regid__ = ’other-ressources’
__select__ = EntityView.__select__ & is_instance(*DU_ETYPES)

def cell_call(self, row, col):
# get the current entity (author or work)
entity = self.cw_rset.get_entity(row, col)
if entity.has_other_resources:

self.w(u’<div class="section" id="other-ressources">’)
self.w(u’<h2>%s</h2>’ % self._cw._("other ressources").capitalize())
# display virtual exhibitions
self.w(entity.view(’virtual-exhibitions’))
# display BnF’s aligned bookmarks
self.w(entity.view(’bnf-bookmarks’))
# If an author is aligned on dbpedia, display its short abstract
self.w(entity.view(’dbpedia’))
self.w(u’</div>’)

3.3 Security

The permission definition is an integral part of the data model definition in a CubicWeb
application (cf. Snippet 3). More specifically, the permission model is very simple in
data.bnf.fr since nearly everything is readable by anyone. A simple workflow is attached
to each kind of entity in the internal data model (e.g. Person, Work, etc.). Those entities
can be temporarily unpublished by an agent using the administration Web interface
(which is actually the very same Web application as the official Web site).

With this permissions, the query Any X WHERE X is Person will be executed
as is if the user is in the managers or users group but will otherwise be transformed into
Any X WHERE X is Person, X visible TRUE

This is a real time saver since, as a programmer, you actually don’t have to worry
about permissions when writing queries, the repository will never return something that
the connected user is not allowed to read. The same logic applies for add, update or
delete queries.
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Snippet 3. Permissions used on main entities: to be able to read an entity, the user issuing the
query must either be in one the managers or users groups. Otherwise, the CubicWeb repository
will inject the RQL expression X visible TRUE in the original query to make sure that only
entities matching this condition will be returned
__permissions__ = {

’read’: (’managers’, ’users’, ERQLExpression(’X visible TRUE’)),
’update’: (’managers’,

ERQLExpression(’U in_group G, G name "users", X in_state S, ’
’S name IN "temporary-unpublished"’)),

’delete’: (’managers’,),
’add’: (’managers’,)}

4 Semantic Point of View

The heart of a CubicWeb application is the data model. Once this data model is de-
fined, the framework is able to generate a database and a Web application instance to
add, store, browse and query data fulfilling this data model (see Fig.2 for the global
architecture of data.bnf.fr).

4.1 Using Relational Databases

CubicWeb applications have been deployed, used and maintained for 10 years, a time
period where quite a few Semantic Web standards were still emerging. For this reason,
we decided to stick to well established standards and used SQL relational databases:
the knowledge base is huge, every system administration team knows how to deal with
them, how to optimize them, how to replicate them, etc. Major Websites can be built
upon a triple store, but the SQL relation databases have, in our opinion, a bit more
feedbacks from industrial use and make it easier to interact with existing teams who
work on relational databases (library catalogues) inside the library. From the library’s
point of view, it is also an opportunity to keep the producing formats (EAD, MARC. . . )
and workflows, as they are. Furthermore, while RDF is the de facto standard in the
Semantic Web world for data input/output, Semantic Web applications don’t need to
rely on a triple-store for internal data management.

In our case, we need to absorb different kind of data, structured or not (Marc XML
data, RDF-NT, RDF-XML, CSV files or dumps of relational databases), and therefore
using SQL database(s) as a pivot for melting all these data may be interesting. Where
triplestores are the natural choice for storing and querying RDF data, we need in our
case to serve thousands of daily views, for more than 200.000 web pages, in a rich
variety of formats (RDF/JSON/CSV/HTML). This implies a strong structuration and
control of the data we put in, and a better integration in a complete Web application.
Relational databases and the underlying relational algebra field have been studied for
years and have reached both theoretical and practical maturity needed for such appli-
cations. Furthermore, with open source SQL backends, we benefit from a huge knowl-
edge base, large communities, and a lot of cookbooks for deployments, optimizations,
debugging, etc.
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One Model Definition, Several Ontologies Used in Published Data. Using a SQL
database is a good way to store the data independently of the different ontologies that
may be used to publish them. Indeed, it was easier for us to sketch a data model to
store all required information (we knew we had to manipulate authors, books, etc.)
but the exact definition of the exposed data model was a delicate issue. For instance,
we internally define the notion of Person (e.g. Victor Hugo), which is later exposed
as a skos:Concept and as a foaf:Person which share common properties but also have
specificities. Besides a potential problem of data duplication, enforcing this duality in
the data model would complicate the application code and logic since we nearly never
have to make this distinction. Furthermore, both ontologies require different granularity
of information. foaf:Person will need foaf:name and foaf:surname properties whereas
skos:Concept will expose a concatenation of those properties in a dc:title field.

For those reasons, using a simple and strongly typed data model and storing data
efficiently in a SQL database, allows us to program very easily with standard software
components and libraries, and to publish data in whichever format is required (several
ontologies, several output formats such as JSON, PDF, etc.). Of course, the internal data
model changes regularly but CubicWeb provides helpers to do it very smoothly.

Avoiding Duplications. As stated above, another interesting aspect is that we avoid
information duplication (which is still important, especially with millions of entities).
Indeed, in the previous example, the same SQL records (author name and surname) are
used for generating several RDF triples. The same thing is useful for works for example:
works have a title that may be represented by a dc:title or a skos:prefLabel. Using an
underlying SQL database avoid data duplication, as the two RDF triples are generated
from only one SQL record.

Inner Model Can Be More Stable than Published Ontologies. Keeping the struc-
tured information in a SQL database, it is very easy to generate new RDF triples and
push them into the graph. Moreover, changes in ontologies are easily handled by regen-
erating the RDF triples according to the new versions of the ontologies without using
more complex tools of ontology evolution.

For example, let’s consider the publication of the BnF ontology for the authors’ roles.
An author is related to a document (Manifestation) with a given role (writer, scientific
editor, trompetist, ...). In the first versions of data.bnf.fr, these roles were published in
the RDF using the id.loc.gov role referential, whereas in the HTML pages, the BnF’s
own roles referential was used, with a granularity that better fits its data. In recent
versions of the Web site, the BnF referential has been published in RDF and is now
used in the generated triples. The current architecture allows us to display the same
information with a different granularity between the views.

All Internal Data Doesn’t Have to Be Published. Every bit of data in the application
is defined according to the internal data model, including statistics, authentication data
from the LDAP directory, title sort keys. This information is needed to have a fully
functional website but it doesn’t make sense to publish them in RDF. Gathering all this
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data at the same place is definitely not necessary but it eases development and allows us
to build simple query. E.g "Give me the 10 most visited documents, negotiated in RDF,
in the last 5 days, sorted by number of visits, then by alphabetical order", and then apply
the same list view that we can find on standard pages, in two lines of python code:

Any X, C ORDERBY C DESC, T LIMIT 10 WHERE H stats_about X, X title_sort_key T,
H hit_type "rdf", H count C, H period P, P start > TODAY - 5

RQL Is Not SPARQL. SPARQL is a great query language that has become the stan-
dard in the Semantic Web community. CubicWeb provides a simple SPARQL to RQL
translator that transforms a standard CubicWeb application into a SPARQL endpoint.
Unfortunately, only a subset of SPARQL is usable and only a subset of the internal data
is queryable. This is partly because semantics of both languages differ a bit, but mostly
because it requires an automatic mapping of the internal data model (defined in Yams,
queryable in RQL) to the published data model, which is sometimes just not possible.
For simple cases, CubicWeb uses a simple API to define equivalences or transforma-
tions between the internal Yams datamodel and the published RDF data:

# a Person should be translated into a foaf:Person
xy.add_equivalence(’Person’, ’foaf:Person’)
# the surname property is transformed into foaf:familyName
xy.add_equivalence(’Person surname’, ’foaf:Person foaf:familyName’)
# the birthplace is transformed into the placeOfBirth property
xy.add_equivalence(’Person birthplace’, ’RDAgroup2elements:placeOfBirth’)

A very simple alternative would be generate all the rdf triples from the internal SQL
database, push them in a triplestore and use CubicWeb hooks to keep the data up-to-
date.

4.2 A General Overview of Involved Datasets

To interlink the data to other datasets, we use the fact that many semantic data are also
open, and allow us to avoid to restart all the alignments from zero. The high quality
of the alignments and the large number of authors make VIAF a crucial referential to
be aligned with. It is also aligned on Wikipedia, and provides bridge between other
reference databases. Using the VIAF’s dump, we create 15937 exact matches with
the authors in our database. Moreover, this referential database is also a good way to
benchmark the alignment tools used or developed in this project (see the Data Align-
ment section below). The matching are based on already existing alignments (e.g. VIAF,
Geonames), and were derived using the URIs of the entities. Thus the disambiguation
issue was considered as already solved in these dumps.

Thus, appart from the internal databases of the BnF, we use different external open
databases and referentials:

Dbpedia 5488 exact matches on Dbpedia, 3947 exact matches on the french Wikipedia;
DnB (German National Library) 26088 close matches; Geonames 7038 close matches, 22951
exact matches; Agrovoc 685 exact matches; LCSH 82937 close matches; Sudoc 3318 exact
matches; Thesaurus W 66 close matches, 979 exact matches.

By aggregating different RDF dumps (nt, rdf/xml, CSV), and by performing simple
string matching, we manage to create more 169290 (close/exact) matches between the

http://docs.cubicweb.org/devrepo/datamodel/definition.html
http://docs.cubicweb.org/devrepo/datamodel/definition.html
http://docs.cubicweb.org/devrepo/repo/hooks.html
http://dbpedia.org/About
http://www.dnb.de/EN/Home/home_node.html
http://www.geonames.org/
http://aims.fao.org/standards/agrovoc/about
http://authorities.loc.gov/
http://www.sudoc.abes.fr/
http://www.archivesdefrance.culture.gouv.fr/thesaurus/en-savoir-plus.html
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presented database and more than 8 different referential datasets. Moreover, these
databases allow a rapid and easy increase of the interlinking of our data, as they already
present alignments to other database (e.g. Dbpedia is also aligned with Freebase,
Project Gutenberg, New York Times ...)

4.3 Data Alignments

Many documents in the original catalog were not aligned on a FRBR Work: therefore
we had to build such links. For example, the FRBR Manifestation “Les Misérables, by
Victor Hugo”, should be aligned on the FRBR Work “Les Misérables” by the author
“Victor Hugo”. The first approach is a Naive alignment. This alignment strategy is
based on basic string matching, with few normalization pre-processings. It basically
checks if two strings start similarly, while removing some common stopwords (e.g. Le,
Les, ...):

– “Misérables, Les, par Victor Hugo” is aligned to the FRBR Work “Les Misérables”.
– “Les Misérables, édition de 1890” is aligned to the FRBR Work “ Misérables”.

However, some cases are far more difficult and are not covered by the previously de-
scribed business logic, e.g. “La véritable histoire des Misérables, par Victor Hugo”.
For such cases, we develop a machine-learning based alignment that works on a bag-
of-words representation of the FRBR Manifestations to be aligned, and on the FRBR
Works of the author. Basically, we build a one-versus-all classification scheme based
on Logistic Regression using the scikit-learn, for each of the FRBR Work of the
author, in order to predict if a new FRBR Manifestation may be considered to be a rep-
resentation of the Work or if it is not close enough compared to the other works. This
approach allows to perform the following alignments:

– Multiple references to works, e.g. “Les Misérables et Notre-Dame de Paris, Victor Hugo”,
– Deletion/insertion of words, e.g. “Notre-Dame, 1890”, Les [1892] Misérables,
– Different words order/mispelling, e.g. “Notre Dam de Paris”, “Paris, Notre-Dame de”.

Finally, other kinds of data have to be aligned. For example, the Rameau subject Nice
for the French city in the south of France should be aligned with the heading describing
Nice and with some external referential such as Geonames. For such large-scale align-
ment (> 100.000 elements by corpus), we use the Nazca (live demo python library
that provides a high-level API for data alignment, with SPARQL/RQL utilities.

4.4 URIs and URLs

In this project, we face different technological issues. One of them is the requirement
of unique ids and stable URIs.

Ids Dequirements and Stable URIs. One of the input database of the project is the
BnF Archives et Manuscripts database. However, as opposed to the main BnF Cata-
logue General database, we do not have unique ids/URIs to refer to those documents.
We decided to use the ARK specifications [8] to automatically assign an id to the docu-
ments, based on the archives number.

http://www.freebase.com/
http://www.gutenberg.org/
http://data.nytimes.com/
http://scikit-learn.org/stable/
http://www.logilab.org/project/nazca
http://demo.CubicWeb.org/nazca
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We had to build URIs that are both stable (Semantic Web requirement) and human
readable (so that an URI can be clearly related to the concept behind). The main diffi-
culty here relies on the fact that the label used to describe the different concepts may
change. Indeed, as a reference authority, the BnF chose a preferred way to label an au-
thor. However, this label may change, and using the label in the URI is thus conflictual.
To solve this, we build URI of the form http://data.bnf.fr/ark

URL Redirection / Content Negotiation. We use the ark identifier system to identify
each entity in a stable way, and to build the, resource identifier URI (following the
cool URI conventions [11]) http://data.bnf.fr/<ark-of-the-entity>, that redirects to
the document resource URI http://data.bnf.fr/<notice-id>/<human-readable-title>

The notice-id part of the URL is an internal, stable and unique identifier used at
the BnF to index notices. This identifier is used as a seed to build the final ark identifier.
The actual content delivered when asked for the document resource URI depends on the
content negotiation step. Negotiable content types are RDF (nt, n3 or xml), PDF and
HTML. Content-Location header will be set accordingly.

For instance, the following HTTP request:

GET http://data.bnf.fr/ark:/12148/cb11928669t
Accept:text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8
Accept-Charset:ISO-8859-1,utf-8;q=0.7,*;q=0.3
Accept-Encoding:gzip,deflate,sdch
Accept-Language:fr-FR,fr;q=0.8,en-US;q=0.6,en;q=0.4

will redirect to http://data.bnf.fr/11928669/voltaire/:

GET http://data.bnf.fr/11928669/voltaire/
Accept:text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8
Accept-Charset:ISO-8859-1,utf-8;q=0.7,*;q=0.3
Accept-Encoding:gzip,deflate,sdch
Accept-Language:fr-FR,fr;q=0.8,en-US;q=0.6,en;q=0.4

that will in turn answer:

Content-Encoding:gzip
Content-Language:fr
Content-Location:http://data.bnf.fr/11928669/voltaire/fr.html
Content-Type:text/html;charset=UTF-8

5 Discussion and Applications

5.1 Building a Domain-Specific RDF Model with Standard Vocabularies

Libraries have a strong tradition of data exchange and interoperability, with the use of
the Marc formats since the early seventies. But these library-specific formats are obvi-
ously limited to library communities, and hard to use for developers out of the “library
world”. By moving them to RDF we meant to facilitate new and unexpected uses of our
data from different communities. That is why we chose common, simple vocabularies
that are widely used and tested on the Web: skos [12], to describe concepts; foaf [13]
for persons and organizations; existing library vocabularies such as Dublin Core [7]
for bibliographic information. We also used the ontology bnf-onto only for classes
and properties that were not expressed anywhere else:

http://www.w3.org/2004/02/skos/
http://xmlns.com/foaf/spec/
http://dublincore.org/
http://data.bnf.fr/ontology/bnf-onto/
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http://data.bnf.fr/ontology/bnf-onto/. All these library-specific
terms were declared as sub-properties or sub-classes of existing vocabularies, for those
who want broader information. For example http://data.bnf.fr/ontology/
bnf-onto/ouvrageJeunesse to sort adapted editions of a work for the younger
public, and which is a subclass of DCMIterms: text.

Though we tried to have a simple model for end users, we also experiment on the data
models that are currently being discussed in the library community. We use the Func-
tional Requirements for Bibliographic Records (FRBR model) to express precise and
relevant links between our data. This model is specified at http://data.bnf.fr/
semanticweb (French) and http://data.bnf.fr/semanticweb-en.
We also used and published BnF specific vocabularies ( http://data.bnf.fr/
vocabulary) that are matched to the Library of Congress:Country codes list,
Relator codeslist, Types of subject headings.

5.2 Retrieving Data: Simple or Extensive Re-use

Together with the serializations that we provide, namely RDF/XML, NT, N3, several
users asked for a simplified view with the main concepts, the links to the digitized
documents, without the whole descriptions of every document. Therefore we offer a
JSON view with a simplified model and less resources. There already are developers
of small applications, who build timelines for research purposes- or for smartphone
applications.

We wanted our data not only to be used on the Web, but also to be visible, in order
to reach a new public that do not know about the BnF collections. As author, work and
subject pages are open on the Web and can be reached by search engines, we provide
HTML embedded data from Schema.org. These elements are used by search engines
to identify, disambiguate terms, and, above all, to put forward digital documents. As a
consequence, Gallica pages can be easier to find when they are in data.bnf.fr. We also
integrated Opengraph Protocol (OG) metadata, so that the pages can be repre-
sented in social networks. Adopting these vocabularies answers to a different logic than
displaying our data in RDF: as schema.org vocabularies have been created by and for
search engines, they are simple and have a high level granularity. The library follows
the evolutions of Schema.org for libraries (http://www.w3.org/community/
schemabibex/).

Users can download data in RDF-XML, NT or N3, either for each page, through
content negotiation or by clicking on the RDF logo, or get a bulk download of all data.
As the volume of data is progressively increasing, the site is going through performance
difficulties: the RDF pages as well as the RDF dump are hard to generate. So we de-
cided to lighten the RDF of the pages, to attribute actionable URI to manifestations and
to split our dump, according to the different uses of our data: lighter dumps for authors,
works, subjects, a dump with complete detailed manifestations, and one for external
links. To go further, users want to pick and choose the data they need without necessar-
ily downloading everything: for example, taking only the main information about the
author (his different names, his dates for instance), and leaving aside the documents to
which he contributed. Therefore the next step could be to offer a SPARQL endpoint, to
enable a dynamic interrogation and retrieval of our data to the external user, but also

http://data.bnf.fr/ontology/bnf-onto/
http://data.bnf.fr/semanticweb
http://data.bnf.fr/semanticweb
http://data.bnf.fr/semanticweb-en
http://data.bnf.fr/vocabulary
http://data.bnf.fr/vocabulary
http://data.bnf.fr/vocabulary/countrycodes
http://data.bnf.fr/vocabulary/roles
http://data.bnf.fr/vocabulary/scheme
http://schema.org/
http://ogp.me/
http://www.w3.org/community/schemabibex/
http://www.w3.org/community/schemabibex/
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for the BnF operators to have a better knowledge of its own data. This idea of getting
to know our collections better through Semantic Web technologies is very important,
because it makes the improvements important on the business side, not only in terms of
services for the end-users, but also in terms of curation of our collections, in a long-term
perspective.

5.3 Enhancing Services in the Long Term

Providing structured data in Open data enables to create new links and new interfaces.
We had feedbacks from end-users, mainly directly on the interface, and through statis-
tics on use (search by title of a work for instance). Since all the raw data is available with
an Open License, we had comments from developers, or instance on the properties and
vocabularies used, or to ask for a SPARQLendpoint. We take these remarks into account
as the site is being developed. As the volume of the base is increasing, we may provide
new services such as a SPARQL endpoint. We can also have an idea of the kind of con-
tent that is being used and how. Some of end-users are re-distributing the dataset and
referencing it for others to re-use, starting with data.gouv.fr, the official Open data
portal of the French State, but also other sites such as CKAN, OKF and Open data direc-
tory. Other users are data specialists from the cultural sector, who use a part of the data
for specific purposes in their local applications, such as the Institut français.
This broad range of uses of the “raw data” shows us that library information can be
useful for broader communities. Some users now can avoid duplication of data when in-
dexing resources. For example, displaying authority data, such the thesaurus RAMEAU
in SKOS, with over 160 000 subjects, was very much expected by users. The project
MACS (Multilingual access to subjects) [14] is a good use case in that matter. It matches
subject authority from the BnF (RAMEAU), the Deutsche Nationalbibliothek, the Li-
brary of Congress and the National Library of Switzerland so that users can put the
keywords they chose in their own language.

The BnF also tries to enhance new uses of its data. RDF allows the library to create
new services, by following the links in RDF graph. For instance, you can provide all the
different editions of a work in a digitized version. These links can be used in apparently
simple functionalities, such as: finding other editions of a book, digital versions of it,
other works by a writer, and so on.

Finally, combining Semantic Web tools with matching techniques, we answer to a
great demand inside the library to improve the catalogues at the source without increas-
ing the cataloguers’ work. It is of course useful inside the application. But it can also
be used in the original library catalogues. Thus, if data.bnf.fr may lead to new services
for the external users, it is also a way to improve and correct automatically or semi
automatically our own data, in the long term. That is why we try to build routines and
mechanisms that can be used inside the original catalogues. Step by step, inferences on
our data are integrated to the original sources. A specific interface has been developed
on the business side, so that librarians can validate the automatically generated match-
ings. We can automatically generate Work pages inside our authority files or create new
links between bibliographic records and the work authority file, following the FRBR
principles. The aim is to reduce cataloguing tasks as much as possible, and to create
new links, in a way that can be immediately useful for the end-user.

http://data.gouv.fr
http://ifverso.com/
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6 Conclusion

Semantic Web tools made our data visible and exchangeable on the Web. As we are
manipulating data and not bibliographic records, we could imagine new ways of or-
ganising the information, such as pages for a date (e.g. http://data.bnf.fr/
what-happened/date-1515) or for a role (example: all the authors who have
been making coins, such as Louis XIV, http://data.bnf.fr/vocabulary/
roles/r370). The software may also display graphic visualization of the data, such
as maps, diagrams or time-lines, and bring new opportunities, about the use of geo-
graphical data for instance.

Today (March 2013), http://data.bnf.fr displays millions of RDF triples,
corresponding to 20 % of the BnF main catalogue. The next step is to increase gradually
the volume to include the whole main catalogue, with its 1.6 million authors, in the long
term. This will imply performance issues, but also a real opportunity to bring valuable
and massive data on the Web. Correlated with matching techniques and data mining,
Semantic Web is a condition and an opportunity to create new links and new services
in interfaces that have to remain easy to use and quick to understand.
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Abstract. Sesam is an archive system developed for Hafslund, a Nor-
wegian energy company. It achieves the often-sought but rarely-achieved
goal of automatically enriching metadata by using semantic technologies
to extract and integrate business data from business applications. The
extracted data is also indexed with a search engine together with the
archived documents, allowing true enterprise search.

1 Introduction

Every enterprise has a number of different IT systems, each of which maintains
an incomplete picture of the enterprise. The full picture is nowhere to be found,
because information is not connected across the different systems. Solving this
is non-trivial, as traditional systems can only store data which fits their schema,
and a single system for the entire enterprise is unrealistic.

We have developed a system called Sesam for Norwegian energy company
Hafslund, which collects information from different IT systems and integrates
it into a meaningful whole. This allows users to search and browse data across
system borders. The system avoids the schema problem by using RDF to store
the integrated data.

Sesam is actually Hafslund’s internal document archive, but an archive built
in an unusual way. Documents are tagged with URIs from the triple store, and
these URIs connect the document metadata with enterprise data extracted from
backend systems. Having the enterprise data available also allows metadata to
be automatically enriched by traversing the data in the triple store.

The system thus improves metadata quality while at the same time reducing
the need for manual metadata input by users. In addition, it is used by customer
service representatives to find information relevant to callers.

An overview of the system architecture is shown in figure 1 on the facing page.

1.1 User Interface

The user interface to the system is an application built on a search engine, which
has indexed both documents and the structured RDF data. The application
presents a faceted search interface with entity pages (pages that show all data
about one entity), and the ability to navigate from one entity to related entities.

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 578–592, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. System architecture

The interface also provides type-ahead functionality to help users understand
what they can search for.

In the user interface system users can navigate from a customer in the CRM
system to the same customer in the ERP system, and from the ERP customer
to connected equipment in the ERP system, and so on.

The user interface is deliberately kept generic, the display logic for RDF data
being a direct translation from the structure of the RDF data. Thus new prop-
erties and classes can be added to the RDF data and be displayed without
modifying the user interface.

1.2 Collecting Information

All source systems are integrated in the same way: a wrapper is added to expose
an SDShare server interface. SDShare is a specification for synchronizing RDF
data using Atom feeds [SDShare]. Once a source system exposes a set of SDShare
feeds the integration is complete, as an SDShare client can then pull the data
into the triple store.

The SDShare client is a generic implementation of the SDShare protocol,
which periodically polls each data source for new data, and automatically trans-
ferring any new data to the triple store, keeping the triple store in sync with
sources. At the moment the client polls most sources every 5 minutes, which is
more than sufficient for an archive system. Some sources are polled more often,
and some as rarely as once an hour.

Data from each source system is kept in a separate graph in the triple store,
allowing the source of each statement to be tracked. This also provides a parti-
tioning of the data that is useful for maintenance purposes.

1.3 Archiving

Sesam exposes a web service interface for archiving based on the CMIS standard
[CMIS], to allow applications to add support for archiving directly from the
application. Thus users can do their archiving from the context of the end-user
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application they are working in, without having to turn to a separate archiving
tool, and without requiring manual double entry by archivists. This has obvious
usability and cost benefits.

Each archiving source gathers as much metadata about the document as it
can, and represents it using its own vocabulary. The document is then posted
to the CMIS interface, where the CMIS server translates the metadata to the
vocabulary used by the archive.

In addition, the metadata is automatically enriched. For example, if the doc-
ument is tagged with the URI of an electricity meter, the CMIS server will
automatically add the URI of the customer currently owning that meter. The
metadata translation and enrichment is configured using an RDF vocabulary an-
notating the CMIS metadata vocabularies. The enrichment code is thus entirely
generic, and has no built-in knowledge of the various metadata vocabularies.
It also makes the archive clients truly independent of the model used by the
archive.

1.4 Ontology

The core of the ontology is at the moment drawn from the ERP system, and con-
tains typical ERP entities like employee, customer, project, and equipment. The
ontology is expressed in RDFS, and uses only a few very basic OWL constructs.
No reasoning is done using the ontology.

A simplified view of the ontology is shown in figure 2. The full ontology
is considerably larger, and changes as new sources and data are added to the
system.

Equipment

WorkOrder

Project

Customer Supplier

CompanyDept.

Employee

works-in

in-company

parent-equipment

part-of-project

work-on

reported-by

vendor

work-for

work-for

Fig. 2. System ontology

Note that in addition to this core ontology, there are separate ontologies for
each source system, subclassed from the core ontology where possible.



Hafslund Sesam – An Archive on Semantics 581

2 Principles and Requirements

The architecture of the system has been guided by a few simple principles and
requirements described in this section.

2.1 Principles

The interfaces between components should be standards-based, allowing individ-
ual components to be changed or replaced without affecting other components.
This also enables the use of existing open source or commercial components
which support the standards.

The system should be driven by configurations and annotations of the source
data, rather than logic defined in code. A corollary is that all mappings should
reside in data, not code. Similarly, code should be generic and handle new schema
elements correctly without having to be modified. This makes the system much
more flexible, and limits the amount of code.

Further, configuration and annotations should be stored in the triple store,
rather than in peripheral systems. This makes it easier for developers to make
changes without having to be intimately familiar with every component.

Finally, source data should be extracted as-is, and not transformed into a
canonical data model for the entire enterprise. Not transforming data dramati-
cally simplifies integrations, and avoids having to “dumb down” the data to the
lowest common denominator. Normalization to a common representation can be
implemented where necessary as a feedback loop reading source data from the
triple store and writing back normalized data.

2.2 Requirements

Archiving, while important and in some cases a legal requirement, is seen by em-
ployees essentially as a distraction from their real jobs. It follows that the process
must be as simple as possible, and not require users to enter large amounts of
metadata.

The system must handle 1000 users, although not necessarily simultaneously.
Initial calculations of data size assumed 1.4 million customers and 1 million

electric meters with 30-50 properties each. Including various other data gave a
rough estimate on the order of 100 million statements.

The archive must be able to receive up to 2 documents per second over an
interval of many hours, in order to handle about 100,000 documents a day during
peak periods. The documents would mostly be paper forms recording electric
meter readings.

To inherit metadata tags automatically requires running queries to achieve
transitive closure. Assuming on average 10 queries for each document, the system
must be able to handle 20 queries per second on 100 million statements.
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2.3 Technology Choices

To write generic code we must use a schemaless data representation, which must
also be standards-based. The only candidates were Topic Maps [ISO13250-2] and
RDF. The available Topic Maps implementations would not be able to handle
the query throughput at the data sizes required. Testing of the Virtuoso triple
store indicated that it could handle the workload just fine. RDF thus appeared
to be the only suitable technology.

The canonical approach to RDF data integration is currently query federation
of SPARQL queries against a set of heterogeneous data sources, often using
R2RML. Given the size of the data set, the generic nature of the transitive
closure queries, and the number of data sources to be supported, we considered
achieving 20 queries per second with query federation unrealistic.

We therefore had to transfer data from the data sources into the triple store
and keep it in sync with changes. Of the open specifications for this SDShare
was considered the most suitable.

We chose to use a search engine as the front-end as we considered it better
at handling full-text searches of documents, many concurrent user searches, and
filtering of search results by access control rules.

2.4 Data Integration

The heart of the data integration is the triple store, in our case Virtuoso. All
data in the system, except actual documents and their metadata, is stored in the
triple store. In order to reduce the coupling with the triple store product, we only
interact with the triple store using SPARQL and SPARQL Update, sent using
the SPARQL Protocol. This should theoretically allow us to change triple store
without anything more than minor configuration changes in other components.

The data flows between components are implemented using the SDShare pro-
tocol.

2.5 The SDShare Protocol

SDShare servers expose data collections, where a collection is a data set defined
by the server. It could be an RDF graph internally on the server, but doesn’t
have to be. The top level of the SDShare interface is the overview feed, which is
an Atom feed providing a link to the collection feed for each collection, as shown
in figure 3 on the facing page.

The collection feed is the entry point for each collection, and provides two
links: one to the snapshot feed for the collection, and one to the fragment feed
for the collection. Subscribers to a collection generally record the URL of the
collection feed in their configurations.

The snapshot feed contains a list of links to actual snapshots. A snapshot is
a representation of the entire collection in some RDF format. Many implemen-
tations offer just a single snapshot, which is a service providing a live export of
the entire collection to RDF.
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Fig. 3. SDShare server structure

Snapshots serve two purposes: they allow clients to make a local copy before
starting to synchronize, and they allow clients to reset their local copy in case
there are problems with it.

The fragment feed contains a list of links to fragments. A fragment is a small
subset of a collection, typically just all statements where a particular resource is
the subject. The fragment feed contains a list of fragments which have changed.
By subscribing to it, clients can replicate those changes in their local copies.

The protocol does not inform clients of exactly which triples have changed.
Once a resource has changed, the fragment for that resource shows up in the
fragment feed, and the client downloads a complete copy of the fragment. The
fragment is applied on the client side by simply deleting all statements about
the resource in the target graph, and then inserting the new fragment.

The fragment feed often grows very large. In order to avoid having to download
the entire feed each time the client polls, a since parameter can be added to
the request for the fragment feed. The parameter specifies that the client only
wishes to see changes after the given time (typically the time of the last change
the client has seen).

In addition, servers may page the feed. That is, the fragment feed may be
broken into pages, each page providing a next link to the next page. Thus
clients avoid having to download very large Atom feeds in a single request in
cases where there are a large number of changes.

2.6 The SDShare Client

We have developed a generic SDShare client which can be configured with (Col-
lection feed, SPARQL endpoint) URI pairs. The client can download a snap-
shot from the SDShare collection and feed it into the SPARQL endpoint using
SPARQL Update. After that, it polls the fragment feed at set intervals for new
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fragments. These are also applied to the SPARQL endpoint using SPARQL Up-
date statements.

Adding a new data source thus requires no more than implementing an SD-
Share server wrapper around the data source, and then adding a new endpoint
pair to the configuration. The configuration provides a URI identifying the col-
lection, and this URI is used as the URI of a graph in the triple store. Thus
different collections can provide data about the same resources without conflict,
as SPARQL Update statements can be used to update the resource in G without
modifying it in G′.

The client has support for pluggable backends, and another backend uses a
trivially simple HTTP protocol to POST fragments to recipients. This backend
is used for recipients which are not triple stores.

2.7 SDShare from the Triple Store

In order to make the RDF data in the triple store available to clients, we expose
SDShare feeds from the triple store. This is implemented using an SDShare
server framework implemented in Java, which uses SPARQL queries to produce
the feeds with select queries and the actual snapshots and fragments with
construct queries. The queries are configurable.

In order to do change data capture we initially added triggers to Virtuoso’s
RDF data table. These triggers updated a custom table containing the changelog,
which was mapped to a virtual graph using Virtuoso’s pre-R2RML mapping
mechanism, and could thus be queried with SPARQL.

As the system grew, we experienced performance issues with this approach,
and so changed the system so that all clients making updates must insert times-
tamp triples in the triple store when making changes.

2.8 The ERP System

Hafslund uses the IFS ERP system, which is based on an Oracle database. In
general, implementing the snapshot part of SDShare on top of Oracle is near-
trivial. The difficult part is being able to do change data capture, in order to
implement the fragment feed. However, IFS has a history table tracking changes
in the database, and the administrator interface can be used to configure which
parts of the database have changes tracked. The fragment feed is thus easily
implementable through queries against the history table.

This integration has been through a number of iterations, but at the moment
it is implemented using the BrightstarDB SDShare server. This is a commer-
cial product which, given a configuration from the relational schema, produces
SDShare feeds. It can do change data capture in a number of different ways,
including using SQL queries against the change log.

2.9 The CRM Systems

Hafslund at the moment uses two CRM systems: Siebel and Tieto CAB. Here,
too, the integration is done at the database level, using the BrightstarDB
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SDShare server. The data sets are somewhat larger than from the ERP sys-
tem, and the databases provide only partial changelogs. This has required using
the “last modified” column in cases where data is never deleted. For the re-
maining cases the BrightstarDB product can compare hashes of database rows
against previously stored hashes to see which rows have changed.

The integration with Siebel was completed in just a couple of days. The CAB
integration took longer, but in this case the problem was to get the necessary
data into the CAB database (as conversion from the system CAB replaces was
still in process), and being allowed to access necessary data. That is, the problems
were organizational, not technical.

2.10 Sharepoint

The Sharepoint integration reads two SDShare feeds from the triple store, and
writes their contents into Sharepoint’s taxonomy component (TermStore). The
data mapping is a very simple mapping from one RDF property to the TermStore
hierarchy, and another to the term labels in TermStore.

The integration keeps copies of the Hafslund organization structure and a
hierarchical classification scheme up to date in the TermStore, allowing Share-
point content to be tagged with these concepts. A separate integration reads the
TermStore contents back out as an SDShare feed, so that the internal Sharepoint
identifiers for these terms are available in the triple store with sameAs-mappings
to the original resources.

2.11 To the Archive

The actual archive system used at Hafslund is Public 360, which takes care of
handling basic document metadata, content, versioning, access control, and so
on. Public 360 also provides compliance with the Norwegian NOARK archive
standard [NOARK5], which is a legal requirement for parts of the Hafslund
group.

In order for key metadata required by NOARK to be present in the archive,
documents need to be tagged with what Public 360 calls “contacts”. These ex-
ist in the triple store as employees, customers, and suppliers, and so must be
imported into the archive. This was done by configuring a special SDShare feed
from the triple store containing only resources of these classes.

For flexibility we wanted to avoid hard-wiring the mappings from the data in
the triple store to the Public 360 data model. A mapping vocabulary describing
mappings from the RDF data to arbitrary RDF was developed, and is applied
by the SPARQL queries used to set up the SDShare feeds. These mappings also
filter out data that should not be included.

The Public 360 integration code is thus completely generic, and has no knowl-
edge of the mapping. Instead, RDF statements are mechanically translated into
the Public 360 data model, using introspection of the URIs in the RDF to de-
termine which classes and fields in Public 360 to write data to.
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2.12 From the Archive

Contacts in the archive are pulled into the triple store, and as their URIs have
been stored in the archive, owl:sameAs statements to the original resources are
included. This allows contact information on archived documents to be trans-
lated from the ERP/CRM identifiers for contacts to the archive identifiers for
the same contacts.

The SDShare wrapper is implemented against the Public 360 web service API,
which provides a log of changes.

3 System Components

3.1 The Search Engine

The search engine used is Recommind. The vendor has added an SDShare con-
nector, allowing Recommind to crawl the SDShare feeds provided by the triple
store and the archive to index the entire data set. Which RDF properties to
index and display are configured using the Recommind administration GUI.

The user interface application is actually the default search interface of Recom-
mind, heavily customized using JavaScript and CSS. This approach, rather than
building a custom application, was chosen in order to save time and cost.

3.2 Archiving

The search engine interface has now been integrated in a number of applications,
allowing users to see data from the search engine directly in the application.
The integration is done by embedding a generic browser component in the client
application.

The integrations also make use of the application context, so that when brows-
ing a particular object in the client application, the web interface displays the
entity page for that particular object in Sesam. Thus, when working with a par-
ticular customer in a CRM system, the user can switch from the CRM view to
the Sesam view to see all relevant information about the customer, including
links to duplicates of the customer and information about the same customer in
other applications.

At the moment such integrations are provided in IFS, Public 360, Sharepoint,
CAB, Siebel, and GeoNIS.

In addition, integrations have been developed that make it possible to send
documents directly to the archive from IFS, CAB, and Sharepoint. These work
by exploiting functionality for storing documents that’s already present in these
applications, and picks up the documents for forwarding to the archive. The
documents are passed on with their metadata in the source application (including
references to related objects in the source application) to the CMIS server.
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3.3 The CMIS Server

The CMIS server was implemented using Apache Chemistry OpenCMIS, where
we plugged in an implementation of the createDocument method. This imple-
mentation receives documents, translates metadata to the Public 360 metadata
vocabulary, and automatically enriches metadata that’s already present.

A mapping vocabulary for CMIS metadata was developed, allowing us to
configure things like:

– Mappings from one CMIS property to another.
– Static properties to be inherited from existing values (for example, docu-

ments in archive X must have property Y set to Z).
– RDF properties to traverse along to collect additional tags.

In addition, URIs in the metadata identifying resources in the triple store are
translated into the URIs for the corresponding resources in the target graph.
Incoming metadata may well contain a reference to a customer using its URI
from the ERP system, which may need to be translated to the URI of the
contact in the archive. This is easily done using SPARQL queries that traverse
owl:sameAs statements to resources defined in the archive graph (which is the
target graph in this context).

In order to inherit metadata by traversing all annotated RDF properties from
given tags, repeated SPARQL queries are run to produce transitive closure. Thus,
a large number of queries must be run for each archived document.

An example may serve to make this clearer. A subset of the source CMIS
metadata might look as shown below. Please note that this is CMIS metadata,
represented in the CMIS protocol, and not RDF (CMIS allows URIs as the
names of properties).

http://.../hummingbird/document-number=3483122

http://.../hummingbird/title=Complaint letter of 2012-07-10

http://.../hummingbird/creation-date=2012-07-13

http://.../hummingbird/references=http://.../ifs/work-order/201013

After processing through the CMIS server, it might look as follows:

http://.../360/external-id=3483122

http://.../360/archive=3

http://.../360/title=Complaint letter of 2012-07-10

http://.../360/document-date=2012-07-13

http://.../360/tags=http://.../ifs/work-order/201013

http://.../360/tags=http://.../360/project/4882

http://.../360/tags=http://.../360/contact/35823

Here we have translated the metadata to the fields used by Public 360, added a
static value, and traversed outwards from work order 201013 to find related ob-
jects. These related objects have URIs in the IFS graph, but have been translated
to the corresponding URIs in the 360 graph, via owl:sameAs statements.
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3.4 Access Control

There are strict access control rules on many of the documents in the archive,
as some contain personal information about individuals and others contain con-
fidential commercial information.

Each individual application has its own acccess control implementation, in-
cluding the archive system. Access control information is extracted from each
system together with the other enterprise data, so that the triple store contains
the access control group memberships and settings.

When a user logs in to the search engine their access group memberships are
loaded from the triple store. Once the groups have been loaded, Recommind
automatically performs real-time filtering of search results based on the user’s
group memberships.

3.5 Deduplication

Data quality analysis of the ERP system quickly showed that it contains many
records representing the same real-world entities (duplicates). This is caused
by a number of factors, one being the design of the relational schema, which
has one table each for Hafslund group companies, employees, customers, and
suppliers. Unfortunately, these four categories overlap considerably, which forces
data duplication.

There is also much duplication internally within the customer and supplier ta-
bles. This seems to be partly caused by limitations on how payment information
is attached to these entities, and partly by careless data entry by users.

The consequences for information retrieval are serious, however. Imagine want-
ing to find a document about customer when the customer is registered 10 times.
To find the document the user is forced to repeat the search for each customer
copy. It’s clear that this is going to be a problem in practice.

To solve this problem we turned to record linkage techniques [Winkler06]. A
quick review of existing software found many tools, but none that seemed to
meet our requirements for such a tool, which would have to support:

– Receiving data via SDShare.

– Storing the links found in a database.

– Continuously receiving new data and updating the link database.

In the end we implemented our own record linkage engine, known as Duke [Duke],
which solved the problem. Both precision and recall of the deduplication done
by this engine appears to be satisfactory for user purposes.

Duke maintains a single table of links in an Oracle database, with time stamps
in the table, allowing us to easily expose the links in an SDShare feed. Links are
expressed as owl:sameAs and haf:possiblySameAs statements. The SDShare
client thus pulls the discovered links back into the triple store, where they are
stored in a separate Duke graph, and displayed by the search engine application.
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4 Evaluation

The project has been through a pilot phase, and the implementation phase
started in late 2010. The system went into production in the autumn of 2011.

4.1 Performance and Scalability

Triple Store. To give an impression of the scale of the system, table 1 contains
an overview of the size of the main graphs in the development environment.
Ontology and mapping graphs as well as some graphs with reference data are
omitted. The total number of statements in the system is around 630 million,
and growing daily. (Hummingbird is the old archive, now replaced by Sesam.)

Table 1. Graph sizes

Graph Statements

IFS data 5,417,260
Public 360 data 3,725,963
GeoNIS data 44,242
Tieto CAB data 138,521,810
Hummingbird data 1 32,619,140
Hummingbird data 2 165,671,179
Hummingbird data 3 192,930,188
Hummingbird data 4 48,623,178
Address data 2,415,315
Siebel data 36,117,786
Duke links 4,858

Virtuoso has held up to these data sizes very well, running in a 2-node clus-
ter in order to provide failover. It’s possible to write queries that run slowly,
obviously, but generally performance is good. Virtuoso used to freeze for a few
minutes when doing checkpoints, but a configuration change fixed this. As end-
users only interact with the search engine the consequences were in any case
limited.

Search Engine. Initially, the Recommind search engine was too slow. Searches
generally took on the order of 5-10 seconds. The cause was that each RDF
property in the triple store was a separate facet, and Recommind scaled poorly
with the number of facets. By collapsing these properties into a smaller number
of semantically equivalent facets, search times were reduced to less than a second.

However, Recommind cannot index and search at the same time, so searches
used to hang for 30 seconds after each indexing. This is a serious problem when
indexing runs once every five minutes. Tuning has reduced this issue.
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SDShare Synchronization. Synchronization via SDShare has performed very
well. Generally, importing a snapshot is faster than transferring the same amount
of data via fragments. The performance also varies with the source and sink
involved. For our purposes, performance has been adequate. The average time
to process a fragment varies from 50 to 450 milliseconds, depending on the
source/sink combination.

The SDShare client has been optimized somewhat from the original, naive
implementation, to a multi-threaded design where different transfer jobs can run
in parallel. In addition, the frontends and backends now use persistent HTTP
connections, in order to avoid having to open and close three TCP connections
per fragment, as was previously the case.

4.2 Architectural Properties

The system has a number of relatively unusual architectural properties, which
in our opinion has contributed greatly to the success of the project:

– Generally, the data integrations are nearly stateless, since the integrations
only expose Atom feeds. This greatly simplifies the integrations, and also
means they can be deployed on any number of nodes. The SDShare client
has a minimal amount of state per integration: the timestamp of the last
change.

– The application of SDShare fragments is idempotent, so fragments can be
processed more than once with no adverse effects.

– If necessary, we can delete the entire contents of the triple store, and reload
everything from the source.

– Uniformity. All data integrations follow the exact same approach.
– Simplicity. Most components in the system (except the CMIS server) are

simple, and easy to understand.

4.3 Architectural Flexibility

The architectural flexibility of the system has been proved several times over, in
our view.

Changing Components. Perhaps the best example is the extraction of data
from the ERP system. Originally, this was implemented using the Ontopia Topic
Maps engine, which used a DB2TM component to map the relational data to
Topic Maps, and then used the built-in SDShare server to expose SDShare feeds.
This worked fairly well, but was a bit slow, and required a big, separate compo-
nent to be set up and maintained.

Eventually, Ontopia was replaced in favour of Virtuoso’s built-in virtual graph
mechanism, using the pre-R2RML functionality. The Oracle tables of the ERP
system were linked in and mapped, and then queried with SPARQL to produce
SDShare feeds using the existing SPARQL-to-SDShare server. This had excellent
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performance and worked very well, until we needed to UTF-8 encode URIs to
handle primary keys in the ERP system containing non-ASCII characters. After
that change performance degraded, and we were not able to fix it.

Finally, we switched to the BrightstarDB SDShare server, which is the com-
ponent currently used.

In each of these cases, the change had no effect on any other component,
except that the SDShare endpoint URI in the SDShare client changed.

Handling Duplicates. When the problem with duplicate resources was dis-
covered we quickly came up with the solution of one SDShare feed into the
deduplicator, and another SDShare feed going back. To create the first SDShare
feed required no more than a few SPARQL queries in the configuration. The
second was likewise trivial to set up.

The entire problem was solved simply by adding a new component, and wrap-
ping it with already existing components. It’s difficult to imagine any comparably
simple solution with traditional technologies.

4.4 Ease of Development

When the project started, only a few of the developers were familiar with RDF,
SPARQL, and SDShare. Generally, this has not been a problem, but for some
developers writing generic code that does not have hard-wired data binding has
been a bit of a challenge.

4.5 Stability

The stability of the tools throughout has generally been excellent, with the
exception of the Public 360 archive system.

Synchronization via SDShare has worked well and been mostly stable. If an
SDShare sync process stops for some reason, the only real consequence is that
data does not get updated. Once the problem is resolved by admins the data
flow starts again, catching up with changes that had not been applied.

It is worth contrasting this with the query federation approach, where the
failure of either a data source or the mapping to it risks making the entire
system fail or causes part of the data to disappear until the problem is resolved.

4.6 Usability

An interview with a project participant representing the users indicated that
users were satisfied with the ability to find content, describing it as “good”. The
benefits from being able to navigate across system boundaries were then not yet
realized, as only the ERP integration was in production at the time.

The users complained about “instability”, meaning the indexing problem de-
scribed in 4.1), and the user interface having some issues with handling of context
based on cookies.

The user interface also lacks some functionality users want, such as the ability
to attach documents to emails directly from search results.
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4.7 Other Aspects

The project won the “Archive of the Year 2012” prize from the Norwegian
Archive Council. The rationale was “innovative and strategic use of technology”
to “improve data gathering and simplify the use of metadata”.

The customer has stated that while the project was expensive, the project
has paid for itself through cost savings at the document center [Pretorius2012].

5 Conclusion

Overall, we not only consider this project a success, but have reused the general
architecture in other projects with excellent results. Three projects for other
customers have already used the same technology, and we expect many more to
follow.

Our experience is that using RDF greatly simplifies information integration
compared to traditional technologies. We also consider SDShare a key enabler,
as it greatly contributes to the simplicity and flexibility of the architecture.
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Abstract. Museums around the world have built databases with meta-
data about millions of objects, their history, the people who created
them, and the entities they represent. This data is stored in proprietary
databases and is not readily available for use. Recently, museums em-
braced the Semantic Web as a means to make this data available to the
world, but the experience so far shows that publishing museum data to
the linked data cloud is difficult: the databases are large and complex,
the information is richly structured and varies from museum to museum,
and it is difficult to link the data to other datasets. This paper describes
the process and lessons learned in publishing the data from the Smithso-
nian American Art Museum (SAAM). We highlight complexities of the
database-to-RDF mapping process, discuss our experience linking the
SAAM dataset to hub datasets such as DBpedia and the Getty Vocabu-
laries, and present our experience in allowing SAAM personnel to review
the information to verify that it meets the high standards of the Smith-
sonian. Using our tools, we helped SAAM publish high-quality linked
data of their complete holdings (41,000 objects and 8,000 artists).

1 Introduction

Recently, there have been a number of efforts to publish metadata about the
objects in museums as Linked Open Data (LOD). Some notable efforts include
the Euopeana project [7], which published data on 1,500 of Europe’s museums,
libraries, and archives, the Amsterdam Museum[3], which published data on
73,000 objects, and the LODAC Museum [11], which published data from 114
museums in Japan. Despite the many recent efforts, there are still significant
challenges in publishing data about artwork to the linked data cloud. Mapping
the data of a museum to linked data involves three steps:

1. Map the Data to RDF. The first step is to map the metadata about
works of art into RDF. This involves selecting or writing a domain ontology
with standard terminology for works of art and converting the data to RDF

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 593–607, 2013.
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according to this ontology. De Boer et al. [3] note that the process is com-
plicated because many museums have rich, hierarchical or graph-structured
data. The data often includes attributes that are unique to a particular
museum, and the data is often inconsistent and noisy because it has been
maintained over a long period of time by many individuals. In past work,
the mapping is typically defined using manually written rules or programs.

2. Link to External Sources. Once the data is in RDF, the next step is to
find the links from the metadata to other repositories, such as DBpedia or
GeoNames. In previous work, this has been done by defining a set of rules
for performing the mapping. Because the problem is difficult, the number of
links in past work is actually quite small as a percentage of the total set of
objects that have been published.

3. Curate the Linked Data. The third step is to curate the data to ensure
that both the published information and its links to other sources within the
LOD are accurate. Because curation is so labor intensive, this step has been
largely ignored in previous work and as a result links are often inaccurate.

Our goal is to develop technology to allow museums to map their own data to
LOD. The contributions of this paper are an end-to-end approach that maps
museum source data into high quality linked data and the corresponding lessons
learned in performing this mapping. In particular, we describe the process and
the lessons learned in mapping the metadata that describes the 41,000 objects of
the Smithsonian American Art Museum (SAAM). This work builds on our pre-
vious work on a system called Karma for mapping structured sources to RDF.
However, in the real-world data provided by the Smithsonian, we discovered that
there were complex structures that required new capabilities in Karma. In terms
of linking, we found that mapping the entities, such as artist names, to DBpedia
could not be easily or accurately performed using existing tools, so we developed
a specialized mapping approach to achieve high accuracy matches. Finally, to
ensure that the Smithsonian publishes high quality linked data, we developed
a curation tool that allows the museum staff to easily review and correct any
errors in the automatically generated links to other sources.

In the remainder of this paper, we describe our approach and present the
lessons learned in mapping (Section 2), linking (Section 3), and curating (Sec-
tion 4) the SAAM data. For each of these topics, we describe our approach,
present lessons learned, and evaluate the effectiveness of our approach. We then
compare our work to previous work (Section 5) and conclude with a discussion
of the contributions and future work (Section 6).

2 Mapping the Data to RDF

2.1 The SAAM Database

SAAM stores collection metadata in a relational database managed by TMS1,
a comprehensive data management system for museums. The SAAM deploy-
ment of TMS consists of over 100 tables, containing significant amounts of data

1 http://gallerysystems.com/tms

http://gallerysystems.com/tms
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that needs to remain private (e.g., financial information). In order to avoid
issues about private data, we only use the tables that the museum uses to
populate their Web site. All the information in these eight tables already ap-
pears on the museum Web site, so the museum is amenable to publishing it as
linked data. The structure and format of these data are tailored to the needs
of the Web site and some fields need to be decoded to produce appropriate
RDF. For example, descriptive terms are encoded in text such as “Authori-
ties\Attributes\Objects\Folk Art”. The database includes data about 41,267
objects and the 8,261 artists who created them.

For objects, the database contains the regular tombstone information includ-
ing classification (e.g., sculpture, miniature), their role (e.g., artist, printer),
available images, terms (e.g., Portrait Female – Turner, Tina). For artists, the
database contains names, including multiple variants (e.g., married name, birth
or maiden name), title and suffixes, biographical information and geographical
information including city, county, state and country of relevant places (e.g.,
birth and death place, last known residence) and citation information.

Lesson 1: Satisfy the Legal Department First. Much of the data in museums is
proprietary and getting approval from the legal department can be challenging.
We use the data that drives the Web site; it is not the raw data, but adequate
and circumvents issues that could have stopped or delayed the project.

2.2 Europeana Data Model (EDM)

The Europeana Data Model (EDM2) is the metamodel used in the Europeana
project3 to represent data from Europe’s cultural heritage institutions. EDM is a
comprehensive OWL ontology that reuses terminology from several widely-used
ontologies: SKOS 4 for the classification of artworks, artist and place names;
Dublin Core 5 for the tombstone data; FOAF 6 and RDA Group 2 Elements 7 to
represent biographical information; ORE 8 from the Open Archives Initiative,
used by EDM to aggregate data about objects.

The SAAM ontology9 (Figure 1) extends EDM with subclasses and subprop-
erties to represent attributes unique to SAAM (e.g., identifiers of objects) and
incorporates classes and properties from schema.org 10 to represent geographi-
cal data (city, state, country). We chose to extend EDM because this maximizes
compatibility with a large number of existing museum LOD datasets.

2 http://www.europeana.eu/schemas/edm/
3 http://europeana.eu
4 http://www.w3.org/2004/02/skos/
5 http://purl.org/dc/elements/1.1/ and http://purl.org/dc/terms/
6 http://xmlns.com/foaf/0.1/
7 http://rdvocab.info/ElementsGr2
8 http://www.openarchives.org/ore/terms/
9 http://americanart.si/linkeddata/schema/

10 http://schema.org/

http://www.europeana.eu/schemas/edm/
http://europeana.eu
http://www.w3.org/2004/02/skos/
http://purl.org/dc/elements/1.1/
http://purl.org/dc/terms/
http://xmlns.com/foaf/0.1/
http://rdvocab.info/ElementsGr2
http://www.openarchives.org/ore/terms/
http://americanart.si/linkeddata/schema/
http://schema.org/


596 P. Szekely et al.

�������	
������
��������	�
����
	��������	�

�����������	�

�����������	�

�������	
���

�������������

����������������������������

����������	���
�������������

�������������������

���������������

����������������

���������������

�������������

�������������������

����������������

���������������
������
���������
�������

��������������
������������
������������
���

����������������!�

�������"����

��������������� �������!�"��"��������
�������
����

�������������

���#�$�����!�%�����

���#�$�������������&����������

���#�$������!�'�����

���#�$������!�%�����

���#�$�����(����������
)���	��*������

���������������# �������
�����������

�����������	��������

�� �������	�����
������������������������
�
���������������������
�

��������������+������
���������������

��������������

�� ��������	
!�

������������

���������������

���#�$�����!�'�����

��������������

,-$./��

00-1$2�

$1-122�

0/-$.2�

/3-324�

0/-$.2�

/3-324�
$.,�

����������	"����
�

���������#�
$�
��
����

����������������

Fig. 1. The SAAM ontology. Named ovals represent classes, un-named green ovals
represent literals, arcs represent properties, boxes contain the number of instances
generated in the SAAM dataset, italicized text shows superclasses, all properties in
the saam namespace are subproperties of properties in standard vocabularies.

One of the most challenging tasks in the project was selecting and extending
the ontologies. We considered EDM and CIDOC CRM11; both are large and
complex ontologies, but neither fully covers the data that we need to publish. We
needed vocabularies to represent biographical and geographical information, and
there are many to choose from. Following the lead of the AmsterdamMuseum [3],
we used RDA Group 2 Elements for the biographical information. We didn’t find
guidance for representing the geographical information in the cultural heritage
community so we selected schema.org as it is a widely used vocabulary. Our
extensions (shown in boldface/red in Figure 1) are subclasses or subproperties
of entities in the ontologies we reuse.

Lesson 2: A Library of Ontologies for Cultural Heritage Is Desperately Needed.
While EDM represents an excellent starting point for modeling cultural heritage
data, the community can benefit from guidance on vocabularies to represent data
not covered by EDM and an integrated library with the recommended ontologies.

11 http://www.cidoc-crm.org

http://www.cidoc-crm.org
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2.3 Using Karma to Map the SAAM Data to RDF

Prior Work. In previous work [9], we developed Karma, a tool to map struc-
tured data to RDF according to an ontology of the user’s choice. The goal is
to enable data-savvy users (e.g., spreadsheet users) to do the mapping, shield-
ing them from the complexities of the underlying technologies (SQL, SPARQL,
graph patterns, XSLT, XPath, etc). Karma addresses this goal by automating
significant parts of the process, by providing a visual interface (Figures 2 to 4)
where users see the Karma-proposed mappings and can adjust them if neces-
sary, and by enabling users to work with example data rather than just schemas
and ontologies. The Karma approach to map data to ontologies involves two
interleaved steps: one, assignment of semantic types to data columns and two,
specification of the relationships between the semantic types.

A semantic type can be either an OWL class or the range of a data property
(which we represent by the pair consisting of a data property and its domain).
Karma uses a conditional random field (CRF) [10] model to learn the assignment
of semantic types to columns of data from user-provided assignments [5]. Karma

uses the CRF model to automatically suggest semantic types for unassigned
data columns (Figure 2). When the desired semantic type is not among the
suggested types, users can browse the ontology to find the appropriate type.
Karma automatically re-trains the CRF model after these manual assignments.

The relationships between semantic types are specified using paths of object
properties. Given the ontologies and the assigned semantic types, Karma creates
a graph that defines the space of all possible mappings between the data source
and the ontologies [9]. The nodes in this graph represent classes in the ontology,
and the edges represent properties. Karma then computes the minimal tree that
connects all the semantic types, as this tree corresponds to the most concise
model that relates all the columns in a data source, and it is a good starting
point for refining the model (Figure 3). Sometimes, multiple minimal trees exist,
or the correct interpretation of the data is defined by a non-minimal tree. For
these cases, Karma provides an easy-to-use GUI to let users select a desired
relationship (an edge in the graph). Karma then computes a new minimal tree
that incorporates the user-specified relationships.

Challenge 1: Data Preparation. We encountered multiple situations where
we had to filter and transform data prior to modeling it and converting it to
RDF. The following are the the types of data preparation tasks we encountered:
Filtering tables: for example, the SAAM tables represent constituents, which
includes both people and organizations. The ontologies for people and organiza-
tions are different so we defined database views to filter the tables accordingly.
Data extraction: for example, the keywords associated with the art objects need
to be extracted from text such as “Authorities\Attributes\Objects\Subject Spe-
cific\Animal\bird\owl”. Concatenating and formatting columns: the SAAM ta-
bles represent people names, dates and places in a structured form (e.g., year,
month and date in separate columns). We needed to concatenate these fields to
construct values for single properties (e.g., dateOfBirth), taking care to insert
separators and leading zeroes to format them appropriately.
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We addressed these data preparation tasks before modeling the data in Karma

by defining views and stored procedures in the database. We then loaded the
new tables and views in Karma to model them. While data preparation is rou-
tine in database applications and powerful tools are available to support them,
RDF mapping tools (including Karma) lack the needed expressivity. Tools like
ClioPatria [3] allow users to define expressions in a full programming language
(Prolog in the case of ClioPatria) and invoking them within their mapping rules.
Our approach is to enable users to use whatever tools they are familiar with in
a prior data preparation step.

Lesson 3: The Data Preparation/Data Mapping Split Is Effective. The range
of data preparation tasks is open-ended and ad hoc. It is wise to acknowledge
this and to design a data mapping architecture that is compatible with tradi-
tional data preparation tools. This allows the data mapping language to remain
relatively simple. Karma integrates with a data preparation step by providing
the ability to specify many aspects of the mapping in the data tables themselves
(discussed below). We did the data preparation primarily using SQL views, other
users of Karma have used Google Refine12.

Challenge 2: Mapping Columns to Classes. Mapping columns to the on-
tology is challenging because in the complete SAAM ontology there are 407
classes and 105 data properties to choose from. Karma addresses this problem
by learning the assignment of semantic types to columns. Figure 2 shows how
users define the semantic types for the constituentid (people or organizations) and
place columns in one of the SAAM tables. The figure shows a situation where
Karma had learned many semantic types. The left part shows the suggestions
for constituentid. The SAAM database uses sequential numbers to identify both
constituents and objects. This makes them indistinguishable, so Karma offers
both as suggestions, and does not offer other irrelevant and incorrect sugges-
tions. The second example illustrates the suggestions for the place column and
shows how users can edit the suggestions when they are incorrect.

Semantic Type Suggestions

Type-in box Browse ontology-in box Browse onto

Fig. 2. Semantic types map data columns to classes and properties in an ontology.
Left: Karma suggestions to model the constituentid column in a SAAM table (the first
choice is correct). Right: user interface for editing incorrect suggestions.

12 http://code.google.com/p/google-refine/

http://code.google.com/p/google-refine/
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Challenge 3: Connecting the Classes. This is also challenging because there
are 229 object properties in the ontology to choose from. Figure 3 illustrates
how Karma automatically connects the semantic types for columns as users
define them. In the first screen the user assigns a semantic type for consitutentid.
In the second screen, the user assigns a semantic type for place, and Karma

automatically adds to the model the associatedPlace object property to connect
the newly added SaamPlace to the pre-existing SaamPerson. Similarly, when the
user specifies the semantic type for column city, Karma automatically adds the
address object property.

1 2

3

Automatically
added

properties

AutomaticallyAutomat

Mapping to
ontology

Data

Fig. 3. Each time the user adds new semantic types to the model, Karma connects
them to the classes already in the model

Each time users model the semantic type of a column, Karma connects it to
the rest of the model. In the examples, the connections use a single property, but
Karma searches the whole graph and finds longer paths when appropriate. In
addition, weights in the graph [9] bias the algorithm to prefer specific properties
rather than general properties inherited from superclasses. Sometimes, multiple
lowest-cost models exist, or the appropriate model is not the lowest-cost model.
Users can easily adjust the proposed model by clicking on an incorrect property
and selecting the appropriate one from a menu of all compatible properties.

Lesson 4: Property Domain and Range Definitions Are Important. Karma lever-
ages domains and ranges to automate modeling the relationships between the
columns in the tables, often selecting the correct property. When Karma pro-
posed non-sensical, complicated paths to connect classes (e.g., subclass path via
Thing), it was often because properties lacked domain or range information or
because the classes we defined had not been defined as subclasses of the appro-
priate classes. This feedback helped us to integrate the SAAM-specific ontology
with the large complex ontologies we are reusing.
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Join

Original SAAM Data1

3

Map4

Mapping Table2

J3 oini

Fig. 4. Mapping columns where different rows must be mapped using different prop-
erties: 1) the data table; 2) a table to translate ConGeoCode to ontology properties; 3)
join to add a column with the property URIs; 4) map values in the ConGeoProperty
column to the associatedPlace property.

Challenge 4: Mapping Depends on Field Values. Figure 4 illustrates a
situation where the mapping from a table to the desired ontology cannot be
specified at the schema level. The WebConGeography table contains information
associated with people. Each row represents a place association: the first column
(ConstituentID) represents the person identifier, the middle columns represent the
place and the last column (ConGeoCode) represents the meaning of the place.
The SAAM ontology defines a generic property associatedPlace to represent the
relationship between a person and a place. This general property is appropriate
for the first and third rows, but not for the others (e.g., the second row should
use the more specific property rdaGr2:placeOfBirth).

To model these situations, users add a column that contains the required data.
In the particular case illustrated in Figure 4, the user can define a table that maps
the ConGeoCodes to the appropriate properties (step 2) and then do a join to add
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the new column (step 3). Finally, when defining the semantic type for the new
column (step 4), users can specify that the values in the column specialize the
associatedPlace property. Analogous situations arise in the SAAM tables that
represent data about dates associated with people and variant people names.
This type of mapping can be defined in tools such as D2RQ13, but requires an
expert user to define multiple, complex conditional mapping rules. The ability to
easily define these data-specific mappings is new since our prior work in Karma.

Lesson 5: Supporting Row-Level Metadata Solves Many Complex Mapping Prob-
lems. The same mechanism we used to model row-specific properties can be used
to model row-specific classes, URIs and language tags. It enables users to invoke
arbitrary computation using their favorite tools to define data-dependent aspects
of the mapping that cannot be cleanly represented in declarative representations.
Other approaches such as D2RQ offer a limited set of built-in functions (e.g.,
concatenation, regular expression) that can be extended by writing Java classes.
Our approach enables users to use whatever tools they are comfortable using.

Evaluation. We evaluated the effectiveness of Karma by mapping 8 tables (29
columns) to the SAAM ontology (Table 1). We performed the mapping twice: in
Run 1, we started with no learned semantic types, and in Run 2 we ran Karma

using the semantic types learned in the first run. The author of the paper that
designed the ontology performed the evaluation. Even though he knows which
properties and classes to use, when Karma didn’t suggest them he used the
browse capability to find them in the ontology instead of typing them in. It
took him 18 minutes to map all the tables to RDF, even in the first run, when
Karma’s semantic type suggestions contained the correct semantic type 24% of
the time. The second run shows that the time goes down sharply when users
don’t need to browse the ontology to find the appropriate properties and classes.
The evaluation also shows that Karma’s algorithm for assigning relationships
among classes is very effective (85% and 91% correct in Run 1 and Run 2).

Lesson 6: Ontology Design Is the Hard Part. Even though it takes about 8 to
18 minutes to map all the tables using Karma, it took about 2 weeks after the
initial design of the ontology to map all the tables. We spent the time designing
and redesigning the ontology. During that period, we mapped the tables many
times to slightly different ontologies. So, in Table 1 Run 2 is typical as we spent
significant type rerunning Karma after slight changes to the ontology.

Table 1. Effectiveness of Karma’s automation capabilities

# of times Karma’s top 4 # of times Karma correctly
suggestions contain the assigns relationships Time (minutes)
correct semantic type among classes

Run 1 7 out of 29 (24%) 30 out of 35 (85%) 18

Run 2 27 out of 29 (93%) 32 out of 35 (91%) 8

13 http://d2rq.org

http://d2rq.org
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3 Linking to External Resources

The RDF data will benefit the Smithsonian museum and the community if it is
linked to useful datasets. We focused on linking SAAM artists to DBpedia14 as it
provides a gateway to other linked data resources and it is a focus for innovative
applications. We also linked the SAAM artists to the Getty Union List of Artist
Names (ULAN R©) and to the artists in the Rijksmuseum dataset.

Museums pride themselves in publishing authoritative data, so SAAM person-
nel manually verified all proposed links before they became part of the dataset.
To make the verification process manageable, we sought high-precision algo-
rithms. We matched people using their names, including variants, and their
birth dates and death dates. The task is challenging because people’s names are
recorded in many different ways, multiple people can have the same name, and
birth dates and death dates are often missing or incorrect. For technical reasons
we did not use other information, although we plan to do so in the future.

Our approach involves estimating the ratio of people in DBpedia having each
possible value for the properties we use for matching (e.g., ratio of people born
in 1879). For attributes compared using equality (birth/death years), we scan
all people in DBpedia counting the number that have each specific value. For
dependent attributes such as birth and death year, we also compute the ratios for
pairs of values. We compare names using the Jaro-Winkler string metric [4], and
for them compute the ratios as follows: we divide the interval [0, 1] in bins of size
ε, and for each bin we estimate the number of pairs of people whose names differ
by a Jaro-Winkler score less than ε. Empirically, we determined that ε = 0.01
and 10 million samples yield good results in our ground truth dataset.

The matching algorithm is simple. Given a SAAM and a DBpedia person,
their matching score is s = 1 − d ∗ n where d is the date score and n is the
name score. If the dates match exactly, d is the fraction of people in DBpedia
with those dates. Otherwise, d is the sum of the fractions for all the intervening
years. n is the fraction of people in DBpedia whose Jaro-Winkler score is within
ε from the score between the given pair of people, computed using the estimates
discussed above. We use a simple blocking scheme based on the first letter of the
name. To increase efficiency, we discard pairs whose birth or death years differ
by more than 10 and whose Jaro-Winkler score is less than 0.8.

F-ScorePrecision/Recall

Matching score Matching score

.96..99.

.94.9

Fig. 5. Precision/Recall and F-score as a function of our algorithm’s matching score

14 http://dbpedia.org

http://dbpedia.org
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Evaluation. To evaluate our algorithm we constructed ground truth for a
dataset of 535 people in the SAAM database (those whose name starts with
A). We manually searched in Wikipedia using all variant names and verified the
matches using the text of the article and all fields in the SAAM record, including
the biography. We found 176 matches in DBpedia.

Figure 5 shows the evaluation results on the ground truth (note that the
matching score s decreases from left to right). The highest F-score .96 achieves
a precision of .99 and a recall of .94 (166 correct results, 1 incorrect result). At
this threshold s∗ all names and the years for all but 5 people match exactly. The
incorrect result is one where neither date matches, but interestingly, there are 4
results where the years are present but not equal. The sharp increase in recall
comes at a score s > s∗ where suddenly 37 results for people missing a single
date are above threshold (all these are correct results). The next interesting
threshold is ŝ = 0.9995. Between s∗ and ŝ are 13 results; of these, 4 are correct
(2 with non matching names) and 9 incorrect, yielding .938 precision and .966
recall. For s < ŝ, the density of correct results decreases sharply, containing only
4 correct results in the next 286 candidates. Based on these results, we used ŝ
as the threshold to match the SAAM data against all DBpedia people (2,807
results), the Getty ULAN (1,759 results) and the Rijksmuseum (321 results).

4 Curating the Linked Data

Museums need the ability to ensure that the linked data they publish are of
high quality. The first aspect of the curation process is to ensure that the RDF
is correct. Museum personnel can easily browse individual RDF records on the
Web, but without understanding the relationship between an RDF record and
the underlying database records, it is hard to assess whether the RDF is correct.
Karma helps museum personnel understand these relationships at the schema
level by graphically showing how database columns map to classes and properties
in the ontology (e.g., Figures 3 and 4). Karma also lets users click on individual
worksheet cells to inspect the RDF generated for it, helping them understand
the relationships at the data level. These graphical views also enabled SAAM
personnel and the Semantic Web researchers to communicate effectively while
refining the ontology and the mappings. Our goal by the end of the project is
that SAAM personnel will use Karma to refine the mappings on their own.

The second aspect of the curation process is to ensure that links to external
sources are correct. Our approach is to 1) record the full provenance of each
link so that users (and machines) can record links and inspect them when the
data sources or the algorithm change, and 2) make it easy for users to review
the results of the linking algorithm. We use the PROV ontology15 to represent
provenance data for every link including revisions, matching scores, creation
times, author (human or system/version) and data used to produce the link.
Users review the links using the Web interface depicted in Figure 6. The interface
is a visualization and editor of the underlying PROV RDF records. Each row

15 http://www.w3.org/TR/prov-o/

http://www.w3.org/TR/prov-o/
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Fig. 6. The Karma interface enables users to review the results of linking

represents a link. The first cell shows the records being linked: the top part
shows links to information about the SAAM record and the bottom part shows
links to information for a record in an external source. The next columns show
the data values that were used to create the link and information about its
revision history. The last column shows buttons to enable users to revise links
and provide comments (recorded as PROV records). SAAM personnel used this
interface to verify all 2, 807 links to DBpedia.

Lesson 7: PROV Is a Suitable Technology for Curating the Links. In addition to
supporting the user interface for human verification of links, the PROV repre-
sentation affords other benefits. We can use SPARQL statements to construct a
dataset of owl:same-as triples containing only those links that have been verified
by a human (suitable for publication on the Smithsonian Web site) or a dataset
containing containing all links with a matching score above a given threshold
(suitable for other applications). Similarly, when the underlying data changes
(e.g., there is a new version of DBpedia) or a new version of the matching soft-
ware becomes available, it is possible to retrieve the affected links.

5 Related Work

There has been much recent interest in publishing museum data as Linked Open
Data. Europeana[7], one of the most ambitious efforts, published the metadata
on 17 million items from 1,500 cultural institutions. This project developed a
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comprehensive ontology, called the Europeana Data Model (EDM) and used it
to standardize the data that each organization contributes. This standard ontol-
ogy enables Europeana to aggregate data from such a large number of cultural
institutions. The focus of that effort was on developing a comprehensive data
model and mapping all of the data to that model. Several smaller efforts focused
on mapping rich metadata into RDF while preserving the full content of the orig-
inal data. This includes the MuseumFinland, which published the metadata on
4,000 cultural artifacts[8] and the Amsterdam Museum [3], which published the
metadata on 73,000 objects. In both of these efforts the data is first mapped di-
rectly from the raw source into RDF and then complex mapping rules transform
the RDF into an RDF expressed in terms of their chosen ontology. The actual
mapping process requires using Prolog rules for some of the more complicated
cases. Finally, the LODAC Museum published metadata from 114 museums and
research institutes in Japan. They defined a relatively simple ontology that con-
sists of objects, artists, and institutions to simplify the mapping process.

In our work on mapping the 41,000 objects from SAAM, we went beyond
the previous work in several important ways. First, we developed an approach
that supports the mapping of complex sources (both relational and hierarchical)
into a rich domain ontology [9]. This approach is in contrast to previous work,
which first maps the data directly into RDF [1] and then aligns the RDF with
the domain ontology [2]. As described earlier, we build on the EDM ontology,
a rich and easily extensible domain ontology. Our approach makes it possible
to preserve the richness of the original metadata sources, but unlike the Muse-
umFinland and the Amsterdam Museum projects, a user does not need to learn
a complex rule language and only needs to do a data preparation step to define
database views using SQL statements and simple stored procedures.

Second, we performed significantly more data linking than these previous
efforts. There is significant prior work on linking data across sources and the
most closely related is the work on Silk [14] and the work on entity coreference
in RDF graphs [13]. Silk provides a nice framework that allows a user to define
a set of matching rules and weights that determine whether two entities should
be matched. We tried to use Silk on this project, but we found it extremely
difficult to write a set of matching rules that produced high quality matches.
The difficulty was due to a combination of missing data and the variation in the
discriminability of different data values. The approach that we used in the end
was inspired by the work on entity coreference by Song and Heflin [13], which
deals well with missing values and takes into account the discriminability of the
attribute values in making a determination of the likelihood of a match.

Third, because of the importance to the Smithsonian of producing a high-
quality linked data, we developed a curation tool that allows an expert from the
museum to review and approve or reject the links produced automatically by
our system. Previous work has largely ignored the issue of link quality (Halpin
et al. [6] reported that in one evaluation roughly 51% of the same-as links were
found to be correct). The exception to this is the effort by the NY Times to
map all of their metadata to linked data through a process of manual curation.
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In order to support a careful evaluation of the links produced by our system, we
developed the linking approach that allows a link reviewer to see the data that
is the basis for the link and to be able to drill down into the individual sources
to evaluate a link.

6 Conclusions and Future Work

In this paper we described our work on mapping the data of the Smithsonian
American Art Museum to Linked Open Data. We presented the end-to-end pro-
cess of mapping this data, which includes the selection of the domain ontologies,
the mapping of the database tables into RDF, the linking of the data to other
related sources, and the curation of the resulting data to ensure high-quality
data. This initial work provided us with a much deeper understanding of the
real-world challenges in creating high-quality link data.

For the Smithsonian, the linked data provides access to information that was
not previously available. The Museum currently has 1,123 artist biographies that
it makes available on its website; through the linked data, we identified 2,807
links to people records in DBpedia, which SAAM personnel verified. The Smith-
sonian can now link to the corresponding Wikipedia biographies, increasing the
biographies they offer by 60%. Via the links to DBpedia, they now have links
to the New York Times, which includes obituaries, exhibition and publication
reviews, auction results, and more. They can embed this additional rich infor-
mation into their records, including 1,759 Getty ULAN R© identifiers, to benefit
their scholarly and public constituents.

The larger goal of this project is not just to map the SAAM data to Linked
Open Data, but rather to develop the tools that will enable any museum or other
organization to map their data to linked data themselves. We have already devel-
oped the Karma integration tool, which greatly simplifies the problem of map-
ping structured data into RDF, a high-accuracy approach to linking datasets,
and a new curation tool that allows an expert to review the links across data
sources. Beyond these techniques and tools, there is much more work to be done.
First, we plan to continue to refine and extend the ontologies to support a wide
range of museum-related data. Second, we plan to continue to develop and refine
the capabilities for data preparation and source modeling in Karma to support
the rapid conversion of raw source data into RDF. Third, we plan to generalize
our initial work on linking data and integrate a general linking capability into
Karma that allows a user to create high-accuracy linking rules and to do so by
example rather than having to write the rules by hand.

We also plan to explore new ways to use the linked data to create compelling
applications for museums. A tool for finding relationships, like EverythingIsCon-
nected.be [12], has great potential. We can imagine a relationship finder appli-
cation that allows a museum to develop curated experiences, linking artworks
and other concepts to present a guided story. The Museum could offer pre-built
curated experiences or the application could be used by students, teachers, and
others to create their own self-curated experiences.
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Abstract. Evolving complex artifacts as multilingual ontologies is a difficult ac-
tivity demanding for the involvement of different roles and for guidelines to drive
and coordinate them. We present the methodology and the underlying tool that
have been used in the context of the Organic.Lingua project for the collaborative
evolution of the multilingual Organic Agriculture ontology. Findings gathered
from a quantitative and a qualitative evaluation of the experience are reported,
revealing the usefulness of the methodology used in synergy with the tool.

1 Introduction

Ontologies are dynamic entities that evolve over time because they need to reflect
changes in the domain they describe, in their conceptualization, or in their specifica-
tion. As stated in [1], ontology evolution can be defined as “the timely adaptation of
an ontology to the arisen changes and the consistent propagation of these changes to
dependent artifacts.”.

Managing the evolution of ontologies is a complex problem, well known to the Se-
mantic Web community, and a number of efforts are devoted to tackle different aspects
of the problem, as described in [2]. The problem becomes even more complex when,
besides the evolution of the ontology entities, the changes are related also to the mul-
tilingual aspects of the ontology itself. Indeed, in the last years, the construction of
multilingual ontologies has become an important objective for organizations working
in multilingual environments. Examples are companies which need to apply ontologies
to information retrieval on a mass of resources written in different languages, or inter-
national bodies using ontologies as a way of describing terminological standards in a
particular field (e.g., food, diseases, agriculture, and so on). As described in [3], obtain-
ing multilingual ontologies is a complex activity which requires to tackle a number of
problems spanning from the translation of labels and description associated to a given
ontology entity to the adaptation of the ontology to a concrete language and cultural
community.

These requirements lead to the necessity of guiding the evolution of an ontology
according to its final use; moreover, this necessity become stronger when ontologies are
used not only for modeling a domain, but also for describing and accessing resources
in knowledge repositories or web portals.

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 608–622, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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In this paper we present the methodological and technical solution used for facing
the problem of the multilingual evolution of an ontology for the organic agriculture (the
Organic Agriculture ontology) in the context of the Organic.Lingua project.

The main contributions of the paper are: (i) the definition of a methodology for guid-
ing the evolution in a collaborative environment and its usage in a real setting; and (ii) a
quantitative and a qualitative evaluation about the synergistic usage of a semantic web
tool and the defined methodology.

2 The Organic.Lingua Project

Organic.Lingua (http://www.organic-lingua.eu) is an EU-funded project that aims at
providing automated multilingual services and tools facilitating the discovery, retrieval,
exploitation and extension of digital educational content related to Organic Agriculture
and AgroEcology. More in concrete, the project aims at providing, on top of a web
portal, cross-lingual facility services enabling users to (i) find resources in languages
different from the ones in which the query has been formulated and/or the resource
described (e.g., providing services for the cross-lingual retrieval); (ii) manage meta-data
information for resources in different languages (e.g., offering automated meta-data
translation services); and (iii) contribute to evolve the content (e.g., providing services
supporting the users in the content generation).

The accomplishment of these objectives is reached in the Organic.Lingua project by
means of two components: on the one hand, a web portal offering software components
and linguistic resources able to provide multilingual services and, on the other hand, a
conceptual model (formalized in the Organic Agriculture ontology) used for managing
information associated with the resources provided to the final users and shared with
other components deployed on the Organic.Lingua platform. In a nutshell, the usage of
the Organic Agriculture ontology is twofold:

– Resource annotation: each time a content provider inserts a resource in the
repository, the resource is annotated with one or more concepts extracted from the
ontology. The list of available concepts is retrieved by using an ontology service
deployed in the ontology management component (shown in Section 4). Then, this
list is exploited for annotating the learning resources published on the Web portal.

– Resource retrieval: when web users perform queries on the system, the ontology is
used, by the back-end information retrieval system, to perform advanced searches
based on semantic techniques. Moreover, the ontology is used also by the Cross-
Language Information Retrieval component for query expansion purposes.

Due to this intensive use of the ontology in the entire Organic.Lingua portal, evolving
both the knowledge represented by the artifact, as well as, the linguistic layer, requires
a precise methodology, and dedicated tools, for avoiding the loss of effectiveness of
the components deployed on the platform. In the next two sections we describe the
methodology that we have defined in the context of the Organic.Lingua project and that
we propose as a general best practice for the evolution of complex artifacts as the ones
used in this project (Section 3) as well as the dedicated collaborative tool that supports
the proposed methodology (Section 4).

http://www.organic-lingua.eu
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3 Guiding Evolution with a Scenario-Based Methodology

Collaboratively building, maintaining and evolving multilingual ontologies is not a triv-
ial task: multilinguality, in fact, adds the linguistic problem to classical problems of
collaborative modeling such as the background, skills and role differences that may
exist between e.g., domain and knowledge experts that collaboratively model the ontol-
ogy. Facing all these issues together requires appropriate methodologies (and tools) to
support the work of the involved experts.

In the Organic.Lingua project, a multi-role scenario-based methodology (MRSB)
was proposed and adopted for the Organic Agriculture ontology evolution. The method-
ology relies on involving experts playing different roles and guiding them, step-by-step
through tasks and critical scenarios, towards the collaborative evolution of the multilin-
gual ontology.

3.1 MRSB: A Multi-Role Methodology

Three different types of experts are involved in the ontology evolution process: domain
experts, language experts and knowledge engineers. Domain experts play a key role as
they are in charge of driving the core changes in the ontology; language experts have to
revise existing translations and to provide new translations for the newly added terms;
finally, knowledge engineers provide a general support for the evolution process and
ensure correctness from a formal point of view.

To coordinate all these different experts, the MRSB methodology proposes to guide
them step-by-step through tasks and guidelines. In detail:

– domain experts are asked to create or contribute to discussions, suggesting actions
to be taken on the ontology and/or commenting on existing issues: they are recom-
mended to clearly state whether all the suggestions should be implemented, if only
some and why;

– once reached an agreement, knowledge engineers can be notified and take the final
decision: either approve or discard the suggestion and proceed with the update on
the English version of the ontology;

– finally, the language experts are asked to provide, check and revise the translations
of labels and definitions, often produced by translation services.

3.2 MRSB: A Scenario-Based Methodology

The MRSB methodology proposes to guide domain experts in the ontology evolution
through critical scenarios which represent the major types of changes that have arisen
from the analysis carried out for the Organic Agriculture ontology. Such scenarios ad-
dress three main categories of activities: the general revision of the ontology (from
scenario 1 to 3), the revision of the ontology by taking into account environments in
which ontologies are exploited by external tools (scenarios 4 and 5), and, finally, the
revision of the linguistic layer. To further guide the experts in the evolution process, the
scenarios have been complemented with the results of a rigorous analysis carried out by
knowledge engineers on the use of the entities in the existing version of the ontology
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(e.g., which terms are less frequently used for searches, how many resources are re-
trieved by different terms). This choice is motivated by the fact that often ontologies are
not used only for representing the knowledge of a particular domain, but they are also
exploited for other tasks like the annotation and the retrieval of resources with/through
semantic information.

The devised scenarios are the following:

1. Entity Deprecation Scenario. A complete analysis of the active version of an on-
tology, generally performed jointly by the domain experts and the knowledge en-
gineers, may lead to a report containing a set of instances considered unnecessary
for the representation of the target domain. Therefore, domain experts are asked to
identify all candidate entities for removal and start the relative discussions, with the
support of the knowledge engineers, for reaching an agreement about the status of
each identified concept.

2. Ontology Mapping Scenario. A linguistic analysis of the terms used for defining
entities in an ontology, may lead to the consideration that some of the terms used
for defining the entities generate ambiguities when a user needs to understand the
meaning of the label. This scenario is designed for finding a solution to this problem
by asking domain experts to find concepts, in external domain-related knowledge
bases (KBs), that may be linked with the ones defined in the ontology that they are
revising. Moreover, it is also desirable that, the terminology used for revising the
ontology, is the same used in the external knowledge base.

3. Ontology Enrichment Scenario. In this scenario, domain experts are asked to
complete the ontology by including concepts in those areas that were more poorly
covered. For accomplishing this task, domain experts are invited to consult domain-
related resources (concept lists, knowledge bases, etc.) for finding new concepts and
relationship not previously described in the ontology.

4. Entity Specialization Scenario. This scenario addresses the necessity of increasing
the granularity of some branches of the ontology. Such an increase is required, not
only for the completeness of the ontology, but also when there are concepts used for
annotating a huge number of resources, e.g., terms qualifying up to 500 resources
or more. Indeed, a huge set of results is not useful in searches, because it does not
really help users to find effective results.

5. Entity Generalization Scenario. The opposite of what has been described in the
previous scenario happens when some concepts have been used for annotating a
very small number of resources or are not used at all. In this case, domain experts
are appointed to study each particular case in detail and to suggest, eventually, the
deprecation for those concepts that lead to the retrieval of few resources. As for
the previous scenario, the number of retrieved resources is used as a distinguishing
parameter for evaluating which kind of action the domain experts should propose
for evolving the ontology.

6. Entity Translation Scenario. Considering the usage of multilingual ontologies, the
revision of the linguistic layer is important for having a high quality artifact. For
instance, when a term is translated by non-language experts, a common error is
that the translated term is correct from a language point of view (dictionary-based
translation), but it is not the optimum one for the domain described by the ontology.
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Fig. 1. A page and the access modes in MoKi

Therefore, in this scenario, domain experts and language experts are asked to com-
plete and revise the translations of each entity defined in the ontology by carefully
considering the domain described by the ontology.

4 Supporting the Evolution: The MoKi Tool

MoKi1 is a collaborative MediaWiki-based [4] tool for modeling ontological and pro-
cedural knowledge in an integrated manner2. MoKi is grounded on three main pillars,
which we briefly illustrate with the help of Figure 1:

– each basic entity of the ontology (i.e., concepts, object and datatype properties, and
individuals) is associated to a wiki page. For instance, the concept Mountain in
Figure 1 is associated to a wiki page which contains its description;

– each wiki page describes an entity by means of both unstructured (e.g., free text,
images) and structured (e.g. OWL axioms) content;

– a multi-mode access to the page content is provided to support easy usage by users
with different skills and competencies. Figure 1 shows three different access modes,
for accessing the unstructured and structured content of the wiki page.

A comprehensive description of MoKi is presented in [5].
In order to meet the specific needs of the Organic.Lingua project, MoKi has been

customized with the addition of: (i) multilingual services for the automatic translation of

1 http://moki.fbk.eu
2 Though MoKi allows to model both ontological and procedural knowledge, here we will limit

our description only to the features for building ontologies.

http://moki.fbk.eu
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Fig. 2. Multilingual box for facilitating the entity translation

labels and descriptions associated to the ontology entities; and (ii) collaborative features
specifically targeting linguistic issues. Translating domain-specific ontologies, in fact,
demands that experts discuss and reach an agreement not only with respect to modeling
choices, but also to (automated) term translations.

In the context of the Organic.Lingua project, MoKi has been customized with facil-
ities that enable a new type of profile, the Language Expert, to manage the translations
carried out on the ontology entities. Such a profile has the role of coordinating the trans-
lation activities by approving the terms translation that the other actors involved into the
ontology revision process suggest.

The MoKi collaborative nature together with these customizations make it a good
technological layer for the application of the multi-role scenario-based methodology.

4.1 Supporting the Different Scenarios with MoKi

In this subsection, we briefly describe the main customizations implemented in MoKi
with a particular emphasis on how these customizations specifically address the differ-
ent scenarios described in Section 3.

Domain and Language Experts View The semi-structured access mode, dedicated to
the Domain and Language Experts, has been equipped with functionalities that permit
to accomplish the revisions of the linguistic layer. This set of functionalities permits to
revise the translations of names and descriptions of each entity (concepts, individuals,
and properties).

For facilitating the browsing and the editing of the translations, a quick view box has
been inserted into the mask (as it is shown in Figure 2); this way, language experts are
able to navigate through the available translations and, eventually, invoke the third-party
translation services for retrieving a suggestion or, alternatively, to edit the translation by
themselves (Figure 3).

This customization aims to address all scenarios described in Section 3.

Approval and Discussion Facilities. Given the complexity of translating domain spe-
cific ontologies, translations often need to be checked and agreed upon by a community
of experts. This is especially true when ontologies are used to represent terminological
standards which need to be carefully discussed and evaluated. To support this collabo-
rative activity we foresee the usage of the wiki-style features of MoKi, expanded with
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Fig. 3. Quick translation box for editing entities translations

the possibility of assigning specific translations of ontology entities to specific experts
who need to monitor, check, and approve the suggested translations. This customization
permits to promote the management of the changes carried out on the ontology (in both
layers) by providing the facilities necessary to manage the life-cycle of each change.

These facilities may be split in two different sets of features. The first group may be
considered as a monitor of the activities performed on each entity page. When changes
are committed, approval requests are created. They contain the identification of the
expert in charge of approving the change, the date in which the change has been per-
formed, and a natural language description of the change. Moreover, a mechanism for
managing the approvals and for maintaining the history of all approval requests for each
entity is provided. Instead, the second set contains the facilities for managing the dis-
cussions associated with each entity page. A user interface for creating the discussions
has been implemented together with a notification procedure that alerts users when new
topics/replies, related to the discussions that they are following, have been posted.

This customization aims to address all scenarios described in Section 3.

Quick Translation Feature. For facilitating the work of language experts, we have im-
plemented the possibility of comparing side-by-side two lists of translations. This way,
the language expert in charge of revising the translations, avoiding to navigate among
the entity pages, is able to speed-up the revision process.

Figure 4 shows such a view, by presenting the list of concepts in the English and
Italian translations. At the right of each element of the table, it is placed a link allowing
to invoke a quick translation box (as shown in Figure 3) that gives the opportunity to
quickly modify information without opening the entity page. Finally, in the last column,
it is placed a flag indicating that changes have been performed on that concept, and a
revision/approval is requested.

This customization aims to address the Entity Translation Scenario described in
Section 3.

Ontology Translator Component. This component manages the translation operations
required by MoKi. When a translation, for an entity name or description, is requested,
the Ontology Translator invokes the external translation services for performing the
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Fig. 4. View for comparing entities translations

translation. The component sends the request to the interface exposed by the third-party
translation services and, after the retrieval of the result, the representation of the entity
is updated with the information coming from the translation services. Further details,
about the translation services used by MoKi can be find in [6].

This customization aims also to address the Entity Translation Scenario.

Interface and Ontology Multilingual Facilities. In order to complete the set of features
available for managing the multilingual aspects of the Organic.Lingua project, MoKi
has been equipped with two further components that permit to switch between the lan-
guages available for the tool interface, to add a new language to the ontology, and to
select the language used for showing the ontology in the different views.

Through these facilities, it is also possible to add a new language to the MoKi inter-
face and to manage the translation of its labels. This module has been implemented on
top of the multilingual features of MediaWiki.

Instead, concerning the ontology, when a new language is added to the ontology,
the Ontology Translator component described above, is invoked for retrieving, for each
entity described in the ontology, the translations related to its labels and descriptions.

Finally, the Ontology Export functionality has been revisited by adding the possibil-
ity to choose the export languages, among the available ones.

This customization has not been implemented for addressing a particular scenario,
but for improving the usability of the tool in a multilingual context.

Linked Open Data Service. In order to permit the exposure of the ontology artifact to the
other components deployed on the Organic.Lingua platform, MoKi has been equipped
with a service that exposes entity information by using the Linked Open Data format.
Such a service permits to perform operations on the ontology remotely; examples of
available remote operations are the retrieval of the entire ontology, or of part of it, or
the possibility to edit the ontology e.g., by adding a new translated label. The service
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provides a RESTful interface for receiving the requests, while the results are exposed
by using the SKOS language 3.

This customization has not been implemented for addressing a particular scenario,
but for linking the tool with the other components deployed on the Organic.Lingua
platform.

5 The Evaluation

Our goal is evaluating the usage and the usefulness of the MRSB methodology (guiding
step by step users through tasks and scenarios) and of the underlying tool, i.e. MoKi,
to support different experts in the collaborative evolution of a multilingual ontology.
Evolving a multilingual ontology, indeed, adds to the traditional difficulties character-
izing the evolution of an ontology, such as the involvement of domain experts (DEs)
and their collaboration with knowledge engineers (KEs), also the issues related to the
multilinguality, including the need of a third role, the language experts (LEs), and their
collaboration with DEs and KEs. In detail, we are interested in answering two main
research questions:

RQ1. Is it useful guiding step by step through tasks and scenarios the different experts
involved in the collaborative evolution of a multilingual ontology?

RQ2. Do the MoKi functionalities provide an effective support to the the collaborative
evolution of a multilingual ontology?

In order to answer these questions we performed two types of analysis: a quantitative
and a qualitative one. In the former, data about the activities carried out by the three cat-
egories of experts in the context of the evolution of the Organic Agriculture ontology
have been analyzed; in the latter, instead, experts have been asked to answer questions
aiming at investigating their perception about the usefulness of the MRSB methodol-
ogy as well as of the MoKi tool in supporting the realization of the different tasks and
scenarios foreseen by the MRSB methodology.

Design, Material and Procedure Eleven experts with average experience in their field
ranging from 5 to 10 years, were overall involved in the ontology evolution: 3 ontology
experts, 4 domain experts and 4 language experts, although one ontology expert and
one domain expert also played the role of language experts. The first languages of the 6
LEs were different one from another, thus allowing us to translate the evolved ontology
into 6 different languages: Estonian, Spanish, French, Greek, Turkish and Italian.

Most of the experts had no previous knowledge of the tool, hence an initial phase of
training was necessary. The training was organized according to the following steps:

– A one-day overall introduction to the tool.
– A few short, on-line, training sessions with the MoKi tool guided by ontology and

tool experts, targeted to help domain experts to better understand the capabilities of
the tool.

3 http://www.w3.org/2004/02/skos/

http://www.w3.org/2004/02/skos/
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Table 1. Usage of MoKi by the team of experts for accomplishing the multilingual evolution task

Expert Entity Entity Entity Entity Discussion Discussion
Category Creation Update Deletion Translation Creation Update
DEs 52 367 15 27 75
KEs 1 50 4 3 11
LEs 629 2 24
total 53 417 19 629 32 110

– Hands-on usage of the tool: domain experts were left to “play” with MoKi in order
to become familiar with the functionalities that they would use during the revi-
sion process. This exercise also had the secondary objective to collect doubts and
problems encountered by experts.

After the initial training, according to the MRSB methodology, the experts were pro-
vided with detailed guidelines (including the description of tasks and scenarios) for the
multilingual evolution of the Organic Agriculture ontology. At the end of their ontol-
ogy evolution activity, experts were asked to fill a questionnaire aiming at investigating
their perception about the methodology and the MoKi tool (ease of use, usefulness and
capability to support the different scenarios and tasks required by MRSB). Questions
were organized in four main parts: (i) one collecting information on the experts’ back-
ground; (ii) one about the support provided by the methodology used for guiding them
in the ontology evolution; (iii) a third one on the subjects’ evaluation about MoKi and
the role of its different functionalities for accomplishing the MRSB tasks; and (iv) a last
one for retrieving information, impressions and questions related to the work performed
for the ontology evolution. Some of the questions were provided in the form of open
questions, while most of them were closed questions. The latter type mainly concern
the experts’ evaluation of the tool usefulness on a scale from 1 to 5, varying according
to the target of the evaluation (e.g., 1 = extremely ease/useful/effective, ... , 5 = extremely
useless/difficult/ineffective).

5.1 Quantitative Evaluation Results

We analyzed the data on the usage of MoKi during the phases of the project devoted
to the evolution of the Organic Agriculture ontology (June - November 2012). Overall
each expert spent on average between 8 and 15 hours for accomplishing her work, with
peaks of more than 15 hours for DEs. The data are obtained by combining the informa-
tion stored in the MoKi database and the tool logs. Table 1, reporting the number of the
main operations carried out by the team of experts during the ontology evolution phase,
shows that the tool has actually been used by all the experts’ categories. As reason-
able, DEs and KEs have been more involved in the entity editing (creation, update and
deletion) and in the discussions (both creation and update), while the LEs have actively
participated in the translation activity.

Looking more in detail at the MoKi functionalities exercised by KEs, DEs and LEs,
such a trend is overall confirmed (Table 2a). The highest percentage of operations re-
lated to the editing and the discussion functionalities has been carried out by DEs,
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while LEs actively exercised the multilingual ones. Surprisingly, the browsing and vi-
sualization functionalities have been mainly used by LEs, probably feeling the need to
translate labels and descriptions after getting a better understanding of their semantics
(through browsing and view functionalities). This result confirms our intuition about
the importance of allowing all the different categories of experts involved in the collab-
orative evolution to easily access to and work on the ontology.

Table 2. Usage of the MoKi functionalities per category of experts and topics of discussions

(a)

MoKi Functionality Group DEs KEs LEs
Discussion and Approval 46.4% 21.6% 31.4%
Browsing 39.2% 15.3% 45.5%
Multilingual 33.7% 3.4% 64.2%
Editing 61.4% 7.8% 30.8%
Visualization 42.7% 29.7% 45.8%

(b)

Topic Percentage
Specialization 35.5 %
Mapping to external KBs 22.6%
Entity Deprecation 19.4%
Ontology Enrichment 16.1%
Entity Moving 3.2 %
Definition Rephrasing 3.2 %

Furthermore, inspecting the topics of the discussions allowed us to get a coarse idea
of the methodology usage and effectiveness. Table 2b reports the percentage of discus-
sions carried out by experts, classified according to the topic. The table suggests that
the highest percentage relates to scenarios proposed in the methodology. In detail, most
of the discussions had as topic the need to specialize existing entities (Entity Special-
ization Scenario), followed by those related to the mapping of the Organic Agriculture
ontology to external knowledge bases ((Ontology Mapping Scenario) and finally by the
deletion of (deprecated) entities and addition of (new relevant) entities. The analysis of
the discussions also revealed the effectiveness of the MRSB methodology: only 15%
of the discussions (5 out of 32) is still open, i.e., no decision has been made yet.

5.2 Qualitative Evaluation Results

To investigate the subjective perception of the 11 experts about the support provided
by the methodology and the tool to the multilingual ontology evolution activity, we
analyzed the subjective data collected through the questionnaire.

In order to evaluate the statistical significance of the positivity/negativity of the col-
lected results we applied the (one-tailed) Mann-Whitney test [7] verifying the hypoth-
esis that F̃ ≤ 3, where F̃ represents the median of the evaluations for the factor F
and 3 is the intermediate value in the 1 to 5 Likert scale. Moreover, to evaluate whether
the results are strongly positive, we also applied the same test for the hypothesis that
F̃ ≤ 2, where 2 is the lower level of positive answer in the 1-5 Likert scale. In this case,
a significant outcome would mean that, overall, the obtained results are strongly posi-
tive. All the analyses are performed with a level of confidence of 95% (p-value < 0.05),
i.e., there is only 5% of probability that the results are obtained by chance.

Figure 5 (left) reports the distribution of the experts’ evaluations about the usefulness
of scenarios and tasks used in the MRSB methodology for guiding the experts in their
work: scenarios have been mostly judged as absolutely useful, while 10% of the experts
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revealed minor doubts about the task-based approach. By applying the Mann-Whitney
test we found that the usage of scenarios has, also at statistical level, been judged as
absolutely useful, while the usage of tasks has been evaluated as useful (with statistical
significance of 95%). The fact that the usage of tasks was less appreciated by LEs and
KEs can partially justify the result: their work indeed, that is mainly driven by DEs
actions, demands for a less intensive task guidance.

Fig. 5. Experts’ evaluation about methodology and MoKi

Figure 5 (right) shows the distribution of the experts’ evaluations (on the 5 point
scale) of MoKi’s ease of use and usefulness for the accomplishment of the ontology
evolution activity. Although 10% of the experts showed doubts about the ease of use of
the tool, the evaluations are overall positive (easy) also at statistical level. Moreover, all
the experts recognized the usefulness of the tool, resulting in an overall evaluation of
MoKi as absolutely useful (also at statistical level). The difficulty in the ease of under-
standing can be partially explained complementing these results with experts’ answers
in the open questions: some of the experts asked for a MoKi tutorial. Indeed, while most
of the experts have been using MoKi starting from the training phase, a few of them did
not immediately practice it, thus finding its usage more difficult later on.

To better understand the relationship between the role of the tool in supporting the
methodology used for guiding the experts, we asked the experts to express their evalu-
ation about the effectiveness of the support provided by each typology of functionality
to each scenario of the methodology. Table 3 reports the corresponding evaluations ac-
cording to a 95% statistical significance, e.g., effective means that there is only a 5%
of possibility that the subjects’ evaluations are overall equal or higher than effective by
chance. Except for the non-convincing support of the browsing functionalities to the
Ontology Mapping Scenario, all the MoKi functionalities have been evaluated as over-
all at least effective in supporting the MRSB methodology for the multilingual ontology
evolution. In detail, the table shows that the discussion functionalities have been consid-
ered as absolutely effective in supporting the highest number of scenarios. Indeed, many
of the evolution scenarios demand for experts’ discussions to reach an agreement. The
overall absolute effectiveness of the browsing functionalities has also been assessed in 2



620 M. Dragoni et al.

Table 3. MoKi functionality effectiveness in supporting the MRSB methodology

Functionality Ontology Entity Entity Entity Ontology Entity
typology enrichment deprecation Specializ Generaliz Mapping Translation

Discussion Absolutely Absolutely
Effective Effective Effective

Absolutely
and Awareness effective effective effective

Browsing
Absolutely Absolutely

Effective Effective
Neither effective

Effective
effective effective nor ineffective

Multilingual Effective Effective Effective Effective Effective
Absolutely
effective

Editing Effective Effective Effective Effective Effective
Visualization Effective

out of the 7 scenarios, despite the moderate support for the Ontology Mapping Scenario.
Finally, as expected, the multilingual functionalities have been evaluated as absolutely
effective for the Entity Translation Scenario.

5.3 Findings and Lesson Learned

The quantitative results reported in Subsection 5.1 show that the MRSB methodology
has been actually applied for evolving the Organic Agriculture ontology: the experts’
discussions, indeed, were mainly guided by scenario-related topics. Combining these
results with the preferences expressed by the experts, we can positively answer RQ1:
the MRSB methodology, guiding users step-by-step via scenarios and tasks, provides
a concrete help to experts in the evolution of a multilingual ontology, although experts
prefer scenarios to tasks.

Together with the application of the MRSB methodology, the quantitative results
also show the actual usage of the tool and of its functionalities by the three categories
of experts. Moreover, their positive evaluation about ease of use and usefulness of the
tool, as well as about effectiveness of the different functionalities in supporting the
methodology suggest a positive answer also for RQ2: the MoKi functionalities support
the experts in the application of the MRSB methodology for the collaborative evolution
of multilingual ontologies.

By further inspecting evaluations and subjects’ expertise we found that some rela-
tions4 exist between the evaluations provided by subjects on the effectiveness of the
MoKi functionalities with respect to specific scenarios and the typology of expertise of
the subject. In particular we found that DEs, differently from the other two categories of
experts, perceived the browsing functionalities as more effective in supporting the En-
tity Deprecation Scenario than the other experts. On the contrary, the KEs found more
effective the discussion functionalities for the Entity Specialization Scenario. These re-
sults are inline with the overall evaluations of the experts on the effectiveness of the
functionalities in supporting the MRSB methodology, i.e., across all the scenarios. In-
deed each group of functionalities got an effective average evaluation by all the three
categories of experts, except for a higher score by DEs for the browsing functionalities
and by KEs for the discussion functionalities.

4 We applied the Anova statistical test to investigate whether the provided evaluations are influ-
enced by the role of the subject.
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Finally, the answers to the open questions provided us with suggestions about possi-
ble improvements of MoKi. In particular, besides the need to improve the quality of the
translation suggestions, features for enhancing the formatting of content and discussion
pages, for better supporting concept mappings to external ontologies and for helping
experts in the decision making process have been suggested by experts.

Hence, we can conclude that combining a tool easy to use and provided with useful
functionalities as MoKi, with a methodology guiding experts step-by-step through con-
crete scenarios seem to be a winning strategy to overcome the complexity of a problem
mixing the two dimensions: the one related to the multilinguality and the one related to
the collaboration of different experts.

6 Related Works

In this Section, we present a brief review of the main ontology management tools ap-
plied to support collaborative creation and sharing of ontological knowledge.

Knoodl 5 facilitates community-oriented development of OWL based ontologies and
RDF knowledge bases. It also serves as a semantic technology platform, offering a Java
service-based interface or a SPARQL-based interface so that communities can build
their own semantic applications using their ontologies and knowledge bases.

Protégé [8] is an open source visual ontology editor and knowledge-base frame-
work. Recently, Collaborative Protégé has been released as an extension of the exist-
ing Protégé system. It supports collaborative ontology editing as well as annotation
of both ontology components and ontology changes. In addition to the common ontol-
ogy editing operations, it enables annotation of both ontology components and ontology
changes. It supports the searching and filtering of user annotations, also known as notes,
based on different criteria.

Semantic MediaWiki+ [9], which includes the Halo Extension, is a further extension
on Semantic MediaWiki with a focus on enhanced usability for semantic features. Es-
pecially, it supports the annotation of whole pages and parts of text, and offers “knowl-
edge gardening” functionalities, that is maintenance scripts at the semantic level, with
the aim to detect inconsistent annotations, near-duplicate entries etc.

The tools above support the collaboration between users for the creation and the evo-
lution of ontologies but do not deal with multilingual issues, which have significantly
grown in importance during the last years [10]. To testify the importance of multilin-
guality in the field of ontology engineering a recent example is provided by the Monnet
Project 6 that targets the problem of multilingual information access at the semantic
level [11]. Its aim, is to define novel models for cross-lingual information access by
using semantic web approaches. Concerning tools, the only instrument supporting the
management of multilinguality in ontologies is NeOn [3]. It is a state-of-the-art, open
source multi-platform ontology engineering environment, which provides comprehen-
sive support for the ontology engineering life-cycle. The last version of the toolkit is
based on the Eclipse platform and provides an extensive set of plug-ins covering a va-
riety of ontology engineering activities. However, this tool does not provide facilities

5 http://www.knoodl.com
6 http://www.monnet-project.eu

http://www.knoodl.com
http://www.monnet-project.eu
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for supporting the multi-role collaboration. Thus, as far as we know, MoKi provides the
first significant effort to produce a tool that supports the collaborative evolution of mul-
tilingual ontologies, by combining features for the support of collaboration and features
for the support of multilinguality and translation.

7 Conclusions

In this paper we have presented our experience in applying a scenario-based method-
ology for modeling complex ontological artifacts composed of a knowledge layer rep-
resenting the domain, and a linguistic layer making the knowledge available from a
multilingual point of view. Such a methodology has been concretely used in the con-
text of the Organic.Lingua EU project with the support of a customized version of the
MoKi tool. Three different profiles (domain experts, language experts, and knowledge
engineers) evolved the ontology in a collaborative way. Their work together with their
subjective evaluation revealed that the synergistic use of the tool and of the methodol-
ogy permits to evolve the ontology effectively.
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Abstract. To date, the automatic exchange of product information be-
tween business partners in a value chain is typically done using Business-
to-Business (B2B) catalog standards such as EDIFACT, cXML, or
BMEcat. At the same time, the Web of Data, in particular the GoodRela-
tions vocabulary, offers the necessary means to publish highly-structured
product data in a machine-readable format. The advantage of the pub-
lication of rich product descriptions can be manifold, including better
integration and exchange of information between Web applications, high-
quality data along the various stages of the value chain, or the opportu-
nity to support more precise and more effective searches. In this paper,
we (1) stress the importance of rich product master data for e-commerce
on the Semantic Web, and (2) present a tool to convert BMEcat XML
data sources into an RDF-based data model anchored in the GoodRela-
tions vocabulary. The benefits of our proposal are tested using product
data collected from a set of 2500+ online retailers of varying sizes and
domains.

1 Introduction

Online shopping has experienced significant growth during the last decade. Pre-
liminary estimates of retail e-commerce sales in the US show an increase of 17.3%
from the third quarter of 2011 to the third quarter of 2012, while they grew to
almost five times 2003 levels, totaling 5.2 percent (57 billion dollars) of the entire
retail sales market [15]. These recent statistics indicate a large body of different-
sized online stores ranging from major retailers like Amazon, BestBuy or Sears
to small web shops offering only tens or hundreds of products. Hence it comes
as no surprise that instances of popular commodities are offered by a fairly large
number of shopping sites. Many of those online shops maintain databases where
they can store information and data to describe their goods. Nonetheless, for
site-owners it proves difficult to get hold of rich and high-quality product data
for all of their items over time, especially if their specifications originate from
product catalogs by different manufacturers. Large size retailers might obtain
this information in a semi-automated fashion via some form of catalog exchange
format. However, small shop owners might have to enter products and feature
data manually. This scenario produces repeated definitions of the same product

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 623–638, 2013.
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Table 1. Comparison of product features between manufacturers and retailers

Manufacturer Product Features Retailer Product Features Coverage1

Samsung LED TV ES6300 89

15 amazon.de

28.09%
39 notebooksbilliger.de
22 conrad-electronics.de
24 voelkner.de

Siemens Kettle TW86103 25

10 amazon.de

23.64%
22 redcoon.de
4 quickshopping.de
13 elektro-artikel-shop.de

Suunto M5 Running Pack 33

12 amazon.de

49%
3 sportscheck.com
1 otto.de
15 klepsoo.com
8 tictactime.de

features, but mainly with incomplete, inconsistent and outdated information
across various online retailers. Little and inaccurate information about products
ultimately hampers the effective matchmaking.

Another source of product data for commodities are their manufacturers.
These compile and maintain specifications of all of their products. Typically,
their product catalogs are managed in Product Information Management (PIM)
systems that can export content to different types of media, e.g. via electronic
product catalogs as seen on many manufacturer sites or printed catalogs. PIM
systems host essential and core product data also known as product master data.

Table 1 presents a simple illustration of the situation using the example of
three random products. The table compares the number of features provided by
the goods’ manufacturers with the features found at a large leading online retailer
and other online merchants of various sizes selected arbitrarily via the “Shopping”
service of Google Germany2. Unless otherwise specified, by “features” we mean
structured product specifications (i.e datasheets in tabular form published on
the shop pages) without taking into account product pictures, product name
and product description. It can be seen that the product data provided across
the different sources vary significantly.

To date, product master data is typically passed along the value chain using
Business to Business (B2B) channels based on Electronic Data Interchange (EDI)
standards such as BMEcat (catalog from the German Federal Association for
Materials Management, Purchasing and Logistics3) [12]. Such standards can
significantly help to improve the automatic exchange of data. However, trading
partners still have to negotiate and set up information channels bilaterally, which

1 “Coverage” = Ratio of average number of retailer features and manufacturer fea-
tures.

2 http://www.google.de/shopping/
3 English for “Bundesverband Materialwirtschaft, Einkauf und Logistik e.V. (BME)”.

http://www.google.de/shopping/
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Manufacturer Web Site: Datasheet Many Shop Sites (with incomplete product features)

http://www.acme.com http://www.shop1.com http://www.shop2.de http://www.shop3.uk

Product 
page with 

details

Shop 1: 
Offer page

Shop 2: 
Offer page

Shop 3: 
Offer page

High-quality picture

weight: 250g
color: blue

EAN:    1234567890123
GTIN14: 12345678901234
MPN:    ACME123
brand:  ACME

EAN: 1234567890123 MPN:   ACME123
brand: ACME

GTIN14: 12345678901234

price: $ 99.99 price: $ 102.10 price: $ 96.00

Search Engine or Browser Plug-in

price: $ 99.99

weight: 250g
color: blue

Fig. 1. Lever of manufacturer product master data using strong identifiers

prevents them from establishing ad-hoc business relationships and raises the
barriers for potential business partners that either do not have the means or
the money to connect via imposed B2B standards. Similarly, end users, who
could benefit from enterprise data liberalization by facing better search and
matchmaking services for products, are neglected [4].

An approach to tackle this issue is to publish rich product master data straight
from the Product Information Management (PIM) systems of manufacturers on
the Web of Data, so that it can be electronically consumed by other merchants in-
tending to trade these goods. Under this premise, retailers and web shop owners
could then rely on widely used product strong identifiers such as European/In-
ternational Article Number (EAN), Global Trade Item Number (GTIN), or Man-
ufacturer Part Number (MPN), to leverage this rich data straight from manu-
facturers. Fig. 1 illustrates an example of this approach, where three different
online merchants benefit from product descriptions and features as published by
the manufacturer relying on the corresponding product strong identifier. Each
online merchant can then use this rich manufacturer information to augment
and personalize their own offering of the product in question.

In this paper, we propose to use the BMEcat XML standard as the starting
point to make highly structured product feature data available on the Web of
Data. We describe a conceptual mapping and the implementation of a respective
software tool for automatically converting BMEcat documents into RDF data
based on the GoodRelations vocabulary [9]. This is attractive, because most PIM
software applications can export content to BMEcat. With our approach, a single
tool can nicely bring the wealth of data from established B2B environments to
the Web of Data. Our proposal can manifest at Web scale and is suitable for
every PIM system or catalog management software that can create BMEcat XML
product data, which holds for about 82% of all of such software systems that we
are aware of, as surveyed in [17]. Furthermore, it can minimize the proliferation
of repeated, incomplete, or outdated definitions of the same product master
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CATALOG
AGREEMENT
SUPPLIER
BUYER

CATALOG_GROUP_SYSTEM
    CATALOG_STRUCTURE
PRODUCT
    PRODUCT_DETAILS
    PRODUCT_FEATURES
    PRODUCT_ORDER_DETAILS
    PRODUCT_PRICE_DETAILS
PRODUCT_TO_CATALOGGROUP_MAP

HEADER T_NEW_CATALOG

Fig. 2. BMEcat 2005 skeleton

data across various online retailers; by means of simplifying the consumption
of authoritative product master data from manufacturers by any size of online
retailer. It is also expected as a result that the use of structured data in terms of
the GoodRelations vocabulary by manufacturers and online retailers will bring
additional benefits derived from being part of the Web of Data, such as Search
Engine Optimization (SEO) in the form of rich snippets4, or the possibility of
better articulating the value proposition of products on the Web.

To test our proposal, we converted a representative real-world BMEcat catalog
of two well-known manufacturers and analyzed whether the results validate as
correct RDF/XML datasets grounded in the GoodRelations ontology. Addition-
ally, we identified examples that illustrate the problem scenario described relying
on structured data collected from 2500+ online shops together with their prod-
uct offerings. Our tests allowed us to confirm the immediate benefits and impact
that adopting our approach can bring to both manufacturers and retailers.

2 Conversion from BMEcat to GoodRelations

In this section, we first introduce background information on the BMEcat stan-
dard and the GoodRelations vocabulary. Then we present key alignments and
challenges underlying the conversion from BMEcat to GoodRelations.

2.1 Background

Both BMEcat and GoodRelations share the goal to facilitate e-commerce trans-
actions and product data exchange between business parties.

BMEcat. BMEcat is a powerful XML standard for the exchange of electronic
product catalogs between suppliers and purchasing companies in B2B settings.
The current release is BMEcat 2005 [12], a largely downwards-compatible update
of BMEcat 1.2. The most notable improvements over previous versions are the
support of external catalogs and multiple languages, and the consistent renaming
of the ambiguous term ARTICLE to PRODUCT. Fig. 2 presents a high-level
view of the document structure for the transmission of a catalog using BMEcat
2005. A valid BMEcat document comprises a header and a payload section:

4 http://support.google.com/webmasters/bin/answer.py?hl=en&answer=99170

http://support.google.com/webmasters/bin/answer.py?hl=en&answer=99170
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– The header defines global settings such as defaults for currency, eligible re-
gions or catalog language, and specifies seller and buyer parties involved in
the transaction. It further may state the agreement or contract that the doc-
ument is based on. The default values specified in the document header can
be overwritten by values defined at product instance level in the document.

– The payload section consists of a product data section and data related
to classification standards (e.g. eCl@ss, UNSPSC)5 or vendor-specific cata-
log group systems. Product data sections consist of product-related infor-
mation, feature data, price details, and order details. The element name
of the payload part determines the transaction type and can be one of
T NEW CATALOG (new catalog), T UPDATE PRODUCTS (update of
product data), and T UPDATE PRICES (update of price data).

GoodRelations. GoodRelations [9] is a light-weight vocabulary (ontology,
schema, data dictionary) for e-commerce on the Semantic Web. Its expressivity
is targeted at the description of an offer and its related entities, i.e. the descrip-
tion of relationships between business entity, offer, and product or service. The
ontology provides basic support for the most frequently used properties and indi-
viduals in offering descriptions, such as product details, prices, and terms and con-
ditions. The GoodRelations ontology allows to extend products (gr:SomeItems or
gr:Individual) with product models (gr:ProductOrServiceModel), or datasheets,
that can contribute detailed product information like product features. For that
purpose, it provides a fully-fledged meta-model for expressing quantitative and
qualitative product properties in OWL. In addition, to further categorize products
and to describe themmore precisely,GoodRelations allows to extend products and
product models with classes and features of comprehensive product classification
standards (e.g. eClassOWL [6] or the Product Types Ontology6).

To refer to GoodRelations elements in the remainder of this paper, we will use
the commonly accepted namespace prefix gr:, which can be employed to shorten
the full URI of the ontology, i.e. http://purl.org/goodrelations/v1#name
becomes gr:name. Accordingly, we will omit any namespace declarations in text
and tabular descriptions.

2.2 Alignments

In the following, we outline correspondences between elements of BMEcat and
GoodRelations and propose a mapping between the BMEcat XML format and
the GoodRelations vocabulary. Given their inherent overlap, a mapping between
the models is reasonable with some exceptions that require special attention. We
will highlight these cases, nonetheless we can not cover the full alignment here.

For the mapping between the two schemas the following aspects were con-
sidered: Company details (address, contact details, etc.), product offer details,
catalog group structures, product features including links to media objects,

5 http://www.eclass.de/, http://www.unspsc.org/
6 http://www.productontology.org/

http://www.eclass.de/
http://www.unspsc.org/
http://www.productontology.org/
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Table 2. Mapping of product details from BMEcat to GoodRelations

BMEcat GoodRelations

PRODUCT gr:Offering, gr:Individual/gr:SomeItems,
gr:ProductOrServiceModel

SUPPLIER PID type={ean, gtin} gr:hasEAN UCC-13, gr:hasGTIN-14

PRODUCT DETAILS
DESCRIPTION SHORT lang={en, de, . . . } gr:name with language en, de, . . .
DESCRIPTION LONG lang={en, de, . . . } gr:description with language en, de, . . .
INTERNATIONAL PID type={ean, gtin} gr:hasEAN UCC-13, gr:hasGTIN-14
MANUFACTURER PID gr:hasMPN
MANUFACTURER NAME gr:hasManufacturer → gr:BusinessEntity

→ gr:name
PRODUCT STATUS type={new, used, . . . } gr:condition

and references to external product classification standards. Furthermore, multi-
language descriptions in BMEcat are handled properly, namely by assigning
corresponding language tags to RDF literals. An illustrative example of a cata-
log and its respective conversion is available online7. However, in the context of
this paper we focus solely on product model data. Also, we do not provide align-
ments for full classification standards that can be exchanged since BMEcat 2005,
primarily because of the complexity and for legal reasons especially gaining in
importance when converting licensed classification standards. Moreover, there
already exist proposals that focus on the conversion and publication of product
classification standards (e.g. eClassOWL [6]).

Product Details. At the center of the proposed alignments are product details
and product-related business details. Table 2 shows the BMEcat-2005-compliant
mapping for product-specific details. Table 2 adds an additional level of detail to
the PRODUCT → PRODUCT DETAILS structure introduced in Fig. 2. The
element name highlighted in bold font face determines a new nesting level, e.g.
PRODUCT consists of an attribute for the product identifier of the supplier
and a sub-element PRODUCT DETAILS. The elements discussed in the present
context are all mapped to properties of product instances, product models and
offers in GoodRelations. However, our main interest lies in the alignment to
gr:ProductOrServiceModel. The product identifier can be mapped in two differ-
ent ways, at product level or at product details level, whereby the second takes
precedence over the other. Whether the European Article Number (EAN) or the
Global Trade Item Number (GTIN) is mapped depends on the type-attribute
supplied with the BMEcat element. Furthermore, the mapping at product level
allows to specify the manufacturer part number, product name and description,
and condition of the product. Depending on the language attribute supplied
along with the DESCRIPTION SHORT and DESCRIPTION LONG elements
in BMEcat 2005, multiple translations of product name and description can be

7 http://www.ebusiness-unibw.org/projects/bmecat2goodrelations/example/

http://www.ebusiness-unibw.org/projects/bmecat2goodrelations/example/
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Table 3. Mapping of product features from BMEcat to GoodRelations

BMEcat GoodRelations

PRODUCT FEATURES
REFERENCE FEATURE SYSTEM NAME referenced classification system identifier
REFERENCE FEATURE GROUP ID rdf:type (class id of classification system)
REFERENCE FEATURE GROUP NAME gr:category

FEATURE
FNAME rdfs:label and property name in GR
FDESCR rdfs:comment
FVALUE gr:hasValueFloat
FUNIT gr:hasUnitOfMeasurement
FREF feature id of referenced classification sys-

tem, property name in GR context

Table 4. Mapping of a catalog group system in BMEcat to a rdfs:subClassOf -hierarchy

BMEcat GoodRelations

CATALOG GROUP SYSTEM
CATALOG STRUCTURE owl:Class
GROUP ID class name of owl:Class
GROUP NAME lang={en, de, . . . } rdfs:label with language en, de, . . .
GROUP DESCRIPTION lang={en, de, . . . } rdfs:comment with language en, de, . . .
PARENT ID rdfs:subClassOf (class id of superclass)

obtained. Lastly, the manufacturer name is mapped to a little more complex pat-
tern in GoodRelations, i.e. the value of MANUFACTURER NAME maps to the
name of the legal entity attached to the product model via gr:hasManufacturer.

ProductFeatures. BMEcat allows to specify products using vendor-specific cat-
alog groups and features, or to refer to classification systems with externally de-
fined categories and features.Themapping of product classes and features is shown
in Table 3. The target GoodRelations property of the REFERENCE FEATURE
SYSTEM NAME (e.g. ECLASS-5.1) andREFERENCE FEATURE GROUP ID
have no direct mapping, rather a combination of them unambiguously determines
the class identifier of a reference classification system (e.g. eClassOWL [6]). Like-
wise, the FREF element can be used together with FVALUE and an optional
FUNIT element to specify a feature whose property is referenced externally. Oth-
erwise, if no FREF is available for a feature, then the feature is defined locally.
The FUNIT element can be used to discern property types in GoodRelations, i.e.
to assign a quantitative object property to the product model in RDF if a value for
FUNIT is given, otherwise a datatype property. The distinction will be addressed
in more detail in Section 2.3.

Catalog Group Systems. Catalog groups are a means to further re-
fine product descriptions. A catalog group system is mapped building up an
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rdfs:subClassOf -hierarchy based on the GenTax algorithm [10], which permits
to create meaningful ontology classes for a specific context while at the same
time preserving the original hierarchy, i.e. the catalog group taxonomy. Table 4
outlines the mapping of catalog groups in BMEcat to RDF. The hierarchy is
determined by the group identifier of the catalog structure that refers to the
identifier of its parent group.

Product and Catalog Group Map. In order to link catalog groups and
products, BMEcat maps group identifiers with product identifiers using PROD-
UCT TO CATALOGGROUP MAP. Accordingly, products in GoodRelations are
assigned corresponding classes from the catalog group system, i.e. they are de-
fined as instances (rdf:type) of classes derived from the catalog group hierarchy.

2.3 Design Decisions

In the following, we cover aspects of the conversion where the alignment of the
two schemas turned out to be challenging.

Datatype versus Object Properties. OWL distinguishes between object
properties and datatype properties [1]. The former category describes proper-
ties that link between individuals, whereas the latter links individuals with data
values (literals), e.g. an entity with a numeric value or a textual description.
The GoodRelations vocabulary further refines the categorization made by OWL
by discerning qualitative and quantitative object properties. On the other side,
BMEcat does not explicitly discriminate types of features, so features (FEA-
TURE ) typically consist of FNAME, FVALUE and, optionally, an FUNIT el-
ement. The presence of the FUNIT element helps to distinguish quantitative
properties from datatype and qualitative properties, because quantitative val-
ues are determined by numeric values and units of measurements, e.g. 150 mil-
limeters or 1 bar. Thus, any other feature is either a qualitative or a datatype
property.

It is impossible to reliably discern qualitative properties and datatype prop-
erties in an automated way during conversion (e.g. are S, M, and L qualitative
values describing garment sizes or rather simple literal values?), so we reserve
this task for solving in the RDF world (potentially bringing in additional knowl-
edge) and declare all such properties as datatype properties with a range of type
string.

For those features whose values likely qualify as boolean values we provide a
simple heuristic, i.e. if the feature value is one of “y”, “n”, “yes”, “no”, “true”,
or “false”, then the property is assumed to be a boolean datatype property.
Similarly, all rules that apply to properties also apply to their respective values,
i.e. a quantitative property implies quantitative values, and so forth.
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Float Value Ranges in Datatype Properties. Unlike GoodRelations, BME-
cat does not allow to model range values by definition. There are two possibili-
ties to model them in BMEcat, though. Either the BMEcat supplier defines two
separate features, or the range values are encoded in the FVALUE element of
the feature. The first option defines a feature for the lower range value and a
feature for the upper range value, respectively. The downside of this approach
is that two unrelated GoodRelations properties arise. The second alternative,
i.e. range values encoded as single feature values, leads to invalid values (e.g.
gr:hasValueFloat “10-20”ˆ̂ xsd:float) when mapped to GoodRelations. For that
reason, typical value patterns describing upper and lower ranges (like operating
temperature of “5-40” degrees Celsius) are mapped to gr:hasMinValueFloat and
gr:hasMaxValueFloat of quantitative values in GoodRelations. This approach,
however, works only for common encoding patterns for range values in text.

Units of Measurement. BMEcat and GoodRelations recommend to use UN/
CEFACT [14] common codes to describe units of measurement. In reality, though,
it is common that suppliers of BMEcat catalogs export the unit of measurement
codes as they are found in their PIM systems. Instead of adhering to the standard
3-letter code, they often provide different representations of unit symbols, e.g. cm,
centimeters, etc. in place of CMT, which would be the correct UN/CEFACT code.
This is inconvenient with regard to potential applications that should consume
the data and compare products upon feature descriptions.

2.4 Implementation

The implementation of the logic behind the alignments to be presented herein re-
sulted into the BMEcat2GoodRelations tool. BMEcat2GoodRelations is a
portable command line Python application to facilitate the conversion of BME-
cat XML files into their corresponding RDF representation anchored in the
GoodRelations ontology for e-commerce. Due to the limited length of this pa-
per, we refer readers to the project landing page hosting the open source code
repository8, where they can find a detailed overview of all the features of the
converter, including a comprehensive user’s guide.

3 Evaluation

To evaluate our proposal, we implemented two use cases that allowed us to
produce a large quantity of product model data from BMEcat catalogs.We tested
the two BMEcat conversions using standard validators for the Semantic Web,
presented in Section 3.1. Then we compare the product models obtained from
one of the BMEcat catalogs with products collected from Web shops through a
focused Web crawl. Finally, we show the potential leverage of product master
data from manufacturers with regard to products offered on the Web.

8 http://code.google.com/p/bmecat2goodrelations/

http://code.google.com/p/bmecat2goodrelations/
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3.1 Validation of Use Cases

We tested our conversion using BMEcat files from two manufacturers, one in the
domain of high-tech electronic components (Weidmüller Interface GmbH und Co.
KG9), the other one a supplier of white goods (BSH Bosch und Siemens Haus-
geräte GmbH10). In the case of Weidmüller, the conversion result is available on-
line11. The products in the BSH catalog were classified according to eCl@ss 6.1,
whereas Weidmüller provide their own proprietary catalog group system. This
allowed us to validate the BMEcat converter comprehensively. Although the con-
versions completed without errors, still a few issues could be detected in each
dataset that we will cover subsequently.

To validate the output of our conversion, we used publicly available online
and offline validators. In addition to that, our converter prints helpful warn-
ing messages to the standard output. In summary, the converter was tested
using the following validation steps: (1) BMEcat2GoodRelations converter out-
put (including error and warning messages, if any), (2) RDF/XML syntax valid-
ity12, (3) Pellet validation13 for spotting semantic, logical inconsistencies, and
(4) GoodRelations-specific compliance tests14 to spot data model inconsistencies.

The converter has built-in check steps that detect common irregularities in
the BMEcat data, such as wrong unit codes or invalid feature values. In Table 5,
we list a number of warning messages that were output during the conversion of
the BMEcat files, together with the validation results of the different validation
tools. As shown in the table, the two conversions pass most validation checks,
with a few data quality issues reported by some validators. In the BSH catalog
for example, some fields that require floating point values contain non-numeric
values like “/”, “0.75/2.2”, “3*16”, or “34 x 28 x 33.5”, which originates from
improper values in the BMEcat. Another data quality problem reported is the
usage of non-uniform codes for units of measurement, instead of adhering to
the recommended 3-letter UN/CEFACT common codes (e.g. “MTR” for meters,
“VLT” for Volt, etc.).

3.2 Missing Product Features on the E-Commerce Web of Data

Table 1 in the introduction showed how the number of features published by man-
ufacturers does not always end up in the descriptions of the offerings published
by online retailers. In this section, we elaborate on a complementary example
that uses structured data on the Web of Data.

In addition to the manufacturer BMEcat files, we took a real dataset ob-
tained from a focused crawl whereby we collected product data from 2629 shops.
The dataset has a slight bias towards long-tail shops. Furthermore, the Web

9 http://www.weidmueller.com/
10 http://www.bsh-group.com/
11 http://catalog.weidmueller.com/semantic/sitemap.xml
12 http://www.rdfabout.com/demo/validator/, http://www.w3.org/RDF/Validator/
13 http://clarkparsia.com/pellet/
14 http://www.ebusiness-unibw.org/tools/goodrelations-validator/

http://www.weidmueller.com/
http://www.bsh-group.com/
http://catalog.weidmueller.com/semantic/sitemap.xml
http://www.rdfabout.com/demo/validator/
http://www.w3.org/RDF/Validator/
http://clarkparsia.com/pellet/
http://www.ebusiness-unibw.org/tools/goodrelations-validator/
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Table 5. Validation of BMEcat conversions

Validation BSH Weidmüller

BMEcat2GoodRelations
converter

warnings: (a) wrong values where
numeric values were expected;
(b) non-standard unit codes de-
tected

warnings: (a) non-
standard unit codes
detected

RDF Validator valid. warning: invalid lexical
value for literal

valid

W3C RDF Validation valid valid

Pellet valid. warning: malformed
xsd:float detected

valid

GoodRelations Valida-
tor

step 32 failed: non-compliance of
float literal with xsd:float

valid

shops were not crawled entirely. Nonetheless, Fig. 3 illustrates the distribu-
tion of the product count across shops for a snapshot of the crawl. To re-
move any potential bias caused by multiple definitions of the same product
on different pages (because of non-canonical URIs containing query strings like
prod id=1&sess id=XYZ), the boxplot was generated using the count of prod-
ucts with distinct EANs per shop. The upper quarter of shops offer more than
493 products according to Fig. 3. More interestingly, half of the shops offer less
than 89 distinct products, whereas one quarter of the shops have less than 14
products. This could be explained either by the fact that several shops are rather
small and provide only a limited set of offers, or by the non-comprehensive crawl
of shop domains.

In Table 6, we complement the example given in the introduction with in-
sights from our collected data. The products listed in the table represent prod-
uct models from the BSH dataset and product instances from Web shops based
on overlapping EANs. In the current dataset, there exist 95 of such matches
based on EANs. The comparison of the amount of properties from the manufac-
turer with the number of properties from the retailers shows a significant gap.
For instance, take the vacuum cleaner (German: Bodenstaubsauger) in row 2 of
Table 6. It shows 30 product properties coming from the manufacturer and an
average number of nine properties across the three shops that offer the product.
Therefore, the properties in the shops only amount to a fraction (30%) of the
properties available from the manufacturer. The relatively constant number of
properties for product instances may be explained by the shop extensions that
typically only express standard features like product name, GTIN, EAN, SKU,
product weight and dimensions. Although this might to a certain extent explain
the numbers, it does not change our premise that structured product master
data is still lacking on the Web.

We collected all the data in an SPARQL-capable RDF store and extrapolated
some statistics to substantiate the potential of our approach. The number of
product models in the BSH was 1376 with an average count of 29 properties,
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Fig. 3. Boxplot of distribution of product count across Web shops

Table 6. Product features in BSH BMEcat and retailers publishing GoodRelations

BSH Product Features Retailer Product Features Coverage15

TW86103 Wasserkocher
(EAN: 4242003535615)

25 10 marketplace.b2b-discount.de 40%

Bodenstaubsauger Beutel
30

10 www.ay-versand.de
30%VS06G2410 2400 W 9 www.megashop-express.de

(EAN: 4242003356364) 8 fairplaysport.tradoria-shop.at

Mikrowelle HF25M5L2 Edel-
stahl (EAN: 4242003429303)

51 7 www.european-gate.com 13.73%

while the Weidmüller BMEcat consisted of 32585 product models with 47 prop-
erties on average created by our converter. By contrast, the nearly 2.7 million
product instances from the crawl only contain eleven properties on average.

3.3 Potential Leverage of Product Master Data on the Web

Table 6 from Section 3.2 confirmed the scenario presented in Table 1 in the
introduction in the context of BSH product models and a sample of 2500+ online
shops that provide structured data.

In this section, we present some specific examples of the number of online
retailers that could readily benefit from leveraging our approach. To remain in
the scope of the use cases discussed, the examples are chosen from the BSH
BMEcat products catalog, within the German e-commerce marketplace.

We chose to check for the number of shops offering products using a sample
size of 90 random product EANs from BSH BMEcat. The sample size was se-
lected based on a 95% confidence level and 10% confidence interval (margin of
error), i.e. requiring a minimum of 90 samples given the population of 1376 prod-
ucts in the BMEcat. Using the sample of EANs, we then looked up the number
of vendors that offer the products by entering the EAN in the search boxes on
Amazon.de, Google Shopping Germany, and the German comparison shopping
site preissuchmaschine.de16. This gave us a distribution of shops grouped by
EAN as outlined in the boxplots in Fig. 4.

15 “Coverage” = Ratio of average number of retailer features and BSH features
16 http://www.amazon.de/, http://www.google.de/shopping/,

http://www.preissuchmaschine.de/

http://www.amazon.de/
http://www.google.de/shopping/
http://www.preissuchmaschine.de/


BMEcat for Product Master Data on the Semantic Web 635

����

����

����

���

���

���

����	��

����	��

����	��

�
�

�
�

�
�

�	��

�	��

�	��

�� ��� 
�� �� ��� ��� ���

������������������������������

����������	�	��������

��������������������	�����������

� �������!�

Fig. 4. Boxplots of distribution of shop offers per European Article Number (EAN)

The numbers we got from this experiment were lower than expected. For ex-
ample, the maximum number of sellers offering a specific product was 48. For half
of the products that we tested at least 16 offers appeared in the price comparison
search engine. In the Amazon.de and Google Shopping Germany marketplaces
by comparison, the number of offers for a product among the sample of product
EANs was even lower. We can think of various explanations for this, namely that
the marketplace regulations try to limit competition among market participants
and, more importantly, that adding products to the marketplace presents a bar-
rier to smaller shop owners (in the case of Google Shopping, a shop is asked to
upload product data using a populated product feed or an API). Furthermore,
the small numbers may be due to (1) localized searches (.de-domain), (2) the
fact that shops rarely populate their products with EAN identifiers, or (3) the
type of products in our sample, in this case from the domain of white goods that
are likely not that popular for being sold online. More precisely, unsupported
small shop owners may not find it very attractive to sell dishwashers online given
the effort involved for logistics.

To put Fig. 4 (boxplots) in perspective, we did a comparison with a more popu-
lar product, i.e. “CanonPowerShotA2300 schwarz” (withEAN“8714574578828”).
We repeated the above searcheswith the same online services, but nowusing (a) the
EAN of this digital camera and (b) the product name, suspecting that many retail-
ers do not populate their products with EAN but use other strong identifiers in-
stead. Amazon.de and preissuchmaschine.de constantly gave 45 and 233 results,
respectively. Google Shopping Germany, however, returned only 4 results when
searching by the EANnumber, but 144 results for a search by product name. These
results indicate that using a combination of different types of strong identifiers
could leverage product master data on the Semantic Web.

4 Related Work

The rise of B2B e-commerce revealed a series of new information management
challenges in the area of product data integration [5,13]. Separately, the gradual
realization of the Semantic Web vision has motivated significant efforts aimed
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at representing existing e-commerce product related data and classification stan-
dards adopting open semantic technologies and data models [7,8,2].

Yet, in the context of managing product master data in particular, two pre-
vious solutions stand out [3,16] based on their similarities with respect to our
problem scenario. The study in [3] presents a meta-model in OWL DLP (which
expressivity profile lies between OWL 1 Lite and OWL 1 DL) as part of a seman-
tic application framework that can provide semantic capabilities to a generic PIM
system. On the other hand, [16] has developed an extension that allows lifting
the data from existing relational databases of leading Master Data Management
(MDM) systems into RDF format. This allows semantic interoperability across
organizations’ core data, applications and systems.

Both solutions share our reliance on Semantic Web technologies to facilitate
product master data integration and consistency across separate data sources.
However, there are several aspects where they deviate from our proposal as
presented in the sections above, most notably: (a) their scope focuses on closed
corporate environments which may involve proprietary applications or standards
rather than open technologies at the scale of an open Web of Data; and (b) being
aimed at generic PIM and MDM systems, their level of abstraction is very broad,
introducing additional degrees of separation with respect to the applicability to
the problem scenario targeted by the BMEcat2GoodRelations converter tool.

In that sense, BMEcat2GoodRelations is to the best of our knowledge the only
solution developed with open standards, readily available to both manufacturers
and retailers to convert product master data from BMEcat into structured RDF
data suitable for publication and consumption on the Web of Data.

5 Conclusions and Outlook

The proliferation of online retailers in recent years was accompanied by a grow-
ing number of products being offered on the Web. Such a substantial increase
of online goods introduces new data management challenges. More specifically,
it involves how information, in particular products, features or descriptions, can
be processed by stakeholders along the product life cycle. Our experience after
a survey of 2500+ different-sized online merchants indicates that in the cur-
rent conditions product data suffers from incomplete, inconsistent or outdated
information.

As a partial solution to mitigate the shortage of missing product master
data in the context of e-commerce on the Web of Data, we propose the BME-
cat2GoodRelations converter. This ready-to-use solution comes as a portable
command line tool that converts product master data from BMEcat XML files
into their corresponding OWL representation using GoodRelations. All inter-
ested merchants have then the possibility of electronically publishing and con-
suming this authoritative manufacturer data to enhance their product offer-
ings relying on widely adopted product strong identifiers such as EAN, GTIN,
or MPN.

We argue that the construction of a firm basis of product master data is
the prerequisite for useful matchmaking scenarios. The data we collected and
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analyzed, provides enough evidence to motivate on the one hand a critical mass
of manufacturers to release their product master data and on the other hand
retailers to attach strong identifiers to their products. The immediate impact
would be a huge lever for enriching online offers by product features and less
effort to be put into data cleansing thanks to a gain in more high-quality data.
Both factors would pave the way to more granular data analysis and search
experience for organizations and individuals.
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Abstract. Within specific domains, users generally face the challenge
to populate an ontology according to their needs. Especially in case
of novelty detection and forecast, the user wants to integrate novel
information contained in natural text documents into his/her own
ontology in order to utilise the knowledge base in a further step. In
this paper, a semantic document ranking approach is proposed which
serves as a prerequisite for ontology population. By using the underlying
ontology for both query generation and document ranking, query and
ranking are structured and, therefore, promise to provide a better ranking
in terms of relevance and novelty than without using semantics.

Keywords: Document ranking, Ontology-based information extraction,
Novelty detection, Semantic similarity.

1 Motivation

The existence and steady growth of the Web has granted us vast amounts of
web documents in which contained information can be discovered and utilised
for certain information needs. Some of the existing information extraction (IE)
techniques make use of background information provided by Semantic Web
ontologies. In the past, various ontology-based information extraction (OBIE)
systems have been proposed, where ontologies are used within the IE process.
Although there exist quite a lot of notable ontologies, in many application
areas appropriate ontologies are, due to domain-specificity, too small and, hence,
need to be populated in terms of adding instances and properties. For ontology
population, it is a crucial task to find new textual information which is relevant
to the domain expert, but has not been stored in the knowledge base (KB)
and, therefore, has been made usable. In this work, we focus on the worthwhile
interplay between an existing KB and a text document corpus, which – in case
of the use case of trend detection – is created on demand.

Within the area of ontology population, we propose a novel approach for
document ranking in the context of structural search for “novel” items in text
documents. We claim that semantics can be used to rank documents according
to their expected novel items contained therein.

� Work leading to this paper has been partially supported by the German Ministry of
Education and Research (BMBF) under grant no. 02PJ1000.

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 639–644, 2013.
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2 Related Work

Our approach is part of an ontology population system with the task of
finding relevant and novel information and integrating it into a – e.g., company
wide – KB. There are already many OBIE systems [1]. However, concerning
novelty search on documents, current approaches show only little [2] or no
semantic components [3, 4], although semantics can resolve inconsistencies and
ambiguities. Existing approaches are subject to different definitions of novelty
and different application areas and granularities. Within the TREC “novelty
track” in 2002–2004 [5], systems for detecting novelty were designed. However,
the task took place on sentence level, was limited to event and opinion detection,
and was aligned for non-domain-specific texts such as news. A similar case is
the novelty detection task of the Text Analysis Conference (TAC) Knowledge
Base Population (KBP) track [6]. Li and Croft [2] address the field of novelty
formalisation in depth. Under the semantic point of view, they merely make
use of a low-key named entity recognition and classification (NERC) component
and primarily rely on statistical patterns. Zhang et al. [4] regard the challenge of
novelty and redundancy detection as a filtering process. Documents are filtered
at first according to relevance to the topic, and in a second step according to
novelty defined as non-redundancy with respect to previously seen documents.
Contrary to systems like “Newsjunkie” [3], we face domain-specific documents
like technical reports and patents, and therefore do not have to deal with the
problem of analysis of huge amounts of articles in a very short time period,
known as “burst of novelty”.

Besides the novelty aspect, our work touches upon the research area of query
generation as well as graph comparison techniques and similarity metrics. Work
here [7–10] might show good results for query suggestion or expansion techniques.
Our novel approach, however, uses an underlying ontology as a bridge for both
query generation and document ranking.

Last but not least, Aleman-Meza et al. [11] and several researchers at the
TAC KBP track [6] whose task it was to find property values in documents
(called “slot filling”) provide a document ranking approach which also exploits
named entities (NEs) found in documents. In the first case, a weighting schema
is proposed, where domain experts need to assign weights to the edges between
classes of the KB schema in order to model the relatedness. The existence of huge
ontologies like DBLP and many different data sources is assumed here. Contrary
to this assumption, we want to populate our own, rather small, domain-specific
ontology with instances and properties and need to take novelty detection into
consideration.

3 Proposed Approach

Given our own KB with instances and schema, our goal is to search for documents
and to rank them, so that the documents most novel to the KB and relevant to
the query and to the KB have the highest ranking. In the overall OBIE system
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Fig. 1. According to a user’s context a structured query is generated with the help of
an underlying ontology. After the creation of a document corpus (using the query in
an unstructured fashion), annotation and ranking of documents are performed. In a
further step, on which we do not focus on, the annotations are verified by the user and
used for populating the ontology. In succeeding search rounds search is based on the
enriched ontology.

in which our approach is embedded, a second step follows in which the user is
able to import phrases marked in the document into his/her KB as property
values. Figure 1 gives an overview of the interplay between an ontology and
document texts with potentially novel information. In the following, we describe
our ranking approach.

Assuming that we have a pre-defined KB schema with assigned weights on
the edges expressing the strengh of relatedness and some instances, we start
our search by defining the search query – and, hence, the query graph – by the
user and his/her context. Besides instances and property values from the KB,
additional search keywords can be defined by the user. After expanding the query
graph with neighbouring entities of the KB (or neighbouring instances of merely
the targeted entity type), we can transform the query graph plus additional
keywords into a keyword phrase for simple document search, getting a crawled
set of web documents. Of course, we can also operate on a fixed document
collection, although this would hamper the overall goal of getting external novel
information like in the use case of trend detection and forecast.

As the extended query graph is a subgraph of the KB instance graph and each
instance has a fixed set of possible properties, we can find out which relationships
(i) between instances and property values and (ii) between instances and other
instances of the KB exist and which are still missing. To include the “real”
filling degree in terms of personalised importance or novelty degree, we use the
weights of the edges in the KB schema graph. By means of the KB, we construct
for each document a graph containing all instances found as NEs in the focused
document and their relationships among these instances read from the KB.
According to further features such as the frequency of the found NEs, additional
weights can be assigned to the nodes in the document graphs. For each document,
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we can compute a final score compliant with the local severity of found instances
in the document, with their novelty degree (inverse filling degree), and with the
actual weighting of edges in the KB schema graph. New detected NEs and string
matches are also included.

The documents are ranked according to the document scores they obtained.
Furthermore, we can use implicit user feedback in the following way: If the
user determines which properties or instances are important and novel in the
focused document, the weights in the KB schema graph between the classes of
the instances (or properties) which were found in the document are adapted.
By this means, we can defer to the personal views what relationships between
certain classes and properties (or other classes) are of great significance.

The proposed ranking approach is geared to the need of having an approach
for ranking documents as a prerequisite for the ontology population task. This
involves the inclusion of the novelty aspect into ranking and the adaptation of
context and user-dependent association weights between classes.

4 Implementation and Research Methodology

The proposed framework of ontology supported novelty search is currently
under development, so that experiments and evaluation could not be performed
yet. As use case we chose technology companies, since they are interested in
technology forecasts and novelty detection. The lightweight use case ontology
consists of classes like technology, company, product, and person. For a valid and
comparable evaluation, we plan to evaluate our approach also on a non-specific
domain, using the AQUAINT collection, which consists of newswire articles, as
used in the TREC 2005 HARD track. Here, DBpedia will be used as underlying
KB.

Annotation is done by the wikify service of the Wikipedia Miner [12]. We
adopt ideas from wikifier, but adapt it to specific domains, by using the content
of our domain-specific semantic-based wiki. In order to detect also new entities,
property values, and relationships, we use GATE1, a well-established rule-based
framework.

Our research focuses on semantic document ranking. We implement and
plan to evaluate a ranking score function as proposed above. Concerning our
domain-specific use case, the final evaluation will be done by students and experts
in companies. During the evaluation, we compare the approach of manually
assigning weights to the edges in the schema graph with the approach of learning
weights. Possible evaluation scenarios entail: 1. We measure whether the users
need less time to find a specific amount of relevant and novel documents in
comparison to the time they needed in case of using generic search engines like
Google. 2. We can also determine whether more relevant and novel documents
were found in a specific time interval. This is the main aim of innovation partners
in companies and serves as practical motivation.

1 http://gate.ac.uk

http://gate.ac.uk
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5 Conclusion and Prospects

Semantic-based solutions for document ranking do not regard novelty as a
criterium so far. In this work, a new ranking approach is proposed. It is designed
to improve document retrieval, since users generally face the problem of being
commited to review too many text documents containing irrelevant or already
known information. With the help of the proposed ranking schema, the more
relevant and potentially novel information a document contains, the higher it
is ranked and, hence, more likely to be worth reading and the more useful
for ontology population. The next steps will involve the implementation and
valid evaluation of the semantic ranking approach. In the medium term, we
plan to integrate our work into a theoretical foundation like Markov random
models.
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Abstract. Researchers have been interested recently in publishing and
linking Humanities datasets following Linked Data principles. This has
given rise to some issues that complicate the semantic modelling, com-
parison, combination and longitudinal analysis of these datasets. In this
research proposal we discuss three of these issues: representation round-
tripping, concept drift, and contextual knowledge. We advocate an inte-
grated approach to solve them, and present some preliminary results.

Keywords: Semantic Web, Formats, Concept Drift, Contexts.

1 Motivation and Research Questions

Humanities researchers have been interested recently in publishing and linking
their datasets following Linked Data principles, in order to enhance their decen-
tralization, openness, changeability and integration. Traditionally, the unique
demands of the Humanities, their limited technical and modelling interests, and
the highly contextualized nature of their source materials have kept this field
distant from the Semantic Web.

We make efforts to bridge the gap. As case studies, we convert Dutch historical
censuses (1795-1971) and the catalogue of publications in the Netherlands during
the Golden Age (STCN, 16th century onwards) to RDF [10], we model them
using standard vocabularies, and we publish them on the Web.

These datasets are messy and heterogeneous. Different dataset versions con-
tain inconsistent structuring rules, concepts with a changing meaning over time,
and multiple representation formats. Comparison, combination and longitudinal
queries (e.g. evolution on the number of shoemakers in Amsterdam from 1795 to
1971 ) are notoriously difficult. Researchers are forced to manually rewrite data
and queries, incurring in high labour costs and non repeatable practices.

Figure 1 shows data heterogeneity interacting with other indicators. Since
our goal is to increase data integration, data heterogeneity has to lower, as
shown by arrows and signs. Lowering data heterogeneity is no trivial task, and
we identify format round-tripping, concept drift and contextual knowledge as
influencing indicators that can indirectly improve data integration.

Format Round-Tripping. Lots of data formats are used to encode semistruc-
tured datasets. Tools for legacy conversion between these formats are required:
Humanities researchers use non RDF compatible tools, and providing data in
� Advisors: Stefan Schlobach and Frank van Harmelen
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Fig. 1. Indicators influence each other as indicated by arrows. The increase of any
given indicator increases/decreases, respectively, the one influenced by it as indicated
by the +/- signs. E.g., increasing format round-tripping decreases data heterogeneity.

various formats on demand is a requirement. Under this topic we will investigate,
first, how to perform any plain, tabular, tree-based, graph-based or relational-
based format conversion from a holistic point of view and, second, whether the
original data can be retrieved after arbitrary conversions.
Concept Drift. Different versions of the same dataset show that concepts
change their meaning over time, especially if the time gap is wide. Although
not meaning exactly the same, two time gapped instances of the same concept
may preserve some degree of sameness. For example, the concept shoemaker
in the 17th century (someone who makes shoes with leather) has drifted until
nowadays (someone who owns a company). Mapping drifted concepts correctly
is necessary to solve longitudinal queries in Humanities data.
Contextual Knowledge. Humanities ontologies require dynamic concept for-
malizations instead of static ones, especially for contested, open-textured or am-
biguous concepts. The definition of such concepts needs to be dynamically built
depending on their contexts. Examples of contextual knowledge are the time
when and the space where the concept occurs, subjective opinions on the con-
cept, or domain expert statements about the concept. Multiple contradictory
definitions may need to coexist in one ontology.

Concept drift and knowledge from contexts are closely related. Since the con-
text of a concept often changes over time, a definition of concept drift based on
the varying properties in contexts can be established. Despite less connected,
formats often define metadata describing dataset contextual information, which
needs to be appropriately modelled. We realize these phenomena are not exclu-
sive to the Humanities, and this proposal looks further on solving longitudinal
analyses in dynamic domains of any kind.

We define a general goal of providing algorithms, formalisms and tools to
disambiguate, clean, prepare, normalize, transform, link and query Humanities
datasets, conforming a framework for effective Humanities data publishing in the
Semantic Web. Under this umbrella, our research questions are:
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1. Can RDF data models faithfully represent the Humanities sources? Is an
RDF-based format round-tripping framework possible?

2. How can we model concept drift? Can drifted concepts be aligned?
3. Can we infer dynamic concept definitions from explicitly formalized con-

texts? Can these contexts help solving concept drift?

2 State of the Art

Work has been developed on translating RDF, spreadsheet formats and rela-
tional databases. Conversion from relational databases to RDF is covered by
[7,13], and the W3C has developed a standard (R2RML) for this purpose. Some
tools like D2RQ allow accessing relational databases as virtual RDF graphs.
Translating RDF backwards to the relational model is developed in [12] under
some assumptions. Conversion between spreadsheet formats and RDF is also
possible [6,10]. Google Refine is a power tool for working with messy data and
generic format translations, with plugins supporting RDF.

Concept drift in the Semantic Web has been studied in [14], where the authors
establish a theory for concept drift defining the meaning of a concept in terms
of its intension, extension and labeling. Other Semantic Web approaches have
used conceptual clustering [2] or concept signatures [5] to detect concept drift.
In Description Logics, ontology diff [3] can be used to determine meaning differ-
ences. The question has been discussed in Philosphy around the confrontation
of history of unit-ideas versus a pure linguistic intellectual history [9].

Some work has been done recently with respect to contexts in the Semantic
Web, although they emphasize the specific goals of improving data integration
[4] or speeding up reasoning [11]. Rule interchange languages for the Semantic
Web like RIF are also related to dynamic concept construction [8].

3 Proposed Approach

Format Round-Tripping. Existing approaches on format conversion pair any
data format with RDF and perform a forward or backward transformation be-
tween the two. Our proposal is to take an holistic approach, studying the expres-
sivity of these languages and checking whether arbitrary translation workflows
are possible. We are interested in round-tripping translation paths to check if
original representations can be regenerated without data loss. We aim at canon-
ical RDF graph forms [1] and centric RDF data representations.
Concept Drift. We will study what precise relationship holds between two
different versions of a changing concept, identifying the presence of a drift and
its nature. Using Description Logics work on ontology diff [3], we will define a
minimum meaning concept core, which keeps stable over time despite other non
essential transformations. A data model to represent drifted concepts will be
needed. A systematic comparison between unstable concept properties will tell
whether a drift occurred, and its type. We consider discussions on history of unit-
ideas [9] and theories of concept drift for the Semantic Web [14] as inspiration.
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Contextual Knowledge. We will study how concepts can be dynamically de-
fined depending on their graph contexts. To solve contextual knowledge questions
we aim at a two step process. First, we target an explicit semantic representa-
tion of the context of a concept, and we will use various data models and vo-
cabularies to define contexts. Second, we consider inference for deriving logical
consequences from previously selected contextual graphs. This process can be
further integrated with our concept drift framework.

4 Research Methodology

We establish an iterative workflow that runs the proposed topics in parallel,
first developing theories and then proposals. Proposals will be evaluated with
at least the two Humanities case-studies referred in Section 1. All models and
automated methods will be validated by domain experts. At the end of each
iteration, resulting design methods will be scaled up and refined.

5 Results and Future Work

Regarding format round-tripping, we implemented some preliminary tools1,2.
TabLinker is a MS Excel to RDF converter supporting translation of annotations
and interactive user defined mappings. We also developed scripts generating RDF
from various semistructured data formats. We plan to evaluate round-tripping by
comparing an original file with its circularly translated homologue. With respect
to concept drift, a first set of mappings between possibly label-drifted concepts
have been defined using label similarity functions. We run simple longitudinal
queries with MP2Demo, relying on an hybrid top-down/bottom-up approach that
combines upper ontologies (e.g. Historical International Standard Classification
of Occupations, HISCO) with automatically extracted local ontologies.

Three more yearly iterations will be carried out. Format round-tripping will
be generalized from current scripts, defining transformation entities that will
abstract specific format dependencies to modelling artifacts. We will create a
data model for concept drift and an RDF/OWL simulation framework to test
it with ontology diff and intension, extension and labeling functions. We will
extend this framework to integrate reasoning with contexts.

6 Conclusion

In this research proposal we motivate the problems of format round-tripping,
concept drift, and contextual knowledge in the context of a Humanities enabled
Semantic Web. We propose an approach with novel perspectives extending the
state of the art, and we describe an iterative research method to sort these issues
out. Finally, we show work that has been done during the first year iteration,
and we establish a plan for the remainder.
1 http://github.com/Data2Semantics/
2 http://github.com/CEDAR-project/

http://github.com/Data2Semantics/
http://github.com/CEDAR-project/
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Abstract. Knowledge Organization Systems (KOS) and the existing mappings 
between them have become extremely relevant in semantic-enabled systems 
especially for interoperability reasons. KOS may have a dynamic nature since 
knowledge in a lot of domains evolves fast, and thus KOS evolution can 
potentially impact mappings, turning them unreliable. A still open research 
problem is how to adapt mappings in the course of KOS evolution without re-
computing semantic correspondences between elements of the involved KOS. 
This PhD study tackles this issue proposing an approach for adapting mappings 
according to KOS changes. A framework is conceptualized with a mechanism 
to support the maintenance of mappings over time, keeping them valid. This 
proposal will decrease the efforts to maintain mappings up-to-date.  

Keywords: mapping evolution, mapping adaptation, mapping maintenance. 

1 Introduction 

Knowledge Organization Systems (KOS) aim at encompassing all types of 
conceptual models for organizing knowledge [1] as, for example, semantic networks, 
ontologies, taxonomies and thesauri. In various contexts and domains, such as the 
Semantic Web (SemWeb) and Bioinformatics, it is necessary to have a combined use 
of different KOS, since a unique KOS is not able to cover the totality of a domain due 
to its size and complexity. Mappings representing semantic correspondences between 
elements belonging to different KOS therefore need to be established.  

The highly dynamic aspect of the knowledge leads to frequent KOS changes. Klein 
[3] proposed a first categorization of changes, which can affect ontologies, dividing 
them into atomic and complex operations. The first refers to the change of only a 
single specific element (e.g., concepts, attributes and relationships) while the second 
denotes operations that are composed of multiple atomic ones. The impact of these 
changes on mappings associated to KOS has not been deeply studied. Actually, KOS 
evolution challenges the reliability of dependent artifacts such as mappings, in the 
sense that changes affecting KOS elements may invalidate existing mappings. This 
requires mappings to be adequately maintained over time. Nevertheless, how to adapt 
mappings impacted by KOS evolution as automatic as possible, without re-computing 
the whole set of mappings each time a KOS evolves, is still an open research problem. 
Many research questions arise in the context of this problem: (1) How to perform 
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mapping adaptation taking the way KOS evolve into account? (2) What information 
regarding mappings and KOS evolution is necessary to support the mapping 
adaptation? (3) How to correlate different types of KOS changes with actions suited 
to adapt mappings? (4) How might the different types of semantic relations of 
mappings be taken into consideration? 

Maintaining mappings valid over time is crucial since various applications may 
rely on them [2]. In the SemWeb context, for instance, up-to-date mappings could 
allow more trustable semantic searches over integrated ontologies in the Web [4]. In 
other domains, such as the biomedicine, mappings are very important to support data 
integration among different applications [5]. Usually, hundreds of thousands of 
mappings are explored by applications such as the Unified Medical Language System 
(UMLS). Therefore, after releasing new KOS versions, re-computing the whole set of 
mappings is a time-consuming task demanding huge efforts of validation.  

The aim through this PhD study is to define a framework coping with the mapping 
maintenance problem between dynamic KOS. The proposed approach developed in 
the framework is to adapt mappings relying on the exploitation of information derived 
from KOS evolution, combined with information coming from existing mappings. We 
aim at considering different types of semantic relations (=, ≤, ≥, ≈) in mappings.  

The remainder of this article is organized as follows: Section 2 presents the state-
of-the-art. Section 3 describes the proposed approach including the research 
methodology and the evaluation method. Section 4 presents the results achieved so far 
and the future work envisaged. 

2 The State of the Art 

Although significant research efforts in the past years have coped with issues related 
to ontology evolution [6], the understanding of the impact of this evolution in 
dependent artifacts such as mappings has received very little attention. We organize 
the different approaches coping with the maintenance of mappings in two main 
categories. The first category tackles the problem by re-calculating mappings. The 
most naïve approach is the full re-calculation of the set of mappings, which does not 
consider any information from KOS changes or mappings. Nowadays, there is a high 
frequency of new KOS versions, and usually the rate of KOS evolution does not 
justify a full re-calculation [7]. A partial re-calculation approach was proposed by 
Khattak et al. [8] re-creating only those mappings associated to ontology elements 
which had changed. Matching algorithms are used to perform a new alignment 
between those changed elements and the whole target ontology. However, the size of 
KOS still challenges the compromise between precision and recall of available 
techniques for mapping calculation [2]. Partial re-calculation slightly minimizes the 
efforts of validation.  

The second category concerns approaches attempting to adapt mappings after KOS 
evolution. KOS changes are usually used to support adaptation of mappings without 
performing re-calculation. The first propositions appeared in the context of database 
schema mappings [9]. For ontologies, Martins & Silva [10] propose that evolution of 
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mappings should behave similarly with the strategies applied for ontology evolution. 
More recently, aiming at better understanding mapping evolution, Groß et al. [11] 
empirically investigated the evolution of life sciences ontology mappings. In fact, it is 
still unknown how to fully perform mapping adaptation as automatic as possible 
according to KOS evolution. The influence of KOS changes on how mappings should 
change deserves deeper investigations and various research problems remain open. 
For instance, considering the change in the semantic relation type of a mapping as a 
possible mapping adaptation action is still an issue. It is also crucial to conduct further 
investigations to better understand the impact of complex changes operations (e.g., 
split and merge of concepts) on mappings for their adequate adaptation.  

3 Approach and Methodology 

This research relies on the hypothesis that there is a correlation between changes 
affecting KOS elements and the evolution of their associated mappings, which has 
been observed in experimental studies. In this sense KOS evolution shall be well 
described for supporting the adaptation of mappings. This is the characterization of a 
refined categorization of underlined KOS (complex) change operations (the most 
fine-grained types of KOS changes) containing information judged important for the 
adaptation of mappings. We determine that as Change Patterns (CPs) in a way to 
recognize different behaviours of changes between KOS versions and a richer context 
to adapt mappings. Different types of split complex operations are examples of CPs. 
These are expressed as distinct types of atomic change operations (i.e., addition and 
removal of KOS elements) as well as KOS complex change, including whenever 
possible, information regarding the semantic and structural impact of these changes.  

We have identified different behaviours of complex changes such as split and 
merge of concepts. These behaviours are recognized according to a categorization of 
semantic similarity shared between concepts in a change operation. We also consider 
how involved concepts in the change are structurally organized. For instance, whether 
merged concepts were related through an ‘is_a’ relationship or whether they were 
sibling concepts. These aspects are further explored for the mapping adaptation. 

The proposition is to adapt mapping elements such as the source element of the 
mapping, and/or the type of its semantic relation supported by information from the 
CPs that have affected the mapping combined to information coming from mappings. 
Mapping Adaptation Actions are proposed representing different strategies of 
mapping adaptation to change the adequate mapping elements, for instance, to adapt 
mappings associated to a removed concept transferring them to parent or sibling 
concepts (two different actions). In order to know the most appropriate action to be 
taken for each mapping independently, CPs information and identified elements used 
to establish the mapping including its semantic status are taken into account. These 
must represent the necessary conditions to model in which situation an adaptation 
action shall be applied. Heuristics in the proposal accounts for the modeling and the 
formalization of these conditions, thus expressing the correlations between 
information from mappings and CPs with the adaptation actions.  
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As an example, if a deletion of an attribute affects a concept and this attribute was 
identified as crucial for establishing an associated mapping of the concept concerned, 
then such mapping is removed. Also, if a complex change like a split of concept was 
identified resulting in new sub concepts (an example of CP), and an early mapping 
with the relation of less general type (≤) was associated to the old unsplit concept, 
then the sub-concepts may inherit this mapping, keeping the same semantic type. 
Note that how the mapping is adapted is dependent on the structural organization of 
the concepts in the change combined with information from the mapping. 

The research methodology conducted firstly observe empirically the evolution of 
various KOS from the biomedical domain, and the way different types of KOS (complex) 
change have impacted the behavior of existing official mappings. The proposed approach 
in the framework is grounded on the results of these experiments. A further and deeper 
analysis on them serves also for the definition and refinement of CPs and Heuristics. 
Finally, the framework for mapping evolution is formally defined and a software tool 
implemented for evaluation purposes. In the evaluation method we aim at comparing the 
adapted mappings, as outcome of applying the proposed framework, with mappings 
generated by approaches totally based on matching techniques. Different measures will be 
observed regarding, for instance, the adaptation actions used, the quantity of mapping 
candidates involved and their semantic correctness. A qualitative evaluation of adapted 
mappings will also be conducted with experts of the domain.  

4 Preliminary Results and Future Work 

Empirical Basis. We have empirically studied the impact of KOS evolution on 
mappings by observing the evolution of official mappings between biomedical KOS. 
We investigate different aspects of changes in KOS elements aiming at understanding 
the correlations between KOS (complex) changes and how mappings are adapted. 
Different cases of mapping evolution are considered in the context of KOS complex 
changes, observing their influence on the changes applied in mappings. Initial results 
highlight that mappings cannot be adapted according to high level or general types of 
changes only, but that it is rather necessary to consider fine-grained information on 
the affecting KOS changes and mappings. Results have also pointed out that it is 
feasible to have correlations between KOS changes with actions adapting mappings. 

The DyKOSMap Framework. We have organized the proposed components of the 
approach into an initial version of the DyKOSMap framework [7]. Figure 1 presents 
the components and how they are related one to another. The identification of CPs (1) 
uses two different versions of a same KOS as input, and a set of aspects is designed to 
describe and recognize CPs. We aim to determine the instances of CPs that took place 
between two KOS versions. The mapping evolution mechanism must select (2) the 
appropriate Mapping Adaptation Action having as input the current mappings and the 
set of identified instances of CPs. We perform that supported by the Heuristics to 
know the most adequate actions to apply on impacted mappings. In the last step up-to-
date mappings and their history are generated (3) as outcome. 
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Future Work. It involves the refinement of CPs and their identification between 
KOS versions reusing software tools already available for this purpose. We aim at 
defining, formalizing and implementing the Mapping Adaptation Action and 
Heuristics computationally. The prototype for mapping evolution shall be developed. 
Finally, the evaluation will be conducted assessing the results provided by testing the 
prototype. 

 

Fig. 1. The DyKOSMap framework for supporting mapping evolution 
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Abstract. This extended abstract outlines the area of automatic ar-
gumentation extraction. The state of the art is discussed, and how it
has influenced the proposed direction of this work. This research aims
to provide decision support by automatically extracting argumentation
from natural language, enabling a decision maker to follow more closely
the reasoning process, to examine premises and counter-arguments, and
to reach better informed decisions.

Keywords: Argumentation, Argument Extraction, Information
Extraction.

1 Problem Overview

Automatic Argumentation Extraction (AAE) is a relatively new research area[1],
and work carried out to date is still regarded as experimental[2]. Argumenta-
tion can be defined as the process by which arguments are constructed and
handled[3], with four main tasks undertaken: identification, analysis, evalua-
tion and invention[4]. Identification is the task of determining the conclusion,
premises and scheme of an argument from natural discourse, and is the task
with which this work is concerned with automating.

Motivation for this work comes from the question “Was the right decision
made? Was it well founded?” For every decision made, one might be asked to
justify, explain or defend how it was arrived at[5]. An antagonist can probe
the reasoning process which led to the conclusion by asking for clarification or
justification. Therefore, it can be said that arguments are constructed to express
the reasoning process taken to reach a conclusion, with a view to persuading
hearers that the conclusion is valid and the reasoning behind it well grounded[6].

What is an argument? The building blocks of every argument are propositions:
a statement or assertion that expresses a judgement or opinion[7]. An argument
consists of two or more propositions[3,8], one proposition functions as the claim
(also known as the conclusion), and a set of one or more propositions serve as
supports (also known as premises). The relationship between the propositions
(premises and conclusions) is important. An argument is not simply a collection
of propositions, it has a structure, which plays a key role in determining the
presence or absence of an argument[7].

One useful approach to viewing arguments and their structure is that of argu-
ment diagramming. Argument diagramming enables the conclusions and related
premises to be identified, and the relationships between them expressed in a tree

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 656–660, 2013.
� Springer-Verlag Berlin Heidelberg 2013
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structure[9]. It provides an overview of how well supported or attacked a conclu-
sion or premise is. This overview can be used to inform argument-based decision
making. The argument diagram is a representation of the reasoning process, and
serves as a basis for reflection on how the conclusion was reached. It also en-
ables an antagonist to target certain areas in the reasoning process for further
examination. If a conclusion is well supported, or even if it has been attacked
and successfully defended, it provides good ground on which to make a decision,
as the reasoning process by which it was reached is demonstrated to be valid.

Automatic argumentation extraction incorporates the understanding of con-
struction, handling, and visual representation of arguments and aims to support
decision making. Given the new ways in which we communicate (newspapers,
Facebook, Twitter, review sites etc.), often statements or assertions are made
without explicit justification for the opinion, belief or conclusion. Without this,
how can a reader reasonably decide to agree with a post or meaningfully assess
whether a product is suitable for purchase?

This research will begin by finding means of automatically identifying argu-
mentative propositions (premises or conclusions). However at this first stage no
attention to type (whether a proposition is premise or conclusion) is considered.
It has been shown that by filtering out propositions that have no role to play
in an argument, a more accurate classification of type can be achieved[1]. Fi-
nally, once the propositions have been classified by their type, work will move
towards identifying the relationship (support or attack) between the premises
and conclusions, forming an argument diagram.

2 Related Work

While so far there has been little work in the area of AAE[1,2], several related
areas have been the focus of research: text zoning[10], RST (rhetorical structure
theory)[11], argumentation schemes, and argument diagramming[9]. Research
which has been carried out in AAE has largely focused on the legal domain[1,12],
with more recent work moving to online reviews[13], and online debates[14].

State of the Art. The state of the art encompasses two main approaches to
automatic argumentation identification: statistical classification and rule-based
parsing. In both cases, the goal is to identify and extract the parts of an argument
(premises and conclusions), as well as their relationships. The work in [1] begins
with experimentation on the Araucaria corpus [9], but quickly shifts focus to
the annotation of a new corpus consisting of fifty-seven ECHR (European Court
of Human Rights) cases. This was due to an interest in the full argumentation
structure, i.e the relations between arguments, which Araucaria does not provide.

The results of this work have been outlined in Table 1. However issues with the
statistical classification approach taken were also given. “This approach cannot
detect the delimiters of each argument or their relations. Therefore, it is known
which information forms the argumentation but not how this information is
split into the different arguments.”[1]. This eventually caused the research to
shift towards rule-based parsing. These results are also shown in Table 1.
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Table 1. State of the art automatic argumentation identification results (F1 Measure)

Statistical Classification Rule-base Parser

Premise 68.12% 64.3%
Conclusion 74.07% 67.4%
Structure N/A 60.0%

3 Contributions

Firstly, this research will begin by providing a much needed argumentation cor-
pus, as well as tools to enable easier production of argumentation corpora. This
corpus will be annotated with tags suitable for analysis by many of the avail-
able Apache UIMA1 Tools and components[15]. Annotation is underway and a
need for clear definitions has already become evident. As in previous work [12],
we will attempt to establish an appropriate definition of the elementary units
of argumentation. There is broad consensus that arguments are the elementary
units of argumentation, but what are the elements of an argument? Initial ef-
forts in annotating a selection of car reviews, (our Car Review Corpus - CRC)
highlight the fact that sentences are not appropriate (as compared to the state
of the art[1]) as the fundamental elements of an argument (i.e. a complete, con-
ventionally punctuated sentence often cannot simply be labeled as being a single
’conclusion’ or a single ’premise’). Take for example the sentence “Other weight
saving measures means it is 80kg lighter overall and Audi claims it is the lightest
car in the class.” This sentence, taken from an AA Car Review for an Audi A3,
contains the conclusion, “Audi claims it is the lightest car in the class.” How-
ever it also contains a premise: “Other weight saving measures means it is 80kg
lighter overall” which adds support to the claim. Therefore we can say that this
sentence contains both a conclusion and premise. This is a comparatively simple
case - a complex sentence comprising two independent clauses joined by a coor-
dinator - and can be easily annotated. However, devising a means of identifying
propositions and their role in more complex syntactic constructions will require
greater effort. This research regards the proposition, classified as a conclusion or
premise, as the smallest element of an argument.

Our research addresses potential issues in moving from the more structured
natural language found in legal cases (state of the art), to the less structured and
therefore more computationally complex domain of journalistic argumentation
and consumer comment, exemplified in this case by car reviews. Our work will
explore which features achieve higher accuracies given various machine learn-
ing (ML) algorithms. It will begin by using Support Vector Machines (SVMs),
evaluating results against other ML algorithms such as Maximum Entropy(ME).
ML has been chosen because of the positive results achieved in [1], where it was
shown to obtain higher F1 measures in identifying both premises and conclusions
compared to rule-based parsing.

1 http://uima.apache.org/

http://uima.apache.org/
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Statistical classification, whether SVN or ME, typically encounters difficulty
when faced with the challenge of identifying individual argument parts and then
associating them with over-arching argumentation structures. Our research will
tackle this segmentation problem by use of semantic analysis. Whilst this was
explored briefly in [1], results were unfavorable. However it was stated that,
“A different type of document or a more complex clustering model could achieve
better results, however it was decided to leave this research line for future work.”

4 Evaluations

The evaluation of our system’s effectiveness in identifying basic units of argument
will be standardised with the state of the art to enable direct comparison. The
state of the art uses well known evaluation metrics to count the number of
correctly classified sentences. In our work we will be counting the number of
correctly classified propositions instead of sentences. Therefore, in the context
of classification tasks (cf. classification between two class labels: C1 and C2) the
following four terms are used to compare the given labels with the label the
items actually belong to:

– True Positive (Tp) : number of propositions correctly classified as C1
– True Negative (Tn) : number of propositions correctly classified as C2
– False Positive (Fp) : number of propositions incorrectly classified as C1
– False Negative (Fn) : number of propositions incorrectly classified as C2

Precision(P), recall(R) and F1 measure are defined as follows:

P =
Tp

Tp + Fp
R =

Tp

Tp + Fn
F1 = 2 ∗ P ∗R

P +R
(1)

Accuracy is computed as the number of correctly classified propositions divided
by the total number of propositions:

Accuracy =
Ncorr

Ntotal
Ncorr = Tp + Tn Ntotal = Tp + Tn + Fp + Fn (2)

5 Work Plan

The initial effort has been on the creation of tools to help annotate a new ar-
gumentative corpus, the Car Reviews Corpus (CRC). These tools, based upon
UIMA [15], can be used to annotate text. The annotations created are then
capable of being utilised by any new or existing UIMA components.

The next stage of work is the annotation of propositions within the car review
texts by several human annotators, followed by a study of annotator agreement.
This will lead to the task of training a classifier to automatically identify propo-
sitions in unseen text in the same domain.
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Upon successful completion, attention will shift back to fully annotating the
CRC with argumentative annotations, describing the argument parts and struc-
ture. Once again, an evaluation of annotator agreement will be carried out be-
fore proceeding to the task of classifying argumentative propositions from non-
argumentative, followed by classification of conclusions and premises.

The final stage of this work will be the investigation into a complex semantic
clustering model to enable the automatic construction of an argument tree from
an unseen text in a domain similar to that of the training corpus.
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Abstract. In a number of domains, particularly in bioinformatics, there
is a need for complex data analysis. For that issue, elementary data
analysis operations called tasks are composed as workflows. The compo-
sition of tasks is however difficult due to the distributed and heteroge-
neous resources of bioinformatics. This doctorial work will address the
composition of tasks using Logical Information Systems (LIS). LIS let
users build complex queries and updates over semantic web data through
guided navigation, suggesting relevant pieces and updates at each step.
The objective is to use semantics to describe bioinformatic tasks and to
adapt the guided approach of Sewelis, a LIS semantic web tool, to the
composition of tasks. We aim at providing a tool that supports guided
composition of semantic web services in bioinformatics, and that will
support biologists in designing workflows for complex data analysis.

1 Motivation and Research Questions

The Workflow Management Coalition (WfMC)1 defines a workflow as “the au-
tomation of business processes, in whole or part, during which documents, infor-
mation or tasks are passed from one participant to another for action, according
to a set of procedural rules.” Originally used by industry for business processes,
workflows have been increasingly used to lead in silico experiments in scientific
areas. Web services [1] are being used as components of workflows, they provide
access to data sources and to tools to analyse data. The bioinformatic domain
is much involved in the use of workflows of web services, for example complex
data analysis is performed by composing various elementary data analysis op-
erations (e.g. search for homologous sequences, transcription). In bioinformatics
however, the resources are complex and heterogeneous. They are produced and
maintained by groups localized around the world. The nature of the bioinfor-
matic domain raises distribution and heterogeneity problems, making it difficult
to compose tasks.

� This work started in October 2012 under an ARED funding from Region Bretagne
and is supervised by Mireille Ducassé (IRISA/INSA Rennes) and Sébastien Ferré
(IRISA/University Rennes 1).

1 http://www.wfmc.org/
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The semantic web [2] provides technologies that facilitate the composition of
web services as workflows. Ontologies for example, are used to describe bioinfor-
matic resources, including meta data, data types and tasks, which eases resource
integration. Discovery helps to access services that will compose a workflow. The
description of characteristics of services through technologies like RDF facili-
tates their discovery. Languages like OWL can be used to allow to constraint
and reason on workflow management systems. Those technologies can also help
manage tasks, results and data provenance. Semantic web technologies can sup-
port automation of some manual tasks (e.g. service selection) during workflow
definition.

There are different approaches for workflow definition: the manual approach
and the automatic approach. The manual approach requires users to entirely
define the workflow. With that approach, the definition and update of workflows
require too much training for end users. The automatic approach selects compo-
nents and defines workflows in an automatic manner. That requires strong and
complete specifications, which are themselves difficult to express.

Our goal is to provide an environment for the design of workflows in a semi-
automatic approach that combines the advantages of manual and automatic
approaches. We will use semantic web technologies to support guided compo-
sition of services. The work will be applied to the bioinformatic domain. We
nevertheless aim to produce methods and tools that are generic and relevant to
other fields.

2 State of the Art

A web service corresponds to a set of operations whose characteristics are gener-
ally described through an XML-based standard language. It is accessible through
standardized web protocols such as SOAP (Simple Object Access Protocol). Web
service technologies can serve as infrastructure for workflow development.

Many tools exist to define web services. Some of them operate at a syntactic
level, others up to the semantic level. The XML standards WSDL (Web Service
Definition Language) and UDDI (Universal Description Discovery and Integra-
tion) are defined for, respectively, the description of services and the publication
and access to services. They operate at the syntactic level. New languages are
proposed to add semantics to the definition of services, for example OWL-S,
WSMO and SAWSDL. They lead to semantic web services. Some annotation
models based on SAWSDL, OWL-S and WSMO for service annotation force
users to think in terms of service interfaces, rather than of high-level functional-
ity. Missier et al. [3], to increases the effectiveness of annotation models, define
Functional Units (FU) as the elementary units of information used to describe
a service. Ontologies like myGrid ontology [4] are also proposed to support the
description of web services and data.

In bioinformatics, implementations of web services (e.g. BioMoby [5]) are pro-
posed by institutes and web service providers. Those services are used by many
systems for different needs, such as the definition of workflows [6].
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Many languages are also proposed to define workflows. Wang et al. [7] present
a survey of such languages. For example, the Scufl language (Semantic Concep-
tual Unified Flow Language) is provided to define scientific workflows in the
context of the myGrid project2. In face of the great number of workflow lan-
guages, criteria are important to choose a language, for example complexity,
semantic, license, stability, executability, generalizability, shareability. The qual-
ity and degree of automation in the workflow design process depend on the
chosen language.

There are many approaches for semi-automatic composition of web services.
Some of them use Semantic Web technologies and Artificial Intelligence tech-
niques to assist users in web service selection and composition. Wang et al. [7]
assess some of them using the following criteria: use of ontologies [8], filtering of
inappropriate services, suggestion of partial plans, checking of the composition
validity, use of a planning strategy, use of a modeling environment [8], control
constructs and executable results.

Taverna is a component of the myGrid project. MyGrid aims at developing
a middleware to support data intensive in silico experiments in biology. Tav-
erna [8] is a tool to compose and enact bioinformatic workflows. Its GUI allows
biologists to create, execute and share workflows. However, while being much
simpler than raw programming, Taverna and similar systems are still difficult
to use for average biologists. In Taverna the creation of workflows is neither
interactive nor guided enough, there are no automatic data mediation, and no
suggestions are made during the workflow design process [7].

3 Approach and Research Methodology

The LIS team3 has an expertise in guided approaches for data exploration and
authoring. Logical Information Systems (LIS) let users build complex queries
and updates over semantic web data through guided navigation, suggesting rel-
evant pieces and updates at each step. That approach combines query search
and faceted search and is implemented in Sewelis [9]. For example, Sewelis has
been applied to the exploration of films and related people, and to the semantic
annotation of comics panels.

Our work will address the design of workflows using the LIS approach. The
design of workflows requires the location of the relevant tasks, the LIS approach
will facilitate integration and management of tasks as well as the selection of
tasks that can be matched together to form a workflow. We aim at extending
the guided approach of Sewelis to the composition of tasks in order to make it
easier for biologists. A visual environment will help users to design workflows.
That environment will integrate Sewelis for the retrieval of tasks. We will take
advantage of related work and tasks will be wrapped as semantic web services.

2 http://www.mygrid.org.uk/
3 http://www.irisa.fr/LIS/

http://www.mygrid.org.uk/
http://www.irisa.fr/LIS/
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The suggestion mechanisms and reasoning engine of Sewelis will be adapted
to enable automatic parameter matching [10], selection of services and guided
edition of workflows. We will address the following tasks:

Resource Description: This task will be the semantic basis of our work. We
envision the reuse of [3,4] and we will adapt it for the Logical Information
System we use. This part requires an in-depth study of [3,4] and related
work.

Resource Editing and Discovery: The objective of this task is to propose
methods for guided search and editing on web services and data. Sewelis is a
tool that supports easy and intuitive search on semantic web data. Seman-
tic web services are semantic web data, thus Sewelis approach is applicable
to discover them. However, web services are a particular kind of data, and
they are diverse and heterogeneous. Their discovery depends not only on
the representation of their characteristics and functionalities at the registra-
tion and update phases, but also on the techniques and algorithms used to
match them at the retrieval phase. We will ensure that selected services for
composition offer the required features.

Workflow Language: The orchestration of web services involves a workflow
definition language. Many languages are proposed, we want to choose a lan-
guage that helps to be domain independent. The language should also allow
the workflows to be enacted and shared.

Guided Composition: We think that, at the architectural level, it is impor-
tant to separate discovery and composition of web services. For users however
the tasks supported by those components must be associated to improve in-
teraction. The insertion of a new service in a workflow must depend on all
services already in the workflow. The choice of a service should allow data
links and suggestions of composition plans. Contextual information must al-
low search results and suggestions to be precise. The guided composition will
be based on the guided discovery of Sewelis. The automation of tedious tasks
and interaction during the process of defining workflow will be supported by
resource description. Resource description will be tailored to support reason-
ing at a reasonable cost. We will adapt the user interface of Sewelis to the
workflow edition maintaining its expressiveness and ease-of-use. The work-
flow will be expressed in the workflow definition language chosen in the
previous task. The workflow edition is more difficult when the language is
complex. A suitable level of abstraction for the users and simplifications on
the patterns of the language will facilitate composition.

Workflows as Services: We will adopt a recursive view on services. We will
consider primitive services and complex services. A primitive service will be
a task component of a workflow and a complex service will be defined as a
workflow that can be used as a task component of another workflow. That
view will facilitate reuse and composition.
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4 Evaluation Methodology

GenOuest4 is a bioinformatic platform that provides a large collection of tools
and services for data analysis. The platform offers a suitable environment to
evaluate and validate our approach. We will use datasets and real cases of the
GenOuest platform for evaluation. We will test our approach with biologist users
of GenOuest and make a comparison with approaches of existing systems such
as Taverna.
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Abstract. Linked Data offers novel opportunities for aggregating infor-
mation about a wide range of topics and for a multitude of applications.
While the technical specifications of Linked Data have been a major re-
search undertaking for the last decade, there is still a lack of real-world
data and applications exploiting this data. Partly, this is due to the fact
that datasets remain isolated from one another and their integration is a
non-trivial task. In this work, we argue for a Data-as-a-Service approach
combining both warehousing and query federation to discover and con-
sume Linked Data. We compare our work to state-of-the-art approaches
for discovering, integrating, and consuming Linked Data. Moreover, we
illustrate a number of challenges when combining warehousing with fed-
eration features, and highlight key aspects of our research.

1 Introduction and Motivation

In recent years, the semantic and technical foundations of Linked Data have
been widely studied and formalized. Well-known technologies, such as the Re-
source Description Framework (RDF) model for representing structured linked
information or the SPARQL Protocol and RDF Query Language (SPARQL) for
retrieving this information, have been established. Whereas in principle Linked
Data allows leveraging information from multiple different providers quite easily,
real-world applications oftentimes only rely on a single dataset or a handful of
RDF data sources. The challenges for utilizing Linked Data include:

– Data Discovery, i.e., finding suitable resources for an information need,
– Data Integration, i.e., merging multiple data sources to allow homogeneous

access to the combined information contained in all sources, and
– Data Consumption, i.e., retrieving and processing relevant data items.

For developers, finding suitable Linked Data sources for their application need
can be cumbersome. While there exist a number of metadata models for describ-
ing the contents of Linked Data sources, such information is provided for few
datasets, in different formats, and becomes outdated quickly. Moreover, using
public SPARQL endpoints to query actual data is tedious: Typical infrastruc-
tures are not designed for large-scale access by multiple users. On the other
hand, materializing data locally poses new challenges, such as updating issues.

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 666–670, 2013.
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Therefore, we propose a Linked-Data-as-a-Service [10] approach combining
aspects of both data warehousing and distributed query processing. We use a
scalable infrastructure allowing users to create private SPARQL endpoints com-
prising datasets relevant for their application and to incorporate a federation
of public SPARQL endpoints. We address a number of optimization issues for
managing locally maintained data as well as remotely retrieved information,
including metadata generation and semantic caching strategies.

2 State of the Art and Open Challenges

Data Discovery. There exist a number of projects to assist interaction with
individual or sets of Linked Data sources, such as SIG.MA1, RKB Explorer2,
or the Information Workbench3. Their focus mostly lies on visualizing and an-
alyzing information provided during set-up time, while support for discovering,
adding, and updating resources during run-time is limited. Typically, these tools
are designed to allow information exploration and analysis in combination with a
certain degree of UI customization. Whereas these features allow for straightfor-
ward interpretation of the contained information, the tools might be insufficient
for application developers to further process and extend the knowledge base.

A more general approach to discover suitable knowledge for an application is
by analyzing metadata of the available datasets. Usually, RDF is used to present
information about Linked Data sources and their contents themselves. Whereas
this common model allows easy access to metainformation, specific details may
differ due to the variety of vocabularies available to describe Linked Data sources,
either semantically (e.g., using Dublin Core4) or structurally (e.g., using VoID5).
Certain Linked Data catalogues, such as the Data Hub6, provide even further
metadata, while many datasets are published without any such information.

Data Integration. In the Web of Data, there exist different techniques to
integrate multiple data sources. Typically, ontologies and metadata are utilized
for Linked Data integration [5,8]. Here, it is assumed that information from
different sources can be mapped to and aligned with one another using common
vocabulary elements. In the case of a distributed setting, queries are usually
rewritten based on this ontological information and issued against a federation of
suitable SPARQL endpoints. Other approaches for Linked Data integration rely
on expressive rules to match entities or concepts from different data sources [9].

While the foundations of these techniques have been long established for re-
lational data management and adapted for the use of Linked Data, they rely on
a number of requirements which are not always satisfied in real-world scenarios.
1 http://sig.ma
2 http://www.rkbexplorer.com
3 http://iwb.fluidops.com
4 http://dublincore.org/documents/dces/
5 http://www.w3.org/TR/void/
6 http://datahub.io/group/lodcloud/
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http://datahub.io/group/lodcloud/
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Consider the case of ontology-based data integration: Some methods assume a
common ontology, whereas in a distributed setting individual data sources may
use different ontologies. Thus, the problem of data integration becomes an issue
of ontology mapping [2]. Moreover, even within a single cross-domain ontology,
such as the one provided for DBpedia7, there is often no clear-cut semantic dif-
ferentiation between individual concepts or between their properties, leading to
ambiguity and challenges in data integration. Additionally, as with Linked Data
itself, ontologies are subject to revision, thus causing further problems when
integrating datasets adhering to different releases of the same vocabulary.

Data Consumption. Linked Data is usually consumed using one of two set-
ups, either by accessing a central repository containing one or more RDF datasets,
or by querying publicly available SPARQL endpoints. Given an adequate hard-
and software infrastructure, the first method enables high-performance access to
the data at hand. However, maintaining the warehoused data requires sophisti-
cated approaches for index creation, compression, and updating [2]. Gathering
information by querying (a federation of) public endpoints alleviates some of
these challenges, but may degrade execution performance. Typically, such opti-
mization issues are addressed by different federated query processing techniques.

As with data integration, most research in retrieving RDF Data by federated
query processing is based on related work in distributed relational data man-
agement. However, Linked Data exhibits several novel features that enable new
possibilities for query execution against a federation of data sources. First and
foremost, as entities in the Web of Data are identified by unique, dereferencable,
and connected URIs [3], relevant resources can be iteratively determined during
query evaluation. Again, ontologies can be used to aid this process by homoge-
nizing the schemas of different sources. However, many challenges in real-world
applications settings influence the success of distributed query processing, in-
cluding latency and bandwidth restrictions [2], or reduced endpoint availability.

3 Proposed Approach and Previous Work

As both data warehousing and distributed query processing offer a number of
benefits, we propose a hybrid approach to store and provision Linked Data for
application developers. Using a Cloud infrastructure, our framework allows for
scalable processing of large-scale RDF dumps. In addition, a mediator-based ar-
chitecture [7] enables ad-hoc integration of new data sources by continuously
materializing SPARQL query results. We plan on maintaining a lightweight
metadata catalogue that is iteratively extended and updated with information
generated within our architecture and gathered from outside sources. Leveraging
this metadata collection, users can deploy customized SPARQL endpoints suit-
able to their information and scalability needs, which are then populated using
publicly available data dumps and results retrieved from SPARQL endpoints.
7 http://dbpedia.org/ontology/

http://dbpedia.org/ontology/
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In previous work, we focused on metadata generation [4] and ontology reconcil-
iation [1]. These steps are necessary prerequisites for our hybrid framework where
data from different sources may be added ad-hoc to a deployed endpoint and
the metadata catalogue itself. Currently, we are analyzing real-world SPARQL
query logs to identify typical human and machine agent query sequences. Our
goal here is to deduce suitable caching strategies to store frequently accessed
data. Moreover, we want to identify resources related to requested data and store
this information for subsequent queries. Additionally, we hope that automating
this process can assist in determining conceptual gaps between different datasets
and ontologies by comparing user behavior.

We have implemented a prototype of our framework using the infrastructure
provided by Amazon Web Services8. In particular, we use a customized virtual
machine template to deploy SPARQL endpoint instances that are consequently
populated with openly available RDF dumps and results retrieved while exe-
cuting SPARQL queries. Monitoring the load received by the endpoint allows
to scale the resources available to the system, e.g., by increasing the allocated
memory. Moreover, we plan on combining the results derived from our query log
analysis with run-time information to establish cost-efficient retainment policies.

4 Methodology and Ongoing Research

We have discovered several issues that hinder a more widespread utilization of
Linked Data by application developers. While there exist individual approaches
to deal with these challenges, they lack applicability and refinement when con-
sidering real-world scenarios. Furthermore, there have been only few attempts to
combine these solutions to boost the accessibility of Linked Data for developers.
In the remainder of this PhD project, our focus lies on the following components:

Materialized View Selection and Management. Materializing results re-
trieved from SPARQL endpoints for optimized query execution in subsequent
requests can improve the responsiveness and usability of Linked Data applica-
tions. Whereas selecting adequate data to retain for future access is essential
in this process, establishing proper strategies for updating and discarding this
information are also difficult challenges [6]. Our focus here lies on view selec-
tion for dynamic query workloads, where a shift in access pattern frequency is
reflected in the retention strategy for the corresponding resource.

Query Analysis and Expansion. Instead of simply caching received results
potentially useful for future requests, it might prove beneficial to rewrite incom-
ing queries to retrieve more information than actually requested by the user. In
turn, subsequent queries may be evaluated more efficiently by using this addi-
tional data. Similar techniques have been used in information retrieval to expand
keyword queries and determine related resources in explorative search settings.
We are currently evaluating the quality of different strategies for prefetching
Linked Data, e.g., by using ontological and structural information.
8 http://aws.amazon.com/

http://aws.amazon.com/
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Data Integration and Ontology Mapping. A core concept of our proposed
framework combining both centralized data storage and distributed query pro-
cessing is data integration. As discussed earlier, this has been as widely-studied
research area. Given the use-case scenario of our work, we focus on continuous
data integration by leveraging existing ontology mapping techniques. Here, we
hope to contribute new results by exploiting the heterogeneous characteristics
of different request patterns and corresponding results.

Scalable Data Processing. Whereas public SPARQL endpoints exhibit seri-
ous availability and accessibility problems, for example limited bandwidth or long
periods of downtime, most Cloud-based platforms offer certain service quality
guarantees in the form of service-level agreements. As developers are potentially
already deploying their application stack in such an environment, hosting the
data there as well may tremendously improve query execution time while leverag-
ing multi-tenancy to reduce the operational expenditure of such a set-up. Using
our Cloud-based framework, we hope to verify and exploit these advantages.
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Abstract. Linked Open Data is an essential part of the Semantic Web.
More and more data sets are published in natural languages comprising
not only English but other languages as well. It becomes necessary to
link the same entities distributed across different RDF data sets. This
paper is an initial outline of the research to be conducted on cross-lingual
RDF data set interlinking, and it presents several ideas how to approach
this problem.
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1 Motivation

Semantic Web technologies comprise different languages for expressing data as
graphs (RDF), describing its organization through ontologies (OWL) and query-
ing it (SPARQL). The Web of Data uses this technology to publish data on the
Web. In particular, Resource Description Framework (RDF)1 - is a standard
model for data representation on the Web proposed by W3C2. It is designed to
represent meta-data about Web resources in the form of triples (Subject, Predi-
cate, Object) and is intended to be processed by machines rather than humans.

The publication of data sets along the Linked Data principles is gaining an
increasing importance. The Linked Data Cloud3 contains data sets from several
domains: geographic, media, government, etc. According to the statistics4, the
total number of triples over all 295 data sets reaches 31,634,213,770. Moreover,
the Data Hub5 contains 5034 data sets most of which are publicly available
for use. Given this increasing number of the available data sources, one of the
key challenges of Linked Data is to be able to discover links across data sets [1].
Interlinking RDF data sets is the process of setting links between related entities.
Moreover, given the growth of linked data, automatic methods are necessary to
scale. At present, the number of languages6 of RDF data sets amounts to 474.

1 http://www.w3.org/TR/rdfprimer/
2 http://www.w3.org/2001/sw/wiki/Main_Page
3 http://richard.cyganiak.de/2007/10/lod/
4 http://wifo5-03.informatik.uni-mannheim.de/lodcloud/state/
5 http://datahub.io/
6 http://stats.lod2.eu/languages
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Thus, the interlinking problem becomes particularly difficult when entities are
described in different natural languages since a simple string comparison of entity
labels does not suffice.

Research Question. Our core research problem is to provide automatic reliable
methods to link disparate RDF data sets published with labels and literals in
various natural languages. Since different URIs can refer to the same real-world
object, the focus is on identity links, i.e. a link established between two URIs
referring to the same resource. The output of the interlinking process is a set of
triples of type: URI owl:sameAs URI.

A reliable method in this context should be understood as a method that links
the identical entities across data sets with a high precision and recall. It should
also be adaptable to a variety of languages. Though some authors [2] distinguish
between multilingual and cross-lingual aspects of matching, we consider them
interchangeable.

Research sub-questions to be addressed are as follows:

– Are there monolingual methods adequate for our task? Under what
conditions language-dependent methods perform better than language-
independent ones?

– What are suitable methods for RDF data set interlinking from Computer
Science and Natural Language Processing (NLP) perspectives?

– What method works best for cross-lingual RDF data linking? So far, we plan
to identify methods working in broad domains.

– Is there a dependency between families of languages to be linked (Indo-
European, Sino-Tibetan, Afro-Asiatic) and the quality of the generated
links? This dependency could be traced by changing language pairs of data
sets to be interlinked.

The potential contribution of this research is to provide or combine methods
to facilitate discovering knowledge across data sets where the same entity is
described in different natural languages. Some other cross-lingual applications
may benefit from the obtained results: Cross-Language Information Retrieval via
Semantic Search engines, Document Classification/Clustering, Question Answer-
ing, Machine Translation, to name a few. The cross-lingual mappings obtained
as a result of the interlinking process will be shared on the Web for further ex-
ploitation by multilingual information access tools in order to facilitate access
to knowledge across languages.

In the next section we outline several angles from which the entity linking
problem can be looked at.

2 State-of-the-Art

Our research will draw upon the knowledge from different domains: Computer
Science, Artificial Intelligence, Natural Language Processing, and Data Mining.

The problem of finding correspondences between entities representing the
same world object in distinct data sets has been widely studied in the 1960s
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in the context of databases. It is known as instance identification, record linkage
or record matching problem. In [3], the authors use the term “duplicate record
detection” and provide a thorough survey on the matching techniques. Though
the work done in record linkage is similar to our research, it does not contain
cross-lingual aspect and RDF semantics.

Our research topic belongs to the area of data linking. String similarity mea-
sures [4] and linguistic resources [5] are used to computed the distance between
the entities. Another type of approach is to use the features of Linked Data [6].

In the NLP area, the problems of entity resolution, multilingual entity recog-
nition and cross-document co-reference resolution [7] gain a close attention due
to their complexity and importance for Information Retrieval, QA, etc. The task
is to find out whether the occurrences of a name in different plain natural lan-
guage texts are the same. There is no general solution to this problem, and the
decision whether or not two names refer to the same entity usually relies on
contextual clues. One of the differences with the task of finding correspondences
between RDF data sets is the limited amount of textual data presented in such
data sets which makes it more difficult to calculate similarity measure. More-
over, the RDF graph model and RDF semantics can be of use while elaborating
linking strategies.

Recent developments have been made in the field of multilingual ontology
matching [8,10]. Some work has also been done in creating a multilingual on-
tology known as BabelNet [9]. This resource can be used for word sense disam-
biguation and is available in RDF format.

To the best our knowledge, the area of multilingual RDF data sets interlinking
which could combine both NLP techniques and information from Linked Data
has not seen many studies. The current research will attempt to fill this gap.

3 Proposed Approaches

To achieve our goal, we may not invent a new approach but rather combine exist-
ing methods and adapt them for RDF data sets in a multilingual context. Below
we highlight several commonly known methods to deal with natural language
data which may contribute to this goal.

Semi-automatic or automatic linkage heuristics can be appropriate for gen-
erating RDF links between heterogeneous data sources. Machine learning tech-
niques can be used to learn how to match entities. The major drawback of
supervised learning would be its dependency on availability of training examples
(cross-lingual entity links labeled as matching or not), whereas the difficulty for
unsupervised learning would be to define a matching threshold.

Given the multilingual nature of the research topic, some applications from
NLP are likely to be exploited. For example, Machine Translation can be used
to translate one data set into the language of the other set thus attempting to
facilitate computation of similarity metrics. Though it is not always true since
the results of Machine Translation systems can be far from perfect and introduce
errors decreasing the overall precision. Besides, more than one translation of a
particular fact can exist.
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Sometimes, a significant part of important information in a text is associ-
ated with named entities, for instance, people names, place names, company
names. Those might be valuable discriminators when it is necessary to deter-
mine whether two documents are about the same entity. Such open-source free
text analysis toolkits as GATE7 and OpenNLP8 can be used for Named Entity
Recognition and Information Extraction tasks.

4 Planned Research Methodology

The main aim of this work is to find reliable and scalable methods and develop
tools for linking different URIs used to identify the same resource represented in
multiple natural languages and located in different RDF data sets.
To achieve this aim, the research will go through the following steps:

– Synthesize the work done in the research field
– Select the acceptable RDF data sets
– Deal with a problem of partially built data sets
– Explore the semi-automatic and automatic techniques for RDF interlinking
– Decide what methods to choose and how to combine them
– Run experiments on actual data sets
– Evaluate and analyze the obtained empirical results

The research procedure can be summed up as follows:

– Internet-based data collection method will be used to obtain RDF data sets.
– Once the research methods are refined, the experiments will be conducted

in order to obtain RDF links between corresponding entities.
– Since we will attempt to automate the linking process as much as possible,

standard statistical measures will serve for evaluation. As a starting point,
the results of the best multilingual ontology matcher [10] with F-measure =
18% could be considered as a baseline. As of today, there is no official bench-
mark for doing evaluation. This poses difficulties to objective evaluation of
method effectiveness. The problem could be addressed in several ways. One
way would be to create reference links manually. The other way would be
to exploit existing links between knowledge bases (for example, multilingual
DBpedia): first, the existing links are deleted, then the methods are ap-
plied and the obtained links are compared against the initially deleted links.
Another possible direction is to elaborate a task-oriented evaluation with a
well-defined application for evaluating the correctness of the obtained links.

5 Schedule

Time allowance to complete the proposed research is 36 months. Below we
present a rough schedule with important milestones for every 6 months.

7 http://gate.ac.uk/
8 http://opennlp.apache.org/

http://gate.ac.uk/
http://opennlp.apache.org/
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M0-M6: Attend courses and research seminars; bibliographic study
M0-M12: Finalize research methodology, collect corpora and configure software
for experiments
M6-M18: Propose problem solutions and conduct preliminary experiments
M18-M24: Analyze results and prepare publication
M24-M30: Generalize results and conduct further experiments
M26-M32: Write up and prepare publications
M32-M36: Send for review and correct final version of thesis
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10. Meilicke, C., Trojahn, C., Sváb-Zamazal, O., Ritze, D.: Multilingual Ontology
Matching Evaluation - a First Report on Using MultiFarm. In: Proc. 2nd Interna-
tional Workshop on Evaluation of Semantic Technologies, Heraklion, Greece, pp.
1–12 (2012)



Trusting Semi-structured Web Data

Davide Ceolin�

VU University, Amsterdam, The Netherlands

Abstract. The growth of the Web brings an uncountable amount of
useful information to everybody who can access it. These data are often
crowdsourced or provided by heterogenous or unknown sources, therefore
they might be maliciously manipulated or unreliable. Moreover, because
of their amount it is often impossible to extensively check them, and
this gives rise to massive and ever growing trust issues. The research
presented in this paper aims at investigating the use of data sources
and reasoning techniques to address trust issues about Web data. In
particular, these investigations include the use of trusted Web sources, of
uncertainty reasoning, of semantic similarity measures and of provenance
information as possible bases for trust estimation. The intended result of
this thesis is a series of analyses and tools that allow to better understand
and address the problem of trusting semi-structured Web data.

1 Research Questions

Trust is a crucial issue in the Web. The growth of the Web brings the impossibil-
ity to control and check every single piece of information we have to deal with.
Moreover, the heterogeneity of data sources therein present makes the quality
and the reliability of the data that these sources expose vary. Consequently,
proper techniques need to be developed and proper analyses need to be per-
formed to provide tools and indications to quantify the reliability of the data
observed, so that users can properly handle them. This is the focus of the research
described here, as summarized by the following overall problem statement.

How can the trustworthiness of semi-structured Web data be adequately
estimated?

I investigate about different aspects inherent to this problem: data, metadata
and reasoning techniques useful to make adequate trust estimates.

Research Question 1. The first problem that I focus on is the usage of trusted
semi-structured Web data to make trust evaluations of semi-structured data
(not necessarily coming from Web sources). This gives a first insight into the
possibility to use Web data for assessing the trustworthiness of data. Hence the
first research question is:

Can Web data help the trust evaluation of semi-structured data?

� Supervised by Guus Schreiber, Wan Fokkink, and Willem Robert van Hage.
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Research Question 2. Web data present peculiar characteristics that have to
be taken into account when using them to make trust evaluations. For instance,
they are often accessed incrementally (e.g. by crawling; so we do not always
know how representative the data that we observe are), and also their reliability
varies, and their source reputation is not always known. Proper reasoning tech-
niques have to be employed to cope with this, and they will be investigated by
addressing the following research question:

How can uncertainty reasoning be effectively used to estimate the trust-
worthiness of semi-structured data?

Research Question 3. Also the Web as such can be exploited for the compu-
tation of meta-information that facilitates the estimation of trust values. Web-
based semantic similarity measures can be used to weigh data and metadata at
disposal of the uncertainty reasoning techniques adopted to estimate the trust-
worthiness of a given subject, hence the following research question:

Can semantic similarity measures improve the accuracy of trust esti-
mates of semi-structured data based on uncertainty reasoning?

Research Question 4. The Web offers also a meta-level of related information
that is useful when dealing with trust, namely provenance information, that rep-
resents by whom and how data have been produced, manipulated and exposed.
Reasoning over these data is important because this can provide indirect evi-
dence about the reliability of a target object. Moreover, in general, this kind
of data possibly enlarges our availability of reliable sources of evidence. This
subject will be explored by addressing the following research question:

How can provenance information be used for making accurate trustwor-
thiness estimations of semi-structured data?

2 State of the Art

Trust is a widely explored topic in computer science, in the Web and Semantic
Web. Sabater and Sierra [14], Golbeck [10] and Artz and Gil [1] present three
comprehensive surveys of the fields. In particular the definition of trust that I
make use of is the one of Castelfranchi and Falcone reported by Sabater and
Sierra, that is “the decision that an agent x (trustor) takes to delegate a task to
agent y (trustee) is based on a specific set of beliefs and goals, and this mental
state is what we call trust”. Depending on the scenario where my case study
locate, the trustors will vary and the goal of my research will be to build tools
or models able to mimic their behavior given the constraints of the case. I do so
by employing uncertainty reasoning, provenance analysis and semantic similar-
ity measures. The link between provenance and trust, mentioned in the survey
of Artz and Gil, has been explored by Golbeck [9] but, mainly for addressing
socio-related issues, while my my focus is on the data trustworthiness estima-
tion. Uncertainty reasoning techniques are often used to make trust assessments,
like in the work of Fokoue et al. [8]. It is important to investigate further the
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possibility to represent these data by means of multiple layers of probabilities,
because of their adequateness to deal with vast amounts of heterogenous data.

The link between trust and semantic similarity measures has already been ex-
plored, for instance by Ibrahim et al. [11] and by Sensoy et al. [15]. This link can
be further explored by considering the relation between different kinds of seman-
tic similarity measures (e.g. deterministic or probabilistic ones) and evidential
reasoning. Also, the trust evaluations obtained by means of semantic similarity
measures may be effectively integrated with those based on provenance.

3 Proposed Approach

I propose the following approaches to tackle each research question.

Research Question 1. I propose a quantitative empirical approach for this
research question, by using uncertainty reasoning to make sense of Web data to
trust unknown data. This has merely explorative goals (proving the possibility
to use Web data to make trust assessments), and its novelty resides in the use of
evidential reasoning in combination with Web data for making trust assessments.

Research Question 2. The approach proposed for this question is quantitative
and empirical, and aims at producing a description of how categorical Web data
fit higher-order probability distributions. This approach is novel as it provides a
first description of Web data in terms of higher-order probabilities.

Research Question 3. I employ a quantitative approach to determine whether
I can improve the accuracy of trust values by into account semantic similar-
ity measures. I adopt a theoretical approach to incorporate semantic similarity
measures in uncertainty reasoning techniques, which is yet another novel result.

Research Question 4. This research question is tackled empirically. By ob-
taining an analysis of the use of provenance for trust estimation using statistical
techniques, I obtain a novel application.

4 Methodology

Here I introduce the methodologies chosen to implement the above approaches.

Research Question 1. The Naturalis Museum in The Netherlands holds a col-
lection of annotated bird specimen, which includes information like the species
these specimens belong to, and the authors of the annotations. These annota-
tions are not fully trustworthy, either because of their inaccuracy or because of
the obsolescence of the taxonomy. I map these annotations to trusted Semantic
Web sources to check them and, based on a gold standard, I estimate their trust-
worthiness using a probabilistic logic, named subjective logic [12], that allows to
cope with uncertainty about the representativity of the sample observed. I use
these trust values with range of decision strategies to decide whether to trust
the annotations and I measure the accuracy of the algorithm.

Research Question 2. I investigate further about the statistical foundations of
subjective logic, and I use second-order probability distributions and stochastic
processes to model the data contained in the Linked Open Piracy dataset [17],
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which contains a partial collection of piracy attacks descriptions. I focus on
categorical data, which are among the most popular kind of data on the Web
(URI). I model the data by means of Dirichlet-multinomial distributions and
Dirichlet Processes, high-order probabilistic models for categorical data and I
compare their ability to cope with the lack of a full view on the data with
multinomial probability distributions based on the evidence at my disposal.

Research Question 3. Semantic similarity measures (e.g. the Wu & Palmer
similarity [19]) are used to improve the precision of the uncertainty reasoning
techniques adopted for trust estimation. I incorporate semantic similarity mea-
sures in the uncertainty reasoning techniques, in particular in subjective logic,
proving theoretically whether they can be used as a “discounting” factor for
probabilities in subjective logic. I compare the precision and the accuracy of
trust values of tags of the Steve Museum [16] dataset (which annotate cultural
heritage artworks) when semantic similarity weighing is used and when it is not.

Research Question 4. First, I build a bayesian network using subjective logic
on top of provenance graphs, to derive a trust value for a data artifact from the
analysis of how it has been produced. This is validated over a set of messages
(AIS) sent by ships to coast guard authorities to communicate mandatory infor-
mation (e.g. their nationality). The validation focuses on the feasibility of the
approach, by proving the possibility to build an algorithm that provides such
a network. Second, I use machine learning methods to make trust predictions
based on the provenance graph of the target objects. In particular, I predict the
trustworthiness of a collection of video tags provided by the gaming platform
Waisda? [13]. Accuracy, precision and recall of the predictions are computed.

5 Results

Here I report the results obtained by addressing the research questions above.

Research Question 1. An algorithm based on subjective logic that uses Web
data to assess trust values about the dataset of 65,600 bird specimen annotations
of the Naturalis Museum (30% of which serve as training set) [6].

Research Question 2. An analysis of the effectiveness of second-order prob-
ability distributions in representing Web data, tested over 2,309 LOP piracy
attacks [7]. A first extension of subjective logic to handle higher-order probabil-
ities, which I demonstrate theoretically [5].

Research Question 3. An extension of subjective logic to incorporate semantic
similarity measures as a means to weigh evidence within the logic, which I prove
theoretically [5], and a first algorithm that employs this extension for comput-
ing trust estimates over samples from the 45,860 tags from the Steve.Museum
dataset [4], which has been validated by means of a statistical hypothesis test.

Research Question 4. An algorithm that builds a subjective logic-based
bayesian network over a provenance graph, compliant to AIS messages [2]; an
algorithm that estimates trust based on provenance graphs of 37,850 Waisda?
tags (training set 70%, test set 30%), by using machine learning classifiers [3].
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6 Remaining Work

In this section I describe the remaining work and I indicate a time plan.

Research Question 2-3. Additional extensions of subjective logic incorporat-
ing semantic similarity measures and higher-order probabilities; 2 months.

An algorithm for trust computation using uncertainty reasoning combined
with semantic similarity measures and provenance metadata; 2 months.

Research Question 4. An algorithm for trust computation based on the se-
mantics of the PROV-O ontology [18]; 3 months. Thesis writing 4 months.
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Abstract. Augmented Reality applications are more and more widely used  
nowadays. With help of it the real physical environment could be extended by 
computer generated virtual elements. These virtual elements can be for example 
important context-aware information. With Semantic Web it is possible among 
others to handle data which come from heterogeneous sources. As a result we 
have the opportunity to combine Semantic Web and Augmented Reality utiliz-
ing the benefits of combination of these technologies. The obtained system may 
be suitable for daily use with wide range of applications in field of tourism, en-
tertainment, navigation, ambient assisted living, etc. The purpose of my re-
search is to develop a prototype of general framework which satisfies the above 
criteria. 

Keywords: Semantic Web, Augmented Reality, Ontology, Mobile Application. 

1 Motivation and Research Questions 

Before my doctoral research I dealt in detail with Augmented Reality and Semantic 
Web, but I worked in two areas independently. Thanks to my acquired experiences I 
recognized the opportunities which follow from the combination of these two differ-
ent technologies. It is these facilities what I try to exploit during my research (e.g. to 
link physical places, objects and people to digital content). Both areas are dynamical-
ly growing fields thus there are several papers in field of Semantic Web and Aug-
mented Reality. The experiments of combining these two technologies mostly come 
from the last few years therefore the common literature is not sophisticated. Accord-
ing to the statement of Gartner’s 2012 Hype Cycles Special Report [1] both technolo-
gies are in the peak and have at least five years to the mainstream adaptation. It is also 
a motivating factor to research in this field. 

Augmented Reality is such technology which is able to combine the physical envi-
ronment with virtual elements generated by computer in real time. These elements 
could be, for example, 3D models, videos, images, music, animations, information, 
etc. The system created this way is located between the real and the virtual world. 
There are two kinds of Augmented Reality: one called marker based and another 
called location-based. The first one uses so-called marker, which usually is an arbi-
trary photo. With help of the marker the system is capable to compute the position 
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and orientation of the virtual elements in the physical environment. The virtual ele-
ment will appear on the marker. A good example for this is to display the 3D model 
of a molecule structure in chemistry textbook because it could be hard to imagine 
using only the two-dimensional representation. The second one is related with the 
physical position of the user. Computing of this position is usually based on GPS 
coordinates. The system shows the virtual elements depending on the location. For 
example, one could view the restaurants located in a given range, represented by vir-
tual icons on the display of mobile device. 

Today there are several location based Augmented Reality applications (e.g. Wiki-
tude1, Layar2) but they extract the needed data typically from one given data source. 
Nowadays with using of Semantic Web we can access a lot of public datasets, see the 
LOD cloud [2]. With the help of the LOD cloud the visualization capability of Aug-
mented Reality could be extended. It would be useful to extract the displayable in-
formation from the public datasets located on internet instead of one given data 
source. 

Currently accessible applications are typically made for a specific area, about this 
we could read in Section 2. I did not find any framework which was sufficiently gen-
eral, or which was appropriate to develop arbitrary Augmented Reality application. 
To reach the general purposes we have to separate the data model from specific appli-
cation area, because this is not a typical property of the accessible applications. For 
the above reasons I feel necessary to develop a general Augmented Reality frame-
work, which is able to separate the data model and the logic of the application using 
Semantic Web and to provide the showable information from continuously expanding 
public datasets. To achieve this aim I have to examine semantic mobile applications 
and semantic database management system solutions, work out architectures and ap-
proaches, develop a prototype and test the efficiency of this system. 

Based on the aforementioned facts the following questions are arising: How can 
static databases used by AR applications be connected and extended with semantic 
datasets? What kind of architecture and information model is necessary for the effec-
tive implementation and for ensuring the generality? What are the needed functions of 
the system? In which application fields could the system be used? 

2 State of the Art 

The literature has several application areas which use both Semantic Web and Aug-
mented Reality (e.g. navigation, ambient assisted living, manufacturing, etc.). This 
section shows some of them. 

In a previous paper [3] we describe an indoor navigation system which uses Aug-
mented Reality to visualization. Storing of the map’s data was based on an ontology 
and to generate the possible paths we ran rule-based inferences.  

                                                           
1  http://www.wikitude.com/ 
2  http://www.layar.com/ 
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Hervás, García-Lillo and Bravo present in [4] a mobile application for supporting 
daily life of elderly-people. They propose an adaptive model to transform physical 
information into virtual representation. To do this they use the accelerometers and 
digital compass of device. Users and their environment are represented in a formal 
context model. Based on this model and using semantic axioms and inference rules 
they can determine what the users want to do. 

Schmalstieg, Langlotz and Billinghurst [5] intended to combine Web 2.0 and 
Augmented Reality. For this they implemented a location-based mobile Augmented 
Reality application, which enhances creativity, collaboration, communication and the 
reliable information sharing. Based on their system, they developed an indoor naviga-
tion system called Signpost [6] which is used for location-based conference guide. 

According to Schmalstieg and Reitmayr [7] the data model has to be independent 
from specific application and their implicit assumptions. The georeferenced Semantic 
Web provides such a data model. In the paper they investigate how this model fits the 
requirements of Augmented Reality applications and how such a system can be  
developed. 

Nixon et al. [8] suggest a possible solution for the cooperation of Semantic Web 
and Augmented Reality. They present how things of internet are described semanti-
cally and how can link into the LOD cloud. They implemented an application which 
is capable of manual annotation of concert posters (i.e. posters in the street advertise 
concerts and clubs.). The application can recognize these posters and then displays the 
extracted information.  

There exist some touristic applications in [9] and [10], applications which support 
manufacturing processes in [11] and which use of robotics in [12]. 

We can see there are many solutions in different fields but it is conspicuous, that 
there is not any tool which is capable to make arbitrary Augmented Reality applica-
tions. The investigated programs are typically only marker based or only location-
based. The system what I will to develop has to answer several open questions. One 
of the important factors is to specify the information model. To efficient operation of 
framework I should design the needed architecture. It is a problem, that there is not 
standardized evaluation method for location based applications 

3 Proposed Approach 

The aim of my research is to create a general Augmented Reality framework which 
exploits the advantages of Semantic Web. The framework could be divided into two 
parts. Arbitrary marker based application can be created with the first part. The idea is 
similar to the approach in [8], but the application area of that solution is limited to 
using concert posters. In my case it would be possible to create any marker based 
Augmented Reality applications with my framework. The second part of the system 
will be a location-based Augmented Reality application which combines the advan-
tages of existing solutions and complements their incompleteness. 

To create such kind of model is mandatory to separate the data model from specific 
application areas. In order to achieve this goal it is needed to design the information 
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model. This model requires various new ontologies and linking existing ontologies to 
each other. These ontologies (which are made in OWL language) describe the concep-
tual hierarchy of the members which are located in different levels in the system. 

One of my main objectives is the richer description of the existing georeferenced 
POIs (Point of interest) based on the LOD cloud. Information could also be taken 
from the LOD cloud in the case when some POIs do not have enough description (e.g. 
a POI has latitude and longitude but has not altitude). With help of Semantic Web and 
the LOD cloud I will dynamically link context-aware physical objects to virtual in-
formation, content and services. For this purpose different SPARQL queries and RDF 
datasets are needed. Let us consider an example. Suppose that we get the information 
about a building based on existing POIs. Afterward we can complete the given infor-
mation from the LOD cloud (e.g. who was the architect of the building and what did 
he designed nearby.) 

Social networks and Web 2.0 solutions are very popular. Therefore I feel important 
that my framework could share content in the various popular social networks (e.g. 
Facebook, Twitter). Using the location-based module of the framework the users 
would be able to share their current activities, to rate the viewed places, etc. To reach 
this aim, it is necessary to develop a user system. Handling of the profiles would hap-
pen with ontology. This ontology also provides the personalization. 

After my framework is done, users could create applications which are capable to 
use arbitrary markers navigate through any area, finding different places, create and 
share content with the location-based module. The system could even serve as a base 
for smart city applications. My system will be built using client-server architecture or 
maybe on cloud architecture and it will be able to use the available services provided 
by Internet. The clients could be various devices, etc. smartphones, tablets, even 
Google Glass too. 

4 Planned Research Methodology 

In the first steps of the research I plan to explore and analyze the related work. Also 
an important objective is studying the basic ontology methods in this phase. With the 
possession of obtained knowledge the next steps are searching semantic mobile appli-
cations, examining semantic database management system solutions and finding new 
areas where the Semantic Augmented Reality is applicable. 

After the preliminary study and determining the application the next step is to de-
sign the detailed specification of the prototype. 

The implementation of the prototype follows the specification. This part can be di-
vided into multiple parts because of modularization. The first part is specifying the 
information model which is the base of the system. For this purpose various ontolo-
gies are needed to describe the elements and their relations and the rules of the sys-
tem. When the information model is done, I will implement the marker based and the 
location based modules. For this it is necessary to observe the existing open source 
solutions. If there are not such solutions, I have to develop it. Integration of the devel-
oped modules is also needed. 
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It is a problem, that there is not standardized evaluation so I will overview the fre-
quently applied evaluation methods. On one hand I will test my framework with hete-
rogeneous group and surveying, and on the other hand I will compare my system with 
the existing similar applications. 

5 Schedule 

This is the first year of my doctoral studies. I will specify the information model and 
extend the existing mathematical model by the end of the first year. I plan the begin-
ning of implementation of the prototype and the server and the location-based module 
in the second year. Furthermore I hope that I also finish the marker based module in 
that year. At the end of my studies I will finish and evaluate my prototype of the 
framework, will make the connection to the social networks and write the dissertation. 
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Abstract. This PhD investigates a novel architecture for digital li-
braries. This architecture should enable search processes to return in-
stances of result core ontologies further on called result ontologies linked
to documents found within a digital library. Such result ontologies would
describe a search result more comprehensively, concisely and coherently.
Other applications can then access these result ontologies via the web.
This outcome should be achieved by introducing a modular ontology
repository and an automatic ontology learning methodology for docu-
ments stored in a digital library. Current limitations in terms of auto-
matic extraction of ontologies should be overcome with the help of seed
ontologies, deep natural language processing techniques and weights ap-
plied to newly added concepts. The modular ontology repository will
be comprised of a top-level ontology layer, a core ontology layer and a
document and result ontology layer.

Keywords: ontology, ontology learning, ontology modularisation, digi-
tal library, semantic digital library, semantic data management, search
result ontology.

1 Motivation and Research Questions

The following motivators led to this research: Firstly, the semantic accessibility
of documents within a digital library could contribute to the semantic web.
This could be achieved by ontologies created automatically and triggered by
a conceptual search. Secondly, an ontology repository within a digital library
could enhance the search process within a digital library by enabling ontological
search that includes more than a meta-data search and does not necessarily
have to incorporate a full-text search. Thirdly, result ontologies, if rendered
properly, could provide a concise, coherent, yet comprehensive search result to
the user. This result will be concise because it will consist of a conceptualisation
about a query and not only a set of documents, coherent because these concepts
will be related meaningfully, and comprehensive because the whole result set of
documents will be represented through one ontology.

These motivations lead to the following research question: Can a digital library
be improved to enable more coherent, concise, yet comprehensive query result
presentations by using ontologies?

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 687–691, 2013.
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2 State of the Art

This research covers two different research areas: digital libraries and ontolo-
gies. In computer science, the term ontology is used to mean “a formal, explicit
specification of a shared conceptualisation” [1].

Cimiano [2] describes ontology learning as a reverse engineering process where
an ontology reflects the author’s point of view. Ontology learning includes sev-
eral tasks: the extraction of terms, definition and hierarchical organisation of
concepts, extraction of relations and attributes as well as the definition of ax-
ioms [2]. Deep natural language processing techniques, such as the use of lexico-
syntactic patterns, are promising but not thoroughly investigated in current
ontology learning processes [3]. This research proposes that patterns, which in-
clude the extraction of implicit information such as the train of reasoning, could
improve the learning of expressive ontologies. Additionally, a standardised doc-
ument core ontology could help to create consistent and reusable results.

There are an increasing number of ontology repositories available but cur-
rent digital libraries could provide a wealth of new ontologies, although these
ontologies have to be extracted first, which is part of this work.

A digital library is defined as “a focused collection of digital objects, includ-
ing text, video, and audio, along with methods for access and retrieval, and
for selection, organization, and maintenance” [4]. The goals of semantic digital
libraries are to enhance information extraction, to connect information within
a digital library, for query refinement, and also for recommendation services.
Ontologies are used as bibliographic ontologies and community-aware ontologies
[5]. Ontology repositories, built upon an ontology hierarchy, as well as implicit
information, such as the extraction of the thesis statements could improve the
search processes but also digital libraries in general. Additionally, a result ontol-
ogy repository could combine information within a digital library, mentioned in
a multitude of books or documents, by incorporating or referencing the actual
document.

Open problems addressed in this research are (1) the learning of more expres-
sive ontologies [6] by the use of deep natural language processing techniques, (2)
the linkage between ontologies and unstructured documents, (3) the provision
of standards for ontology repositories by strictly following a top-level ontology
and the use of modularised ontologies within an ontology repository, and an (4)
automatic ontology creation methodology.

3 Approach

This research proposes and will develop and evaluate five main new artefacts
including (1) a generalised digital library architecture, which introduces (2) a
modular ontology repository, (3) a search process, (4) an indexing process, and
(5) an automatic ontology creation methodology. This work will extend a com-
monly used document repository system, a full-text search engine, as well as a
natural language processing library. It also incorporates state-of-the-art ontology
learning algorithms.
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Figure 1 shows the initial architecture where a digital library is divided into
a document repository, a document ontology repository, and a result ontology
repository. The document ontology repository stores document ontologies about
each document in the system. The result ontology repository consists of ontolo-
gies created on the fly if a search is not already represented by an ontology.
This figure also depicts processes for search and indexing. The indexing process
creates a document ontology out of an inserted document and updates affected
result ontologies. The search process searches for existing result ontologies and
combines document ontologies if no result ontologies are found. If no document
ontology exists a full-text search will be initiated.

Document Repository

Document Ontology Repository
Each ontology is related to a specific 

document

Result Ontology Repository
Incorporates links to document ontologies

Indexing Process

Added on insertion

Created on insertion

Learn Ontologies

Updated if relevant Update result 
ontologies

Search Process

Searches for existing result sets

Falls back if no existing ontologies are 
available

Extracting and 
merging document 

ontologies

Search can also be executed 
with standard search 

algorithms

Fallback to full text 
search

Fig. 1. Digital Library Processes and Repository Architecture

Figure 2 shows the ontology hierarchy used to integrate document ontologies
and result ontologies. Although the main outcomes of this research are result
ontologies, this hierarchy is essential to provide a consistent basis and is utilised
to create such result ontologies. All ontologies are based on a common top-level
ontology. The document core ontology describes four aspects: the structural as-
pect, the technical aspect, the syntactical aspect, and content. The result core
ontology contains result based information. The reference ontology is comprised
of contextual information. Each document is expressed by a document ontology.
A result ontology is an instantiation of the result core ontology and incorporates
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subsets of a set of document ontologies. With this hierarchy it will be possible to
search for predefined concepts and relations in the document core ontology and
the result core ontology but also more generally by using the reference ontology.

Document ontology /
Contains a subset of different 
domains limited by the scope 

of a document

Document Core Ontology /
Document based information

extends

Reference ontology / 
Contextual Information /

Contains different domains

referencesTo

referencesTo

Top-Level Ontology

basedOn basedOn

Result ontology /
Contains a subset of different 
document ontologies limited 

by the scope of a query

defined by a subset of multiple

referencesTo

Result Core Ontology /
Result based information

basedOn

referencesTo

extends

Fig. 2. Ontology Hierarchy

One difficulty of this approach is how to learn ontologies automatically. Well
established seed ontologies, which are incorporated in a reference ontology, such
as UMBEL (http://umbel.org), should mitigate this problem. Additionally, the
use of lexico-syntactic patterns should make it possible to extract more valid and
expressive ontologies. Also, weights for newly added concepts will be calculated,
as proposed in Boese et al. [7], to minimise the influence of unimportant or false
concepts. A limitation of this research is that it will not address the presentation
of search result ontologies to the user.

4 Research Methodology

Because this research is about the design and evaluation of the artefacts men-
tioned in section 3, design science research [8] has been chosen. The artefacts will
be evaluated ex-ante and ex-post [9]. Ex-ante evaluations should demonstrate the
feasibility of the generalised architecture and algorithms. The implemented arte-
facts will then be evaluated ex-post. Artificial methods [9] will be used to analyse
the artefact in terms of functionality and efficacy and naturalistic methods will
be applied by asking ontology experts to evaluate the created ontologies.

5 Current Status and Future Work

This research started with the creation of an initial version of a document core
ontology design and a result core ontology design. Afterwards, a proposal for an
initial automatic ontology creation methodology has been defined, which meets
the needs for use in a digital library. This methodology relies on seed ontologies
that are already available and heavily utilised. Such ontologies are either hand
selected or well established ones that are selected automatically. To support
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automatic selection of such ontologies, it is planned to utilise the ontology usage
analysis framework by Ashraf [10].

To evaluate the intended benefits of the result ontologies a result ontology will
be created manually and presented to a small group of study participants. These
participants will then be interviewed about the completeness of this ontology
concerning the searched topic in terms of concepts, relations, and linkage to
the actual documents and the improvement of such a result in contrast to a
normal result list. The next step includes the automatic creation of document
and result ontologies. Deep natural language processing for ontology learning
by defining lexico-syntactic patterns will build the basis for learning ontologies.
After that, a generalised architecture for digital libraries as well as indexing and
search processes will be defined and evaluated ex-ante. Then the artefacts will
be implemented and finally evaluated ex-post.
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Abstract. The abundance of discussions in the Social Web has altered
the way that people consume products and services. This PhD topic aims
to materialise a novel approach to assist online communication in the
Social Web by combining workflow patterns and behaviour modelling.
Semantic Web technologies are considered beneficial in various aspects
of this approach, like in the behaviour modelling, personalisation and
context-aware workflows.
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1 Motivation

The character of online communication has radically changed upon the intro-
duction of Social Web in the daily life of people. This vast expose of users to
information and opinions from colleagues, friends or acquaintances in their on-
line social circle has definitely affected enterprises that rely on the traditional
word-of-mouth regarding the quality of the offered services to the end-user by
introducing both challenges and new opportunities in the Social Web [1]. The
speed of message distribution and the number of people that a message reaches
comprise the major aspects of word-of-mouth. Both dimensions have been dras-
tically changed in the last few years; sharing an opinion requires only some
internet connection (on a mobile or desktop device) and a few seconds to com-
pile a message and share it; and the number of people that a message can reach
has exponentially been increased as we can push a message simultaneously to the
various ever-expanding social network graphs. Enterprises, in order to address
the above-mentioned challenges and turn them into opportunities, should be able
to understand the dynamics of communication and the behaviour of users in the
Social Web. In this respect, behaviour modelling and workflow patterns could
assist enterprises handling the online communication with end-users by applying
them in a context-aware manner. The initial idea is to map behaviour patterns
with actions in a workflow to assist the offering of services; these workflow pat-
terns are refered as communication patterns in the proposed approach.

Therefore, the aim of this PhD research is the specification of the infrastructure
and the communication patterns that could assist the offering of services based on
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the user behaviour in the Social Web. In the scope of my thesis, I consider various
dimensions that should be combined for the realisation of the aforementioned
conceptual idea as the following section presents.

2 State of the Art

Inspired by the work of Mika [2] regarding the tripartite model of ontologies for
social networks (i.e. Actor-Concept-Instance), this thesis aims to define work-
flow patterns that are usable and adaptable to the needs of the Social Web.
Moreover, there has already been considerable interest in the social network in-
teractions, like the work in [3] which coined the ‘social property’ as a network of
activity theory concepts with a given meaning. Social properties are considered
as patterns that “represent knowledge grounded in the social sciences about mo-
tivation, behavior, organization, interaction...” [3]. The results of this research
direction combined with the generic workflow patterns described in [4] are highly
relevant with the objectives of the proposed approach and the materialisation of
the communication patterns. Furthermore, the design of the patterns is related
to the collaboration among the various agents as described in [5], in the scope
of the social workflows. Besides the social properties, the work described in [6]
introduces the usage of ontologies in the modelling of the user’s activities in con-
junction with content and sentiment. In the context of our approach, modelling
behaviours will enable us to identify patterns in communication problems and
understand the dynamics in discussions in order to discover ways of engaging
more efficiently with the public in the Social Web. Extending the state of the
art work in the existing behaviour modelling methods, the contribution will be
the specialisation of the ontology towards specific domains, in respect to the
datasets of the use cases.

Several researchers have proposed the realisation of context-aware workflows
[7] and social collaboration processes [8], which are related to our initial idea
of modelling the related actors and artifacts in order to enable adaptiveness
and personalization in the communication patterns infrastructure. Moreover, re-
search in the area of semantics regarding the retrieval of workflows [9] as well as
the semantic annotation paradigms like described in [10],[11] is considered rele-
vant to our planned contribution. The contribution could be considered as three-
fold: application of user and behaviour modelling methods on certain domains,
design and implementation of workflow patterns specific for the communication
in the Social Web, and context-aware adaptation and evolution of the patterns.

3 Approach

The proposed approach is closely related with the objectives and contributions as
described in section 2. Figure 1 demonstrates the approach that will be followed
to materialise the concept of the communication patterns. The design and im-
plementation of the workflow patterns will be based on the open communication
issues of the use cases that have been extracted from the datasets. According
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to Figure 1, the first steps include the modelling of the user behaviour in order
to understand it and retrieve her/his activities A that are related to a specific
context. The next step is to match A with existing patterns (we assume that
some basic patterns will have already been defined) by exploiting the benefits of
inference as some semantic meta-data will be stored in conjunction with every
pattern definition. These patterns while being predefined and seemingly static,
will also be able to adapt in the context of specific cases by employing context-
aware paradigms like those represented by the papers mentioned in the state of
the art, in section 2.

Fig. 1. General flow in the communication patterns’ infrastructure

The research will be based on datasets from various domains, e.g. tourism
including hotel reviews and points-of-interest reviews. Employing the Behaviour
Ontology described in [6], an extented model (specific to the domains) will be
applied on the datasets in order to understand the dynamics in the discussions of
the users. Thus, helping to address possible issues and preventing the churning
[12] of the users from the provided services. For example, a typical user activity
could be the post of a bad review for a service (e.g. accommodation), which the
affected enterprise should be able to handle in an appropriate way. The reaction
from the side of the enterprise could be assisted by a communication pattern
specific for this context.

Various technologies are available for modelling workflows like YAWL and
BPEL. The YAWL ecosystem [13] (i.e. language, workflow engine, etc.) has
been designed in an Open Source manner [14], which perfectly fits the pro-
posed approach as it enables the extension of the workflow engine due to its
high modularity. However, the contributions of the proposed approach will re-
main independent of platform in order to be easily adoptable on other research
initiatives in the future.

The effectiveness of the designed patterns can be measured by employing and
extending the findings of the work presented in [15] regarding metrics of the
user engagement in terms of popularity, activity and loyalty. Moreover, research
in the area of Quality of Service (QoS), e.g. [16], is considered to be important
for our approach in the scope of evaluating the impact of the communication
pattern infrastructure.
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4 Methodology

The planned methodology of the proposed approach includes various steps that
are interconnected, albeit they could run in parallel in order to enhance the
overall research process.

1. Idea Initialization
In the first phase of the research work, the usage scenarios will be defined
as well as the pilots that will be used from various domains in order to
evaluate the research results. Moreover, existing approaches regarding the
various dimensions of the research plan will be evaluated in order to find
gaps and specify our contribution.

2. Specification of Communication Patterns Infrastructure
The state of the art analysis and the requirements analysis will qualify in
this phase to the specification of the infrastructure that will support the
concept of communication patterns.

3. Implementation
The next step is to apply the design of step 2 and the theoretical background
that has been acquired from the aforementioned steps in the development of
the algorithms that will be used by the various components and the ontology
for the behaviour modelling. The implementation phase will be assisted by
experiments that will run in an iterative way in small-scale and per compo-
nent in order to recognize problems and bottlenecks at an early-stage in the
approach.

4. Final Evaluation
The final validation of the results will consist of various indicators and mea-
surements that will be gathered from user studies related to the domains of
the use cases (e.g. tourism, social networking, product quality management
or brand management).

The aforementioned methodology layers are reflected in the research working
plan which is presented in section 5.

5 Schedule

The schedule of my thesis is based on the realization of the steps mentioned in
section 4. The first phase of studying the state of the art in the research fields
of my contribution has already started. In addition, the study of the state of the
art runs in parallel with the specification of the usage scenarios, the retrieval
of the datasets and the requirements analysis in order to specify the needs and
the expectations in this early-stage. The next step is the theoretical design of
the communication patterns infrastructure, which will have finished until the
end of the second quarter of 2013 and the first research results should have
come out of this process. The next two quarters of 2013 will be exploited in
refining the theoretical part, the algorithms and the ontology for the behaviour
modelling. In case that all the above-mentioned goals are achieved till the end of
2013, the refineminent of the running prototype will take place in the following
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year (i.e. 2014) as well as the final validation in conjunction with the writing of
the dissertation document. Throughout this research initiative several high-level
conferences, workshops and journals have been considered for submissions.

References

1. Kaplan, A.M., Haenlein, M.: Users of the world, unite! the challenges and oppor-
tunities of social media. Business Horizons 53(1), 59–68 (2010)

2. Mika, P.: Ontologies are us: A unified model of social networks and semantics.
In: Gil, Y., Motta, E., Benjamins, V.R., Musen, M.A. (eds.) ISWC 2005. LNCS,
vol. 3729, pp. 522–536. Springer, Heidelberg (2005)

3. Fuentes-Fernandez, R., Gomez-Sanz, J.J., Pavon, J.: User-oriented analysis of in-
teractions in online social networks. IEEE Intelligent Systems 27, 18–25 (2012)

4. van Der Aalst, W.M.P., Ter Hofstede, A., Kiepuszewski, B., Barros, A.: Workflow
patterns. Distributed and Parallel Databases 14(1), 5–51 (2003)

5. Dorn, C., Taylor, R., Dustdar, S.: Flexible social workflows: Collaborations as
human architecture. IEEE Internet Computing 16(2), 72–77 (2012)

6. Rowe, M., Angeletou, S., Alani, H.: Predicting discussions on the social semantic
web. In: Antoniou, G., Grobelnik, M., Simperl, E., Parsia, B., Plexousakis, D., De
Leenheer, P., Pan, J. (eds.) ESWC 2011, Part II. LNCS, vol. 6644, pp. 405–420.
Springer, Heidelberg (2011)

7. Wieland, M., Kopp, O., Nicklas, D., Leymann, F.: Towards context-aware work-
flows. In: CAiSE, pp. 11–15 (2007)

8. Liptchinsky, V., Khazankin, R., Truong, H.-L., Dustdar, S.: A novel approach to
modeling context-aware and social collaboration processes. In: Ralyté, J., Franch,
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Abstract. We are surrounding by sensor networks such as healthcare, home or 
environmental monitoring, weather forecasting, etc. All sensor-based applica-
tions proposed are domain-specific. We aim to link these heterogeneous sensor 
networks to propose promising applications. Existing applications add seman-
tics to the sensor networks, more specifically, to the context, rather than to  
the sensed data. We propose an architecture to merge heterogeneous sensor 
networks, convert measurements into semantic data and reason on them. 

Keywords: Semantic Sensor Networks, Semantic Web technologies, Resource 
Description Framework (RDF), Linked Open Data, Ontologies, Reasoning, 
Sensors. 

1 Motivation and Research Questions 

Sensor networks are used in a great deal of realms such as home monitoring,  
environmental monitoring (e.g., weather forecasting), health monitoring (e.g., pa-
cemaker, brain waves), vehicular networks, etc. Each application focuses on a 
specific sensor network. We intent to link these existing heterogeneous sensor 
networks to provide new applications. For example, by merging the following 
sensor networks: the smart kitchen, the weather forecasting and the health we 
could propose a recipe according to ingredients available in the kitchen, the weath-
er and the user’s health (diets, diseases, allergies, emotional state). Merging  
heterogeneous sensor networks is a difficult task due to heterogeneous protocols, 
heterogeneous data format and the lack of description of measurements. For exam-
ple, a temperature measurement is related to a body temperature or an outside tem-
perature, with a body temperature we can deduce if the person is sick, this is not 
the case with the outside temperature. 

The main challenges of this motivating scenario are: (1) manage heterogeneous da-
ta from sensor networks, (2) convert sensor measurements into semantic data using 
semantic web technologies and (4) reason on these semantic data. 
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2 State of the Art 

SensorMasher [1] and the SemsorGrid4env [2] projects both manipulate environmen-
tal sensed data. Coyle et al. [3] propose semantic sensor networks for smart homes. 
Sense2Web [4] is a Linked Data Platform to publish sensor data and to link them to 
existing resources on the Web. SWAP (Sensor Web Agent Platform) [5] extracts sen-
sor data automatically. The SSN (Semantic Sensor Network) Ontology [6] describes 
sensors and their measurements. The following sensor ontologies are specific to envi-
ronmental sensors and do no not focus on the type of the measurement and the unit: 
Csiro1 OntoSensor2, Cesn3, Sensei4, SemSOS5, OOSTethys6. SenML [7] and SWE 
(Sensor Web Enablement) [8] are protocols to retrieve sensor measurements. SenML 
is a lightweight protocol,  SWE is more difficult to deploy but provides interesting 
services to manage sensors such as be alerted when a specific event occurred by 
email. Machine-to-Machine (M2M) means that computers can communicate with 
each other without human intervention. The  M2M ETSI architecture [9] is an archi-
tecture to manage heterogeneous sensor networks and communication protocols. They 
propose to add semantics to the context rather than to the measurements.  

Existing works focus on a specific sensor network: smart home, smart kitchen, 
weather forecasting or environmental monitoring. They design a domain ontology 
without be linked to the existing ones and add semantics to the context (i.e., shut off 
the light is the room is empty). There are a numerous sensor ontologies and domain 
ontologies but they are designed without considering the existing ones and propose to 
add semantics to the context rather than to the measured data. Further, they do not 
provide semantic-based reasoning (machine learning or recommender systems) on 
measurements. 

3 Approach 

We propose an architecture (Fig. 1) to get sensor measurements (sensor gateways), to 
annotate heterogeneous measurements with semantics (aggregation gateways) and 
reason on them (semantic-based applications). Our architecture is inspired by the 
M2M ETSI architecture. We have in mind a distributed architecture, and propose high 
energy treatments on the cloud computing if necessary. Our sensor gateways retrieve 
sensor measurements through the SenML protocol. Our aggregation gateways  
convert sensed data into semantic measurements using semantic web technologies  

                                                           
1 http://www.w3.org/2005/Incubator/ssn/wiki/SensorOntology2009 
2 http://mmisw.org/ont?form=rdf&uri=http://mmisw.org/ont/ 
 univmemphis/sensor 
3 http://www.cesn.org/sensor/cesn.owl 
4 purl.oclc.org/net/unis/ontology/sensordata.owl 
5 http://archive.knoesis.org/research/semsci/ 
 application_domain/sem_sensor/ont/sensor-observation.owl 
6 http://mmisw.org/ont?form=rdf&uri=http://mmisw.org/ 
 ont/mmi/20090519T125341/general 
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(RDF, RDFS, OWL and domain ontologies). Semantic-based applications link our 
semantic measurements to the Linked Open Data7 and perform reasoning (inference 
engine, rules, machine learning, recommender systems). 

 

Fig. 1. The proposed architecture 

In our scenario, we have two aggregation gateways, the former stores semantic da-
ta related to the weather, ingredients and health, the second manages semantic data 
related to the health and the brain waves. Semantic-based applications merge and 
query aggregation gateways to provide new services such as suggest the menu for 
dinner adapted to the weather, the season, available ingredients in the kitchen and the 
user’s health (diseases, diets, allergies, emotional state).  

We design the SenMESO (sensor Measurements Ontology)8 to convert automati-
cally heterogeneous sensor measurements into semantic data. This ontology acts as a 
hub to merge heterogeneous measurements and domain ontologies. Our ontology 
describes the measurement concept: a measurement has a name, a value, a unit and a 
type. SenMESO is linked to numerous domain ontologies to obtain additional infor-
mation: health (ontoreachir9), sensor (SSN10), meteo (AWS11), smart home (dogont12), 
emotion13, etc. We aim at constructing a tool to update automatically this ontology 
with other domain ontologies. Semantic measurements are linked to the linked Open 
Data to obtain additional information. An example is to link our food measurements 
to the SmartProduct14 datasets defining a great deal of ingredients and recipes.  

                                                           
 7 http://linkeddata.org/ 
 8 http://sensormeasurement.appspot.com/ 
 9 Search on google (filetype:owl Ontoreachir). 
10 http://www.w3.org/2005/Incubator/ssn/ssnx/ssn 
11 http://www.w3.org/2005/Incubator/ssn/ssnx/meteo/aws.owl 
12 http://elite.polito.it/ontologies/dogont.owl 
13  http://emotion-ontology.googlecode.com/svn/trunk/ontology/ 
14  http://projects.kmi.open.ac.uk/smartproducts/ontology.html 
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We want to create a generic algorithm to reason on the heterogeneous semantic data 
using machine learning, recommender system and semantic tools. 

4 Research Methodology 

We designed the architecture at the beginning of the thesis and an ontology to convert 
heterogeneous measurements into semantic data. We evaluate our ontology by using 
it in the prototype implementation.  

Current steps are to work on the refinement of this architecture and the ontology. 
We are working on updating automatically this ontology with new domain ontologies. 
We are implementing a prototype to evaluate the components of our architecture (sen-
sor gateway, aggregation gateway) and the M2M applications. 

Future steps are to integrate a semantic-based recommender system on semantic 
measurements to propose applications as presented in the first section. Our prototype 
will be integrated to the Com4Innov15 platform deploying a real architecture with 
heterogeneous sensors and communication protocols (4G). Finally, we will evaluate 
the performance of the prototype and the real architecture, more precisely, algorithms 
implemented to aggregate, convert sensed data and reason on them. 

5 Results 

We have implemented a first prototype to validate the proposed architecture. The 
sensor gateways16 retrieve raw measurements and return them according to the 
SenML protocol. We obtain simple measurements: the name, the value, the unit, and 
the date (i.e., the temperature is 5°C, 250 grams of butter).  The aggregation gateways 
convert XML data into RDF data. We have implemented the SenMESO ontology to 
annotate measurements with semantics. The M2M applications reason on semantic 
measurements to propose an application as the one presented in the first section. The 
architecture has been implemented with the following technologies: the Java lan-
guage, Google Application Engine (GAE), the Jena framework, HTML5 and Java-
Script. Both the prototype and the ontology are available online17.  The final version 
of the prototype will be integrated to the Com4Innov project, to test it in a real envi-
ronment with heterogeneous sensors and protocols. 

6 Conclusion and Future Works 

We proposed to merge heterogeneous semantic sensor networks. We annotate mea-
surements with semantics rather than add semantics to the context. Currently, we are 

                                                           
15  http://www.com4innov.com/platforms_presentation.en.htm 
16  http://emulator-box-servi ces.appspot.com/senmladmin/ 
  ahdzfmVtdWxhdG9yLWJveC1zZXJ2aWNlc3IbCxIJWm9uZUFkbWluIgxBb 
  WVsaWVDb3JuZXIM/edit 
17  http://sensormeasurement.appspot.com/ 
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working on the refinement of the architecture, the distributed aspect and the imple-
mentation. Future works are to integrate semantic-based machine learning algorithms 
and recommender systems to reason on heterogeneous semantic measurements. We 
are also interesting in the security aspects. We are designing a semantic-based securi-
ty application18 to help a non-expert in security to secure his/her application, by sug-
gesting the best security mechanism to use. 
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Abstract. Linked Data has become an essential part of the Semantic
Web. A lot of Linked Data is already available in the Linked Open Data
cloud, which keeps growing due to an influx of new data from research
and open government activities. However, it is still quite difficult to access
this wealth of semantically enriched data directly without having in-
depth knowledge about SPARQL and related semantic technologies. The
presented dissertation explores Linked Data interfaces for non-expert
users, especially keyword search as an entry point and tabular interfaces
for filtering and exploration. It also looks at the value chain surrounding
Linked Data and the possibilities that open up when people without a
background in computer science can easily access Linked Data.

Keywords: linked data, interfaces, semantic web, sparql, rdf.

1 Motivation

The Linked Open Data cloud provides an impressive wealth of semantically
enriched, openly available Linked Data. However, this Linked Data is basically
only accessible for experts in semantic technologies who know how to write
SPARQL queries. And even for those who know how to use SPARQL, it can be
quite laborious at times, especially while trying to explore an unknown SPARQL
endpoint.

Therefore, the goal of this dissertation is to research easy-to-use interfaces
for accessing Linked Data. These interfaces should be usable without any prior
knowledge of SPARQL or other semantic technologies.

2 Research Questions

The central research question is:

– How can Linked Data interfaces for non-expert users look like?

Subsequent research questions are:

– How can current search engine paradigms be used for Linked Data?
– How can Linked Data be displayed, filtered, and explored in tabular form?
– How can value be created when non-expert users can access Linked Data?

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 702–706, 2013.
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3 Approach and Research Methodology

The first phase of this dissertation dealt with some of the fundamental problems
related to the question of easy access. In [1], we looked into ways to turn search
keywords into URIs and applied the technique in a simplified end-user interface
for accessing Linked Data. This approach was extended into CAF-SIAL, a proof-
of-concept application described in [2] and [3]. CAF-SIAL helped users to search
information about concepts in the Linked Open Data cloud without having to
know any of the mechanics of the Semantic Web.

We also created a Linked Data value chain model [4] that conceptualized the
actors and processes in the Linked Data ecosystem. Though we did not pursue
that strand of research further at the time, it turned out to become much more
relevant to this dissertation later on.

The second phase of this dissertation is closely related to the CODE project
[5], a research project funded by the European Union. As described in [6], the
vision of CODE is to establish a sophisticated ecosystem for Linked Data. The
current focus of this dissertation is the Linked Data Query Wizard1 as part of
CODE’s Visual Analytics work package [7]. The goal of the work package is to
develop a web-based visual analytics platform that enables non-expert users to
engage in a visually supported, collaborative analysis of Linked Data, and the
Linked Data Query Wizard will play a crucial role in this undertaking.

The current research methodology follows the principles of agile development
and rapid prototyping: Small implementation cycles, resulting in new versions
of the prototype on a weekly, sometimes daily basis.

4 The Linked Data Query Wizard

The working hypothesis for the Linked Data Query Wizard is: There’s not a
lot of people who speak SPARQL and are familiar with graph structures. On
the other hand, many people know spreadsheet applications like Microsoft Excel.
Therefore, the idea is to develop a web-based tool that brings the graph structure
of Linked Data into tabular form (see figure 1) and provides easy-to-use inter-
action possibilities for filtering and exploring Linked Data by using metaphors
and techniques the users already know.

4.1 Related Work

Although the Semantic Web has matured in recent years, and semantic tech-
nologies have become quite powerful, the Linked Open Data cloud is still only
accessible for semantic technology experts and programmers. The problem of
easy-to-use interfaces for accessing Linked Data is still largely unsolved. The
majority of current tools are not aimed at non-expert users. As an example,
the popular Semantic Web search engine Sindice [8] is practically unusable for
people without a deep understanding of semantic technologies.

1 http://code.know-center.tugraz.at/search

http://code.know- center.tugraz.at/search
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Fig. 1. Early beta version of the Linked Data Query Wizard

Currently, only very few web-based tools use tables for representing Linked
Data. One such example would be Freebase Parallax [9]. Although its main
feature is the ability to browse sets of related things, it also provides a table
view for these result sets. Another online tool that shares similarities with our
prototype is the Falcons Explorer [10]. Both tools feature a search box as the
main entry point – an idea that is also central to our prototype. However, in
both tools, the table view is not the central focus.

Another tool that shares a few similarities with our prototype is OpenRefine
[11] (formerly known as Google Refine and Freebase Gridworks). It supports
RDF, and there are also extensions such as LODRefine [12] that focus on Linked
Data – however, OpenRefine’s main focus is cleaning up tabular data, and it’s
also not available as a web service, even though its main interface is browser-
based.

Our prototype also supports the current working draft of W3C’s RDF Data
Cube Vocabulary [13] which provides a semantic framework for expressing sta-
tistical data sets as Linked Data. Data sets that comply with the RDF Data
Cube standard can easily be displayed, filtered, and explored using the Linked
Data Query Wizard. To the best of our knowledge, there are currently no other
tools with a feature set similar to our prototype that support RDF Data Cubes.

4.2 Limitations

Currently, the biggest limitation of the prototype is the rather demanding set
of requirements it imposes on the SPARQL endpoints that serve as its back
end. One critical feature that is needed for our current approach is support
for full-text search. Sadly, full-text search is sorely lacking from the current
SPARQL specification, which is why certain SPARQL endpoints have come up
with workaround solutions. Therefore, only Virtuoso and bigdata are currently
supported as SPARQL endpoints by the Linked Data Query Wizard.
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The Linked Data Query Wizard also makes use of certain SPARQL 1.1 fea-
tures, especially the aggregation functions. The COUNT() function is critical and
already in use by the current prototype for displaying the number of results for
a given query.

4.3 Evaluation

For evaluating the prototype, both formative as well as summative evaluations
are planned:

The formative evaluations have already started informally, mostly with project
teammembers, and with increasing feature completeness will also include friendly
users outside of the team with a decreasing degree of expertise. The last forma-
tive evaluations will include non-expert users.

There are also summative evaluations planned. Some of them will be part of
challenges and the planned use of the prototype in university courses, but addi-
tional quantitative and qualitative user studies might be conducted as needed.

4.4 Initial Results

The Linked Data Query Wizard is currently available online as an early beta
version. In its current form, it offers two entry points: Users can either initiate a
keyword search, or they can select any available dataset, represented as an RDF
Data Cube. In both cases, the users get presented with the results in tabular
form, similar to what they are used from spreadsheet applications. They can
choose which columns (i.e. RDF predicates) they are interested in, and they can
set filters to narrow down the displayed data.

Though the current functionality of the prototype is still rather limited, first
usage experiments have shown that the tool can be helpful in exploring the data
and respective data structures of unknown SPARQL endpoints.

5 Conclusions and Future Work

The creation process of this dissertation can be divided into two phases: The
early first phase, focusing on keyword search for Linked Data and the value
chain of the Linked Data ecosystem, and the current second phase, focusing on
the Linked Data Query Wizard, a novel approach for filtering and exploring
Linked Data.

The next steps regarding the prototype will be to expand its functionality, fo-
cusing on better filter mechanisms as well as more advanced exploration features
that incorporate the underlying semantic structure. Additionally, the Linked
Data Query Wizard will be integrated with a tool for visualizing Linked Data as
well as a semantic enrichment service for turning generic RDF into RDF Data
Cubes.

The development of the prototype will continue throughout the rest of the
year, leading to a final evaluation at the beginning of 2014.
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The writing process of the dissertation has already begun and will intensify
as the year progresses. The majority of the dissertation should be finished by
the end of 2013, leaving only the final evaluation results as well as the finishing
touches for the beginning of 2014.

The dissertation should be finished in the first half of 2014.
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Abstract. We address the problem of real-time matching and correlation of 
events which are detected and reported by humans. As in Twitter, facebook, 
blogs and phone calls, the stream of reported events are unstructured and 
require intensive manual processing. The plethora of events and their different 
types need a flexible model and a representation language that allows us to 
encode them for online processing. Current approaches in complex event 
processing and stream reasoning focus on temporal relationships between 
composite events and usually refer to pre-defined sensor locations.  We propose 
a methodology and a computational framework for matching and correlating 
atomic and complex events which have no pre-defined schemas based on their 
content. Matching evaluation on real events show significant improvement 
compared to the manual matching process. B 

1 Motivation and Problem 

In recent years a special attention was given to streamed events and stream reasoning 
[1] [2][13]. A special type of noisy data streamed for real-time reasoning are events 
which are detected and reported by humans to actionable knowledge bases in multi-
tier responding agencies through different services such as Twitter, facebook, phone 
calls, Microblogs and other similar sources.  A common example on this scenario is 
the stream of incoming phone calls to the operation room of civil police as depicted in 
Fig. 1. In a standard operation room, operators only register incoming calls, where a 
second tier of commanders evaluate these calls, support them, if possible, with other 
information probed from news, blogs and web pages before taking any actions. The 
second tier is only interested with events that are valid for processing in a time-
window. For every new event, they continuously evaluate it against all events in the 
past time-window in order to find similar clusters of events.  

The general main two continuous queries that could be registered on the stream of 
calls are :  Query 1.  “Compare each incoming event with all previous events logged 
during the last 5 minutes, then cluster similar events before taking any decision”. For 
the example given in Fig. 1, the query could be translated to “Are these three events 
the same?”. Query 2. “ Compare each incoming event with all previous events logged 
during the last hour… Then predict potential new events “. 
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Fig. 1. Calls to the police operation room 

To generalize the scenario, and given a stream of events },...{ 1 nee  where the 

structure of ie , motivated by Davidson convention[4],  is of the format e∃ ( Event(e) 

∧  Agent(e; an agent) ∧ Recipient (e; a recipient)  Time(e; a time) ∧ Place(e; a location) ∧  
Instrument (e; an instrument)). This format which is illustrated in Fig. 2 also serves as 
the upper Ontology for events  
 

 

Fig. 2. Stream of non-equal event tuples 

The main questions to be answered are : 

1. Given a set of atomic events find the similarity between these events in real-

time. Similarity is computed as 3-tuples >< Ree ,, 21 , where R is expressed 

as equivalence )(≡ , partially-matched )(⊂ , and mismatch (⊥).  

2. Given a set of occurring events },...{ 1 nee and other historical occurrences, 

find or infer what pattern of events is occurring.  

2 State of the Art 

Many approaches followed a content based event matching using different methods 
which could be summarized as follows (a) Information retrieval: [5] use information 
retrieval techniques for computing events similarity where the event context is treated 
as a document and the tuple attribute values correspond to document terms. A similar 
approach was used by The Entity Name System (ENS)  [6][7]. (b) Machine-learning 
algorithms: [8] uses machine-learning algorithms to classify events using three groups 
of features: statistical features, keyword features and word context features. [8] 
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demonstrated that through event mining, it is possible to detect the location and time 
for earthquake events by exploiting the real-time nature characteristic of Twitter. The 
main disadvantage of this method is the need for a large number of events for 
training, but once learned this method could be used to create models for events 
correlation.(c) Predicate-based matching: The content-based event matching problem 
was intensively studied in publish-subscribe infrastructure. Where an event to satisfy 
a subscription, every predicate in the subscription should be matched by some pair in 
the event [8]. The main disadvantage of predicate-based matching is that predicates 
should be pre-defined in advance. (d) Pattern matching (Rete): The Rete algorithm [9], 
originally used for production rule systems, is an efficient solution to the facts-rules 
pattern matching problem. The basic Rete algorithm was extended to accommodate 
for temporal operators [10][11]. Our approach learns from rete network, but instead of 
building a network from rules, we build a network from the Ontology and spatial 
locations. 

3 Proposed Approach and Methodology 

Our methodology to match and correlate events is based on the content of these 
events. The methodology approaches the problem from a representational as well as a 
computational viewpoint as shown on Fig 3. The framework consists of the following 
components : 
 

 class Calculi of change

Ev ent Fluent

Situation

Initial ly (F)initiates (E, F , T )

Terminates(E, F,T)

Holds(F,T,S)

Happens (E,T)

 

Fig. 3. Real-time event processing framework 
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(a) Event Detection and Logging – Controlled GUI : The first stage, after event 
detection, starts by logging the event using a controlled natural language 
graphical user interface designed to capture temporal and space properties of an 
event based on pre-defined ontology and model. To build such a model we 
depend on analyzing the linguistic, Ontological and semantic properties of events 
and treated events as 4 dimension entities. 
(b) Thematic Role Model Builder : The thematic role model aims at representing 
each event in a form that allows us to correlate and match using the thematic 

roles of events. Each thematic roles describes the "mode of participation" in an 

event for each argument of a predicate [3]. 
(c) Event Model : Semantic and Spatial Graph Representation: We use two graphs 
called semantic and spatial memories that are appropriate to perform semantic 
matching and spatial reasoning about the streamed events. Semantic and spatial 
memories are built from a central knowledge base of linked entities called 

Entitypedia1. we propose typed composite graphs with inheritance and 

containment to specify the event structures. After building the network, events 
asserted from the stream are used to activate these memories at runtime 
(d) Event Query Language : Clusters of events could be viewed at different 
granularity based on the typed graphs and their containment relationships. 

4 Initial Results and Conclusions 

At this stage, we have collected a sufficient number of entities and event types. We 
collected entities of different types (person, organization and location) from real-life 
databases. So far we analyzed the meta-data and attributes used by 11 municipalities, 
3 Ministries, and two private sector organizations to identify the main entities, their 
attributes and their instances. We collected 4,358,569 from one country. We designed 
a preliminary user interface based on the event upper Ontology. For relations between 
locations, we use the region connection RCC8[12] for qualitative spatial 
representation and reasoning. For the matching algorithms, we took all the locations 
in one city and built the RCC8 relationships between these locations. A proof-of-
concept prototype for the matching problem was implemented and tested. The initial 
results show the ability of the system to match hundreds of events efficiently. The set 
of events that the system couldn’t match are collected in a conflict memory. The 
efficiency of the matching algorithm depends on the number of entities used to build 
the event networks. 

To evaluate the performance of  the classification algorithm, we are interested in 
the algorithm’s ability to correctly predict or separate the classes of matched events, 
partially matched events or non-matched events. To calculate precision and recall we 
need a ground truth dataset. This data set is under development from multiple sources. 
During the last six months, events are logged manually on the system from phone 

                                                           
1 http://entitypedia.org/ 
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calls and two other online news. Crowdsourcing annotations will be used to label 
events. Disagreement between annotators on event types, spatial and temporal 
relationships will be evaluated to enhance the parameters of the algorithm. 

5 Remaining Work 

Still we are working on the optimization of the matching algorithm, specially how to 
apply different strategies when new token is passed to the event network . Techniques 
to validate the event ontology and locations path consistency is under consideration. 
The query language for event matching and correlation with different operators so the 
end user can be able to examine and fine-tune the obtained results. 
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Abstract. The number of linked data sources available on the Web is
growing at a rapid rate. Moreover, users are showing an interest for any
framework that allows them to obtain answers, for a formulated query,
accessing heterogeneous data sources without the need of explicitly speci-
fying the sources to answer the query. Our proposal focus on that interest
and its goal is to build a system capable of answering to user queries in
an incremental way. Each time a different data source is accessed the pre-
vious answer is eventually enriched. Brokering across the data sources is
enabled by using source mapping relationships. User queries are rewrit-
ten using those mappings in order to obtain translations of the original
query across data sources. Semantically equivalent translations are first
looked for, but semantically approximated ones are generated if equiv-
alence is not achieved. Well defined metrics are considered to estimate
the information loss, if any.

Keywords: Semantic Web, Linked Open Data Sources, query reformu-
lation, query rewriting, ontology mapping.

1 Problem Statement and Research Question

The Linked Open Data (LOD) initiative has made available to the users a large
number of data sources from various domains such as education, life sciences,
government data, literature, geography and others. Two commonly used ap-
proaches for query processing in this context are: 1) to query the different data
sources independently, one by one; or 2) to integrate first the data sources into
a local centralized warehouse and then to process queries in a centralized way
on the warehouse. Both approaches present relevant problems such as the user
needed expertise following the first approach and the scalability problems that
arise in the second one. In this scenario an alternative approach is appearing,
the so called federated approach, in which a query is formulated and its an-
swer is obtained from different sources but with the distinguishing feature that
the technical details associated to the distributed query answering process are
transparent to the user. The work developed in this thesis is placed in this ap-
proach, but our system will have the added feature that the user does not need
to have specific knowledge of the language in whichthe different data sources
are modeled. We summarize our research question as the following one: How
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can we assist to the user with querying heterogeneous data sources, without the
need to be an expert on the ontologies with which they are modeled and returning
incremental and satisfactory results for the user?

Consider the following scenario, a music student formulates the following
query to a multimedia local source: recording of “Sonata giocosa” by “J. Ro-
drigo” played by “Marco Socias”. Possibly, due to the limited number of records
of that source, the answer to that query is empty. Then, the user clicks on not
satisfied and requests the system to reformulate the question about the same
source. Transparently to the user, the system reconstructs the query as: record-
ing of “Sonata giocosa” by “J. Rodrigo” played by anybody. This time the answer
received is a recording of the requested piece from the polish guitarist “Marcin
Dylla”. The user clicks again on not satisfied and on this occasion asks the sys-
tem to consult a new source. The system selects another relevant source or the
user can select the source from a set provided by the system. In this case, the user
leaves the decision in the hands of the system and it choices a source consisting
of cd records and reformulates the query as: cd including “Sonata giocosa” and
featuring “Marco Socias”. This time the answer is the cd with title “Elogio de la
guitarra” where “Marco Socias” plays the requested piece. Notice that in those
last cases the semantics of the original query has been changed.

According to my proposal, the user formulates a query expressed with her
preferred vocabulary, waits for an answer and asks for more answers if she is not
satisfied with those received. Then, the system does its best to satisfy the user.
If semantically equivalent translations of the original query are not achievable
on different sources, the system proceeds with approximate translations with
the hope to find satisfying answers for the user. The system is able to measure
the incurred loss of information with the approximate translation, using metrics
from the field of information retrieval, such as precision and recall.

The novel contribution that I consider is: An innovative query approach that
provides the answers by accessing different data sources, expressed with different
vocabularies, in an incremental way guided by the user. Source mappings are used
for issuing translations of the original query and a measure of loss of information
incurred in the intended translation is provided in the case that it occurs.

2 State of the Art

The Sparql query processing over heterogeneous data sources is an extensive re-
search field in the Semantic Web community. Currently, many systems (DarQ[6],
FedX[8]) deal with query federation on heterogeneous datasources of the Web
of Data1. But the federated approach has a fundamental difference with ours,
this is the need for the users to know the ontologies with which are described
the datasets and write the query in their model. Our approach is more flexible
and useful to the user who only knows his dataset domain and languages, being
the system responsible of rewrite the query in terms of the ontologies of other
additional interesting datasets.

1 Web of Data - (http://richard.cyganiak.de/2007/10/lod/)

http://richard.cyganiak.de/2007/10/lod/
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Our study is therefore closer to the works that are focused on SPARQL query
rewriting and reformulation. Although we present significant innovations in a
domain such as the semantic web, in which has hardly developed studies on
this topic. Makris et. al.[5] is quite close to our approach. A formal model for
RDF triple patterns rewriting is defined. A quite expressive specific mapping
language based on Description Logics constructs is defined and used for the
query rewriting. Nevertheless, the rewriting of triple patterns is not dependant
on mapping relationships (i.e. equivalence or subsumption). These relationships
affect only the evaluation results of the rewriten query over the target ontology.
Therefore, they do not take into account the estimation of loss in precision or
loss in recall. Moreover, it is not clear what is done when there are not enough
mapping expressions to rewrite every term of the source query.

On query relaxation field, there are studies like Hurtado et al. [3], where a
new clause of SPARQL, called ”RELAX”, is introduced for make queries more
flexibles by a logical relaxation of the conditions enclosed by the clause. This
approach is far from our study, because they are not focused on translating
the entire query and extend it with other data sources, but in generalize some
conditions of it into the same dataset.

Outside the areas of query rewriting or relaxation, Herzig’s article [2] presents
similar objectives to ours, regarding the goal of query reusing for consult addi-
tional datasets. They make a ERM(Entity relevance model) that contains the
structure and content of the results needed to answer a query and thus it can be
used to transfer the query to other datasets. It has the disadvantage of allowing
only the query of entities.

Finally a differentiating aspect of our system is the measure of the loss of
information. For compute it we adapt the approach presented by Salton [7] to
estimate the information loss when a term is substituted by an expression. We
use the metrics precision and recall originating from Information retrieval [9],
[1]. There are other metrics like similarity [4], distance between two ontology
concepts, that we are studying to adapt too to our approach.

3 Proposed Approach

My purpose is to exploit RDF-ied sources, being they native RDF Linked Open
Data sources or having an RDF scheme wrapping with non RDF data source (e.g.
relational database with appropriate RDF scheme mapping). Once the original
SPARQL query is received, a SPARQL query engine is launched on the by de-
fault dataset. After receiving the answer, there is the possibility to ask for more
answers. In that case the original query can be sent to different data sources
that share the vocabulary used in the query. But if that chance is not available
or its answers are not enough, then a query rewriting process begins. Different
choices are possible depending on the user decision: 1) to rewrite the original
query (slightly changing its semantics) over the same source but looking for dif-
ferent answers to those previously obtained, 2) to try to rewrite the query using
another related source with different vocabularies according to the knowledge
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managed by our system, and 3) to ask to the user to select another source from
a list offered by our system.

All of the choices take advantage of semantic relationships, already existing
and accessible by our system, associated to the terms appearing in the origi-
nal query. Term semantic relationships include but are not necessarily limited
to synonymy, hyponymy, and hyperonymy (for instance, consider meronymy).
Those relationships may be taken from repositories such as VoID2 linksets or
tools like WordNet3 or can be described into the RDF datasets. Changing a
term for a related one, derives in a change of semantics. The challenge is to
be able to appropriately measure that change in order to assist the user when
informing with the answers.

In a first attempt query rewriting can be approached term by term. Then,
when all the terms of the original query are rewritten we say we have a complete
translation (notice that it may also incurred in a semantic change). When there
are terms in the original query without associated semantic relationships, we
say we have a partial translation. A significant challenge is to manage how to
cope with such a scenario. Different approaches are possible. For instance, try
to find a translation for the union of its registered hyponyms, or try with the
conjunction of its registered hyperonyms. In any case, measures for precision and
recall for the query translation must be developed. Using such metrics a user is
allowed to establish a threshold for the admitted loss in precision or loss in recall
estimated for the received answers. For example, if the user defines a limit of
20% the system must guarantee that the amount of unwanted (loss in precision)
or missed data (loss in recall) in the future answers presented to the user is kept
always below 20% of the information showed. Moreover, the rewriting approach
can be enhanced by allowing the rewriting of query expressions (instead of only
single terms).

4 Methodology and Schedule

Our research can be scheduled into three phases.
In the first phase I have analyzed related works in the field of SPARQL query

engines as well as works that consider query approaches on the database area,
taking into account the query rewriting and relaxation techniques. Once I iden-
tified their contributions and weaknesses I defined a global architecture of my
proposal with an specification of the functionalities of the modules that con-
stitute that architecture. In the second phase I am concentrating my efforts on
providing an innovative solution for the following two aspects:

– Rewriting Process. I am developing an algorithm that tries to rewrite the
query in order to get a complete translation of it, and if that is not possible
in order to get a partial translation. Different strategies are possible to search
for translations.

2 VoID - (http://www.w3.org/TR/void/)
3 WordNet - (http://wordnet.princeton.edu/)

http://www.w3.org/TR/void/
http://wordnet.princeton.edu/
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– Definition of Metrics that allows to estimate the information loss when
semantic equivalence of the original query is not preserved.On this stage, we
review the different metrics from Information Retrieval and their literature.
Later we adapt the selected metrics to our approach.

In the third phase implementations for all those processes will be deployed and
proper experimentation will be performed to test the approach.

5 Conclusion

In this paper we propose an approach for the federated query processing of het-
erogeneous Linked Data sources, based on the rewriting of the initial user query
into new queries formulated in terms of the target data sources. To perform this
task we are developing a new translation algorithm that uses ontology mapping
and query rewriting techniques. Our final aim is to enrich the answer in an
incremental manner with data obtained by querying each time to a different
datasource, measuring the possible loss of information if semantic changes are
detected in the reformulated query.

Acknowledgements. This work is supported by the TIN2010-21387-CO2-01
project.
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Abstract. With more and more Open Education Resources (OER) courses be-
ing recognised and acknowledged by global learners, an emerging issue is that 
learners’ self-efficacy is often affected by the lack of interaction between peers 
and instructors in their continuous self-learning process. This paper proposes a 
low-level Knowledge Point-based approach to serve application layers to  
enhance the interaction during the self-learning. This is achieved through taking 
advantage of Semantic Web and Linked Data techniques to annotate and  
interlink OER fragments which can later be reused and interoperated more  
conveniently. 

Keywords: Linked Data, Open Education Resources, Annotation, Knowledge 
Point, Media Fragment, Self-Learning. 

1 Introduction 

An increasing number of universities and organisations are now participating in carry-
ing forward the development of OER since MIT launched the OpenCourseWare 
(OCW1) initiative in 2001. With the multimedia based OER information (video, au-
dio, digitalised textbooks and documents, etc.), global learner can freely access and 
schedule their self-learning. However, the process becomes more monotonous and 
unexciting by missing traditional interactive classroom. This often results that most 
learners are struggling to catch up with the whole curriculum and complete the 
course. To address this issue, a Knowledge Point-based approach is proposed to se-
mantically annotate and interlink OER fragments rather than a collection of OER 
material, which provides the support of flexible reuse and interoperation of OER to 
serve learning applications. 

This paper is organised as follows. First, the research problem is described. 
Second, current Linked Data and annotation technologies for OER are discussed. 
Third, the proposed Knowledge Point approach is introduced. Last, the schedule and 
related methodologies are briefed. 

                                                           
1  http://ocw.mit.edu/index.htm 
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2 Motivation and Research Questions 

Without giving timely feedback and assessment, online learners often feel less moti-
vated compared to learners in the traditional classroom learning [1, 2]. In terms of 
OER, massive open online courses (MOOCs), such as Khan Academy2and Coursera3, 
are trying to improve this situation by providing more interactive environment with 
quizzes during or after class. However, these quizzes, which are usually predefined 
and arbitrary, cannot be easily reused and interoperated with open access. In most 
situations, once an OER material is published, no on-going supplements are main-
tained and served although it is essential for self-learning.  

To date, most OER data are collected in distributed repositories, such as OCW, 
OER Commons4, Merlot5,  where data are annotated by different metadata mechan-
isms (e.g. IEEE LOM 6 , ADL SCORM 7 ) and retrieved by individual web 
APIs/services [3].  

This PhD project will research on how to reuse and interoperate isolated OER and 
in which way these OER can be more openly and flexibly accessed to promote inte-
raction in self-learning. 

3 State of the Art 

Semantic web and Linked Data technologies have recently been exploited and applied 
into the field of the technology enhanced learning (TEL) to improve the learning per-
formance and enable the reuse and interoperation of OER data. Following the Linked 
Data principles [4], URIs are used to name the OER data, which can be unambiguous-
ly identified. With the aid of URIs, the corresponding OER data and relevant inter-
linked data can be dereferenced, which are machine-readable and repurposed to serve 
the dynamic assessment system to enhance interaction with reused and interoperated 
OER data. 

In [5-7], researchers presented Linked Data based approaches to automatically and 
dynamically generate learning assessments via DBpedia8, publishing Wikipedia in-
formation on the web. However, these approaches do not reuse existing huge and 
diverse OER data. Instead, they highly rely on the knowledge from Wikipedia. 

On the other hand, OER provided with Linked data facilitates the process of reuse 
and interoperation, which has been implemented by a few universities, such as Open  
 

                                                           
2 https://www.khanacademy.org/ 
3 https://www.coursera.org/ 
4 http://www.oercommons.org/ 
5  http://www.merlot.org/merlot/index.htm 
6 IEEE Learning Object Metadata (LOM) http://ltsc.ieee.org/wg12/ 
7 Advanced Distributed Learning (ADL) Sharable Content Object Reference Model 

(SCORM) http://www.adlnet.gov/capabilities/scorm 
8 http://dbpedia.org/About 
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University9, University of Southampton10 and University of Oxford11. However, most 
OER data are still distributed in different OER repositories. Then a lot of researches 
have been done to integrate and generalise the metadata, such as OAI-PMH12, which 
are registered by 1888 repositories [8], and ontology-based approaches[9-11]. How-
ever, these technologies are limited because the annotated data cannot be derefe-
renced [12] and these annotations are for a block or collection of OER rather than a 
single or certain part of OER material. Therefore more advanced technologies are 
required to enrich the OER data with Linked Data, such as textual analysis, text min-
ing, information extraction and natural languages processing (NLP). 

In another way, the annotation can be clinged to the certain section of an individual 
OER material to avert NLP kind of complex approaches, which can be implemented 
for videos and audios by using Media Fragments13. In [13], it applies the Media 
Fragments and NERD14 to annotate the YouTube video fragments with Linked Data. 
Yet, for OER, there are more types of open data. 

4 Proposed Approach 

In this section, it proposes the concept of Knowledge Point (KP) and an annotation 
approach that refines annotation granularity and is based on the LOD Cloud to seman-
tically annotate variety of OER materials. 

In Fig. 1, the left-side shows the distributed and heterogeneous OER Repositories, 
which store multifarious of OER data, such as videos, documents, etc. After 
processing “Knowledge Point Annotation”, the single material wrapped in a block or 
collection can be virtually “cut into multiple fragments”. And a single fragment can 
be annotated by more than one KP which are acquired or extracted from manifold 
datasets of LOD Cloud15. Based on the KP Annotation mechanism, the RDF with 
Linked Data can be used in conjunction with higher-level educational applications. 

Characteristics of KP include: 

• Fully Compliant to best practice: As a member of web of data, KP complies with 
the Linked Data principles. 

• Independent and atomy:  KP can be operated independently and will not be af-
fected by other KP. 

• On-demand Fragmentation: An individual OER material can be fragmentised on 
the basis of KP and an OER fragment can be attributed by manifold KPs. 

• KP and OER fragments intersupplement: KP annotates the OER fragment while 
the OER fragment explains the KP. 

                                                           
 9 http://data.open.ac.uk 
10 http://data.soton.ac.uk 
11 http://data.ox.ac.uk 
12 Open Archives Initiative – Protocol for Metadata Harvesting 
 http://www.openarchives.org/pmh/ 
13  Media Fragments URI 1.0 http://www.w3.org/TR/media-frags/ 
14  Named Entity Recognition and Disambiguation http://nerd.eurecom.fr/ 
15 Linked Open Data Cloud http://linkeddata.org/ 
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• February 2014 – July 2014: Research on how to extract KPs from general lexical 
resources (e.g. DBpedia) and domain-specific ones (e.g. GeoNames19). 

• July 2014 - November 2014: Using the proposed KPs extraction mechanism to 
extend the above prototype. 

• October 2014 - May2015: Repeat testing, evaluating and improving to enhance 
this KP-based approach. 

• September 2015: Finish and submit the PhD dissertation.  
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Abstract. Over the last decade, the paradigm of Linked Data has gained
momentum. It is possible to leverage implicit knowledge from these data
using a reasoner. Nevertheless, current methods for reasoning over linked
data are well suited for small to medium datasets, and they fail at reach-
ing the scale of the Web of Data. In this PhD thesis, we are interested in
how distributed computing in the Cloud can help a linked data reasoner
to scale. We present in this paper the early state of this thesis.

Keywords: Linked Data, Reasoning, Web of Data, Cloud Computing.

1 Research Questions

As Weiser predicted, computers have weaved themselves into the fabric of every-
day life so that they are now indistinguishable from it. From personal computers
to cars and televisions, all of these objects are now powerful computers generat-
ing more and more information. In many applications, the Semantic Web helps
in changing this information into knowledge and linking it with other pieces of
knowledge on the Web. Apart from their explicit knowledge, linked data contain
implicit knowledge that can be leveraged using a reasoner. Reasoning is a com-
plex process, and current solutions aim at reasoning at the scale of the Web of
Data. That is why we need more powerful reasoners, scalable enough to make in-
ference over very large datasets. So far, distributing and parallelizing this process
over a cluster of computers seems the most adapted solution. Cloud Computing
appears like an interesting environment for parallel inferencing. Elasticity is a
primary characteristic of the Cloud, as it is composed of more or less hetero-
geneous clusters of commodity servers. Actually, Cloud providers APIs make it
possible to scale up and down the number of dedicated Virtual Machines (VMs)
that an application needs. A large-scale reasoner is an application presenting
a profile that fits Cloud Computing. It would have computation bursts when
new linked data arrive, depending on the amount of data and the number of
new derived triples. Once triples are derived, they could be materialized, and
then the reasoner no longer needs a large amount of VMs. The research question
is therefore to propose a Cloud-ready linked data reasoner, whose architecture
makes it possible to reason over a large scale corpus in a distributed way, and
where scalability increases (resp. decreases) dynamically as the reasoning pro-
cess is running (resp. no longer running). This research question also includes

P. Cimiano et al. (Eds.): ESWC 2013, LNCS 7882, pp. 722–726, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Knowledge in the Cloud 723

bandwidth optimization, which is part of the costs to run a service in the Cloud.
In the following, we present previous work about distributed and parallelized
reasoning and confront them to Cloud-hosted environments.

2 State of the Art

Until now, three works held our attention. These works are representatives of
current solutions for distributed inferencing.

2.1 WebPie

In WebPie[8], the distribution is done thanks to the MapReduce paradigm[1],
under the Hadoop framework. MapReduce is a very efficient paradigm for batch
processing. In Webpie, each inference rule is a job. Jobs are executed one after
each other, but this execution is distributed over a cluster. WebPie works with
two logic fragments: RDFS1 and OWL Horst[3]. The results show that quickly,
over four cores, the gain of a new core is massively decreasing, against a loga-
rithmic curve. [7] fixes some issues that optimises the reasoner implementation,
improving its performance and completeness. But despite these upgrades, the
results still suffer from the same issue. [4] critics this points in details. In short,
while MapReduce is a handful paradigm which allows to set a distributed system
implementing only two functions and that was popularized by its Hadoop-related
eco-system, it is however not very adapted for reasoning. Actually, splitting the
data in hermetic cores generates duplicates and therefore introduces unnecessary
loops between jobs. This implies a higher bandwidth payload to exchange more
batches of triples than necessary. Convergence is longer to reach, in a non linear
way, as the number of triples increases. Although no theoretical evidence are
provided, in practice a threshold close to four VMs limits the scalability.

2.2 MapResolve

[5] highlights the main drawback of the MapReduce paradigm : each worker must
wait every other’s end. This obviously slows down the computation speed, and
decreases the project performance. Inspired by WebPie and other MapReduce
works, they propose a reasoning solution over more expressive logic fragments.
Despite their extensions, this follow-up proposal fails to provide significant im-
provements over WebPie in terms of performance.

2.3 Parallel Inferencing for OWL Knowledge Bases

For partitioning inference, we have two solutions: split the rules (that is what
WebPie and MapResolve do), or split data. [6] proposes three methods to split
data: graph partitioning, hash partitioning, or domain-specific partitioning, and

1 A final recommendation from the W3C, http://www.w3.org/TR/rdf-schema/

http://www.w3.org/TR/rdf-schema/
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a last technique to split rules depending on the rule-dependency graph. The
authors also propose a parallelized reasoning algorithm based on existing rea-
soners. Unlike MapReduce-based solutions, data are not randomly splitted, with
the aim to avoid duplicates and core communications. Unfortunately, these opti-
misations are not sufficient. Data are partitioned into hermetic cores, which still
generates loops and duplicates.

2.4 Analysis

Among the three approaches we studied, approaches to build concurrent reason-
ers are divided into two categories :

Distributed : Both WebPie and MapResolve are based on MapReduce, which
is a framework for distributed computing. Data partitioning in [6] is a dis-
tributed approach.

Parallel : In the case of rule-partitioning, [6] proposes a parallel approach.

In distributed computing each computing unit has its own private memory
whereas in parallel computing all computing units access a shared memory. Due
to the very own nature of the reasoning process, where rules can be interde-
pendant, i.e. a directed graph, data cannot be splitted to be processed indepen-
dently, which is a requirement of the MapReduce paradigm. To circumvent this
issue, authors of the three approaches try to split data in order to minimize the
overhead that will be implied by reprocessing data after a graph update (which
occurs at each inference). This introduces loops and an overhead of bandwidth
consumption that prevent scalability with more than half a dozen nodes. Surely
the momentum gained by MapReduce for a few years, and the ease of imple-
mentation have oriented the authors towards this approach. The state of the
art solutions do allow to handle more linked data than a single node could have
done before. However, we believe that parallel processing could be an interesting
paradigm to foster large scale linked data reasoning.

3 Proposed Approach

After studying existing solutions, we have initiated some features of our own
solution for the case of a Cloud-hosted linked data reasoner.

1. Shared memory for a full parallel solution
2. Sort axioms by relevance instead of existing fragments
3. Stream compliant reasoner

3.1 Parallel Processing : Shared Memory

The main difficulty to design a parallel reasoner over the cloud is to efficiently
implement a shared memory among numerous VMs. This problem, of the utmost
practical interest, has been tackled by several approaches, especially for the Java
language. Solutions such as Jelastic, Terracotta, HazelCast, Coherence present
features that could be suitable to implement a concurrent reasoner.
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3.2 Axioms Sorted by Relevance for the Web of Data

All axioms of description logic are not used with the same frequency. Figure 1
presents a rank of logic axioms as actually used in practise on the Web of Data.
Using this histogram, instead of reasoning over defined fragments of description
logic, we first reason over the most used axioms, to fit the use made by the Web
of Data. This method favours the most-used concepts instead of grouping them
by fragments.

Fig. 1. Logic description axioms PageRank(histogram derived from [2])

A parameter n determines how many fragments are taken into account. We
would be able to optimize n with respect to the time of reasoning that is accept-
able for the application that requires the reasoning.

3.3 Stream-Based Architecture

Our last targeted feature is the ability to fire new triples to other nodes as soon
as they are created by a rule. This prevents the use of the MapReduce paradigm
to split the load. Instead of waiting the entire process of a MapReduce batch
of data, each newly created axiom would be sent to all nodes that is expected
to leverage new knowledge from this triple. This configuration tends to be as
close as possible to pseudo real time reasoning. It could also be more compatible
with incremental reasoning strategies of stream-oriented applications to be in
semantic sensors networks. It implies to be able to connect the node in the
architecture with respect to the dependency graph if rules in the considered
linked data logic fragment. This depends on n.

4 Planned Research Methodology and Schedule

Deploy WebPie and Reproduce Results. The first point will be to deploy a
WebPie version in our private Cloud. Thanks to this, we will be able to reproduce
[8] experiments on different datasets, from the smallest to the biggest. This will
let us have a baseline to compare our own experimentation results.
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Propose and Implement Our Stream Reasoner. The second step will be
the proposal of our reasoner. It is for now an archetype which needs to be
completed. We must precise its core strategies (rule and data partition especially)
and to implement it.

Compete against WebPie Results. When a first implementation will be
finished, we would deploy it on our private Cloud, and run tests with the same
datasets as for WebPie.

– May 2013 - State of the art internal report.
– October 2013 - WebPie deployment and tests
– February 2014 - Proposal of our Cloud-hosted linked data reasoner.
– May 2014 - First implementation of our reasoner.
– November 2014 - ’Stable’ version deployed on our private Cloud.
– January 2015 - Evaluation campaign and interpretation of results.
– April 2015 - Writing the PhD thesis.
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