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Preface

The present book includes extended and revised versions of a set of selected
papers from the 5th International Joint Conference on Biomedical Engineering
Systems and Technologies (BIOSTEC 2012), held in Vilamoura, Algarve, Por-
tugal, during February 1–4, 2012.

BIOSTEC was sponsored by the Institute for Systems and Technologies of In-
formation, Control and Communication (INSTICC), in cooperation with the As-
sociation for the Advancement of Artificial Intelligence (AAAI) and technically
co-sponsored by the European Society for Engineering and Medicine (ESEM),
Biomedical Engineering Society (BMES), IEEE Engineering in Medicine and
Biology Society (IEEE EMBS) and IEEE Portugal EMBS Chapter.

The purpose of this conference is to bring together researchers and practition-
ers, including engineers, biologists, health professionals and informatics/computer
scientists, interested in both theoretical advances and applications of information
systems, artificial intelligence, signal processing, electronics, and other engineer-
ing tools in knowledge areas related to biology and medicine.

BIOSTEC is composed of four co-located conferences; each specializes in one
of the aforementioned main knowledge areas, namely:

– BIODEVICES (International Conference on Biomedical Electronics and De-
vices) focuses on aspects related to electronics and mechanical engineering,
especially equipment and material inspired from biological systems and/or
addressing biological requirements. Monitoring devices, instrumentation sen-
sors and systems, biorobotics, micro-nanotechnologies, and biomaterials are
some of the technologies addressed at this conference.

– BIOINFORMATICS (International Conference on Bioinformatics Models,
Methods and Algorithms) focuses on the application of computational sys-
tems and information technologies to the field of molecular biology, including,
for example, the use of statistics and algorithms to understanding biologi-
cal processes and systems, with a focus on new developments in genome
bioinformatics and computational biology.

– BIOSIGNALS (International Conference on Bio-inspired Systems and Signal
Processing) is a forum for those studying and using models and techniques
inspired from or applied to biological systems. A diversity of signal types can
be found in this area, including image, audio, and other biological sources
of information. The analysis and use of these signals is a multidisciplinary
area including signal processing, pattern recognition, and computational in-
telligence techniques, amongst others.

– HEALTHINF (International Conference on Health Informatics) promotes re-
search and development in the application of information and communication
technologies (ICT) to healthcare and medicine in general and to the special-
ized support to persons with special needs in particular. Databases, network-
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ing, graphical interfaces, intelligent decision support systems, and specialized
programming languages are just a few of the technologies currently used in
medical informatics. Mobility and ubiquity in healthcare systems, standard-
ization of technologies and procedures, certification, privacy are some of the
issues that medical informatics professionals and the ICT industry in general
need to address in order to further promote ICT in healthcare.

The joint conference, BIOSTEC, received 522 paper submissions from 66
countries in all continents. To evaluate each submission, a double-blind paper
review was performed by the Program Committee. After a stringent selection
process, 65 papers were published and presented as full papers, i.e., completed
work (10 pages/30-min oral presentation), 128 papers reflecting work-in-progress
or position papers were accepted for short presentation, and another 110 con-
tributions were accepted for poster presentation. These numbers, leading to a
“full-paper” acceptance ratio of about 12% and a total oral paper presentations
acceptance ratio close to 37%, show the intention of preserving a high-quality
forum for the next editions of this conference.

The conference included a panel and six invited talks delivered by interna-
tionally distinguished speakers, namely: José C. Pŕıncipe, Richard Bayford, Jan
Cabri, Mamede de Carvalho, Franco Docchio, and Miguel Castelo Branco.

We would like to thank the authors, whose research and development efforts
are recorded here for future generations. We are also grateful to the keynote
speakers for their very interesting talks and invaluable contribution. Finally,
special thanks to all the members of the INSTICC team, whose collaboration
was fundamental for the success of this conference.

December 2012 Joaquim Gabriel
Jan Schier

Sabine Van Huffel
Emmanuel Conchon

Carlos Correia
Ana Fred

Hugo Gamboa
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Christine Sinoquet, Raphaël Mourad, and Philippe Leray



XIV Table of Contents

Laser Doppler Flowmeters Prototypes: Monte Carlo Simulations
Validation Paired with Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

Edite Figueiras, Anne Humeau-Heurtier, Rita Campos,
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Biomedical 2D and 3D Imaging:  
State of Art and Future Perspectives 

Giovanna Sansoni1 and Franco Docchio2 

1 Department of Information Engineering, University of Brescia, Italy 
2 Department of Mechanical and Industrial Engineering, University of Brescia, Italy 

{giovanna.sansoni,franco.docchio}@ing.unibs.it 

Abstract. The increasing and rapidly evolving role of 2D and 3D vision in 
biomedical science and technology is herein presented, based on the experience 
of our Laboratory and of its start-ups in recent years. Applications to 
ophthalmology, dentistry, forensic science and prosthetic technology are 
discussed. 

Keywords: 2D Vision, 3D Vision, Ophthalmology, Forensic Science, 
Dentistry, Prosthetic Science, Lasers, Optics, Cameras, Start-ups. 

1 Introduction 

The continuously increasing impact of vision science and vision-related techniques is 
one of the most remarkable aspects in the early years of this century [1]. None of the 
fields of our everyday life is immune to this rapid penetration of vision technology. 
Suffice to consider the huge amount of cameras continuously monitoring buildings, 
crossings, streets; the presence of a 2D or 3D camera within almost every PC and 
every smartphone; the impressive use of virtual reality techniques (based on the use of 
2D and 3D cameras) to „place“ our avatars in social spaces, and the huge amount of 
vision techniques to assist, monitor and automate the industrial production lines. 

Along with the above evolution, biomedicine is another key target for the 
development of vision-based techniques and instruments. Biomedicine, indeed, is 
worldwide reputated to be the key enabling technology of the third millennium, the one 
where most of R&D investments will converge, given its tremendous impact on the GRD 
of mature and emerging countries, and given the progressive increase in the population’s 
life expectation. This explains the increasing number of laboratories and small hi-tech 
start-ups focusing on biomedical applications of mature and emerging technologies. 

The Laboratory of Optoelectronics of the University of Brescia has been active for 
years in this, as well as in other domains of application of 2D and 3D vision [2]. Its 
research areas span from ophthalmology to dermatology, from blood serum analysis 
using optical sensors to dentistry and orthodontics, from oxymetry to maxillo-facial 
prosthetics, and to forensic medicine. Optolab has generated, over the years, a 
remarkable number of start-up companies, most of which operate in one or more of the 
above domains, and which represent an optoelectronic technical pole in the province of 
Brescia [3]. 
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In this chapter, some of the relevant research topics of the Laboratory in the recent 
past and in the present will be described, which represent the state of art of science 
and technology in the respective fields. Some examples of technology transfer to the 
market via our start-ups will be given for some of the applications. 

In ophthalmology, optical coherence tomography (OCT) is a diagnostic method 
based on low-coherence interferometry that opened new perspectives in the 3D 
examination of the ocular fundus and the retina, allowing the study of ocular 
pathologies and in particular the macular ones. However, up to present the 
interpretation of OCT scans is still subjective, in the absence of imaging elaboration 
tools able to quantify the morphology of the retinal tissue. Our research was focused 
on the development of a user-friendly software tool, easy to use, portable and reliable, 
to be used by the physician as an aid to obtain quantitative information related to the 
pathology under examination (Section 2.1). 

Another interesting domain of interest for vision in ophthalmology is the study of 
the correlation of some morphologic quantities of retinal blood vessels with the 
degree of hypertension. This is a so-called „indirect“ ophthalmic application: indeed 
the goal of the investigation is not the diagnosis of an ocular pathology, rather a non-
invasive diagnostic procedure (using the eye) to predict pressure-related alterations in 
blood vessels, and therefore to early diagnose at risk populations (Section 2.2). 

In dentistry, the use of 2D and 3D vision techniques have rapidly evolved over the 
years. Many investigators have developed 3D acquisition instruments to scan oral 
cavities as an alternative to unpleasant oral plasters, to make models for subsequent 
orthodontic, prosthetic, implant devices. Our studies on 3D acquisition instruments 
have been put to market by one of our start-ups (Open Technologies s.r.l.), to develop 
a widely marketed 3D scanner that enables reverse engineering of oral cavities in a 
very fast and efficient way (Section 3). 

In forensic pathology and anthropology, a correct analysis of lesions on soft tissues 
and bones is of utmost importance in order to verify the cause of death and the 
modality of events. Bone structure injuries allow a precise reconstruction of tool and 
origin; however, the same lesions on soft tissues are less informative because of the 
higher elasticity degree. Moreover, decomposition of soft tissues makes 
morphological analysis more difficult to be assessed, and changes in lesion 
appearance with time. In this context, 3D imaging and suitable reconstruction, CAD 
modelling and reverse engineering procedures are a valuable alternative for the non-
contact acquisition of the morphology of even soft tissues, and for the subsequent 
analysis of the interaction of the offensive tool with the corpse or with its wounds 
(Section 4). 

Finally, in maxillofacial prosthetic restoration of facial defects, the use of 3D 
optical sensors have been recently proposed, to safely acquire patient’s face segments 
and to model and prototype prosthetic elements. This trend is justified by (i) their 
non-invasiveness for the patient, due to the pure-reflective approach to the 
measurement, (ii) their acquisition speed, which increases the patient comfort and 
guarantees the accuracy of the measurements despite the unavoidable patient 
movements, (iii) their market availability at by far lower costs with respect to 
CT/MRI systems, and (iv) their performances in terms of data quality, system 
portability and ruggedness (Section 5). 



 Biomedical 2

 

2 Applications to 

2.1 Quantitative Image

Optical Coherence tomograp
is considered as a new era
ocular pathologies, of the fu
and hardware viewpoints, a 
carried out to increase the a
information and data presen
are equipped with software
present drawback, however
images, in the absence of me

Our Laboratory, in partn
Insubria (Varese) was activ
in a user friendly way, fa
connected to the images obt

The OCT frame elabora
area, of a Region of Intere
based on the presence of lo
elaboration techniques [6]. 
 

Fig. 1. Selection of the macula
regions 

The software tool show
region, to identify low-refl
the collection of measurem
reflectance areas. The softw

2D and 3D Imaging: State of Art and Future Perspectives 

Ophthalmology 

e Analysis Applied to OCT Scans 

phy (OCT) is a well-known imaging diagnostic tool, wh
a in ophthalmic diagnosis, allowing the study of the m
undus as well as of the anterior chamber. From the opt
considerable amount of research has been, and is presen

axial and lateral resolution of the technique, to add spec
ntation [5]. In addition, most of the commercial instrume
e tools for the interpretation of the OCT images. The 
r, is an excessive subjectivity in the interpretation of 
etric tools to quantitatively interpret the images. 
nership with the Ophthalmic Clinics of the University

ve in the development of a new software tool which cou
avour the diagnostic work by providing quantitative d
tained by the OCT [5]. 
ation (Fig. 1) is based on the search, within the macu
est (ROI). Within each region, measurement informat
ow-reflectance areas within the scan is obtained by im
 

 

ar edema and measurement of the area of detected hyporeflec

wn in Fig. 1 allows the identification of the intra-reti
ectance areas, and, using blob analysis algorithms, allo

ment information such as perimeter and area of those l
ware tool proved to be ideal for patient follow up, e.g. a

5 

hich 
main 
tical 
ntly 
ctral 
ents 
still 
the 

y of 
uld, 
data 

ular 
tion 

mage 

ctive 

inal 
ows 
low 

after 



6 G. Sansoni and F. Do

 

surgical or drug procedure
different times, showing the

The system has been ini
important macular patholo
macular edema. As an exam
areas of the low-reflection r
in the case of pucker suffe
areas between 27% and 89%
of the effectiveness of the tr

Fig. 2. Example of the s

Fig. 3. Comparison between th
and post drug treatment in the 

occhio 

es: Fig. 2 shows equal ROIs of the same patient at t
e corresponding quantitative data in the two situations. 
itially tested on three groups of patients affected by th

ogies, i.e., macular edema, macular pucker, and diab
mple, Fig. 3 shows a quantitative comparison between 
regions of the macula (liquid) pre- and post drug treatm
ring patients. From the figure, reduction of low reflect
% after treatment is evident, and this is a quantitative pr
reatment. 

 

software interface developed to perform patient’s follow-up 

 

he areas of the low-reflection regions of the macula (liquid) 
case of pucker suffering patients 

two 

hree 
etic 
the 

ment 
tion 
roof 

pre- 



 Biomedical 2D and 3D Imaging: State of Art and Future Perspectives 7 

 

2.2 Structural Alterations of Cerebral Small Arteries in Patients with 
Essential Hypertension 

Structural alterations of subcutaneous small resistance arteries, as indicated by an 
increased media to lumen ratio, are frequently present in hypertensive and/or diabetic 
patients [7], and may represent the earliest alteration observed. In addition, media to 
lumen ratio of small arteries evaluated by micromyography has a strong prognostic 
significance; however its extensive evaluation is limited by the invasiveness of the 
assessment, since a biopsy of the subcutaneous fat is needed [8]. 

 

Fig. 4. Front panel of the software tool developed for the flow meter instrument 

Non-invasive measurement of wall to lumen of retinal arterioles using scanning 
laser Doppler flowmetry (SLDF) has been recently introduced. However, this new 
technique was never compared with micromyographic measurements, generally 
considered the gold standard approach. 

A Laboratory start-up, Nirox s.r.l., operated in conjunction with the Dept. of 
Medical and Surgical Sciences of our University, to develop a semi-automatic 
software tool (Fig. 4) combined to the use of a scanning Doppler Flowmeter 
(Heidelberg Instruments), which provides at the same time the information obtained 
by reflection images (the outer diameter of the vessel) and the information obtained 
by flow measurement (inner diameter), by means of which the media to wall ratio can 
be obtained [9]. 

With the aid of this tool, micromyographic measurements of subcutaneous small 
resistance artery structures were compared with the evaluation of wall to lumen ratio 
of retinal arteries by scanning laser Doppler flowmetry (SLDF). 

The media to lumen ratio (M/L) of subcutaneous small arteries, and the wall to 
lumen ratio (W/L) of retinal arteries were found to be greater in hypertensives as 
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compared to normotensives, while the internal diameter subcutaneous small arteries 
and the inner and outer diameter of retinal arteries were smaller in hypertensives as 
compared to normotensives. Moreover, blood flow in the retinal arteries is reduced in 
hypertensives as compared to normotensives. A close correlation was observed 
between M/L of subcutaneous small arteries and W/L of retinal arterioles: r=0.77,  
R2= 0.59, p<0.001 (Fig. 5). 

 

 

Fig. 5. Correlation between wall to lumen ratio (W/L) of retinal arterioles and media to lumen 
ratio (M/L) of subcutaneous small arteries: r=0.77, p<0.001, R2=0.59 

The above results show that non-invasive techniques such as flow measurements 
can be as effective as invasive techniques, and this would open a new scenario for 
mass screening of population in medical practices in search of early signal of 
hypertension-related damages. Up to now, instruments such as the one used are still 
too expensive for massive use by the basic physician. Research in the direction of 
low-cost optical tools (such as fundus cameras equipped with adaptive optics systems 
[10]) could represent a breakdown in the direction of the everyday use of this 
important diagnostic technique. 

3 Application to Dentistry and to Orthodontics 

2D vision is widely applied in dentistry, for the online documentation of surgical and 
orthodontic procedures, as well as for colour measurements with the aid of vision-
based colour measuring instruments. 3D vision systems are becoming more and more 
popular in the last years, for two main applications. The first is the in-vivo 3D 
acquisition of single teeth or of entire oral cavities, by means of hand-held fringe-
pattern or laser scanning miniaturized instruments, which scan the cavity, with full 
compensation for the patient’s mouth movements during the scan [11]. The main goal 
is the 3D rendering of the tooth or the set of teeth, to create the exact replicas for 
implantology or orthodontic purposes. 
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The other main application of 3D vision is reverse engineering  (RE) of oral 
plasters, for the CAD elaboration and Rapid Prototyping (RP) of the entire oral 
cavity, in support to the preparation of implants and of dentures. This application, 
although not eliminating the patient’s discomfort when the plaster is created, has the 
advantage of a higher accuracy: an even higher advantage is, however, the cost 
saving, due to the fact that the measurement center can be  the orthodontic laboratory, 
where the plasters are sent, without the need to equip every single dentist’s practice 
with a 3D scanner. 

One of the most important producers of 3D scanners (with its own brand or OEM) 
for orthodontist centres in Italy is Open Technologies s.r.l., a former start-up of the 
Laboratory of Optoelectronics, now part of a group of optoelectronic small industres 
located east of Brescia and representing what is called the optoeletronic pole of 
Brescia (Fig. 6). 

 

 

Fig. 6. The cluster of startups of the Laboratory of Optoelectronics of Brescia 

 

Fig. 7. The Optical ReVeng Dental 3D optical scanner by OpenTecnhnologies s.r.l. 
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The instrument for 3D acquisition and Reverse Engineering is called Optical 
ReVeng Dental 3D (Fig. 7) and is a laptop-based 3D digitizer based on white-light 
fringe projection with two cameras [12]. The main characteristics of the system are: 
(i) a measurement accuracy of 5 μm, an acquisition time less than 180 s for the whole 
oral cavity (less than 30 s for a single unit), a repeatability of less than 2 μm, a 
richness of information of more than 3,000,000 triangles for the whole cavity, and the 
fact there is no need of opacification tools prior to acquisition. This makes the 
instrument the state of art in orthodontic technology in our country. 

4 Vision in Forensic Sciences 

The most important step both at post-mortem examination and in anthropological 
analysis is represented by the in-depth and accurate study of lesions. The analysis of 
lesions on soft tissues and bones can provide valid information on the shape and size 
of the tools used during an aggression. Therefore, a detailed 3D study on a tool-mark, 
be it on skin or bone, is crucial. This may be particularly crucial at the scene of crime, 
where documentation becomes urgent because several days may elapse before the 
autopsy is performed: this delay may lead to some alteration of the soft tissues and 
therefore of lesion morphology [13]. 

Three-dimensional (3D) optical digitizers represent the last frontier in attempting 
at accurately capturing the 3D shape of soft tissue lesions. They have been proposed 
as optimal acquisition devices instead of radio diagnostic tests, such as scanning 
electron microscopy (SEM) and computed tomography (CT) systems for a number of 
reasons: (i) they show a markedly increased speed of analysis with respect to 3D SEM 
and CT, because they are based on a pure-reflective approach to the measurement, 
and do not require slicing of the tissues, (ii) they are available on the market at by 
far lower costs than CT⁄MRI systems, (iii) they show very good measurement 
performances in the macroscopic range, and (iv) they are designed to perform the 
measurement in harsh conditions.  

The objective of this study was to verify the feasibility of using an optical digitizer to 
perform the contactless 3D measurement of soft tissues, in order to assess a unique, 
precise, and reliable method of investigation useful in forensic pathology and 
anthropology. Moreover, this study aimed at stressing the usefulness of this technology 
in the forensic context in order to perform a reliable, fast, and complete recording of 
lesions and environment both in the analysis of the crime scene and at autopsy. 

The instrument used to perform the acquisitions is the Vivid 910 digitizer (Konica 
Minolta, Inc), a market-available laser slit which scans the whole measurement area at 
variable speeds and resolutions, depending on the required measurement precision 
[14]. The measured data set represents the 3D shape of the surface of interest in the 
form of a point cloud. Suitable software is then used to align, edit, decimate and 
render the resulting triangle mesh. The resulting 3D model describes in a reliable, 
objective and quantitative way the surface features, and for this reason it is very 
suitable for studying the details of interest. The acquisition system is rugged, portable 
and can be easily positioned with respect to the surface, to optimize the adherence of 
captured data to the real lesion. A considerable number of tests have been performed 
on soft tissues: the interested reader can see the details in [15, 16]. Here, the test case 
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of a woman (Fig. 8.a) who died after blunt force injury applied with a metal rod (Fig. 
8.b) on the head is presented. 

The optical digitizer was set up so that the measurement range was lower than 500 
mm and the resolution was 0.3 mm. The measurement of the victim’s face was carried 
out by acquiring and merging three views. The resulting point cloud was used as the 
skeleton on which a proper number of smaller views at a higher resolution (0.15 mm), 
taken in correspondence with important details of lacerated and contused wound, 
were added. In this way, a good trade-off between the quality of the measurement and 
the data amount was achieved. Then, the 3D mesh was created: this step was 
accomplished by using the Polyworks suite of programs (InnovMetric Inc, Ca). 

 

   
(a)    (b) 

Fig. 8. The study case: (a) the head wounds and lacerations; (b) the metallic rod presumed to be 
the tool used during the aggression 

The 3D model is shown in Fig. 9. The aim was to study the sensitivity of the 
optical measurements, i.e., to assess if it was possible to gauge the shape, the depth, 
and the contour of the skin wounds on the front head of the victim. 
 

 

Fig. 9. 3D model of the victim face 
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Fig. 10 shows the triangle mesh corresponding to the lesion framed in Fig. 9. The 
model presents a high degree of adherence to the original shape and allows  
the extraction of the measurements, such as the depth, the width and the length of the 
wound. The metallic rod underwent the same analysis, in order to carry out a 
comparison between the lesions and the blunt tool general characteristics. The chance 
to operate in a 3D virtual space enabled to compare the rod model. 

The two models were imported in the same workspace and were mutually oriented 
to verify the inclination and the direction of the blunt trauma. In Fig. 10.b, the 
comparison and the virtual matching of the lesion and the tool supposed to have been 
used during the aggression are shown. The evaluation of the area of the rod penetration 
into the lesion may also allow one to obtain the speed and the strength of impact. 

 

  
(a)     (b) 

Fig. 10. 3D model of the lesion framed in Fig. 9. (a) depth, width and length measurements of the 
lesion; (b) use oft he 3D models to perform the metric matching between the lesion and the rod 

5 Vision in Prosthetics 

In maxillo-facial prosthetics, the use of optical, safe sensors combined with reverse 
engineering and rapid prototyping methods has gained increasing interest in the last 
years. Traditional reconstruction techniques are based on the following tasks: (i) use 
of impression making procedures, to obtain the negative patterns of the site of the 
deformity, (ii) plaster casting of negative patterns, to retrieve the positive defects, (iii) 
construction of wax positive replicas of the actual prosthesis, (iv) use of conventional 
flasking and investing procedures, to obtain the negative mould, and (v) casting of 
suitable materials into the negative mould, to obtain the prosthesis [17]. 

These procedures present a number of disadvantages. Firstly, impression making 
results in patient’s discomfort and stress. The pressure that must be applied on the 
face to guarantee the required quality of the impression, inherently results in the 
deformation of soft tissues, and to the impossibility of acquiring the original face 
features and look. Secondly, the quality of the wax positive replica is dependent on 
the artistic skills of an experienced anaplasthologist. The performance of the process 
strongly depends on both the shape and the extension of the defect. Human error 
contribution, subjectivity in the reconstruction, low reproducibility of the process, and 
poor initial shape information often lead to serious unfitting of the final prosthesis, 
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under both functional and aesthetical points of view. Thirdly, the mould production 
process is cumbersome and time consuming. The overall process is not adaptive, i.e., 
whenever the existing prosthesis is replaced, the overall process must be carried out 
from scratch.  

3D vision techniques represent a real breakthrough in this context, transforming a 
purely manual, invasive technique into a semiautomatic and minimally invasive one. 
Our activity has been carried out in partnership with the specialists of the Removable 
Prosthodontics School of Dentistry, University of Brescia. Over the years we studied 
the process of fabrication of the final prosthetic element for a nose, an eye and an ear 
[18-20] The first is an example of a prosthesis designed in absence of a reference 
„healthy“ organ to be used as a model, the second and third are examples of healthy 
organs being used „mirrored“ to design the prosthetic unit. The first and the last of the 
three examples will be described here. 

5.1 A Nose Prosthesis 

In this case study, the patient suffered from a total loss of the nose, because of the 
excision of a tumour. Typology and dimension of the facial defect suggested the 
capture of the whole face, since the deformity was large and central with respect to 
the face. In addition it was necessary to acquire the lost part from healthy donors. 

For the acquisition, our 3D acquisition system (again the Minolta Vivid 910) was 
mounted on a tripod, with the patient comfortably sitting on the dentistry chair. 
Different system setups were chosen, during each acquisition, to optimize the 
resolution in case of small details, without missing the entire face shape. The point 
clouds showed resolution ranging from 320 μm to 170 μm. The acquisition was 
performed also on the healthy nose donors. 
 

  

Fig. 11. Acquisition and alignment of the views. (a): aligned point clouds of the patient’s face; 
(b) aligned point clouds of a donor nose 

The acquired views were then aligned for both the face and the donor noses, as 
shown in Fig. 11. The maximum alignment error was 0.4 mm for the face and 0.7 mm 
for the nose. This was due to the influence of the donor movement and to the limited 
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overlapping among the small nose views. The point cloud of each candidate nose was 
positioned on the point cloud of the face: this allowed both the operator and the patient 
to preview the final appearance of the face, to select the most aesthetic nose-face 
combination and to add modifications to optimise the shape, the position and the 
functional fitting of the prosthesis. Eventually, the selected nose was aligned to the face. 

The „repaired“ version of the nose/face point cloud and the original one were then 
used to create two triangle meshes, which are shown in Fig. 12: they represented the 
Sculptured model and the Reference model respectively. 

 

    

Fig. 12. Creation of the meshes. (a) Reference model; (b) Sculptured model 

These models were then extruded, the former externally, the latter internally, and 
saved in two STL files, for their subsequent prototyping. 

Both STL files were sent through the internet for RP machining. They were 
fabricated using the epoxy photo-polymerizing resin - ’Somos Watershed 11120’ by 
the SLA 3500 Prototyping machine. The two physical models are shown in Fig. 13. 

 

 

Fig. 13. Physical copies obtained by means of SLA machining 
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To fabricate the prosthetic element, the two physical models were physically 
overlapped to each other, and the wax was poured in the resulting cavity (Fig. 14.a). 
The wax pattern was then extracted from the mould and positioned on the prototype 
of the Reference model as shown in Fig. 14.b, to perform the try-in of the prosthesis 
and its refinement on this copy, without disturbing the patient. 

The final prosthesis was obtained by conventional flasking and investing 
procedures. Fig. 15 shows the patient’s aspect after the positioning of the prosthesis. 
The prosthesis was then manually refined on the patient’s face, to match the skin 
colour and texture. 

 

  
(a)    (b) 

Fig. 14. Fabrication of the nose wax positive pattern and try-in of the wax nose pattern onto the 
physical copy of the Reference model 

The patient comfort was optimal, since the acquisition step was quick, contactless 
and safe. The prosthesis try-in was not necessary, and the patient could be involved in 
the virtual sculpturing of the prosthesis (i.e., the choice of the template shape and its 
refinement). This aspect is of primary importance, especially in view of the 
subsequent replacements of the prostheses, which are necessary due to colour 
changes, aging, contamination and loss of fit.  

 

 

Fig. 15. Prosthesis of the nose 
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5.2 An Ear Prosthesis 

As previously stated, this is an example where the make of the prosthesis was made 
easier by the presence of the healthy, corresponding organ. The patient’s left ear was 
seriously damaged in consequence of a burn (Fig. 16.a). To fabricate the prosthetic 
element, the right ear, shown in Fig. 16.b, was used as the template. 

The procedure was similar to that of the previous case, the main difference being 
the fact that the acquisition of the healthy ear replaced the acquisition of virtual donor 
organs. 

 

  

(a)   (b) 

Fig. 16. The defect. (a) left, damaged ear; (b) right, safe ear 

For both ears, several views were taken and aligned together, and the 
corresponding triangle meshes were obtained as shown in Fig. 17. The acquisition of 
the whole patient’s face was also performed in three views, as shown in Fig. 18: this 
model was used as the skeleton, to accurately align the mirrored mesh of Fig. 17.b to 
the one in Fig. 17.c. Then the model of the ear was interactively aligned until the 
aesthetic appearance on the whole face was judged optimal. At this point, the skeleton 
was discarded. The two models were edited to fill residual holes and to reconstruct 
missing surface parts (mainly due to undercuts). Finally, they were finely connected 
in correspondence with their borders. The result of this step is shown in Fig. 19. 
 

   
(a)                                   (b)                                         (c) 

Fig. 17. Acquisition and creation of the model of the right ear. (a) alignment of the views; (b) 
mesh of the right ear; (c) mesh of the defect 
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(a)   (b) 

Fig. 18. Alignment of the views acquired in correspondence with the face. (a) right side; (b) left 
side 

 

Fig. 19. Alignment of the models to obtain the final model of the ear prosthesis 

 
(a)   (b) 

Fig. 20. The final prosthetic element. (a) front side; (b) back side 

The mesh was topologically controlled to produce the physical copy. This has been 
fabricated again by means of rapid prototyping technology. The Connex 500 3D 
Printing System (Objet-Geometries Inc.) was used. This machine is capable of 
printing parts and assemblies made of multiple model materials, all in a single build. 
The materials used to fabricate the ear prosthetic element were the TangoBlackPlus 
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Shore A85 for the area corresponding to the auricle surface, and the TangoBlackPlus 
Shore A27 for the areas at the borders of the ear. The ear was obtained in about one 
hour; the process is very cheap (the cost is in the order of 70 Euros). Fig. 20 shows 
the front and the back sides of the final prosthesis.  

Fig. 21 shows the patient’s face after the application of the prosthetic element. It is 
worth noting that, in this figure, the prosthesis colour was not yet optimized. In fact, 
we wanted to check its functionality before optimizing it under the aesthetic point of 
view. 

As for the previous example, also in this process the patient’s comfort was optimal, 
and the prosthesis try-in was unnecessary. Moreover, the prototyping step was very 
cheap, and the overall time required was about six hours, plus the machining of the 
prosthesis. 

 

 

Fig. 21. Application of the prosthetic element to the patient’s face 

6 Conclusions 

Vision is covering a wide span of applications in biomedicine as well as in a plethora 
of other disciplines. It is conceived that in the near future the availability of smaller 
and yet more intelligent cameras, integrated and distributed sensors, mobile 
applications, embedded 3D solutions, will give the pace for new exciting areas of 
biomedicine, including endoscopy, assisted and robotized surgery procedures, micro- 
and nanoscale imaging procedures. Cloud computing will probably be the technology 
of election for a number of image elaboration, storage and inter-laboratory sharing 
procedures. Start-ups emerging in this fields will probably flourish, given the fact that 
vision is a fantastic blend among hardware developments, skills in the search of new 
algorithms, innovation in telecom technology, software and man-machine interaction 
solutions. Biomedical imaging will set the pace of the evolution in the 3rd millennium 
world, and it is the area where investments will concentrate, given the social impact it 
has in the context of our present and future society. 
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Abstract. This paper evaluates whether water-based and dry contact electrode
solutions can replace the gel ones in measuring electrical brain activity by the
electroencephalogram (EEG). The quality of the signals measured by three se-
tups (dry, water, and gel), each using 8 electrodes, is estimated for the case of
a brain-computer interface (BCI) based on steady state visual evoked potential
(SSVEP). Repetitive visual stimuli in the low (12 to 21Hz) and high (28 to 40Hz)
frequency ranges were applied. Six people, that had different hair length and type,
participated in the experiment. For people with shorter hair style the performance
of water-based and dry electrodes comes close to the gel ones in the optimal
setting. On average, the classification accuracy of 0.63 for dry and 0.88 for water-
based electrodes is achieved, compared to the 0.96 obtained for gel electrodes.
The theoretical maximum of the average information transfer rate across partici-
pants was 23bpm for dry, 38bpm for water-based and 67bpm for gel electrodes.
Furthermore, the convenience level of all three setups was seen as comparable.
These results demonstrate that, having optimized headset and electrode design,
dry and water-based electrodes can replace gel ones in BCI applications where
lower communication speed is acceptable.

Keywords: Dry electrodes, Water-based electrodes, EEG, Signal quality,
Brain-computer interface, BCI, Steady state visual evoked potential, SSVEP.

1 Introduction

Brain computer interface (BCI) technology has not yet reached wider adoption except
for the few cases where it is used by severely impaired patients (for a recent review
see [1]). A number of research groups are trying to bring this technology to a more
advanced level, mainly focusing on the most convenient of brain sensing solutions - the
electroencephalogram (EEG) - which measures electrical activity of the brain.

Despite numerous advances, both in technological and ergonomic aspects, all three
predominant noninvasive BCI modalities, namely steady state visual evoked potential
(SSVEP), motor imagery, and P300 are still bound to laboratory settings and do not
show clear signs of being ready for wider commercialization in coming years. Among
the many problems that EEG-based BCI systems face, the most important ones include:
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1. Cumbersome and inconvenient procedures to prepare the user before BCI opera-
tion, low comfort during the BCI operation, and issues in detaching the system at
the end of the usage.

2. Lower accuracy of the BCI command classification algorithms, especially when
deployed outside lab conditions, leading to a lower information transfer rate (ITR).

3. Long time required for the user to adapt and learn to use the BCI, including the
time required for the BCI to learn specific user parameters, i.e., long calibration
procedure.

4. Unpleasant and intrusive interaction with a BCI system that results in users being
aversive to the use of BCIs.

5. High number of users that cannot learn to use the BCI, i.e., a so-called BCI
illiteracy.

While the first problem is common to all BCIs, except that the number and positioning
of electrodes used in a particular system can differ, the latter ones have different impact
depending on the BCI modality. In addressing these problems, we consider the SSVEP
BCI as a promising solution because, when compared to other BCIs, it can provide high
level of detection accuracy (i.e., high ITR), requires short calibration time, and has low
BCI illiteracy [2, 3].

The steady state visual evoked potential refers to the response of the cerebral cortex
to a repetitive visual stimulus (RVS) oscillating at a constant stimulation frequency. The
SSVEP manifests as peaks at the stimulation frequency and/or harmonics in the power
spectral density (PSD) of EEG signals [4]. Because of their proximity to the primary
visual cortex, the occipital EEG sites exhibit a stronger SSVEP response. SSVEP based
BCIs operate by presenting the user with a set of repetitive visual stimuli (RVSi). In
most of current implementations, the RVSi are distinguished from each other by their
stimulation frequency [5–8]. The SSVEP corresponding to the RVS receiving user’s
attention is more prominent and can be detected in the ongoing (i.e., background) EEG.
Each RVS is associated with an action or a command which is executed by the BCI
when the corresponding SSVEP response is detected.

The majority of current SSVEP-based BCIs use stimulation frequencies in the 4 to
30Hz frequency range [9]. RVS at these frequencies, as compared to higher frequencies,
have several disadvantages that underpin the fourth problem defined previously: they
are prone to visual fatigue which decreases the SSVEP strength, they entail a higher
risk of photic induced epileptic seizure [10], and they overlap with the frequency bands
of spontaneous brain activity. Higher stimulation frequencies are, thus, preferable for
the sake of safety and comfort of the BCI user [3].

The major aspect addressed in this paper is the first problem of the inconvenient
and uncomfortable preparation, usage, and detachment of a BCI. This problem stems
from the fact that EEG recording procedures remained very similar to that of the early
EEG days. The EEG is recorded using Ag/AgCl electrodes that are in contact with the
scalp through electrolytic gel [11]. The electrolyte serves two purposes, i) it bridges
the ionic current flow from the scalp and the electron flow in the Ag/AgCl electrode
and ii) ‘glues’ the electrode to the scalp. To further improve signal quality, the scalp is
frequently cleaned and, especially in clinical applications, skin on the scalp is abraded.
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The abrasion process, as well as the usage of conductive gel (electrolyte) makes
the whole EEG setup inconvenient for practical applications, especially in consumer
settings. The application of electrolyte and the electrodes, even when typical EEG caps
are used, requires expert assistance. The setup process is lengthy as it includes preparing
the skin, applying the gel, positioning the electrodes (or the cap) and ensuring that
the EEG signal quality level is acceptable. Additionally, the user (or expert) has to
remove the electrolyte and clean the user’s head afterwards, and also clean and dry the
electrodes (and the cap) that were used. This also takes time and requires additional
effort. This paper aims at addressing these issues, focusing on two alternative solutions,
water-based and dry contact electrodes. It also addresses the issue of safe interaction in
BCI applications using the high frequency RVSi.

The paper is organized as follows. An overview of the alternative approaches for
EEG acquisition systems in BCI is given in the next section. Section 3 details the setups
for measuring EEG, using dry, water-based, and gel electrodes, as well as the methods
we used to evaluate the quality of the obtained signal in SSVEP BCI domain. Evalu-
ation of the three setups with respect to signal quality is presented in Section 4. Sec-
tion 5 addresses the potential practical application of water-based and dry electrodes in
SSVEP BCIs, focusing on the impact of stimuli duration, and looking into convenience
and comfort level of used setups. Results of the evaluation are discussed in Section 6.
Section 7 concludes the paper.

2 EEG Acquisition Systems in BCI: Overview

Few research laboratories realized the problem of cumbersome EEG acquisitions sys-
tems and engaged in developing more convenient techniques for acquiring brain signals.
The approaches range from developing hydrogel-based electrode [12] to numerous ver-
sions of dry electrodes. Dry electrode solutions include electrodes that are integrated
into the wearable material (contactless electrodes) or affixed on top of the scalp (insu-
lated electrodes) [13–18], electrodes that penetrate the outer layer of the skin [19–28],
and dry contact electrodes that exhibit galvanic contact to the skin without the usage of
additional electrolyte [29–32]. Contactless and insulated electrodes currently provide
insufficient signal quality [33], while due to skin damage they can cause, users that
use electrodes that penetrate the outer skin layers might be exposed to a higher risk of
infection and skin irritation [34]. Given the recent developments and positive evalua-
tion of dry contact electrode solutions [35–37], including the ones in the SSVEP-based
BCI domain [38–40], we consider dry contact electrodes as the desired technology for
convenient BCIs.

Addressing the SSVEP BCI field, in a recent publication [41], a successful BCI
application of electrodes that use cotton soaked in water to replace the conductive gel is
demonstrated. User investigation confirmed that so called ‘water-based’ electrodes are
preferred over gel-based ones, and that no significant performance drop is reported.

Despite the advances in convenient (SSVEP) BCIs, to the best of our knowledge,
none of the research publications have systematically characterized the performance of
the new BCI acquisition systems in terms of signal quality in different electrodes, and
the impact of signal quality, electrode selection, and classification algorithm parameters
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on the accuracy and ITR of the SSVEP BCI system. Furthermore, the impact of variety
of users, having a different hair length and type on the signal quality is often omitted.
In this paper we explore how headset setups using dry contact electrodes, water-based
electrodes (replicated setup from [41]), and conductive gel electrodes compare to each
other considering above mentioned aspects. We also evaluate the convenience levels for
the end users, as well as the time required for preparing participants for the experiment.

We believe that robust BCI systems with dry and water-based electrode solutions
would greatly simplify the usage, increase acceptance by users in certain clinical ap-
plications, and enable wider adoption of BCIs in consumer applications. Therefore, we
emphasize the importance of a practical EEG signal acquisition system which does not
require expert assistance, can be setup and removed by the user himself in a short pe-
riod of time, and is designed to be ergonomic, convenient, unobtrusive, and comfortable
during the measurement process.

3 Materials and Methods

In this section we present the brain signal acquisition technology consisting of an EEG
signal amplifier and three different electrode setups, followed by presenting the details
of the study design, data processing, and evaluation methods.

3.1 Amplifier Technology and Data Acquisition

The EEG data was recorded using the Twente Medical Systems International (TMSi)
Porti system with 24 EEG channels. The Porti uses bipolar amplifier technology that
amplifies the difference of the two inputs (so-called instrumentation amplifier technol-
ogy) with a gain of 20 and includes a common mode rejection in the second stage of
amplification. This technology prevents the issues caused by different gain in operation
amplifiers and amplifies the input signal against the average reference of the incoming
signals, i.e., the common mode signal. The common mode range is −2V to 2V, and the
common mode rejection ratio is higher than 100db.

The Porti is used in a battery powered mode and it was connected to a PC via an opti-
cal cable. The highest possible sample rate of 2kHz was used (bit rate of 7.168Mbit/s).
As the Porti system requirements include the usage of shielded cables for EEG elec-
trodes and ground electrode with low impedance (< 1kΩ), we used shielded cables for
all electrodes and gel electrode as a ground for all three setups.

3.2 EEG Setups with Three Different Electrode Types

For all three setups we used 8 electrodes positioned at the occipital and parietal sites
where the SSVEP exhibits the strongest response. The 8 electrode locations selected
were O1, O2, Oz, PO3, PO4, POz, P1, and P2, according to the International 10-20
System. For all setups (except two configurations discussed in Section 5) conductive
gel ground electrode was positioned at the participants right collar bone.

The dry electrode setup is constructed using 8 commercially available sintered
Ag/AgCl ring electrodes (with 10mm outer and 5mm inner diameter) that have twelve
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(a) (b) (c) 

Fig. 1. EEG setups: a) Dry contact electrodes with pins integrated in the EEG headband; b) A
water-based electrode and its components; c) Inner and outer side of the head cap with electrodes
that need to be filled with conductive gel

2mm long rigid pins. These electrodes are attached to a soft textile patch which is con-
nected to the elastic head band using six Velcro straps, as depicted in Figure 1a. Velcro
straps are used to accommodate for head sizes and head shapes of different participants.
The electrodes are connected using shielded cables to the TMSi Porti acquisition sys-
tem. The setup is mounted on a participant’s head similarly as a normal headband. To
the best of our knowledge this is the first ’easy-to-mount’ EEG setup with multitude of
dry contact electrodes aimed at measuring SSVEP response.

For water-based setup we used electrodes that require tap water instead of electrolytic
gel. First tests with such electrodeas are reported in [41]. Electrodes are made from a
silver-chloride pallet and rolled up cotton, as shown in Figure 1b, and are connected to
the Porti system via shielded cables. Commercially available EEG head cap with the
screwing mechanism was used to position the water-based sensors on the head.

The setup for measuring brain signals using conductive gel was prepared using a
standard 32 channel head cap (depicted in Figure 1c) for the usage with the TMSi Porti
EEG acquisition system. Shielded cables were also used, as in the case of dry and water-
based electrodes. Out of the 32 channels, only the 8 selected channels were filled with
conductive gel (Signa gel from Parker Laboratories). In the preparation step we did not
used any skin abrasion or clean up procedure in order to reproduce as closely as possible
the setup in daily life applications.

3.3 Methods

This section describes the design of the experimental evaluation, the algorithms we used
for handling artifacts, the estimation of the magnitude of the SSVEP response, and the
manner in which we estimated the performance and comfort of different setups.

Study Design. Six participants (4 males and 2 females) aged 24, 26, 28, 29, 31, and
32, were recruited for the experiment. Participants were selected to cover different hair
characteristics ranging from short, sparse, and thin hair, to long, dense, and thick hair.
The participants were informed about the experiment and they all signed an informed
consent before the start of the study. Special emphasis was put on verifying that the
participants did not have any history of epileptogenic episodes or discomforts due to
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the exposure to oscillating light. For their participation in the experiment participants
received a small reward.

Experiment was performed in a laboratory where only artificial light was present (the
light screens were closed). The room was not specially shielded or controlled against
environmental noise (to resemble real-life situation). Participants sat in a comfortable
chair, at a distance of roughly 60cm from the screen. The RVS was rendered using an
LED panel with 4 LEDs positioned at its corners, measuring 25cm on the diagonal. The
LEDs were switched on and off simultaneously. The experimenter had an extensive
experience in EEG measurement and analysis.

The study comprised two sessions per participant. Each session lasted for about two
hours and consisted of a preparation segment, dry electrode evaluation segment, water-
based electrode evaluation segment, gel electrode evaluation segment, and debriefing
segment. The order of evaluation segments was chosen to enable testing of all three
setups in a single session. Having to remove the gel after the usage of gel electrodes, or
to dry the hair after the usage of water-based electrodes in a different order of segments,
would make the study design more complex and lengthy. Also this stresses further the
impracticality of especially gel solutions for daily applications.

During the preparation segment the procedure was explained to the participants and
the three setups were shown to them. The participants then filled in the questionnaire ex-
pressing their perception of different electrode types and EEG acquisition systems that
were used in the investigation. This procedure was only done during the first session.

Dry electrode evaluation segment consisted of positioning the textile patch with dry
electrodes on participant’s head. The experimenter visually inspected the EEG signal
quality (high-pass filtered at 1Hz) and in case of no signal, larger impact of noise,
and/or severe presence of artifacts in some of the channels, the headband was adjusted
to improve the contact and achieve better EEG signal quality level. A chronometer was
used to record the time required for this activity. Then the EEG signal was recorded
while the participant was focusing on one of the 4 LEDs oscillating at 28, 32, 36, and
40Hz in one of the runs and 12, 15, 18, and 21Hz in the other run. The order of these
runs was randomly selected for both sessions. This procedure was repeated for all 4
frequencies per run, each having segments of 5 seconds where LEDs were switched on,
interspersed with segments of 4-6 seconds (randomized) where LEDs were switched
off. The participants were instructed not to blink during the segments while the LEDs
were on. The recorded EEG data, sampled at 2048Hz, for all frequencies were stored.
At the end of this segment the headband with electrodes was removed.

For the water-based electrode evaluation segment, the experimenter soaked the water-
based electrodes into the cup with tap water 5-10 minutes before the start of the setup.
The setup consisted in positioning the EEG cap on a participants head and attaching
the water-based electrodes to the EEG cap. In case the signal quality was not good
enough according to the experimenter, more water was added to some of the electrodes
and/or the electrode positioning was adjusted. The time required to perform this pro-
cedure was recorded (excluding the time required to soak the electrode in water before
the setup procedure). Then the EEG signal was recorded in two runs, the same way as
explained in the previous paragraph for the dry electrodes. After the recording the head
cap and the electrodes were removed.
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For the gel electrode evaluation segment, the experimenter positioned the EEG cap
on a participants head and filled the holes (electrodes) in the cap with conductive gel.
The experimenter controlled the EEG signal quality and if needed added more gel to
improve the contact and achieve desired EEG signal quality level. This activity was
also timed. Then the EEG signal was recorded in the two runs, the same way as for
water-based and dry electrodes. After the recording, the EEG cap was removed from
the participants head. On completion of this session, a hair wash coupon was given to
the participant.

In the debriefing segment (only at the end of the second session) participants had
to fill in a questionnaire about their experience with the different electrode types and
mounting systems. They were also encouraged to give general comments on the setups
and the study design.

Signal Analysis. In the SSVEP BCI framework, the goal of signal processing methods
is to detect the presence of an SSVEP at a given stimulation frequency in the EEG. In
general, the problem consists of deciding if within a certain time window, the attention
of the subject on an RVS has been sufficient to elicit an SSVEP response. The main
challenge is to avoid the impact of various artifacts and noise (including background
EEG) on the SSVEP, as well as the selection of the best components (e.g., electrodes,
temporal segments) that contribute the most in the SSVEP response. These two aspect
correspond to artifact handling methods and algorithms for optimal SSVEP detection.

To minimize the impact of severe artifacts, expected when using dry and water-based
electrodes, we employed an algorithm for rejecting epochs with artifacts. We selected
the epoch duration of 1s with 75% overlap. The algorithm excluded the epochs where
the absolute amplitude peak inside the epoch was larger than the empirically selected
threshold. The thresholds were estimated based on the standard deviation within the
recorded segment. We used a numeric value that is 5 times larger than the standard
deviation of the signal in each electrode. Such threshold was used for all three electrode
types. In addition, the standard deviation of the recording was used in estimating the
level of noise in a particular channel (see Section 4).

The strength of SSVEP can be estimated using various methods, ranging from uni-
variate based power spectral density (PSD) estimation to the use of multivariate spatial
filtering [9]. Since our intention was to compare the SSVEP strength measured with
different electrode setups and to infer the difference in performance, we employed a
PSD estimation method using the Welch algorithm [42], which also provided us with
easily traceable and interpretable results. The PSD was estimated on one-second long
epochs with 75% overlap (that do not contain artifacts). For selecting the best channels,
the absolute PSD value across the 1 to 40Hz frequency spectra was used to estimate the
presence of noise in the EEG (see Section 4).

Evaluation Protocol. BCI performance is usually assessed in terms of classifica-
tion accuracy, classification speed, and the number of available choices. In SSVEP-
based BCIs, the classification accuracy is primarily influenced by the strength of the
SSVEP response, the signal-to-noise ratio (SNR), and the differences in the properties
of the stimuli. That is why we focus on reporting the accuracy of three setups. As the
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Pp 1, short thin sparse hair
Pp 2, short thin sparse hair
Pp 3, medium thin dense hair
Pp 4, medium thick dense hair
Pp 5, long thick sparse hair
Pp 6, long thick dense hair

Fig. 2. Classification accuracy for three different setups with 6 participants (Pp 1 to Pp 6) when
using PSD at the occipital sites (i.e., O1, O2, and Oz): a) Dry contact electrodes; b) Water-based
electrodes c) Conductive gel electrodes

classification speed depends on the time it takes for the SSVEP to be of sufficient
strength, we also report the information transfer rate (ITR). ITR is estimated using the
approach detailed in [43].

In addition to the bit rate, it is also important to consider the safety and comfort of
SSVEP-based BCIs. That is why participants had to rate the comfort level of each of the
setups, and provide additional information on whether and under what circumstances
would they use a particular setup.

4 Signal Quality and Performance

This section discusses the performance of dry, water-based, and gel-based setups con-
sidering the presence of noise in the EEG signal, usage of harmonics, and the optimal
selection of electrodes.

4.1 Baseline Performance and the Presence of Noise

Accuracy When Using Occipital Electrodes. We expected that the SSVEP response is
strongest in the occipital sites and therefore as a baseline measurement we selected three
electrodes at occipital sites, namely, O1, O2, and Oz. Figure 2 depicts the classification
accuracy (on 5s-long segments) when maximum PSD in these electrodes is used for
each of the participants and for each of the setups. The accuracy for dry electrodes
(Figure 2a) is rather low, ranging from the chance level, i.e., 25% for participants with
long and/or thick hair (Participant 4, 5, and 6) to more than 50% for participants with
shorter and/or tinner hair (Participant 1, 2, and 3). These baseline results demonstrate at
the first stage of our analysis the problem of measuring the SSVEP response, and EEG
in general, using dry electrodes with people with long and thick hair.

The detection of 12Hz response is challenging for water-based and gel electrodes, as
illustrated in Figure 2b and Figure 2c. This demonstrates the problem of distinguishing
the changes in the alpha power domain due to the overlap with the dominant alpha
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frequency. Similar issues can be seen with the 40Hz response, which is mainly due to
the decrease in the SSVEP strength at the very high frequency.

As expected, the overall performance of the water-based electrodes was much higher
than for the dry electrodes. The surprising result was that the overall accuracy obtained
with gel electrodes was comparable to the one obtained with water-based ones. Al-
though this coincides with the results obtained in [41], as we did not used any advanced
algorithm for SSVEP response estimation, these results were unexpected. To better un-
derstand these results we analyzed the impact of noise on the signal, and the signal
quality in different electrodes.

Spectral Content across Electrode Types and Positions. By comparing the raw sig-
nal and the power spectra obtained within different EEG channels we observed the
following:

1. The noise component in the EEG signal, being environmental or physiological, can
be observed for all setups.

2. The severity of noise contribution in the signal and the number of EEG channels
contaminated by the noise is higher for the dry setup than the water-based setup,
and for the water-based than the gel setup.

3. The impact of noise per electrode can vary throughout a single recording session
and it differs for different recording sessions.

4. In most cases, the higher the level of noise in an EEG channel, the lower the SSVEP
response.

The first observation can be explained by the environment which was not specially
shielded for such kind of experiment and could have been contaminated by electromag-
netic waves. Also, motion artifacts stemming from muscle tension and head and body
movements were present, due to the lengthy recording procedure. The second observa-
tion was expected due to the type of the skin-electrode contact. The third one was not
expected for gel electrodes, although it can be partially explained by the fast preparation
procedure that did not include skin cleaning and de-greasing before the measurement.
It was expected for water-based and especially dry electrodes. Finally, the last obser-
vation was a learning point for us and we wanted to incorporate this fact in devising
the electrode selection algorithm that will improve the accuracy levels obtained with
different setups, as explained below.

4.2 The Impact of Noise Estimation on the Electrode Selection

To estimate the noise level in the signal, we used two simple approaches. The first one
was based on the standard deviation (STD) in each channel, i.e., we assumed that the
lower the STD in the channel, the lower the noise. The second one used the amount
of white noise in each channel, estimated in the frequency range of 1Hz to 40Hz. In
both cases the estimations were performed using the EEG segments where stimulation
was not presented. To keep the results comparable to the baseline ones in terms of the
number of electrodes, we used the 3 electrodes with the lowest noise. The comparison of
the achieved accuracy is depicted in Figure 3. The figure clearly illustrates the benefits
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Fig. 3. Classification accuracy for three setups with the optimal selection of 3 electrodes for PSD
computation: a) Dry contact electrodes; b) Water-based electrodes c) Conductive gel electrodes

of using the channels with the lowest noise for dry and gel electrodes, irrespective of
the approach used for noise estimation. The effect for water-based electrodes is not so
pronounced.

4.3 SSVEP Discrimination Power and Electrode Selection

The second feature that we explored for optimal electrode selection was the discrimi-
nation level of the PSD of the RVS during the stimuli period versus PSD of the RVS
during the non-stimuli period. For each stimuli period we selected the three electrodes
with the higher discrimination power for all 4 stimuli. The extent to which this approach
compares to the baseline and noise estimation approaches is also depicted in Figure 3.
Although it outperformed baseline results for dry and gel electrodes, the accuracy was
lower than for the noise estimation approaches across all three setups and even lower
than the baseline run for the water-based setup (see Figure 3b). Consequently, we in-
fer that for the optimal electrode selection it is of high importance to select the EEG
channels that have the lowest impact of noise in order to make a good estimation of the
SSVEP power. Thus, for the rest of the paper we use the optimal selection of electrodes
with the lowest white noise component.

4.4 Usage of Harmonics and Different Electrode Number

Figure 4a illustrates the effect of using first harmonics in the noise estimation as well
as PSD estimation on classification accuracy. For dry electrodes, significant increase
was observed only for the high frequencies, while the improvements of accuracy are
significant for both low and high frequencies of water-based and gel setups. With the
use of harmonics, the mean accuracy across subjects can be increased to more than
60% for dry setup (except for 12Hz stimuli frequency), to more than 70% accuracy for
water-based electrodes, and to more than 88% accuracy for gel electrodes.

So far in the analysis we have used 3 electrodes as we reckoned that this number
would be sufficient to achieve good SSVEP detection performance. To test this hypoth-
esis and to investigate the impact of the number of electrodes used in the analysis, we
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Fig. 4. Classification accuracy across three different setups when: a) using first harmonics; b)
different number of electrodes is used

applied PSD-based algorithm (that uses harmonics) to the cases of one to eight elec-
trodes. The results are illustrated in Figure 4b. The figure shows that on average the
accuracy is stable across all setups, if 3 to 6 electrodes were used. Also the accuracy
level when using 2 electrodes is not much lower than when using three or more.

5 Practical Application

This section illustrates the potential of applying the presented setups in the real life
situations. The effect of stimuli duration on the classification rate is addressed in terms
of finding the highest ITR. Then, the impact of replacing the conductive gel ground
electrode with the dry and water-based one is demonstrated. The section finishes with
the discussion on user comfort, convenience, and time required to prepare different
setups for practical use.

5.1 Stimuli Duration and ITR

The increase of average accuracy across three setups when using different stimuli dura-
tion times is illustrated in Figure 5a. In contrast to our expectation, the decrease of accu-
racy was minor when shortening the stimuli period from 5s to 3s and not so steep from
3s to 0.75s. This resulted in very high theoretical bit rates (shown in Figure 5b), going
up to 26bpm (1s stimuli duration) for low and 21bpm (0.875s stimuli duration) for high
frequencies with dry setup, 41bpm (1.5s stimuli duration) for low and 40bpm (0.875s
stimuli duration) for high frequencies with water-based setup, and 69bpm (1.125s stim-
uli duration) for low and 65bpm (1.125s stimuli duration) for high frequencies with gel
setup.

Although this transfer rates probably cannot be achieved in practice due to transition
effects and the time required for a person to refocus from one stimuli to the other, this
result indicates that even with the technology such as dry or water-based electrodes,
quite good communication speed can be reached, i.e., 23bpm for dry and 38bpm for
water-based electrodes, when averaged over low and high frequency bands. Further-
more, the decrease of the ITR in high frequency range is only minor compared to the
low frequency range ITR.
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5.2 Using Dry and Water-Based Electrode as a Ground

To test whether we can design a complete EEG acquisition system using dry or water-
based electrodes we performed additional experiments with Participant 1 where we
replaced the conductive gel ground electrode with the dry or water-based one, respec-
tively. The comparison of classification accuracy using different stimuli duration for
dry electrode setup is shown in Figure 6a. The figure illustrates that the accuracy when
using gel and dry electrodes as a ground is almost the same for both, low and high
frequencies. Moreover, for this participant (short thin hair), the accuracy is higher than
90% leading to the maximum theoretical bitrate of 86bpm (1s stimuli duration) for low
and 65bpm for high frequencies (1.25s stimuli duration). Similarly, Figure 6b illustrates
the comparison of water-based setups when using gel and water-based electrode as a
ground. In this case, the usage of water-based ground electrode results in improved ac-
curacy, leading to bitrates of 88bpm (1.25s stimuli duration) for low and 61bpm (1.125s
stimuli duration) for high frequencies.

In conclusion, although we cannot infer statistical significance of the presented re-
sults, we can hypothesize that using acquisition setup that is completely based on dry or
water electrodes would not significantly decrease the achieved classification accuracy
over the setup that uses conductive gel as a ground.
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5.3 Convenience and Setup Time

Before and after the usage of the headsets, participants reported their anticipated and
experienced convenience level (see evaluation protocol detailed in Section 3). Although
participants expected that the dry electrode setup will be the least convenient one with
the median score of 3.5 on the scale of 1 (unconvenient) to 10 (convenient), compared to
4.5 and 6 for water-based and gel ones respectively, this was not reflected in the rating
after the usage of the electrodes. The final median score was 5 for dry, 6 for water-
based, and 5 for gel electrodes. These results also indicate that the water-based solution
would be preferred over the gel one. Note that the users were asked to rate not only the
perceived comfort, but also the practicality of the headsets and the effort required to use
them.

Based on the comments and the discussion with participants we learned that the
participants with shorter hair had the preference for using the dry electrodes, over
water-based and gel ones, while for the participants with the longer hair water-based
electrodes were preferred as the procedure for positioning the dry headset was too long
(see also Figure 7) and/or the headband was too tight. Most participants did not like the
feeling of gel in their hair and the fact that they had to wash the hair after the usage of
gel setup.

Direct comparison of the preparation time, depicted in Figure 7, shows that water-
based electrodes require more preparation time than gel ones, while dry electrodes re-
quire less time than the other two for people with shorter and thiner hair style and more
time for people with longer and/or thick hair style. The former can be partially ex-
plained by the cumbersome ‘screwing’ procedure required for placing the water-based
electrodes in the EEG headset holes, which had to be redone in case the signal was not
good enough. For the gel setup the procedure required adding more gel between the
scalp and the electrode until the signal was at the acceptable level, which was much
faster. The latter can be explained by the design of the dry electrodes themselves. The
length and the rigidness of the pins was a major problem for obtaining a good signal for
participants with longer hair. The amount of hair under the electrode was in many cases
preventing the pins from getting in contact with the skin on the scalp. Finally, quality of
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the signal obtained was much lower compared to the participants with shorter and thin
hair types (see, e.g., Figure 2)

6 Discussion

The question we aim to answer in this paper is whether and to what extent can dry con-
tact and water-based electrodes replace the conductive gel ones for EEG measurements.
As a means to test the performance we selected the SSVEP, since this is a well under-
stood phenomena and as it is one of the most popular neural sources in BCI applications.
The analysis has revealed that both electrode types can replace the gel-based configu-
ration, but at the expense of performance. The mean accuracy rate drops by 10− 25%

when using water-based electrodes and by 35 − 45% when using dry electrodes. The
information transfer rate in the optimal case is one half for water-based and one third
for dry electrodes, compared to gel-based ones.

The baseline evaluation where we used only the occipital sites (i.e., O1, O2, and Oz)
demonstrated low accuracy levels for dry electrodes, and lower than expected values
for gel electrodes which were comparable to the water-based ones (see Figure 2). Our
hypothesis that the selection of 3 electrodes that have the lowest contamination by noise
would improve the accuracy for dry electrodes, showed to be true, as it can be seen
in Figure 3. The same was observed when using gel electrodes. However, contrary to
our expectations this was not the case for water-based electrodes. Further investigation
is required to fully understand this effect. Nevertheless, we can infer that the step of
selecting the electrodes with the ’cleanest EEG signal’ is crucial in achieving higher
performance in the SSVEP classification task.

Although we expected that using the discriminative spectral power around the peak
of the RVS frequency would be also beneficial for selecting the optimal set of elec-
trodes, this was proven wrong. The accuracy improved for dry and gel electrodes com-
pared to the baseline, but for water-based ones this was not the case. The accuracy for
all three setups was lower then when using 3 electrodes with the lowest noise con-
tamination (see Figure 3). It is worth noting that we used two simple algorithms that
compute the presence of white noise and the standard deviation in the EEG channels
which resulted in similar performance. We argue that using algorithms that have better
characterization of environmental or motion artifacts, tailored to the used electrode and
amplifier technology, could further improve the performance.

The utilization of first harmonics increased the accuracy in all cases, except for the
dry electrodes in the low frequencies, as shown in Figure 4. The latter and the small
increase in the accuracy levels for dry electrodes overall, still remain an effect that
requires further investigation. However, the performance of different setups when using
different number of optimal electrode positions confirmed that the maximum accuracy
is reached when using 3− 6 electrodes. Furthermore, slight drop in performance when
using two electrodes suggests that a setup with 2 dry (or water-based) electrodes with a
low noise contamination might be sufficient for SSVEP classification, as also shown in
[40, 44].

Maximum accuracy across different setups is achieved when using 4 electrodes with
the lowest presence of white noise and when the harmonics were used. The perfor-
mance per participant in this optimal case is depicted in Figure 8. The figure illustrates
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Fig. 8. Comparison of optimal classification accuracy across participants

that the comparable accuracy to the gel solution can be achieved with dry and water-
based electrode solutions for users with short thin hair (Participants 1 and 2). However,
for participants with medium and long hair, the performance of water-based electrodes
slightly decreases, and exhibits a significant drop of accuracy for dry electrodes. The
results are in favor of our hypothesis that better design and integration of dry and water-
based electrodes in a headset solution is a prerequisite for good performance in a wide
range of users, having different hair type and length.

Looking into practical aspects of the proposed alternatives to gel electrodes that are
discussed in Section 5, we can infer that users do not perceive dry and water-based
electrodes as less convenient than the gel ones, especially having in mind that they do
not require gel removal after the usage. Given the potential short preparation time, i.e.,
having optimized electrode and headset design such as the one for dry electrodes pre-
sented in [45], and having the possibility to use only dry or only water-based electrodes
without additional loss in signal quality as shown in Figure 6, practical EEG acquisition
systems are achievable. Such systems can provide ITRs of 40bpm for water-based and
of 20bpm for dry electrodes, and with the optimized design and application of better
signal processing and classification algorithms, potentially even higher transfer rates
for SSVEP BCI applications.

7 Conclusions

This paper demonstrates that EEG systems that use water-based electrodes and dry con-
tact electrodes can be a viable alternative to traditionally used conductive gel systems
for certain application areas. We have shown that an EEG system that uses dry contact
electrodes and water-based electrodes can be applied to the SSVEP BCI. The mean
information transfer rate in the optimal case, estimated on 6 participants, was 38bpm
for water-based and 23bpm for dry electrodes, compared to 67bpm for gel electrodes.
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Although the performance was lower than for conductive gel electrodes, dry and water-
based electrodes can ease the setup procedure, have the potential to reduce the setup
time with the proper design of dry and water-based headset and electrodes, and can fa-
cilitate the usage of the system without expert assistance. Therefore, in situations where
practical aspects of the EEG system are preferred over communication speed, dry and
water-based solutions can replace the gel ones. Having the advantage of greater prac-
ticality, we believe that with the advances in the water-based and dry electrode design,
improvements in the amplifier technology, and with the usage of more advanced signal
analysis methods, the signal quality and overall performance of water-based and dry
EEG systems could come quite close to the performance of the gel-based ones.
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Abstract. This paper presents the results of a primary study that aims to pro-
duce miniaturized biosensing devices for nitrite analysis in clinical samples. 
Following our previous works regarding the development of amperometric ni-
trite biosensors using the nitrite reducing enzyme (ccNiR) from Desulfovibrio 
desulfuricans ATCC 27774, here we aimed at reducing the size of the experi-
mental set-up according to the specific needs of biomedical applications. For 
this, thick-film strip electrodes made of carbon conductive inks deposited on 
plastic supports were modified with the ccNiR enzyme, previously mixed with 
the conductive graphite ink. Firstly, though, the electrode preparation was opti-
mized (enzyme amount, organic solvent and curing temperature). Then, the  
biocompatibility of ccNiR with these harsh treatments and the analytical  
performance of the modified electrodes were evaluated by cyclic voltammetry. 
Finally, the carbon paste screen-printed electrodes were coated with the 
ccNiR/carbon ink composite, displaying a good sensitivity (5.3x10-7  
A.uM-1.cm-2) within the linear range of 0.001 - 1.5 mM. 

Keywords: Nitrite, Cytochrome c nitrite reductase, Electrochemical biosensors, 
Screen printed electrodes. 

1 Introduction 

The detection of nitrites in physiological fluids such as plasma and urine is commonly 
used for clinical diagnosis and has gained an increasing importance in biomedical 
research. In fact, the nitrate-nitrite-NO pathway is emerging as an important mediator of 
blood flow regulation, cell signaling, energetics and tissue responses to hypoxia  
[1-3]. Most of the strategies used for analytical determination of NO3

- and NO converge 
to the quantification of NO2

-. However, the classical protocols for nitrite assessment lack 
                                                           
* Corresponding author. 
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the sensitivity and selectivity needed for the analysis of physiological samples [4-7]. For 
example, urine test strips are routinely used for screening nitrites in patients with infec-
tion, but results are just qualitative as they are obtained by visual comparison to a color 
chart. Plasma analysis is much less frequent, owing to limitations of the analytical me-
thods, including blood sampling and processing [5,8]. As a consequence, there is a 
growing demand for improved analytical tools, increasingly sensitive, reliable and, 
preferentially, easy-to-use and inexpensive. 

An alternative approach relies on the construction of biosensing devices using 
stable enzymes with high catalytic activity and specificity for nitrite. Due to its high 
selectivity, turnover and stability, the multihemic cytochrome c nitrite reductase 
(ccNiR) from the sulphate reducing bacterium Desulfovibrio desulfuricans ATCC 
27774, which performs the six electron reduction of nitrite to ammonia (eq. 1) [9], has 
proven to be a promising candidate for the development of an electrochemical nitrite 
biosensor [10-15]. 

NO2
-  +  8 H+  +  6 e

-
  →  NH4

+  +  2 H2O (1) 

Miniaturization is critical for both health care and physiological studies. The screen-
printing technology has been widely used for the large-scale fabrication of disposable 
biosensors. Besides the portable dimensions, screen-printed electrodes (SPEs) are 
low-cost and versatile in terms of formats and materials [16]. 

In this study, the working electrodes were modified with a layer of a carbon based 
conductive ink previously diluted in propanone or methyl ethyl ketone (MEK) and 
mixed in different proportions with ccNiR. The enzyme activity after immobilization 
in this harsh environment (solvents exposure and heat dry) was evaluated by cyclic 
voltammetry and has proved to be highly satisfactory. The electrode preparation was 
further optimized and applied on thick-film strip electrodes which were fabricated 
beforehand by printing a similar conductive carbon paste on plastic supports. 

2 Materials and Methods 

2.1 Reagents 

Acetone (propanone; 99%; b.p. 56°C) and propanone (methylethylketone, MEK; 
99%, b.p. 79°C) were from Pronalab. The remaining chemicals were analytical grade 
and were used without further purification. Solutions were prepared with deionized 
(DI) water (18 MΩcm) from a Millipore MilliQ purification system. 

The graphite conductive ink was obtained from Acheson. Alumina slurries (0.05 
and 1.0 µm) were from Buehler. 

ccNiR was purified from Desulfovibrio desulfuricans ATCC 27774 cells grown in 
nitrate, as previously described by Almeida and co-workers [9]. 

2.2 Electrochemical Measurements 

For the optimization studies, a conventional three-electrode electrochemical cell  
was used, with an Ag/AgCl reference electrode, a Pt counter electrode (both from 
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Radiometer) and a home-made working electrode made of pyrolytic graphite disks (4 
mm diameter) and modified with the enzyme/ink layer. 

The characterization of the optimized electrode was performed after replacing  
the previous system by carbon paste screen-printed electrodes (CPSPEs) with a three 
electrode configuration (Fig. 1), including an Ag/AgCl pseudo-reference, a graphite 
paste counter electrode and a graphite paste working electrode (3.1 mm diameter). 
The CPSPEs were fabricated at CIDETEC facilities, as described by Ochoteco and 
co-workers [17]. 

 

 

Fig. 1. A screen-printed three-electrode system. (1) working electrode; (2) reference electrode; 
(3) counter-electrode. 

The one-compartment electrochemical cell containing 0.1 M KCl in 0.05 M Tris-HCl 
buffer, pH 7.6 as supporting electrolyte, was thoroughly purged with Argon before each 
experiment. Measurements were performed with a potentiostat Autolab PSTAT 12 
(Eco-Chemie) monitored by the control and data acquisition software GPES 4.9. The 
cyclic voltammograms (CV) were plotted at room temperature (22 ± 2°C), with a scan 
rate of 20 mV/s, in the potential window [0.0; -0.8] V (vs reference system). To evaluate 
the biosensors response to the analyte (0.001 - 7 mM), the cell was successively spiked 
with standard solutions of nitrite. After each addition, the electrochemical cell was 
deoxygenated and the CV was registered. The catalytic currents (Icat) were measured at 
the inversion potential (-0.8V); all values were subtracted from the non-catalytic current 
recorded in the absence of nitrite (Ic). Each experiment was replicated at least two times. 
For amperometric measurements, the working potential was settled at -0.5 or -0.7 V, 
with a speed rotation (ω) of 0 or 1000 rpm. 

2.3 Bioelectrodes Preparation 

Prior to coating, the pyrolytic graphite electrodes (PGEs) were polished with alumina 
slurry in cloth pads. Then, the electrodes were thoroughly washed with DI water and 
ethanol and ultrasonicated in water for 5 min. The electrodes surface was further 
washed with DI water and dried with compressed air. 

CPSPEs were used as produced, with no pre-activation. The conductive carbon 
inks were previously diluted with an organic solvent (acetone or MEK) in a 1:1 ratio 
and homogenised with the help of an ultrasound bath. The ink suspensions were then 
mixed with ccNiR in different proportions (4:1, 2:1, 1:1 and 1:2 ink/enzyme). Finally, 
a 5 μL drop was placed on the surface of the working electrodes which were cured for 
20 min. inside an oven set at 40°C or 60°C. Control experiments were carried out 
with no curing treatment and/or no carbon ink; in such cases, the ccNiR layer was 
dried at room temperature. 
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3 Results 

3.1 Effect of the Carbon Ink on the Bioelectrode Response 

Preliminary experiments were carried out in order to check if the chemicals (organic 
solvents) and the thermal treatment (curing) required for printing the working elec-
trode component in CPSPEs were compatible with nitrite reductase activity. In this 
regard, three different PG electrodes were modified with i) ccNiR only, ii) ccNiR 
mixed with carbon ink diluted in acetone and iii) the same as (ii) but with an extra 
curing step at 60°C.  

Non-catalytic Response. Regardless of the composition of the electrode coating, in 
the absence of the enzyme substrate the CVs displayed a small and broad cathodic 
wave at ca. –0.380 V vs Ag/AgCl, as illustrated in Fig. 2A. 

 

Fig. 2. CVs of ccNiR coated PG electrodes, traced at 20 mV/s, in 0.1 M KCl, 0.05 M Tris-HCl, 
pH 7.5. (A) (- - -) enzyme mixed with carbon ink (diluted in acetone); (⎯) enzyme casted di-
rectly onto a bare electrode, as zoomed in (B). The modified electrodes were dried at room 
temperature (≈ 22°C). 

This non-catalytic signal can be assigned to the redox co-factors of ccNiR, as pre-
viously seen in bare PGEs and carbon nanotubes modified electrodes [14,18]. Due to 
the consequent enlargement of the electroactive area, in the presence of the carbon ink 
both Faradaic and capacitive currents increased over 20 times when compared to ones 
obtained with bare electrodes (Fig. 2B). 

Response to Nitrite - Temperature and Solvent Effects. In the presence of the en-
zyme substrate, the CVs exhibited a sigmoid shape (Fig. 3) reflecting the direct 
charge transfer between the electrode surface and ccNiR and the subsequent catalytic 
reduction of nitrite into ammonium. 

In general, the plots catalytic current (Icat) vs nitrite concentration (Fig. 4) could be 
fitted to a hyperbolic equation denoting a Michaelis-Menten profile (eq. 2) i.e., at high 
nitrite concentrations the current response deviated from linearity and approached a 
constant value, reflecting the maximum rate of the enzymatic reaction under nitrite 
saturating conditions (Imax). Interestingly, this value has increased about three times in 
the presence of the conductive ink, which should be related with the surface area  
increase (Fig. 4). 
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conductive ink), one can see that the thermal treatment does not have a strong influ-
ence on Imax (Fig. 4). On the other hand, the sensitivity of the sensor, as given by the 
slope of the linear range of the plot, decreased about 55%. This indicates that partial 
protein denaturation has occurred. 

3.2 Electrode Optimization 

Enzyme/Carbon Ink Ratio. Different proportions of enzyme and carbon ink sus-
pended in acetone were early tested in order to choose the best composition. The one 
using the highest amount of protein (1:2 ratio, corresponding to 3.3 μg ccNiR) dis-
played the best results (not shown) without relevant loss of activity, and was selected 
for further studies. 

Organic Solvent and Curing Temperature. Normally, inks for screen printing con-
tain organic solvents that are later evaporated by heating. If other ingredients like 
ccNiR need to be included, it is highly recommended to lower the viscosity of the 
paint in order to facilitate the mixing process. For this reason, prior to enzyme incor-
poration, the carbon ink used in this work was diluted with two different organic sol-
vents - MEK or acetone. It is worth noting that acetone is less commonly used for  
 

 

Fig. 5. Electrocatalytic response to nitrite of ccNiR (3.3 μg) modified PG electrodes, pre-mixed 
with the carbon conductive ink, prepared and treated in the following ways: () diluted in 
MEK and cured at 40°C; () diluted in MEK and cured at 60°C; () diluted in acetone and 
cured at 60°C. () diluted in acetone and cured at 40°C. 

inks dilution than MEK, although it has a lower boiling point that could permit the 
use of lower curing temperatures. Actually, the response to nitrite was much higher 
when this solvent was used instead of MEK (Fig. 5) whereas the linear range was 
wider. Therefore, acetone has proved to be less harmful to the protein. 

In order to evaporate residual organic solvents, most CPSPEs have to be dried 
thermally. Although a temperature of 60°C is normally selected for the curing process 
of those used in the present work, due to the presence of the biocatalyst, we have also 
tested the lowest permitted heating temperature, i.e., 40°C. Interestingly, the differ-
ences on nitrite reducing activity were generally small, except when MEK was used 
for ink dilution, which generated much lower catalytic currents. Most likely, this  

-1,2E-04

-1,0E-04

-8,0E-05

-6,0E-05

-4,0E-05

-2,0E-05

0,0E+00

0 2000 4000 6000 8000

I c
at

 (A
)

[Nitrite] μM



 Nitrite Biosensing Using Cytochrome C Nitrite Reductase 47 

 

solvent did not evaporate completely at 40°C, enhancing its detrimental effect on the 
enzyme activity. 

In accordance to the results obtained in this combined study, we have selected ace-
tone for ink solubilization and a curing temperature of 40°C. 

3.3 Analytical Parameters 

The analytical performance of the bioelectrodes was further evaluated by chronoam-
perometry, poising the working electrodes at -0.5 or 0.7 V either (Fig. 6) or not (not 
shown) with self-rotation. Results were compared with the ones obtained by cyclic 
voltammetry (Table 1). 
 

 

Fig. 6. Amperometric measurements of a ccNiR/carbon ink (acetone, 60°C)/PG electrode 
poised at different working potentials: (⎯) -0.5 V; (⎯) -0.7 V (vs Ag/AgCl), in the presence of 
increasing concentrations of nitrite. ω = 1000 rpm 

Table 1. Analytical parameters of optimal ccNiR/carbon paste/PG electrodes (3.3 μg enzyme in 
an acetone:ink mix; curing temperature, 40°C), as obtained by chronoamperometry and cyclic 
voltammetry assays 

Technique 
Potential 

(V) 
Electrode 
Rotation 

Sensitivity 
(A.µM-1.cm-2) r2 

Linear range 
(µM) 

Catalytic 
efficiency 

Chrono-
amperometry 

-0.5 No 5x10-7 ± 3x10-7 0.995 0.666 - 132 27 ± 26 

-0.7 No 5x10-7 ± 3x10-7 0.995 0.167 - 132 48 ± 12 

-0.5 Yes 2.6x10-6 ± 6x10-7 0.991 0.666 - 13.2 54 ± 24 

-0.7 Yes 2.0x10-6 ± 3x10-7 0.996 0.666 - 264 56 ± 23 

CV -0.8 No 2.3x10-7 ± 2x10-8 0.995 6.64 - 1.97x103 26 ± 11 

 
The amperometric response upon nitrite addition was always prompt, indicative of 

a fast heterogeneous electron transfer. Although not being a practical option in real 
situations, the electrode rotation delivers a much better performance (Table 1). In fact, 
because there are no mass transport limitations, both the sensitivity and catalytic effi-
ciency of the biosensor were higher in these conditions, no matter the operating vol-
tage. On the other hand, the linear range was much wider (almost three orders of 
magnitude) if measurements were made through cyclic voltammetry. In these condi-
tions, the current response is diffusion controlled, which slows down the overall 
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process, thereby decreasing the sensitivity and broadening the quantification range. 
For this reason, subsequent analyses were preferably made by cyclic voltammetry. 
Nevertheless, if very low detection limits are required (low nano range), chronoampe-
rometry measurements should be carried out at the lowest potential (-0.7 V vs 
Ag/AgCl), using non-rotating electrodes. 

3.4 Application of Carbon Paste Screen Printed Electrodes (CPSPEs) 

Following the optimization of the ccNiR containing conductive paints, the en-
zyme/carbon inks were deposited on CPSPEs. The CVs displayed higher background 
currents (Fig. 7A), which is most likely related to the roughness of the SPEs surfaces, 
generating higher capacitive currents. Nonetheless, the analytical parameters (Fig. 7B) 
were quite similar, with a sensitivity of 5.3x10-7 A.μM-1.cm-2 and a linear range of 
0.001 - 1.5 mM, while the KM

app was even higher (2.2 ± 0.4 mM). 
 

 

Fig. 7. (A) CVs of a CPSPE coated with a ccNiR/carbon ink/acetone composite, in the presence 
of increasing nitrite concentrations (0 - 6 mM) and (B) corresponding calibration curve. Elec-
trolyte: 0.1 M KCl in 0.05 M Tris-HCl buffer, pH 7.5; scan rate, 20 mV/s.  

However, despite the successful incorporation of ccNiR within the thermally 
cured conductive ink and the good sensitivity of detection displayed by the enzyme 
coated CPSPEs, the low limit of the linear range is higher than the ones provided by 
the previous biosensor configurations [10-15] and should be further improved if the 
main target is plasma and blood analysis. 

3.5 Interferences 

The chemistries of nitrate and nitrite, which are present in mammalian physiological 
systems either from dietary provision or endogenous formation, are nearly 
indissociable [2,3]. Aiming at evaluating the potential interfering effect of nitrate on 
the analytical assay, the biosensor response to nitrite (666 μM)1 was compared with 
the one recorded in the presence of an equal amount of nitrate; though, the 

                                                           
1 This concentration fits in the first half of the calibration curve. 
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interference level (+3%) was not significant. In contrast, the interference caused by 
hydroxylamine, an alternative ccNiR substrate, was about 10%; although much lower 
than the values obtained with some other electrode configurations [10-15], it can not 
be neglected. Though, the risks of having both species in the same physiological 
sample are not great. 

4 Conclusions 

This R&D project was designed to address a critical and growing need for real-time 
monitoring of nitrites and to provide better analytical tools for its clinical diagnosis. 
Our previous results have demonstrated the feasibility of using ccNiR in the 
construction of bioelectrodes for a selective nitrite analysis [10-15]. Herein we have 
shown the biocompatibility of the painting materials and the electrode curing 
procedure with ccNiR activity. The success of this work opens up the possibility of 
including the enzyme directly in the printing paste used for the fabrication of thick-
film electrodes, facilitating the mass production of easy-to-use nitrite biosensors. If 
coupled to a portable potentiostat, these enzyme containing disposable electrode strips 
will turn a long and elaborated laboratory protocol into a simple task, quickly 
executed onsite. 

Acknowledgements. The authors thank the financial support from Associated Labor-
atory REQUIMTE. 

References 

1. Bryan, N.S., Fernandez, B.O., Bauer, S.M., Garcia-Saura, M.F., Milsom, A.B., Rassaf, T., 
Maloney, R.E., Bharti, A., Rodriguez, J., Feelisch, M.: Nitrite is a Signaling Molecule and 
Regulator of Gene Expression in Mammalian Tissues. Nat. Chem. Biol. 1, 290–297 (2005) 

2. Hord, N.G., Tang, Y., Bryan, N.S.: Food sources of nitrates and nitrites: The Physiologic 
Context for Potential Health Benefits. Am. J. Clin. Nutr. 90, 1–10 (2009) 

3. Lundberg, J.O., Gladwin, M.T., Ahluwalia, A., Benjamin, N., Bryan, N.S., Butler, A., Ca-
brales, P., Fago, A., Feelisch, M., Ford, P.C., Freeman, B.A., Frenneaux, M., Friedman, J., 
Kelm, M., Kevil, C.G., Kim-Shapiro, D.B., Kozlov, A.V., Lancaster Jr., J.R., Lefer, D.J., 
McColl, K., McCurry, K., Patel, R.P., Petersson, J., Rassaf, T., Reutov, V.P., Richter-
Addo, G.B., Schechter, A., Shiva, S., Tsuchiya, K., van Faassen, E.E., Webb, A.J., Zuck-
erbraun, B.S., Zweier, J.L., Weitzberg, E.: Nitrate and Nitrite in Biology, Nutrition and 
Therapeutics. Nature 12, 865–869 (2009) 

4. Almeida, M.G., Serra, A.S., Silveira, C., Moura, J.J.G.: Nitrite Biosensing Via Selective 
Enzymes – a Long But Promising Route. Sensors 10(12), 11530–11555 (2010), 
doi:10.3390/s101211530 

5. Ellis, G., Adatia, I., Yazdanpanah, M., Makela, S.K.: Nitrite and Nitrate Analyses: a Clini-
cal Biochemistry Perspective. Clin. Biochem. 31(1998), 195–220 (1998) 

6. Moorcroft, M.J., Davis, J., Compton, R.G.: Detection and determination of nitrate and ni-
trite: a review. Talanta 54(5), 785–803 (2001) 

7. Dutt, J., Davis, J.: Current strategies in nitrite detection and their application to field analy-
sis. J. Environ. Monit. 4, 465–471 (2002) 



50 C. Correia et al. 

 

8. Dejam, A., Hunter, C.J., Schechter, A.N., Gladwin, M.T.: Emerging role of nitrite in hu-
man biology. Blood Cells Mol. Dis. 32, 423–429 (2004) 

9. Almeida, M.G., Macieira, S., Gonçalves, L.L., Huber, R., Cunha, C.A., Romão, M.J., Cos-
ta, C., Lampreia, J., Moura, J.J.G., Moura, I.: The Isolation and Characterization of Cy-
tochrome c Nitrite Reductase Subunits (NrfA and NrfH) from Desulfovibrio desulfuricans 
ATCC 27774. Re-evaluation of the spectroscopic data and redox properties. Eur. J. Bio-
chem. 270, 3904–3915 (2003) 

10. da Silva, S., Cosnier, S., Almeida, M.G., Moura, J.J.G.: An Efficient Poly(pyrrole)-Nitrite 
Reductase Biosensor for the Mediated Detection of Nitrite. Electrochem. Comm. 6, 404–
408 (2004) 

11. Almeida, M.G., Silveira, C.M., Moura, J.J.G.: Biosensing Nitrite Using the System Nitrite 
Redutase/Nafion/Methyl Viologen - A Voltammetric Study. Biosens. Bioelectron. 22, 
2485–2492 (2007) 

12. Chen, H., Mousty, C., Cosnier, S., Silveira, C., Moura, J.J.G., Almeida, M.G.: Highly Sen-
sitive ccNiR Biosensor Electrical-Wired by [ZnCrAQS2] for Nitrite Determination. Elec-
trochem. Comm. 9, 2240–2245 (2007) 

13. Silveira, C.M., Gomes, S.P., Araújo, A.N., Couto, C.M.C.M., Montenegro, M.C.B.S.M., 
Silva, R., Viana, A.S., Todorovic, S., Moura, J.J.G., Almeida, M.G.: An Efficient Media-
torless Biosensor for Nitrite Determination. Biosens. Bioelectron. 25, 2026–2032 (2010) 

14. Silveira, C., Baur, J., Cosnier, S., Moura, J.J.G., Holzinger, M., Cosnier, S., Almeida, 
M.G.: Enhanced direct electron transfer of a multihemic nitrite reductase on SWCNT mod-
ified electrodes. Electroanalysis 22, 2973–2978 (2010) 

15. Zhang, Z., Xia, S., Leonard, D., Jaffrezic-Renault, N., Zhang, J., Bessueille, F., Goepfert, 
Y.S., Wang, X., Chen, L., Zhu, Z., Zhao, J., Almeida, M.G., Silveira, C.M.: A novel nitrite 
biosensor based on conductometric electrode modified with cytochrome c nitrite reductase 
composite membrane. Biosens. Bioelectron. 24, 1574–1579 (2009) 

16. Jubete, E., Loaiza, O.A., Ochoteco, E., Pomposo, J.A., Grande, H., Rodrıguez, J.: Nano-
technology: A Tool for Improved Performance on Electrochemical Screen-Printed 
(Bio)Sensors. J. Sensors, Article ID 842575, 13 pages (2009), doi:10.1155/2009/842575 

17. Ochoteco, E., Jubete, E., Pomposo, J.A., Grande, H., et al.: Patent Application Number 
E200930539 (2009) 

18. Silveira, C.M., Besson, S., Moura, I., Moura, J.J.G., Almeida, M.G.: Measuring the Cy-
tochrome c Nitrite Reductase Activity – Practical considerations on the enzyme assays. 
Bioinorg. Chem. Applic. 2010, Article ID 634597, 8 pages (2010), 
doi:10.1155/2010/634597 

19. Almeida, M.G., Silveira, C.M., Guigliarelli, B., Bertrand, P., Moura, J.J.G., Moura, I., 
Leger, C.: A Needle in a Haystack: the Active Site of the Membrane-bound Complex Cy-
tochrome c Nitrite Reductase. FEBS Lett. 581, 284 (2007) 

 
 



A Real-Time and Portable Bionic Eye Simulator

Horace Josh, Benedict Yong, and Lindsay Kleeman

Department of Electrical and Computer Systems Engineering and Monash Vision Group,
Monash University, Wellington Road, Clayton, Australia

{horace.josh,benedict.yong,lindsay.kleeman}@monash.edu.au

Abstract. The Monash Vision Group is developing a bionic eye based on an im-
plantable cortical visual prosthesis. The visual prosthesis aims to restore vision
to blind people by electrical stimulation of the visual cortex of the brain. Due
to the expected naivety of early prostheses, there is need for the development of
innovative pre-processing of scene information in order to provide the most intu-
itive representation to user. However, in order to explore solutions to this need,
prior to availability of functional implants, a simulator system is required. In this
paper, we present a portable, real-time simulator and psychophysical evaluation
platform that we have developed called the ‘HatPack’. It makes use of current
neurophysiological models of visuotopy and overcomes limitations of existing
systems. Using the HatPack, which is compiled into a neat, wearable package,
we have conducted preliminary psychophysics testing, which has shown the sig-
nificance of available greyscale intensity levels and frame rates. A learning effect
associated with repeated trials was also made evident.

Keywords: Visual prosthesis, Portable simulator, Visual cortex, Visuotopic map-
ping, Phosphene, Bionic vision.

1 Introduction

A study conducted in 1968 showed that electrical stimulation of the visual cortex of a
human brain resulted in the elicitation of bright spots of light, called ‘phosphenes’,
in the visual field of the subject [4]. Supporting results were also found in [1,8,9].
Further studies [14,24] have shown that it is also possible to generate phosphenes via
electrical stimulation of the retina and optic nerve. These early studies provided a basis
for widespread research into the development of functional visual prostheses.

A visual prosthesis, also often referred to as a ‘bionic eye’, is an implantable biomed-
ical device that aims to restore vision to the blind. The core component of these devices
is an array of electrodes, driven by specialised electronics. The electrodes inject electri-
cal current into a particular section of the patient’s visual pathway in order to generate
an ‘image’ in the visual field.

The term visual pathway refers to the path that signals take from the retina in the eye
where they are generated to the primary visual cortex at the back of the brain. Light that
is incident on photoreceptors in the retina, a layer of cells at the back of the eye, results
in the generation of signals. These signals are passed through the optic nerve and Lat-
eral Geniculate Nucleus (LGN) before arriving at the primary visual cortex (V1), which
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is at the back of the brain. From V1, signals diverge to subsequent levels of visual cor-
tex where higher level processing takes place. In a blind individual, parts of the visual
pathway may not function. Therefore, visual signals do not reach the visual cortex. A
successful prosthesis would bypass these inoperative sections in order to deliver signals
to V1.

The Australian Research Council funded a new collaborative research initiative in
2009 to develop a functional visual prosthesis. One of the two proposals accepted for
this initiative was by a Monash University led team of researchers, now known as the
Monash Vision Group (MVG) [16]. Established in 2010, the MVG aims to develop a
visual prosthesis (Monash Bionic Eye) centred on a cortical implant, making use of ap-
proximately 600 electrodes.

As research grows in this new area of bionics, there is a great need for simulation
or visualisation of the possible results of such an implant. Bionic eye simulators serve
as good platforms for researchers to investigate the effectiveness of implemented al-
gorithms, tune parameters, and realise the importance of certain parameters prior to
actual clinical trials. The simulators would be used most in psychophysical trials - trials
involving normally sighted individuals attempting to complete tasks with the limited
vision provided by a simulator. However, the simulators would also be of use to the
general public for educational purposes and to handle the expectations of families and
friends of potential patients. Input to the system is in the form of an image or image
stream. This image data goes through processing that transforms it into a representation
that attempts to mimic the elicitation of phosphenes through electrode stimulation. The
processed image data is then stored and/or displayed on a screen for viewing by the
user.

Many visual prosthesis simulators have already been developed and some of the
more recent work is found in [6,12,22,23,26]. Nevertheless, there are some significant
limitations that arise in their implementations. The majority of these simulators per-
form their image processing on a computer using image processing libraries and so are
often limited to use within an area close to a stationary computer. Depending on the
complexity of processing and the available processing power of the equipment in use,
these systems may sometimes suffer from latency and frame rate issues. In the case of
simulators for cortical visual prostheses, visuotopic mapping the mapping of electrode
placement on the visual cortex to elicitation of phosphenes in the visual field, has often
been overlooked or used simplified models.

Our system aims to address the shortcomings of currently implemented systems. In
comparison to other cortical FPGA based systems [12,22], the HatPack is very mo-
bile and has been used to do untethered preliminary psychophysics testing. It is based
on a Field Programmable Gate Array (FPGA) system implementation. FPGAs are mi-
crochips that offer extremely dense amounts of electronically reconfigurable logic gates.
FPGA systems offer the advantages of low latency, highly parallel implementation and
the ability to integrate with large numbers of external devices through the high availabil-
ity of peripheral interface pins. Figure 1 shows the main components of our simulator
system. A CMOS camera captures a stream of image data, which is then processed on
an FPGA development board and finally displayed on a head-mounted display and op-
tionally on an external monitor as well. An infra-red remote control interface is used to
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Fig. 1. Main components of our simulator system: A) CMOS Camera B) FPGA Development
Board C) IR Remote D) Head-Mounted Display E) External Monitor

enable/disable the various functions. A more detailed description of the system compo-
nents is provided in Section 2.

2 System Setup

As shown in Figure 1, the HatPack is comprised of the following main components:
a camera for acquiring images, an FPGA development board for performing all image
processing functions and visuotopic mapping, a head-mounted display as well as op-
tional external monitor for display of the resulting image stream, and finally an infra-red
remote control for toggling of functions.

The camera that we have chosen to use is a low cost CMOS camera (Sparkfun Elec-
tronics CM-26N/P) which has an analogue signal output. It captures images at a res-
olution of 640 × 480 pixels, at a frame rate of 59.94Hz and has a viewing angle of
70◦. Reasons for choosing this particular camera include low cost, small physical size,
switchable PAL/NTSC output, and the simplicity of a three wire power/signal connec-
tion which also allows for longer cable lengths.

At the centre of our system, we have a Terasic DE2-115 FPGA development board,
which is based on an Altera Cyclone IV EP4CE115F29C7 FPGA chip. We chose this
development board for its low cost, lower power consumption, high logic element and
on-chip memory count, wide range of available peripheral devices and I/O pins, and our
familiarity with its design and operation.

An infra-red remote, that comes standard with the DE2-115, was utilised for cap-
turing user input. It provides a simple and easy way of toggling and controlling all
implemented functions.
indent For display of the final output, we have chosen a head-mounted display (HMD)
unit (Vuzix iWear VR920), sometimes referred to as virtual reality goggles. This HMD
offers a 640 × 480 pixel display resolution with a viewing angle of 32◦. The VR920
was chosen for its low cost, compatible resolution, lightweight design, and its ability to
take an analogue VGA signal as its input. Since our system outputs video via a VGA
port, we were able to use a simple passive splitter cable to provide dual output (HMD
as well as an external monitor).

For the HatPack to be mobile, all hardware needed to be integrated into a neat, wear-
able package. We achieved the result shown in Figure 2. The majority of components
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Fig. 2. Integrated system

Fig. 3. Flowchart of main functions of the system

are fastened inside a hard plastic laptop casing, which is then placed in a neoprene lap-
top bag with cables running to the camera and HMD that the user is wearing. A 12V
rechargeable lithium-ion battery pack is used to power the system.

3 System Implementation

The flowchart shown in Figure 3 outlines the implementation of the main functions of
the HatPack. A high resolution image stream (640 × 480 pixels) is captured by the
CMOS camera, which is delivered to the DE2-115 development board via a standard
NTSC analogue connection. After decoding of the NTSC signal is complete, the pixels
are sampled and averaged. The sampled data is thresholded in order to simulate pos-
sible limitations of electrode stimulation. A pre-generated visuotopic mapping lookup
table is then used to determine the placement of the phosphenes on the output display.
A discrete Gaussian falloff profile is used to simulate the physiological phenomena of
a phosphene dot in the visual field. Before output on the screen, the frame rate of the
system can be set in real-time in order to simulate varying stimulation frequencies of
electrodes. A more detailed explanation of these main system features is given in Sub-
sections 3.1, 3.2, 3.3, 3.4, 3.5, and 3.6.

Furthermore, features such as edge detection, histogram assisted threshold selection,
and dead electrode simulation, have been implemented in order to allow for evaluation
of the effects of such image processing techniques on the perception of the provided
low resolution data (Subsection 3.7).
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All processing performed on the image stream from the camera is implemented us-
ing Verilog hardware description language. Unlike conventional code that is written for
execution on a processor that runs at a specific clock speed, Verilog describes the way
logic gates are to be arranged and connected and so is compiled into a synthesisable
logic solution that can be either synchronous (operate with reference to a clock), asyn-
chronous (without reference to a clock) or a mixture of the two. A Verilog solution was
chosen due to the ability to create functions that can run in parallel, resulting in a low
latency real-time system.

3.1 Visuotopic Mapping

Early physiological research [21,25] proved that ‘points’ in the visual field correspond
to specific locations on the visual cortex, inferring a ‘map’ or transfer function between
visual field points and the visual cortex. Furthermore, that map is mostly continuous
in that neighbouring points in the visual field correspond with neighbouring points on
the visual cortex. The map or transfer function which describes the translation of points
between the visual cortex to its corresponding points on the visual field is known as the
visuotopic map.

Due to the physiological non-linear properties of the visual cortex, the visuotopic
map is also non-linear and ‘distorted’. In humans, the phenomenon known as cortical
magnification describes how a small region at the centre of the visual field, known as
the fovea, corresponds with a much larger area of the visual cortex [11,13]. Early work
by Schwartz [21] indicated an approximation to the mapping by a ‘log-polar’ represen-
tation, where linear points on the visual cortex correspond to eccentrically logarithmic
and angularly linear points in the visual field. The foveal region is represented this way
as a dense packing of points in the centre of the visual field which corresponds to a
disproportionately larger region on the visual cortex. Also important to note is that the
visual cortex is spread over both halves of the brain with the left visual cortex corre-
sponding with the right visual hemifield and vice versa, due to cross-over of the optic
nerves [3].

Mathematical models that came from this include the Monopole model (defined from
the ‘log-polar’ observations) [17,19,21], the Wedge-Dipole model (adds a second pa-
rameter to Monopole model to account for curvature in the periphery region of the vi-
sual cortex) [2,17] and more recently the Double-Sech model (adds a shear function to
the Wedge-Dipole model to account for changing local isotrophy as well as increasing
accuracy of mapping at higher levels of visual cortex V2, V3) [18,19].

As the implant is anticipated to consist of a linear array of electrodes, the resulting
phosphene pattern would not be linear but rather follow this log-polar mapping. It would
be useful and more accurate to model the output visualisation based off a mathematical
model of the visuotopic mapping. Since the implant is expected to be placed in the
primary visual cortex V1 and closer to the foveal side of the visual cortex, the Monopole
model was chosen to model the output visualisation as it was mathematically simpler
and still provides reasonable accuracy.

The Monopole equation (1) describes the left visual cortex ‘w ’ as a complex function
of the right visual hemifield ‘Zw ’. ‘C’ is the set of complex numbers, and ‘k ’ is a
dilation factor constant.
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Fig. 4. Resultant visual field of implemented visuotopic map

w = k log (Zw + a) ∈ C (1)

Visual field Zw can be represented as a complex exponential where r represents the
eccentricity and θ represents polar angle.

Zw = reiθ ∈ C (2)

Rearranging the Monopole equation describes visual field Zw as a function of visual
cortex w.

Zw = e(
w
k ) − a ∈ C (3)

The electrode array of the implant was assumed to be a linear array placed on the visual
cortex closer to the foveal region. The visuotopic map was created using MATLAB
and ported over to the FPGA for use as a large lookup table. Approximate values were
used for the Monopole equation parameters, which are reasonably consistent with the
various values used in the literature: k=15, a=0.7 [12,17,18]. The exact dimensions and
intended locations of the implant are still not known, the eccentricity and polar angle
were limited to an 18 × 18 linear array on the visual cortex that cover the following
values on: r=[10,40], θ=[-0.8

(
π
2

)
, 0.8

(
π
2

)
]. This only represents the left visual cortex,

corresponding with the right visual hemifield. The 18× 18 array was duplicated for the
right visual cortex, creating another array on the left visual hemifield. This produces a
total electrode count of 648. These assumptions were taken to make better use of the
limited screen resolution of the head-mounted display while remaining realistic to the
‘log-polar’ mapping of the visual cortex. However, new maps can be simply regenerated
on MATLAB to accommodate any changes to this and implemented into our system.
The resultant visual field of our implemented map is shown in Figure 4.

3.2 Averaging Sampler

Figure 5 outlines our averaging sampler implementation. After NTSC decoding, the
image stream from the camera is made available one pixel at a time in a sequential
fashion. As each pixel arrives at the sampling section of the system, its X & Y pixel
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Fig. 5. Averaging sampler implementation

Fig. 6. Thresholding: full resolution image (left), 4-level image (middle), binary image (right)

count values are compared against the mapping lookup table. This lookup table stores
the corresponding phosphene index number for each pixel within the central 480 ×
480 window of the full camera view. Pixels not belonging to a phosphene are assigned
number zero. Once the phosphene index number is determined, the pixel is sampled by
adding to a storage register that corresponds to that particular phosphene index number.
This process repeats until all pixels have been sampled. Finally, an average is performed
on all of the storage registers according to the number of pixels that are within each
phosphene, and the results are stored in a separate set of storage registers.

3.3 Thresholding

Various studies [4,8,20] have shown that the modulation of phosphene brightness is
possible using a number of different techniques. However, there is some ambiguity in
the possible number distinguishable brightness levels.

Our system takes an optimistic approach at simulation of this property, having the
option to display at 2, 4 or 8 levels of intensity or greyscale. Since our system uses 10-
bit storage registers for pixels, the full greyscale intensity range is 0 to 1023. This range
is divided evenly in order to create bands of intensity for 2, 4 and 8 level modes. Results
of 2 and 4-level thresholding are shown in Figure 6. It is often difficult to perceive the
results of the system in a static image form, therefore we encourage you to view the
videos we have listed in the Appendix.

To avoid high frequency oscillation between intensity bands, a hysteresis feature was
included. Two threshold values are used to define changes between intensity bands,
instead of one value. When a phosphene’s intensity is between the two thresholds, no
change occurs. Figure 7 shows how hysteresis reduces the oscillation problem.

3.4 Phosphene Modelling

Stimulation of each electrode on the implant will produce a phenomenon in the patient’s
visual field known as a phosphene, whose appearance is somewhat similar to a bright
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Fig. 7. Binary thresholding with hysteresis

Fig. 8. Phosphene modelling: without Gaussian function (left), with Gaussian function (right)

spot of light [4]. Rather than simply using square pixels that perfectly line up with each
other, we attempted to model the output visualisation based on what phosphenes would
approximately look like.

In the literature, one common approach is to model the phosphene using a 2D Gaus-
sian mask [7]. The 2D Gaussian function is based on the standard distribution curve,
except in two dimensions instead of one. This creates the appearance of a round ‘spot’
where the centre of the spot has the highest intensity value with the intensity values
decreasing radially towards the outside edge of the spot, following the standard dis-
tribution curve. A comparison between a phosphene with and without the Gaussian
function applied is shown in Figure 8.

3.5 Frame Rate Reduction

The ability of a person to detect motion is very important when it comes to mobility
exercises in low resolution vision. A key factor that would limit one’s ability to detect
motion in the immediate environment is the lack of temporal resolution. It is expected
that the temporal resolution of electrode stimulation achievable by the Monash Bionic
Eye may be in the range of 5-15 frames per second. In order to simulate this temporal
resolution and investigate the possible implications it may have on a patient’s ability to
move around, we have implemented a frame rate reduction function. The output frame
rate of our system can be changed in real-time. Our system has 8 different discrete
frame rates available for selection (1, 2, 4, 8, 10, 15, 30 and 60 frames per second).
Variable frame rate is achieved by holding the stored frame output data for the specific
period of the chosen frame rate.

3.6 Threshold Ramping

It became apparent, through general use of the system, that variations of lighting in the
environment resulted in poor scene conversion and representation. This was due to the
use of fixed intensity values for greyscale thresholding.
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An initial solution to this problem was to allow the user to adjust thresholding levels
manually via the remote control. This however, proved rather tedious. Furthermore, it
was observed that users seemed to move back and forth between a range of thresholds
in order to obtain more structural information about a scene. Based on this observation,
an automatic threshold ramping function has been developed.

The function makes use of a histogram in order set upper and lower threshold bounds
to move between. This is done in real-time and is dependent on current frame pixel data.
After the bounds have been established, the threshold values are then incremented or
decremented at set time intervals and following either a saw-tooth or triangular ramping
pattern. The preferred pattern can be chosen by the user and the time interval can be
adjusted so that a faster or slower ramp can be achieved.

Although effective in certain situations, this function was also found to induce nausea
occasionally and so has been excluded from evaluation in the preliminary testing we
present.

3.7 Extra Functions

Additional functions have been implemented in our system, such as edge detection, his-
togram assisted threshold selection and dead electrode simulation. These features have
not been evaluated in the preliminary testing we present in this paper; however, would
be of importance for future psychophysical research we intend to carry out. Figure 9
demonstrates edge detection and dead electrode simulation.

Fig. 9. Edge detection: full resolution (top left), binary thresholding (top middle), edge detection
(top right). Dead electrode simulation: 0% (bottom left), 10% (bottom middle), 50% (bottom
right).

4 Experimental Setup

After the HatPack was constructed, three different psychophysical preliminary testing
experiments were devised by the authors and conducted by a number of Monash Vision
Group staff and post-graduate students as volunteers. These experiments were not for-
malised clinical trials, but rather preliminary trials to test the effectiveness of the system
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and to examine the effective difference between the modes and parameters set on the
system on the end user. The three experiments were a mobility based obstacle avoidance
walking maze test, a sit-down contrast discrimination hand-eye co-ordination chess-
board placement test, and finally a seated rolling ball interception task that involved
lowered frame rates.

4.1 Maze Test

In this test, there were 7 test subjects (6 male, 1 female). The maze test involved subjects
walking through a course while avoiding obstacles. The obstacles were large cardboard
boxes and office chairs with wheels. The placement of the obstacles was randomised
within the maze area and 5 different configurations of obstacle layout were developed,
one for each mode tested and kept consistent between subjects. Subjects were not al-
lowed to see the obstacle layout before each test. The starting point was around the
corner from the main rectangular maze area, and the end point was at a table at the far
end wall of the maze. There is a small black box on the table and the test ends when the
subject finds and picks up the box.

Fig. 10. Maze Test obstacle layout

For the test, both time to completion and number of collisions were recorded for all
subjects. Subjects were allowed to touch the obstacles in the maze so only unintentional
collisions were counted. The 5 modes tested were a control (full resolution, full colour),
4-level thresholding (full frame rate), binary thresholding (full frame rate) and reduced
frame rate at 15Hz and 4Hz (both with 4-level thresholding). Subjects were given 2
minutes accommodation time just before the test for each mode where they could adjust
to using the system around a cardboard box and two chairs placed away from the actual
maze area. Subjects were also given a minimum of 5 minutes break in between each
test.



A Real-Time and Portable Bionic Eye Simulator 61

4.2 Chessboard Test

In this test, there were 7 test subjects (6 male, 1 female) and were the same subjects as
used in the previous Maze Test. The task required subjects to sit down at a table with a
chessboard in front of them and 16 chess pieces (8 black, 8 white) placed in a random
pile to the left of the chessboard. The objective was for the subjects to sort and place
any black coloured pieces on any white square in the bottom half of the chessboard, and
the white pieces on black squares in the top half of the chessboard.

Fig. 11. Chessboard Test finished example

For the test, both time to completion and number of mistakes were recorded for
all subjects. For a piece to be considered as correctly placed, at least half of it had
to be over the right square. Another aspect to this experiment was to test for learning
effects that come from repeated usage of the system. As such, the non-control modes
tested were repeated 3 times in this order (all at full frame rate): control (full resolution,
full colour), binary thresholding, 4-level thresholding, binary, 4-level, binary, 4-level.
Before the testing, subjects were asked to attempt the task without wearing the system
in order to familiarise themselves with the task itself. The testing was conducted in a
single session, with a minimum 1 minute break in between each test.

4.3 Ball Interception Test

Once again, the same 7 test subjects (6 male, 1 female) were used. The Ball Interception
Test required subjects to sit down at a modified table tennis table. The table had a
horizontally sliding ‘paddle’ mounted on the participant’s end and at the opposite end
4 fixed half-pipe ramps that balls could be rolled down. The ramps were all the same
length, had the same elevation angle, and had a ‘fast’ and ‘slow’ roll point for the balls.
The ramps were partially covered by a cardboard screen so that the participant could
not see which ramp the ball was rolling down until it reached the bottom. The objective
was for the subjects to use the sliding paddle to block/intercept/stop the balls (similar
to the video game ’Pong’ or to ’Air Hockey’ in an arcade).

The number of successfully intercepted balls was recorded for all subjects. To be
considered as a successful interception, the ball was not allowed to hit the rail that the
paddle was sliding along. In cases where there was ambiguity in the outcome (ie. balls
getting stuck under paddle or between the paddle and side block), a note was made
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Fig. 12. Ball Interception Test Setup

and that particular roll was done again at the end of the trial. For each mode, 60 rolls
were done. A predefined randomised roll sequence was used that ensured each of the
4 ramps was used equally and also that there was an equal amount of ‘fast’ and ‘slow’
rolls. The aim of this test was to observe the effects of lowered frame rates, and so the
modes tested were: a control (full resolution, full colour) and 4-level thresholding at
4Hz, 10Hz, and 60Hz. Subjects were given 5 minutes to familiarise themselves with the
task before beginning the trials. The testing was conducted in a single session, with a
minimum 1 minute break in between each mode tested.

5 Results and Discussion

5.1 Maze Test

The left graph in Figure 13 details the time to completion (in seconds) for each mode,
averaged over the 7 subjects. The order of the modes reflects the order that the subjects
were tested in. The error bars show the standard error. 2-way, paired T-Tests were con-
ducted between the control time and each of the non-control modes, as well as between
the 4-level thresholding full frame rate mode and the other 3 modes (binary and both
reduced frame rates).

The times taken for all the non-control modes were significantly higher (p < 0.05 for
all) than the time for the control. The binary and reduced frame rate modes were slightly
longer than the 4-level thresholding full frame rate mode, but all the non-control modes
were within the statistical margin of error (p > 0.05 for all).

The right graph in Figure 13 details the number of collisions for each mode, averaged
over the 7 subjects. The error bars show the standard error. The average number of
collisions was very low, due to a few of the subjects not colliding with anything in
any of the modes, but the binary thresholding and reduced frame rate modes had more
collisions on average than the 4-level thresholding full frame rate.

5.2 Chessboard Test

The left graph in Figure 14 details time to completion (in seconds) for each mode,
averaged over the 7 subjects. The order of the modes reflects the order the subjects were
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Fig. 13. Maze Test: Left – Mode vs. Average Time (seconds), Right – Mode vs. Average No. of
Collisions

Fig. 14. Maze Test: Left – Mode vs. Average Time (seconds), Right – Mode vs. Average Mistakes

tested in and shows how the same modes were tested repeatedly 3 times to examine
learning effects. The error bars show the standard error. 2-way, paired T-Tests were
conducted between the control time and each of the non-control modes, as well as
between the binary and 4-level thresholding for each pair of repeated tests (eg. 1st
binary with 1st 4-level).

The times taken for all non-control modes were significantly longer than control
mode (p < 0.05 for all). The times taken for the binary modes were significantly longer
than the 4-level thresholding for the same repeated number of trial (p < 0.05 for the 1st
and 2nd pairs of tests, p = 0.063 for the 3rd pair). The times for all modes decreases
with increasing number of repeated tests.

The right graph in Figure 14 details the number of mistakes for each mode, averaged
over the 7 subjects. The error bars show the standard error. The average number of mis-
takes was quite low due to some subjects not making any mistakes. The trend however
clearly looks similar to the Chessboard Time graph with decreasing number of mistakes
with repeated trials.

5.3 Ball Interception Test

The graph shown in Figure 15 details the number of successfully intercepted balls for
each mode, averaged over the 7 subjects. Once again, the order of the modes reflects the
order the subjects were tested in, and the errors bars show standard error. 2-way, paired
T-Tests were conducted between the control mode and each of the non-control modes,
as well as between the relative non-control modes (4Hz vs 10Hz, 10Hz vs 60Hz).
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Fig. 15. Maze Test: Mode vs. Average No. of Intercepted Balls

The number of intercepted balls for each of the non-control modes was significantly
shorter than the control mode (p < 0.05 for all). There was also a significant difference
between the non-control modes themselves (p < 0.05 for both 4Hz vs 10Hz, and 10Hz
vs 60Hz). The graph shows an upward trend in intercepted balls as the frame rate is
increased.

5.4 Discussion

The Maze Test results show that subjects take much longer to finish the test in any
of the non-control modes compared to the control, and that although the binary and
reduced frame rate modes took slightly longer to complete than the 4-level full frame
rate mode, the difference was not significant. This trend is also shown in the average
number of collisions, but the standard error is very large. From observations made while
building and testing the system, reduction in colour depth and frame rate does increase
the difficulty of most general tasks including navigational and obstacle avoidance tasks.
Possible reasons for this not being made clear in this particular test’s results are that
the maze area was fairly small and straightforward so the task could be completed in a
relatively short amount of time, and the number of test subjects was low, presenting a
relatively large error. Also, the obstacles used in this test were large and obvious and
so subjects may not have benefited a lot from an increased colour depth and frame rate.
Another problem could be the order of the modes in which the subjects were tested was
made consistent and that the ‘harder’ modes were tested later. A learning effect just
from repeated testing, even with the changing obstacle placement and accommodation
time between tests, could cause a decrease in times for the later tested ‘harder’ modes
and hence reduce differences between them and the earlier test ‘easier’ modes.

For the Chessboard Test, the results demonstrate that the binary modes were signif-
icantly longer than the 4-level thresholding modes for each repeated test. The results
also show that there is a clear downwards trend with increasing number of tests for
both modes. The average number of mistakes also shows these trends, and that the bi-
nary has more mistakes than the 4-level and that both modes decrease over repeated
testing, however the standard error is very large. The reason the tests were completed
much faster on 4-level compared to binary is likely because this test is based primarily
on contrast discrimination and the extra levels of grey available on the 4-level allow
the subjects to be able to tell the difference between the dark and light chess pieces
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and chessboard as well as the grey table more rapidly. This shows that different tasks
may benefit differently from various modes. A significant learning effect was evident as
times and mistakes would decrease with repeated testing, probably leading to an even-
tual plateau point where times do not get much faster. It is apparent that as people keep
repeating a task they are unfamiliar with, they will improve at it. There should be no
reason why it is not the same when using a visual prosthesis simulator, or even a patient
with a visual prosthesis implant itself.

The Ball Interception Test results show a clear upward trend in successfully inter-
cepted balls as the frame rate is increased. This was exactly as expected, as a lower
frame rate would give a user less time to react and would not allow for smooth track-
ing of the ball’s movement. The differences between the control mode and non-control
modes, as well as between the consecutive control modes themselves all showed sig-
nificant differences in results. It was noticed however, that a considerable number of
‘misses’ that occurred in the tests were due to misjudgement of where the user thought
they had actually moved the paddle to (the paddle would be offset from the balls final
location by only a small margin). This is clearly to do with the ability of the participant
to coordinate themselves with the paddle placement without actually looking at it. Al-
though, we did allow them some time to ‘calibrate’ with a simple hand-eye coordination
task before each test, the subject’s still seemed to have some trouble.

5.5 Limitations of the System

While our system uses a physiologically based model for mapping of phosphenes, it
does not represent the gaze-locked nature of a cortical implant. In the case of a real
cortical visual prosthesis, the patient will not be able to focus on different points of
the visual field with eye movements. In our system however, the user is able to scan
the presented pattern voluntarily. To overcome this limitation, an eye-tracker would
be required to allow the system to move the pattern along with the movement of the
user’s eyes, therefore ‘locking’ the gaze at a specific point (usually at the center) in the
presented pattern.

6 Conclusions and Future Work

This paper has presented a simulator for a cortical visual prosthesis. By addressing
fundamental limitations in current simulator systems through its portability, and phys-
iologically based phosphene mapping, the system has met expectations and makes a
good platform for investigation, improvement and tuning of algorithms for use with a
visual prosthesis. The completion of preliminary psychophysical testing has shown that
the number of greyscale intensities has a significant effect on results for certain tasks. It
was also shown that reducing the frame rate can have a significant effect on the ability of
the user to observe and interact with moving objects/things in the environment. Finally,
a learning effect was found to be present with repeated trials and will need to be ad-
dressed in future work with broader and more rigorous sets of psychophysical testing. It
is hoped that, through the use of the HatPack simulator and through further psychophys-
ical testing, valuable insight can be gained and used to improve the implementation of
future visual prosthesis devices.
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Abstract. Biosentinels, used to detect, signal, and capture pathogenic bacteria, 
are discussed. The biosentinel is based on magnetically soft magnetoelastic re-
sonators coated with a selective and specific biorecognition layer. The biosenti-
nels are actuated, monitored, and controlled wirelessly by external magnetic 
fields. The biosentinels mimic the function of naturally occurring biological de-
fensive systems, such as white blood cells, seeking out and capturing pathogen-
ic bacteria. After binding with the target pathogen, the mass of the biosentinel 
increases causing the resonant frequency to decrease, providing instantaneous 
detection of the pathogen. The biosentinels require no on-board power, harvest-
ing electromagnetic energy from the surroundings for propulsion, navigation, 
and signaling the detection of target pathogens.  

Keywords: Pathogen detection, Biosensor, Bio-inspired, Phage, Magnetoelastic, 
Wireless sensor. 

1 Introduction 

For centuries, humankind has attempted to mimic the designs of Nature to develop 
new engineering materials and systems. The human blood system is an excellent ex-
ample of one of Nature’s amazing creations that inspires us in this work. The human 
blood contains many components that work synergistically to keep us healthy. As part 
of the immune system, white blood cells are the main defensive mechanism against 
pathogenic invaders. There are a variety of white blood cell types (neutrophil, eosino-
phil, lymphocytes, etc.) that target different pathogens. This capability serves as the 
model for a bio-inspired system of autonomous sentinels for the capture and detection 
of invasive pathogens. To provide proof-in-principal, research results for bacterial 
detection using magnetoelastic biosentinels in liquid analytes are presented. Potential 
short term applications include the capture and detection of bacteria in urine and  
li-quid food products such as water, juices and milk. A variety of sentinels, similar to 
different types of white blood cells, may be constructed to target different bacterial 
pathogens (Figure 1). The envisioned sentinels will autonomously move through a 
liquid, seeking out and capturing specific invading bacterial pathogens. A sentinel is 
constructed of a freestanding magnetoelastic (ME) resonator (transducer platform) 
that is coated with a biorecognition layer (bacteriophage) that specifically captures or 
binds a single type of pathogen. 
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Fig. 1. Bio-inspired sentinels will target different types of bacteria (E. coli, Salmonella Typhi-
murium, etc.) mimicking white blood cells that target different invasive pathogens [1] 

2 Theory of the Biosentinel 

A biosentinel is constructed of a freestanding magnetoelastic (ME) resonator (trans-
ducer platform) that is coated with a biorecognition layer (e.g. antibodies or bacterio-
phage) that specifically captures or binds a single type of pathogen. The resonator is 
constructed from an iron-based, amorphous alloy with magnetostrictive properties. 
Magnetostrictive materials undergo a change in shape when subjected to an applied 
magnetic field. If the magnetic field is aligned along the length direction of the reso-
nator and varied at the proper frequency, the structure can achieve resonance. The 
detection principle of the ME sentinels is shown in Figure 2. The freestanding ME 
resonator serves as the transduction platform, actuated into resonance by the applica-
tion of an alternating magnetic field. Upon contact with the specific target bacteria, 
the biorecognition element on the biosentinel's surface captures the target bacterial 
cells, causing the overall sensor mass to increase which results in a decrease in the 
resonant frequency. The resonant frequency is remotely and wirelessly measured 
using a pick-up coil. No onboard power is required by a biosentinel; instead, electro-
magnetic energy is harvested from the surroundings. 
 

 

Fig. 2. Detection principle of ME biosentinel. A modulated magnetic field causes the sentinel 
to resonate. Binding of target bacteria to the sentinel causes the resonant frequency to decrease. 
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2.1 The Resonator Platform 

Acoustic wave (AW) resonators as biosensing platforms have been widely investi-
gated [2, 3] with quartz crystal microbalances [4–6], microcantilevers [7, 8], and 
magnetoelastic resonators [9–12] among the platforms. Acoustic resonators are mass 
sensitive devices where a change in the mass load on the sensor surface causes a 
change in the sensor’s resonant frequency. Acoustic resonators are characterized by 
two important parameters: 1) the sensitivity (Sm) which represents the resonant fre-
quency shift per unit mass load; and 2) the resonance performance (Q factor), which 
is defined as the ratio of the energy stored in the resonant structure to the total energy 
losses per oscillation cycle. A high Q factor means lower attenuation and a sharper 
resonant peak and thus better resolution in determining the resonant frequency. In a 
viscous environment, all AW resonators suffer from the damping effects of the media 
on the vibratory response of the platform. Viscous damping causes a decrease in f, Sm 
and Q [13]. This is why some AW resonators work well in vacuum or air but not in 
liquids. The Q value of ME resonators was found to exhibit a much higher Q value 
(>1000 in air & ~100 in water) than microcantilevers of the same length [14]. This 
advantage originates from the longitudinal mode of vibration for the freestanding ME 
resonator’s design compared to the transverse vibration mode of cantilevers [15]. The 
minimum detectable mass for an acoustic sensor platform depends on the ability to 
resolve resonant frequency shifts as a result of the mass loading.  

Magnetoelasticity is the bidirectional coupling of magnetic and elastic fields within 
a material [16, 17]. With the application of an external magnetic field, elastic distor-
tions arise from the rearrangement of magnetic domains (magnetostrictive behavior) 
causing the material to change shape. This deformation induces stresses which, con-
versely, cause the magnetization of the material to change (Villari effect). In the pres-
ence of an oscillating external magnetic field (H), the ME resonator will align with 
the field along its easy axis and will resonate by elastically deforming in response 
inducing an opposing magnetic field that may be measured with an induction pickup 
coil. When the frequency of H matches the natural resonant frequency of the plat-
form, the platform will resonate with further enhanced motion. In air, the fundamental 
resonant frequency f0 of the longitudinal vibratory motion of a freestanding thin rib-
bon of magnetoelastic material (with length L) is [18]: 

 12 1  (1) 

 

where E is Young’s modulus of elasticity, ρ is the density, and σ is Poisson’s ratio.  
For biological detection, the surface of the ME resonator is coated with a biorecog-

nition element such as an antibody or phage to form a biosentinel. This biorecognition 
element is designed to specifically bind the target of interest. When the ME biosenti-
nel comes into contact with the target pathogens, the biorecognition element will cap-
ture/bind the pathogens, creating an additional mass load on the biosentinel resulting 
in a decrease in the resonant frequency. Therefore, the presence and concentration of 
any target pathogens can be identified by monitoring the resonant frequency shifts of 
the biosentinel. For the uniform addition of a small mass ∆m to the original mass m0 
(such that ∆m << m0), the resulting mass loaded resonant frequency is [13]: 
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11 Δ  (2) 

 

The addition of a small mass results in a shift in resonant frequency ∆f such that ∆f = 
f – f0 < 0. The mass load on the ME resonator can easily be obtained by simply mea-
suring the resonant frequency shift. 

The mass sensitivity (Sm) can be obtained from a truncated Maclauren series ex-
pansion of (2), giving:  

 12  (3) 
 

The sensitivity of the ME biosentinel is compared with microcantilevers in Figure 5. 
For ME biosentinels and cantilevers fabricated from the same material and of the 
same size, the ME sensor exhibits an Sm about 100 times better than the cantilever. 
Advanced microfabrication processes will enable the optimization of the resonance 
performance of the ME sentinels which will lead to improved pathogen detection 
capabilities.  
 

 
Fig. 5. Sensitivity vs. length for cantilever and biosentinels. Biosentinels are 100 times more 
sensitive. 

Many ME biosentinels may be simultaneously deployed but remain individually 
distinguishable [19, 20]. Different types of ME biosentinels can be made by changing 
dimensions, microstructures, heat treatments and/or compositions of the resonators 
and the different biorecognition elements may be employed to detect different patho-
gens. Each type of resonator will have its own characteristic resonant frequency. Dep-
loying a large number of ME sensors greatly increases the probability that the sensors 
will react with the targeted pathogen, thereby reducing detection time. When multiple 
sensors are employed, the apparent sensitivity can be significantly higher than that of 
a single sensor. 

2.2 Biosentinel Motion 

An external magnetic field may also be used to impart motion to the biosentinels,  
propelling them through a media to gain greater exposure to potential biological targets 
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[21]. Motion of the biosentinels is the result of forces (F) and torques (T) that are expe-
rienced by the biosentinel that arise in the presence of an external magnetic field (H). 
The forces and torques are given in terms of vector quantities by [22]: 
 

 (4) 

 

 (5) 

where M is the magnetization of the biosentinel, µ0 is the permeability of free space, and 
v is the material volume. In general, M and H vary over the body of the biosentinel. At 
the micrometer dimensional scales of the biosentinels, the external magnetic field can be 
assumed to be constant with little error. However, for magnetically soft materials, such 
as the amorphous magnetoelastic materials used for the biosentinels, the magnetization 
is a nonlinear function of the external magnetic field and is dependent on the body 
shape. Only ellipsoids may possess a uniform magnetization throughout the body. For 
other shapes, geometric effects give rise to demagnetizing fields along different direc-
tions (shape anisotropy), causing some directions to be more easily magnetized than 
others. The modeling of the magnetic fields has typically been achieved with finite  
element analysis which is unsuitable for real-time control. Recently, analytical models 
employing equivalent ellipsoids to determine the body magnetization [23] have been 
published to aid with the magnetic propulsion and navigation of microrobots [24, 25]. 
Models such as these enable the real-time actuation and control of magnetic microsen-
sors and robots for targeted medical therapeutic and diagnostic applications. 

2.3 Fabrication of ME Resonators 

Magnetoelastic resonators may be formed by bulk cutting from commercially available 
ribbons [26–28], electrochemical deposition [29–31], electroless plating [32], and phys-
ical vapor deposition [33, 34]. The ME resonators described here are fabricated using 
standard microelectronic fabrication techniques of photolithography and physical vapor 
deposition (sputtering). A resonator fabricated by this technique is shown in Figure 6 
and the fabrication process is shown schematically in Figure 7. A full description of the 
process is given in [33]. Magnetoelastic resonators are fabricated on a patterned wafer 
by co-depositing iron and boron at controlled rates under vacuum. The resonators are 
coated with gold to protect against oxidation and provide a biocompatible surface to 
immobilize the biorecognition layer. Fabrication of the sensor platform begins by coat-
ing a plain silicon test wafer with a layer of chromium followed by gold, each to a 
thickness of 30−40 nm. Next, a spin-coated layer of photoresist is deposited on the gold 
surface, at least twice as thick as the desired ME resonator thickness. The photoresist is 
then UV exposed using a positive mask that patterns the shape and dimensions of the 
ME resonators. The wafer is then developed, rinsed, dried, and inspected for pattern 
integrity and thickness. 

To begin forming the resonators, a gold layer is first deposited onto the patterned wafer 
to a thickness of 30–40 nm. Iron (dc) and boron (rf) are then co-sputtered to form the 
magnetostrictive alloy. The thickness of the alloy film depends on process conditions, and 
is generally limited by the thickness of the photoresist layer. Highly magnetostrictive films 
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up to 7 µm thick have been obtained using this dual-cathode method. Finally, another gold 
layer is deposited on top of the iron-boron film so that the magnetostrictive particles are 
completely encased in gold. The resonators are freed from the wafer by lift-off using an 
acetone rinse and collected using a magnet. Approximately 40,000 sentinels can be 
fabricated on an 8 inch wafer at a cost of approximately $28 USD. Hence the cost of a 
single ME sensor is less than 1/1000 of a cent. 
 

 

Fig. 6. SEM micrograph comparing the size of a ME resonator with the Y in “LIBERTY” on a 
penny. The resonators are microelectronically fabricated and are smaller than a particle of dust. 
The resonators require no on-board power and their cost is less than 1/1000 of a cent each when 
fabricated in large numbers. 

 

Fig. 7. The ME resonator fabrication process 

ME sentinel 
(100 x 30 x 2 µm) 
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2.4 Immobilization of the Biorecognition Layer 

To form functional biosentinels, a biorecognition layer must be immobilized onto the 
resonator platform to bind the specific target species. Antibodies [35–38] and bacteri-
ophages [39–45] have been used as the biorecognition layer to detect Salmonella 
Typhimurium cells and Bacillus anthracis spores. Filamentous phage (Figure 8) has 
been genetically engineered to serve as the biorecognition layer [46–48]. In one appli-
cation, filamentous E2 phage for binding to S. Typhimurium was affinity selected 
from a landscape f8/8 phage library and provided by the Department of Biological 
Sciences at Auburn University. The clone E2 phage was verified to be highly specific 
and selective towards S. Typhimurium [47]. The phage was immobilized on the ME 
sensor surface using physical adsorption. Each ME sensor platform was placed in a 
vial containing 300 μL of E2 phage suspension (5 × 1011 vir/mL in 1× Tris-Buffered 
Saline (TBS)). These vials were then rotated and incubated on a rotor (running at 8 
rpm) for 1 hr. After the immobilization process, the sensors were washed three times 
with 1× TBS solution and two times with sterile distilled water in order to remove salt 
and any unbound or loosely bound phage. 

In order to reduce nonspecific binding, bovine serum albumin (BSA) solution was 
then immobilized on the sensor surfaces to serve as a blocking agent. The ME biosen-
tinels were immersed into 1 mg/mL BSA solution for at least 1 hr, followed by a  
distilled water rinse. In this study, control sensors were fabricated and used to cali-
brate the effects of environmental changes, such as temperature and non-specific 
binding. The control sensor is identical to the measurement biosensor except it lacks 
the E2 phage coating. The control sensors were also treated with BSA to block non-
specific binding. 

 

 

Fig. 8. Filamentous phage 

3 Characterization of ME Biosentinel Performance 

3.1 Detection of Pathogens by the ME Sentinels 

S. Typhimurium culture (ATCC 13311) was provided by the Department of Biologi-
cal Sciences at Auburn University, Auburn, AL in the form of a suspension at a con-
centration of 5 × 108 CFU/mL. The suspension was serially diluted in water to obtain 
test solutions with a range of concentrations from 5 × 101 to 5 × 107 CFU/mL. All test 
solutions were prepared on the same day as the biosentinel testing. The test solutions 
were stored at 4 °C and equilibrated to room temperature in a water bath prior to 
|using in experiments. 

The resonant frequency of the biosentinels was measured using an HP 8751A net-
work analyzer with S-parameter test set (Agilent Technologies, Santa Clara, CA, 
USA). The ME sentinels (control and measurement) were placed in a tube containing 
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pure water and the resonant frequency of the biosentinel measured. The network ana-
lyzer scanned, measured and recorded the resonant frequency spectrum of the ME 
biosentinel as a function of time. After each 30 min exposure the analyte was changed 
to the next highest dilution. Figure 9 shows the frequency shift measurements for ME 
biosentinels 500 × 100 × 4 µm in size. Note that the control sentinel shows a nearly 
constant frequency (no frequency shift), while the measurement sentinel undergoes a 
frequency shift of nearly 120 kHz. The ME biosentinel exhibited a sensitivity of near-
ly -24 kHz/decade and a detection limit less than 50 CFU/mL of S. Typhimurium in 
water. 

A scanning electron microscope (SEM) was used to confirm and compare the 
binding of S. Typhimurium on the phage-coated measurement and control sentinels. 
After the bacterial detection, the ME biosentinels were exposed to osmium tetroxide 
(OsO4) vapour for 45 min. The sensors were then mounted onto aluminum stubs and 
examined using the SEM. Figure 10 shows the SEM micrographs for the measure-
ment and control sentinels. The control biosentinel shows only a few cells are bound 
to the surface while the measurement biosentinel is nearly completely covered with 
bound S. Typhimurium bacteria. 

 

 

Fig. 9. Response of 500 µm long measurement and control biosentinels exposed to increasingly 
higher concentrations of S. Typhimurium. The detection limit is less than 50 CFU/mL. 

      

Fig. 10. The SEM images show near zero binding of Salmonella cells to the control biosentinel 
(a) and a large number of bound Salmonella cells to the measurement biosentinel (b). 
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4 Conclusions 

New magnetoelastic sentinel technologies under development will lead to a plethora 
of devices for food safety, biosecurity, environmental monitoring, and medical care. 
Biosentinels composed of magnetically soft resonator platforms coated with a biore-
cognition layer such as phage or antibodies can wirelessly and remotely detect the 
binding and capture of specific pathogenic bacteria. Magnetic propulsion and naviga-
tion of magnetoelastic biosentinels offers the potential for targeted medical therapeu-
tics and diagnostics that can open new avenues of treatment, increase the efficacy of 
existing medical procedures, and improve the overall quality of health care. 
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Abstract. The development of smart orthopaedic implants is being considered
as an effective solution to ensure their everlasting life span. The availability of
electric power to supply active mechanisms of smart prostheses has remained
a critical problem. This paper reports the first implementation of a new con-
cept of energy harvesting systems applied to hip prostheses: the multi-source
generation of electric energy. The reliability of the power supply mechanisms
is strongly increased with the application of this new concept. Three vibration-
based harvesters, operating in true parallel to harvest energy during human gait,
were implemented on a MetablocTM hip prosthesis to validate the concept. They
were designed to use the angular movements on the flexion-extension, abduction-
adduction and inward-outward rotation axes, over the femoral component, to gen-
erate electric power. The performance of each generator was tested for different
amplitudes and frequencies of operation. Electric power up to 55 μJ/s was har-
vested. The overall function of smart hip prostheses can remain performing even
if two of the generators get damaged. Furthermore, they are safe and autonomous
throughout the life span of the implant.

1 Introduction

1.1 Scope of the Problem and Background

Currently, there is no cure for most causes of failure of total joint replacement, ex-
cept surgical revision [1]. Although drug administration, such as through antimicrobial
therapy, suppressive antibiotic therapy, outpatient parenteral antimicrobial therapy and
antibiotic prophylaxis, are being used to hinder progressive failure following joint re-
placement [2], surgical revisions have been the only “medical prescription” for most
causes of failure [1]. However, these surgical procedures are not therapeutic methods
which are performed to cure or to prevent early failures, but only to relieve pain and to
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improve joint function [3]. The ordinary methodology to improve prostheses’ function
has been based on the research of new designs, new materials, new fixation techniques
and new surgical techniques [4–6]. Although the everlasting life span is an essential
requirement for the next healthcare bio-systems generations, the 20-year revision rate
of current orthopaedic prostheses is still higher than 20%. Demographic changes and
scientific breakthroughs are the main reasons ascribed to the increase in the number
of primary and revision joint replacements [3], as well as the strong demand for joint
replacements and revisions predicted for the coming years [7]. After the first revision
procedure, the risk of failure increases even more [8]. Furthermore, the increase in the
number of inpatients less than 65 years due to joint disorders [9] is also being con-
sidered an important reason that supports the hypothesis of developing a new method-
ology to design prostheses with the ability to control their own life span. Current hip
prostheses are passive implants because they are not smart enough to promote maximal
bone-implant interaction. They match their design methodology with a design “not to
know” and “not to act against”.

Instrumented prostheses have been developed since the 60’s of the 20th century [10].
Their methodological basis is to perform in-vivo measurement and data storage func-
tions to optimize passive implants, surgical procedures, preclinical testing and physio-
therapy programs [11, 12]. They have been used to validate models of the physiological
environment and customize physiotherapy programs [13, 14]. Contact forces and mo-
ments in the joint, temperature distribution along the implant, articular motions, mis-
alignments and detection of hip loosening [15–22] are the main quantities which have
been collected by instrumented implants. Telemetric platforms for orthopaedic implants
are being optimized to minimize electric energy consumption [22, 23]. Also, activation
circuits to wake up deep sleep electronics have already been developed to instrument
hip prostheses [24].

Several causes of implant failures were already identified [25]. Loosening, infection,
instability, heterotopic ossification or fractures not only can conduct to pain and inabil-
ity to walk, to self-care and to perform activities of daily living, but also can cause
cardiovascular, pulmonary, renal, arterial, nerve or infectious complications, or even
malignancy. More than 80% of the non-success surgical procedures are due to loosen-
ing of the prosthetic stem and cup [26]. Methods for hip loosening detection in hip im-
plants, as well as to identify the regions impaired by this progressive failure throughout
the implant’s life span, are currently being proposed [19, 26]. Efficient power manage-
ment circuits were designed to energize telemetric system of smart hip implants [27].
Even though the number of methods and configurations to transduce energy from the
surrounding environment into electric energy is increasing [28–32], few research efforts
have been conducted to provide electric power supply for instrumented hip prosthesis.
Vibration-based energy harvesting is being considered the most appropriate method to
generate electric energy to supply the active elements of instrumented prostheses [27].
In order to enable loosening detection, an electromagnetic power transducer was re-
cently proposed by Morais et al. [27] to harvest electrical energy from the human gait
to supply smart hip prostheses. However, it was designed only with a single generator,
which decreases the reliability of the electric power generation because it is not a re-
dundant structure for power supplying. No studies have been reported about methods to
ensure high reliability of the electric energy generation on instrumented prostheses.
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1.2 Method

Three vibration-based energy harvesting systems were designed to implement a reli-
able electric power supply of a smart hip prosthesis. Linear models were developed in
order to analyse their accuracy predicting the energy generation. Each generator was
independently tested. Voltage generation was acquired from different rotational and
translational movements.

1.3 Paper Contribution

This paper’s main contribution is to validate the multi-source generation concept ap-
plied to smart hip prostheses. The main goal in the implementation of these harvesting
systems is to enable a multifunctional ability of the hip prosthesis, namely to monitor
and report failures, and carry out mechanical-based therapeutic prescriptions.

1.4 Main Conclusions

This study shows that it is possible to implement high reliability electric power supplies
for active hip prostheses. It was also concluded that linear models of the generators are
very inaccurate in this particular application. Experimental results show that they must
be optimized in order to maximize their performance during typical walking speeds
and to reduce their volume, which demands for accurate non-linear models to predict
the energy generation for multi-displacements of the hip prostheses.

1.5 Outline

The new concept of smart hip prosthesis is introduced in section 2. The design of the
three power generator prototypes is detailed in section 3. Experimental and simulation
results are presented in section 4. Discussion and conclusions are stated respectively in
sections 5 and 6.

2 The New Concept of Smart Hip Prosthesis

Passive prostheses are orthopaedic implants without active components implemented to
overcome failures that may occur over time. They are designed: (1) without information
about themselves, about the physiological environment that surrounds them and about
how to fix their own problems; (2) without resources to eliminate causes of failures;
(3) without a “true” connection with medical specialists. The ineffectiveness of this
method to overcome complications after primary joint replacement is caused by this
passivity, because a maximal interaction with the surrounding physiological environ-
ment is not taken into account. The concept of smart orthopaedic implant was proposed
to be based on a smartness-to-measure methodology [33], but is becoming obsolete as
the concept of individualized therapy evolves for accommodating patient physiologic
idiosyncrasies [34]. Several studies have contributed to identify the function of strain,
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Fig. 1. Block diagram of the new concept of smart orthopaedic implant

load and frequency of mechanical stimulus on the osteogenic responses [35–37], which
contributed to hypothesize that the implementation of mechanisms to carry out artifi-
cial stimulation programs on bone cells can be an effective and efficient solution to
overcome hip loosening. The new concept is based on the smartness-to-act methodol-
ogy in order to prevent and cure failures following primary arthroplasty, avoiding the
need of revision procedures. Smart orthopaedic devices must ensure personalized ther-
apy, through: (1) remote communication with external systems outside the human body;
(2) monitoring of physical and biological states which can be used to detect early causes
of failure; (3) decision-making ability when causes of failure are detected; (4) mechan-
ical actuation-based therapy in the physical and biological states which have a deci-
sive influence on the lifetime of the implant, depending on medical supervision. This
long-term survivability biosystem is based on the tip-of-the-spear methodology [34],
envisioning the application of Paul Ehrlich’s magic bullet concept [38] to orthopaedic
devices: implants must have enough “knowledge” and tools to administer the therapy
in the most suitable place and at the most suitable time. To validate the concept, a
prototype is being developed, according to the Fig. 1, in order to enable the early de-
tection and cure of aseptic loosening throughout the life span of the hip prosthesis.
The methodology is based on the implementation of mechanical micro-stimulation to
remodel the bone surrounding the implant in the regions where loosening is detected.
Several subsystems were already implemented by this research team toward the valida-
tion of a new concept of smart hip prostheses, namely: (1) a generator of electric energy
based on double permanent magnet vibration, as well as power management schemes
[27]; (2) a telemetric architecture [24, 27, 39]; (3) a piezoresistive-based mechanism
to detect prosthetic loosening [26]; (4) a piezoelectric-based stimulation mechanism
[35, 40, 41].

3 Material and Methods

3.1 Hip Prosthesis Prototype

A MetablocTM straight stem system (Zimmer Corporate, Warsaw, Indiana, EUA), size
10, was hollowed to design a hip prosthesis prototype comprising three vibration-based
electric power generators (Fig. 2). Fatigue tests on hollow bone implants were already
conducted [16], which have proved the safety of the approach.
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Fig. 2. Multiple Energy harvesting systems for a hip prosthesis prototype

Fig. 3. (Left) Scheme of the TEEH generator; (Right) CAD of the PEH generator

3.2 Translation-Based Electromagnetic Power Generator (TEEH)

Power Generator Prototype Design. An electromagnetic power transducer was de-
signed in the body of the hip prosthesis, as shown in Fig. 3 (left). It transduces mechan-
ical movements, from the abduction-adduction and flexion-extension axes, into electric
energy. The generator prototype comprises an extension coil spring (K = 2.45 N/m,
5 mm of diameter and 0.2 mm2 of wire section) and 2 neodymium disc magnets N35
(6 mm of diameter, 6 mm of height and 1.22 T of magnetic field). These magnets are
suspended inside a Teflon tube (cm = 0.04) where enamelled copper wire (0.1 mm of
diameter, 27 mm of length and 1.72 × 10−8 Ωm of electrical resistivity) was wound
(N = 2000 turns, 124.4 Ω of total wire resistance), which in turn was attached to the
hip prosthesis fixture. The coil and the prosthesis make up the body frame. A relative
displacement z(t) between the magnets and the frame comes up due to the hip displace-
ments y(t), which are transmitted by the body frame.



Power Supply Mechanisms for Smart Hip Prostheses 85

Linear Model of the TEEH System. Linearly, vibration-based generators can be
modelled as second-order mass-spring-damper systems [29, 42, 43], as described by
equation (1). The mechanical structure can be modelled as an inertial frame where a
suspended mass is coupled to a spring, which in turn is coupled to a damping element.
The mass represents a set of magnets and the damper represents the sum of the com-
prising parasitic losses and the electrical energy extracted by the transducer [42].

mz̈(t) + cż(t) + kz(t) = −mÿ(t) (1)

m is the mass of the magnets, k the stiffness of the spring and c is the damping co-
efficient. When this damping system is excited by an external sinusoidal vibration
y(t) = Y sin(ωt), the solution of (1) is given by (2). ωn = (k/m)1/2 = 4.98 Hz is
the natural frequency and ζ = c/2mωn = 0.256 its total damping ratio.

z(t) =
Y ω2( (

ω2
n − ω2

)2
+

(
2ζωnω

)2)1/2
sin

(
ωt − arctg

(
2ζωnω

ω2
n − ω2

))
(2)

3.3 Rotation-Based Electromagnetic Power Generator (REEH)

Power Generator Prototype Design. An electromagnetic transducer was designed us-
ing the modular ball head of the hip prosthesis and the acetabular component. Energy
is harvested from the rotation around the flexion-extension axis and around the inward-
outward. The ball head was hollowed to comprise a circular winding of enamelled cop-
per wire (AWG 42, 0.063 mm of diameter), which was coiled (N = 4710 turns, 682
Ω of total wire resistance, 117.1 m of total length of the coil, 7.92 mm of average di-
ameter) around a Teflon tube (5.8 mm of diameter, 12 mm of length), whose core was
designed to be a steel cylinder (4 mm of diameter, 14 mm of length, 100 of relative per-
meability). 24 neodymium disc magnets N52 (6 mm of diameter, 2 mm of height and
1.48 T of magnetic field) were placed on the structure of an acetabular component, in
order to set the magnetic field lines over the volume of the upper half of the ball head,
as presented by Fig. 4 (right). 6 groups of 2 magnets, positioned equidistantly, were
settled symmetrically in the acetabulum with 6 other groups of 2 magnets, which were
also equidistantly positioned. Figure 4 (left) illustrate a scheme of the REEH generator.

Linear Model of the REEH System. The total harvested energy is the total sum of
the energy that can be harvested from the rotation around the flexion-extension axis
and the energy acquired from the rotation around the inward-outward axis, according
to equation (3).

V x̂ẑ
emf = −πR2NB

dαẑ

dt
sin(αẑ)− πR2NB

dαx̂

dt
sin(αx̂) (3)

3.4 Piezoelectric Power Generator (PEH)

Power Generator Prototype Design. A piezoelectric power generator was designed
to harvest energy from the axial load over the hip joint. Figure 3 (right) provides a CAD
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Fig. 4. (left) Scheme of the REEH transducer; (right) Acetabulum of high density polyethylene

modulation of the PEH generator. A piezoelectric ceramic diaphragm (ref. 7BB-12-9,
muRata Corporate, Kyoto, Japan) with 9 mm of diameter and 0.22 mm of thickness (12
mm of plate size, 0.1 mm of plate thickness and 9.0± 1.0 kHz of resonant frequency)
was placed on the lower half of ball head of the hip prosthesis.

Neural Network Model of the PEH System. Piezoelectric energy harvesters can be
modelled as mechanical damping systems [29, 43]. Because the piezoelectric element
is attached to the hip prosthesis structure, the mechanical damping ratio and proof mass
are very difficult to find due to the geometry of the prosthesis. An artificial neural net-
work (ANN) model was developed to predict the power and energy generation [44].
A multilayer “feed-forward” ANN was trained to perform the matching between a se-
ries of pairs of the frequency and amplitude of sinusoidal axial forces, and the aver-
age power and peak-to-peak voltage generation. The ANN consists of one input layer,
with two neurons, two hidden layers, with seven neurons each, and one output layer,
with two neurons, as shown in figure 5 and predicted by equation (4). The Levenberg-
Marquardt’s algorithm was used as the training algorithm and the mean square error
of 1.0× 10−20 as the convergence criteria for the network training. Sigmoid functions
(Tansig) for the hidden layers and linear function (Purelin) for the output layer were
used as the transfer functions.

yN = fL

(
LW2fS

(
LW1fS

(
IW1iN + b1

)
+ b2

)
+ b3

)
(4)

Here, yN is the output 2× 1 matrix, iN is the 2× 1 input matrix, IW1 is a input weight
7 × 2 matrix, LW1 and LW2 are respectively layer weight 7 × 7 and 2 × 7 matrices,
and b

1
, b

2
and b

3
are respectively bias 7× 1, 7× 1 and 2 × 1 matrices. f

L
and f

S
are

linear and sigmoid functions, respectively.

4 Experimental and Simulation Results

The experimental average and peak power, energy and peak-to-peak voltage genera-
tion were analysed. These experimental results were compared with the linear models
reported in sections 3.2, 3.3 and 3.4.
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Fig. 5. ANN used to model the average power and peak-to-peak voltage of the PEH generator

Fig. 6. Experimental (dotted line) and simulated (dashed line) average (in the left) and maximum
(in the right) power harvested from the TEEH transducer

4.1 TEEH Results

A load resistance of 979 Ω was used to enable the energy transfer when sinusoidal
input vibrations, with amplitudes in the range 10 mm to 40 mm and frequencies in
the range 0.5 Hz to 4 Hz, were applied to this generator. Figure 6 shows the results of
the experimental and simulated average and maximum power, whereas Fig. 7 highlights
the results of the experimental and simulated energy and peak-to-peak voltage. Tables
1 to 4 report the modulation errors. The maximum energy harvested was 53.7 μJ/s
when the sinusoidal function has an amplitude of 40 mm and a frequency of 4 Hz. This
harvester is able to provide 567.4 μW of instantaneous peak power when the input is
excited with an amplitude of 40 mm and a frequency of 3 Hz.

4.2 REEH Results

A load resistance of 8.98 kΩ was used to enable energy transfer of this generator when
sinusoidal rotations in the flexion-extension axis, with amplitudes in the range 50◦ to
70◦ and frequencies in the range 0.5 Hz to 2.5 Hz, were applied to the generator. Using
the magnetic field in the winding measured at the ends of the winding (80 mT), the
experimental and simulated results are reported in Fig. 8 and Fig. 9. Tables 5 to 8 report
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Fig. 7. Experimental (dotted line) and simulated (dashed line) energy (in the left) and peak-to-
peak voltage (in the right) harvested from the TEEH transducer

Table 1. TEEH generator — modulation error (W) of the average power

Amplitude Frequency (Hz)
(mm) 0.5 1 1.5 2 2.5 3 3.5 4

10 0.06(1) 0.009(2) 0.05(2) 0.02(3) 0.04(3) 0.08(3) 0.02(4) 0.03(4)

15 0.02(1) 0.02(2) 0.11(2) 0.04(3) 0.08(3) 0.18(3) 0.03(4) 0.05(4)

20 0.13(1) 0.04(2) 0.20(2) 0.06(3) 0.15(3) 0.31(3) 0.05(4) 0.09(4)

25 0.26(1) 0.06(2) 0.31(2) 0.10(3) 0.23(3) 0.47(3) 0.08(4) 0.12(4)

30 0.43(1) 0.09(2) 0.44(2) 0.14(3) 0.32(3) 0.62(3) 0.10(4) 0.18(4)

35 0.62(1) 0.12(2) 0.60(2) 0.19(3) 0.39(3) 0.71(3) 0.14(4) 0.26(4)

40 0.85(1) 0.15(2) 0.78(2) 0.24(3) 0.48(3) 0.85(3) 0.19(4) 0.35(4)

(1) × 10−7; (2) × 10−5; (3) × 10−4; (4) × 10−3.

Table 2. TEEH generator — modulation error (W) of the maximum power

Amplitude Frequency (Hz)
(mm) 0.5 1 1.5 2 2.5 3 3.5 4

10 0.70(1) 0.03(2) 0.01(2) 0.01(3) 0.001(4) 0.01(4) 0.01(4) 0.02(4)

15 0.30(1) 0.02(2) 0.06(2) 0.03(3) 0.003(4) 0.01(4) 0.02(4) 0.02(4)

20 0.54(1) 0.01(2) 0.15(2) 0.05(3) 0.01(4) 0.02(4) 0.0002(4) 0.08(4)

25 0.53(1) 0.0002(2) 0.27(2) 0.07(3) 0.02(4) 0.003(4) 0.06(4) 0.26(4)

30 0.48(1) 0.05(2) 0.35(2) 0.11(3) 0.004(4) 0.09(4) 0.23(4) 0.29(4)

35 0.37(1) 0.04(2) 0.39(2) 0.13(3) 0.09(4) 0.32(4) 0.25(4) 0.22(4)

40 0.69(1) 0.12(2) 0.64(2) 0.03(3) 0.17(4) 0.44(4) 0.22(4) 0.14(4)

(1) × 10−6; (2) × 10−5; (3) × 10−4; (4) × 10−3.

the modulation errors. The maximum energy harvested was 0.77 μJ/s. The “plus” sign
refers to peak-to-peak amplitudes in the range −10◦ to 60◦, −10◦ to 50◦ and −10◦

to 40◦; the “square” sign refers to peak-to-peak amplitudes in the range −20◦ to 50◦,
−20◦ to 40◦ and −20◦ to 30◦.
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Table 3. TEEH generator — modulation error (J) of the energy

Amplitude Frequency (Hz)
(mm) 0.5 1 1.5 2 2.5 3 3.5 4

10 0.17(1) 0.01(2) 0.03(2) 0.01(3) 0.003(4) 0.01(4) 0.01(4) 0.02(4)

15 0.16(1) 0.01(2) 0.10(2) 0.03(3) 0.01(4) 0.01(4) 0.02(4) 0.02(4)

20 0.14(1) 0.02(2) 0.18(2) 0.06(3) 0.01(4) 0.02(4) 0.02(4) 0.11(4)

25 0.13(1) 0.04(2) 0.29(2) 0.08(3) 0.02(4) 0.01(4) 0.08(4) 0.40(4)

30 0.11(1) 0.07(2) 0.42(2) 0.12(3) 0.01(4) 0.07(4) 0.29(4) 0.50(4)

35 0.09(1) 0.10(2) 0.53(2) 0.14(3) 0.06(4) 0.29(4) 0.44(4) 0.47(4)

40 0.06(1) 0.14(2) 0.69(2) 0.07(3) 0.13(4) 0.49(4) 0.45(4) 0.41(4)

(1) × 10−6; (2) × 10−5; (3) × 10−4; (4) × 10−3.

Table 4. TEEH generator — modulation error (V) of the peak-to-peak voltage

Amplitude Frequency (Hz)
(mm) 0.5 1 1.5 2 2.5 3 3.5 4

10 0.05 0.02 0.003 0.01 0.003 0.06 0.08 0.11

15 0.03 0.02 0.01 0.04 0.01 0.05 0.08 0.06

20 0.04 0.01 0.03 0.06 0.07 0.08 0.04 0.19

25 0.03 0.01 0.04 0.05 0.06 0.02 0.16 0.51

30 0.03 0.01 0.05 0.08 0.05 0.25 0.47 0.52

35 0.03 0.01 0.04 0.06 0.30 0.60 0.55 0.41

40 0.03 0.02 0.06 0.04 0.38 0.74 0.50 0.31

Table 5. REEH generator — modulation error (W) of the average power [error (“plus” test) |
error (“square” test)]

Amplitude Frequency (Hz)
(◦) 0.5 1 1.5 2 2.5

50 0.11(1) | 0.06(1) 0.04(2) | 0.25(1) 0.09(2) | 0.06(2) 0.18(2) | 0.10(2) 0.33(2) |
0.22(2)

60 0.16(1) | 0.11(1) 0.06(2) | 0.49(1) 0.22(2) | 0.10(2) 0.40(2) | 0.19(2) 0.54(2) |
0.29(2)

70 0.30(1) | 0.17(1) 0.11(2) | 0.78(1) 0.24(2) | 0.14(2) 0.44(2) | 0.41(2) 0.32(2) |
0.22(2)

(1) × 10−7; (2) × 10−6.

Table 6. REEH generator — modulation error (W) of the maximum power [error (“plus” test) |
error (“square” test)].

Amplitude Frequency (Hz)
(◦) 0.5 1 1.5 2 2.5

50 0.07(2) | 0.36(1) 0.24(2) | 0.09(2) 0.05(3) | 0.18(2) 0.08(3) | 0.03(3) 0.17(3) |
0.09(3)

60 0.13(2) | 0.45(1) 0.31(2) | 0.20(2) 0.11(3) | 0.32(2) 0.23(3) | 0.08(3) 0.24(3) |
0.13(3)

70 0.22(2) | 0.75(1) 0.58(2) | 0.36(2) 0.11(3) | 0.59(2) 0.22(3) | 0.18(3) 0.18(3) |
0.12(3)

(1) × 10−7; (2) × 10−6; (3) × 10−5 .
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Table 7. REEH generator — modulation error (J) of the energy [error (“plus” test) | error
(“square” test)]

Amplitude Frequency (Hz)
(◦) 0.5 1 1.5 2 2.5

50 0.16(1) | 0.09(1) 0.06(2) | 0.04(2) 0.14(2) | 0.08(2) 0.28(2) | 0.15(2) 0.49(2) |
0.33(2)

60 0.24(1) | 0.16(1) 0.09(2) | 0.07(2) 0.34(2) | 0.15(2) 0.59(2) | 0.29(2) 0.81(2) |
0.43(2)

70 0.44(1) | 0.26(1) 0.16(2) | 0.12(2) 0.35(2) | 0.21(2) 0.65(2) | 0.61(2) 0.48(2) |
0.33(2)

(1) × 10−6; (2) × 10−5.

Table 8. REEH generator — modulation error (V) of the peak-to-peak voltage [error (“plus” test)
| error (“square” test)]

Amplitude Frequency (Hz)
(◦) 0.5 1 1.5 2 2.5

50 0.03 | 0.02 0.05 | 0.03 0.08 | 0.04 0.11 | 0.05 0.14 | 0.09
60 0.04 | 0.02 0.06 | 0.04 0.12 | 0.05 0.16 | 0.07 0.15 | 0.09
70 0.05 | 0.02 0.08 | 0.06 0.11 | 0.06 0.13 | 0.11 0.09 | 0.06

Fig. 8. Experimental (dotted line) and simulated (dashed line) average (in the left) and maximum
(in the right) power harvested from the REEH generator

Fig. 9. Experimental (dotted line) and simulated (dashed line) energy (in the left) and peak-to-
peak voltage (in the right) harvested from the REEH generator
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Fig. 10. Experimental average power and peak-to-peak voltage results harvested from the PEH

Fig. 11. Validation of the average power harvested from the PEH generators (dash-dot line refers
to the network output)

4.3 PEH Results

External sinusoidal forces, with amplitudes in the range 100 N to 250 N and frequencies
in the range 0.5 Hz to 4 Hz, were applied to the generator. A load of 1 MΩ was used
to enable the energy transfer. Figure 10 reports the experimental average power and
peak-to-peak voltage results, whereas Fig. 11 introduces the validation results of the
“feed-forward” ANN, using only data not used in the training process. Tables 9 to 10
report the modulation errors. The maximum energy harvested was 0.6 μ J/s.

5 Discussion

5.1 Need for Multi-source Harvester Systems

The high reliability of the electric energy generation system is a necessary condition
to ensure high reliability of the therapy based on mechanical stimulation. It is tech-
nologically possible to implement active implants with the ability to monitor failures,
to communicate the states of its surrounding physiological environment to the medi-
cal specialist and carry out mechanical-based therapeutic prescriptions ordered by the
specialist. These operations demand a full availability of electric energy.
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Table 9. PEH generator — modulation error of the average power

Frequency (Hz) 0.5 0.5 1 1 1.5 3 3.5 4 4
Amplitude (N) 100 200 125 200 200 125 200 100 200
Absolute error (W)(1) 0.0004 0.003 0.0003 0.003 0.002 0.23 0.11 0.03 0.13

(1) × 10−6.

Table 10. PEH generator — modulation error of the peak-to-peak voltage

Frequency (Hz) 0.5 0.5 1 1 1.5 3 3.5 4 4
Amplitude (N) 100 200 125 200 200 125 200 100 200
Absolute error (W) 0.32 1.18 1.22 1.18 0.80 10.19 0.98 3.49 0.88

5.2 Choice of the Energy Harvesting Method

There are several methods to harvest electric energy from the surrounding environment.
Biofuel cells, magnetic induction, thermoelectric and vibration are some of the main
sources used to harvest energy. Vibration-based generation is being considered the most
appropriate solution to harvest electrical energy on prostheses [45]. Although there are
no studies supporting this hypothesis, their ease of implementation, their ability of being
fully autonomous and operating without maintenance, ensuring safety throughout the
life span of the implant, were relevant features taken into consideration to validate this
new concept of energy harvesting systems applied to hip prostheses.

5.3 Performance of the Linear Models

Linear models can only ensure accuracy within a narrow window of the systems’ op-
erating range. The modulation errors, presented in sections 4.1, 4.2 and 4.3, confirm
the inaccuracy of the linear models of the generators, especially those used to model
the behaviour of the TEEH generator. The real translational and rotational hip displace-
ments, the friction and gravity forces acting on these systems, the non-linearity behavior
of inductors and transduction damping coefficients were jeopardized from linear mod-
els. Because experimental results show a higher performance of the TEEH generator
in this particular application, it is mandatory the development of non-linear models for
high accuracy prediction of electric energy generation considering a broad specter of
the generators’ operation.

5.4 Optimization of the Multi-source Harvester System

Each transducer must be optimized in order to maximize electric generation during typ-
ical walking speeds, namely in the range between 0.5 Hz and 2 Hz. The optimization of
the TEEH and PEH generators demands for a “perfect” match between the frequency of
the hip kinematics and their resonant frequencies. The implementation of a continuous-
matching system is very complex [46] because the duration and frequency of every-day
human activities are unpredictable [47]. New methods must be developed to ensure
high performance tracking of the hip kinematics’ frequency. Each generator must be
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optimized to supply as much electric energy as demanded by the active mechanics of
smart prostheses, even though they may require different periods to generate the same
amount of energy.

6 Conclusions

A therapeutic methodology to cure failures of hip prostheses following primary artro-
plasty, based on a personalized approach, would be of great importance for the quality of
life of many patients. Multi-source electric energy generation systems for orthopaedic
implants contribute forward the implementation of individualized medicine approaches
in the scope of embedded smart bone implants. This new concept was validated with the
use of three vibrational energy harvesters: two electromagnetic generators and a piezo-
electric. Experimental results confirm the inaccuracy of the generators’ linear models
operating on hip prostheses fixtures, which invalidates their use in optimization rou-
tines.

There is ongoing work to:

1. Develop non-linear models of vibrational energy harvesters. The main goal is to
reduce the volume of each generator and maximize their performance;

2. Identify the most appropriate method to generate electrical energy on hip implants;
3. Design a new method to ensure an effective tracking of the frequency of the hip

kinematics. The set of generators must be synchronized with the hip dynamics in
order to ensure all energy requirements demanded by active elements of the smart
prostheses;

4. Design an energy management system for a multitude of power sources;
5. Design of energy harvesting systems which are independent of failures due to con-

tact stresses (for instance, magnetically levitated generators);
6. Design of a redundant multi-source harvester structure. Such a redundant ability,

along with the requirements introduced in the previous number and in section 5.4,
are sufficient to ensure reliability of the electric energy generation system.
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Abstract. The functionality of the human hand is of paramount importance for
the daily life activity of a subject. Several chronic diseases can have localized
lesions on the hands, causing disability, as for the Systemic Sclerosis and Rheuma-
toid Arthritis. In these cases the evaluation of the hand functionality is a neces-
sary step for setting up the therapeutic and rehabilitation program. This research
presents a novel device tackling this problem, allowing the evaluation of hand
dexterity and strength on 4 simple rehabilitation exercises. Real-time controlled
by a wirelessly connected PC where a C++ physician graphical interface en-
ables a user-friendly management of the assessment, the device provides hitherto
unavailable measurements. A first evaluation of the device in a real outpatient
rheumatology clinic has been performed and the preliminary results reveal the
potentialities of the approach.

Keywords: Functional Hand Assessment, Biomedical Embedded System, Rheumatic
Diseases, Rehabilitation.

1 Introduction

Human hand is one the principal instruments enabling the interaction of a subject with
the surrounding environment. For such a reason, hand disability is perceived as more
invalidating from a functional perspective compared to other disabilities involving dif-
ferent districts. As a matter of fact, hand disability hampers the execution of normal
daily life activities such as hair brushing, dressing or cooking. Both hand strength and
fine movements are often compromised. From a medical viewpoint, hand functionality
assessment represents a necessary evaluation to be performed both at the first examina-
tion and during the follow-up of the patient in order to quantify the disability level, to
properly set up the pharmacological therapy and to define a personalized rehabilitation
program.

J. Gabriel et al. (Eds.): BIOSTEC 2012, CCIS 357, pp. 97–110, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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In particular, rheumatic diseases, such as Rheumatoid Arthritis (RA) and Systemic
Sclerosis (SSc) could led to lesions localized on the hands, thus producing the afore-
mentioned invalidating effects, requiring an integrated therapy including kinesitherapy
and a pharmacological protocol. Differently from RA, where movement limitation is
prevalently caused by arthritis, patients with SSc suffer a skin thickening whose conse-
quence is a limited mobility which in turn exacerbates the problem. For these patients,
the functional deficit is evaluated in a clinical setting using physician assessed biome-
chanical measurements such as the Range Of Movement (ROM), the hand extension
and strength. Furthermore, physician-administered questionnaires are used to obtain the
subject’s perception of its disability, i.e. the Dreiser test [4] and the Health Assessment
Questionnaire (HAQ) [11]. Only for some evaluations (e.g. grip and pinch strength or
ROM) some digital devices are able to provide one-shot measurements but there is a
lack of commercial functional evaluation tools able to measure the interesting param-
eters associated to the execution of typical rehabilitation exercises prescribed to these
patients. They would probably help in the assessment procedures, especially if all the
devices are integrated on the same hardware platform.

This chapter presents a system for the real-time assessment of the hand functional-
ity on rehabilitation exercises usually exploited with patients affected by RA and SSc.
Compared to the typical procedures at the state of the art for such evaluation, exploit-
ing either subjective scores or one-shot measurements, the proposed system extracts the
relevant information from the real-time monitoring of exercise repetitions with hitherto
unavailable precision, reducing the background noise due to fatigue and distraction. The
microcontroller-based device exploits 4 sensorized custom-made aids for the evaluation
of the hand agility (finger tapping and dynamic rotation) and strength/mobility (isomet-
ric rotation and hand extension with counter resistance) and can be easily controlled
by a PC connected via a Bluetooth link. A stand-alone C++ graphical user interface
(GUI) has been implemented exploiting the Qt 4.7 framework to provide a license-free
physician support for the real-time control of the device. The device has been evaluated
in a real outpatient rheumatology clinic on 6 voluntary subjects affected either by SSc
or RA and the preliminary results reveal the potentialities of the proposed approach.

The remainder of this paper is organized as follows. In Sect. 2 a brief analysis of
the related works is provided. Sect. 3 provides an overview of the proposed device and
the relative hardware implementation details, whereas the physician GUI is presented
in Sect. 4. Sect. 5 presents the results of the device application in an outpatient clinic.
Conclusions are presented in Sect. 6.

2 Related Works

For functional assessment of the human hand, the most common evaluation techniques
involve pinch and grip exercises. Both the Jamar dynamometer (isometric) and the Vig-
orimeter (dynamic) represent well established instruments for the clinical evaluation
of the grip strength [10]. Commercial devices such as Pablo by Tyromotion GmbH or
the H500 Hand Kit by Biometrics Ltd. allow monitoring also the single finger pinch
force. In principle, isometric wrist dynamometer can be also used to estimate the torque
applied with the finger when the wrist is in a fixed position, in order to evaluate the
hand performance with respect to this task. Usually the digital versions of these devices
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are able to provide maximum, average and standard deviation of the force, but with-
out any temporal analysis within a series except for the systems exploiting additional
electromyographic signals [13]. In [5], a grip measurement device is presented, able to
perform also some time measurements but only on a single 4.4s grip exercise for the
performance assessment in rheumatic patients. A similar work has been presented in [1]
for the parkinsonian patients. In both cases the aim is a one-shot functional assessment
rather than the evaluation of a series of exercises. An interesting device for rehabili-
tation mixing torque and grip force has been presented in [7], but is not intended for
performance assessment.

The hand agility (severely affected by rheumatoid arthritis and scleroderma) can be in
principle evaluated by means of finger tapping tests, originally conceived to assess both
motor speed and control in neuropsychology. From the first mechanical devices, other
approaches for the monitoring of this kind of exercise have arisen. Approaches including
a passive marker-based motion analyzer [6] present a very complex setup not suited for
a fast evaluation. Other approaches, based on sensorized gloves [3], are uncomfortable
for patients with hand deformities caused by arthritis. In [9], a touch system based on a
4-finger active sensor (injecting on the hand a small sinusoidal current at 1.5 kHz) has
been presented along with its support software. An App (Digital Finger Tapping Test
1.0) with limited functionalities is also available for IPhone users. An approach based
on the detection of the exerted force in the tapping activity is presented in [8].

To the best of our knowledge, the realization of a low cost device for the quantita-
tive monitoring of both agility and strength exercises for hand functional evaluation
on rheumatic patients during real rehabilitation exercises has not been presented in
literature until now.

3 The Hand Functional Assessment Device

The proposed device is conveniently packaged in a lightweight metal briefcase, as
shown in Fig. 1. The patient can perform 4 exercises with a single hand at a time,
with as many sensorized devices. By using a GUI installed on his PC, the physician
can choose which exercise to execute, evaluating in real-time how the patient executes
it not only in terms of correct position but also looking at barely perceptible execution
parameters that the digital device is able to reveal. For instance, a real-time updated plot
discloses sensors wave shape while numerical data such as peak and running-average
values are displayed on the GUI, allowing a finer monitoring compared to a traditional
visual inspection. From this point of view the device can be conveniently used as a ki-
nesitherapic monitoring system. The physician can stop the execution at any time but
an upper bound is imposed by the predefined number of repetitions of the same exercise
hard coded in the device firmware. During the exercise execution, the device automat-
ically extracts the relevant measures from the signals and updates their statistics (min,
max, avg, std, etc.) in order to provide at every time the parameters needed for the
quantitative hand functionality assessment.

From the patient viewpoint, the interaction with the device is very simple. The hand
to use is indicated by a led and the movements to be performed exploiting the sensorized
embedded aids are well defined by the rehabilitation protocol, as follows.
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Fig. 1. The prototypical device for the real-time hand functionality assessment

On the vertical panel there are two knobs. The outer one allows the evaluation of the
patient manipulation dexterity (exercise of dynamic rotation). The patient must rotate
as fast as possible the knob using his fingers, shaped in a pinch grasp, without any wrist
rotation and maintaining the forearm on the horizontal plane. The adjacent knob allows
to evaluate the clockwise and anticlockwise rotation torque (isometric rotation exercise)
with the same grasp type and restrictions of the previous exercise.

On the horizontal panel of the device it is possible to perform the other two exercises.
One is a revised version of the finger tapping exercise, which must be performed on the
exposed printed circuit board (PCB). The patient must touch key-shaped pads on the
PCB following a specific sequence (little finger, ring finger, middle finger, first finger
and thumb) as playing the piano. It is allowed to have multiple fingers on the keys
provided that the sequence is correctly performed and closed with a thumb tapping.
The last exercise allows evaluating the hand extension ability. The patient must rest
the hand between the two L-shaped aluminium profiles, touching them with the thumb
and the little finger. Then he must open and close the hand (always on the horizontal
plane) in rhythm, allowing the aid to appreciate opening and closing agility. A constant
counter-resistance is applied.

The correct position of the patient’s hand for the 4 exercises is depicted in Fig. 2.

3.1 Hardware Architecture

From an hardware perspective, the device leverages a mother board hosting the main
MSP430FG4618 microcontroller unit (MCU) @1MHz, the analog front-end for the
sensorized aids, all the power supply circuitry and the visible/audible feedback devices.
The analog and digital sensorized aids are tightly connected to the device whereas the
Bluetooth module for the PC connection is detachable being connected to the device by
a 25-pole female D connector, guaranteeing also access to the JTAG ports to program
the 2 MCUs embedded in the device. A single power supply at 3.3V is available on
board, obtained from a single-cell rechargeable Li-ion battery.
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Fig. 2. From top left, clockwise: dynamic rotation, isometric rotation, finger tapping and hand
extension exercises on the proposed hand functional evaluation device

The Sensorized Aids. A precision multi-turn potentiometer, equipped with a 30mm
aluminium knob, has been used as dynamic rotation aid. The potentiometer (Vishay
534, 20kΩ, 2W) is able to perform 10 turns opposing a torque of 0.006 Nm. The re-
sistance varies linearly with the rotation of the knob so that it suffices to measure the
voltage on the wiper to detect the angular position at any instant. Due to the low oppos-
ing torque, the exercise can be considered without any load.

On the contrary, the isometric rotation aid is composed of a 5-lobe 50mm plastic
knob able to slightly turn on its own axis pulling along with it a T bar nut able to
press one of two thin-film force sensors (the low-cost Tekscan FlexiForce A201, max
110N), for clockwise and anticlockwise rotations. These sensors linearly vary their con-
ductance in response to the applied force. Being an isometric exercise, thanks to the
aforementioned design, the knob cannot spin.

The hand extension exercise is dynamic but it introduces a counter-resistance. It is
evaluated by means of an analogue draw wire position sensor (LX-PA-15 by TME)
mounted on a roller (CES30-88-ZZ by Rollon) free to move on a 40cm linear zinc
plated guide (TES30-1040 by Rollon): the wire coming out from the sensor is attached
to a second roller mounted on the same guide. The two rollers are attached to as many
L-shaped aluminium profiles actuated by the patient opening and closing his hand. The
sensor is characterized by a nominal wire rope tension of 3.9N, which must be over-
come by the patient in order to extend his hand.

Lastly, the finger tapping aid exploits a capacitive touch board. Compared to the one
presented in [9], the capacitive approach is still able to provide a detection of the touch
without any counter-resistance from the measuring device but also avoids any direct
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current injection in the patient’s hand. The touch board is based on the MSP430F2013
MCU, managing the reading of the capacitance associated to 8 key-shaped sensible ar-
eas on a PCB. The layout of the board is designed to easily accommodate both left and
right-handed exercises and the sensor shape allows to find a comfortable hand position
taking care of different hand sizes and deformities. This sensorized aid provides over
an I2C bus, whenever required, the current status of the keys in a single byte: the inter-
pretation of the data in the light of the exercise to execute is up to the main processor
firmware.

Signal Conditioning. Given the nature of the involved signals, which are slowly time-
varying, it is possible to operate at rather low sampling frequencies, with consequent
benefits in terms of real-time bounds for the signal processing algorithms. In order to let
the signal processing algorithms running on the MCU work with an adequate time res-
olution, a sampling frequency of 150Hz has been chosen. The analogue interface block
is essentially composed of four non-inverting, active low-pass filters, implemented with
an operational amplifier (TLV2375) and a single pole RC net. The value of its cut-off
frequency has been set to about 48Hz to exploit the filter as anti-alias with guard band
of about 25Hz under the Nyquist frequency, also limiting the 50Hz mains noise. The
outputs of the four filters are connected to as many different channels of the MCU ADC.
All the input stages have been especially designed in order to provide an adequate re-
sponse when the exercises are performed by a rheumatic patient, even if this limits the
operating range of the sensor.

Two different configurations have been employed. The first configuration is used for
the Tekscan FlexiForce sensor, which has been connected between ground and the op-
erational amplifier inverting input, making the stage a variable gain amplifier. Using a
fixed input, provided by a voltage reference at 0.5V, the output varies linearly with the
force applied to the sensor (between 0.5 and 3.3V). The second configuration, used for
the potentiometric sensors, has a fixed gain and a variable input voltage. The poten-
tiometric sensor is inserted in a voltage divider, with the wiper connected to the stage
input, so that the output value is proportional to the voltage present at the wiper.
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init_resources
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Fig. 3. Embedded control software flow diagram
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Patient Interface. The device includes low-level user interface elements and some
patient feedbacks, motivating him and aiding a correct execution of the exercises. Two
leds indicate which hand must be used to execute the exercise and another led gives a
time reference blinking at 1Hz, which is useful for sustained position tests. They are
placed on the front panel for improved visibility. Moreover, a buzzer chimes whenever
the device detects a successful event, letting the user know that the device has effectively
captured his action. The device has been also provided with a double digit 7 segments
display, which has different functions depending on the exercise, providing:

– the percentage of the effort with respect to the maximum bound (extension and
torque),

– the number of correct sequences performed (finger tapping),
– the percentage of rotation over 10 turns (dynamic rotation).

Two buttons, placed on the horizontal plane and connected to two different external
interrupt pins of the MCU, provide a way for the patient to interact with the device. The
first one starts the exercise when the patient is ready, allowing to correctly position the
hand, whereas the second one can be used to skip a single repetition of an exercise.

3.2 Embedded Control Software

The operation of the MCU is controlled by the firmware loaded onto its flash mem-
ory, written in C and developed under the CCS v4.0 IDE by Texas Instruments. The
firmware flow is depicted in Fig. 3: as soon as all the initializations have been carried
out, the MCU enters the low power mode (LPM), where both CPU and MCLK are
disabled. The rest of the processing is then managed asynchronously by interrupt ser-
vice routines (ISR). All the resources present on the board, as operational amplifiers,
finger tapping MCU and Bluetooth module, are initially held in reset. Then the Blue-
tooth module is set up and configured by setting the operating mode, device name and
password. The firmware enters an endless loop, where each iteration corresponds to the
execution of an entire exercise. Inside the loop the MCU goes immediately in LPM,
waiting for the execution code of the exercise to launch coming from the PC. Receiving
the exercise code triggers the USCI A port ISR, which wakes up the MCU. Depending
on the selected exercise, some initializations are carried out, the ADC input channel is
set to the corresponding input pin (except for the finger tapping exercise) and the device
patient interface is set accordingly. After that the MCU goes in LPM again, waiting the
start signal (by pushing the white button), which unlocks the execution.

Fig. 4. Peak detection for the extension and isometric rotation exercises
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From now on the processing is timed by a timer. In the corresponding ISR, either
the value at the ADC input is sampled and stored or the new digital word from the
tapping board is read. A global counter is incremented, to keep track of the number of
samples gathered and hence to extract time measurements from it. Then the actual signal
processing takes place on a sample-by-sample basis, in different ways depending on the
specific exercise, as explained in the following. The current sample is sent to the host
machine through the Bluetooth link, and only every second a vector containing statistics
which characterize the execution is sent too. If the stop condition which identifies the
end of an exercise is not met, the MCU enters the LPM again from which it will be
released by the acquisition of a new sample, otherwise the processing steps back to the
main loop, entering in LPM until the device gets triggered again from the GUI.

For all the exercises but the tapping one, the samples are first low-pass filtered by
an 8-tap moving average filter in order to smooth the signal. For the extension and iso-
metric rotation evaluations the algorithm simply detects the signal peaks corresponding
respectively to a hand extension or a torque application, as showed in Fig. 4. This is
done by comparing each sample with a threshold, which is set to a specific value by in-
verting each sensor calibration curve. In particular the minimum acceptable values are 1
cm for the extension exercise and 0.8 Kg for the isometric rotation one. The mean value
of the first acquired samples are used as the zero value of the subsequent measures. The
peak event is validated only if at least 75 consecutive samples are above the thresh-
old and only as soon as the samples go under the threshold again. The peak maximum
value, its duration and position are determined and used to compute their incremental
mean values as:

m̄N =
(m̄N−1(N − 1) + s)

N
(1)

where m̄i is the mean value computed over i samples, and s is the value of the new
sample. The device also stores the absolute maximum and minimum values for the peak
amplitude within the sequence. It is worth to underline that the variables which hold the
average values are float numbers, though the MCU is a 16 bit platform and floating
point is not supported in hardware. Nevertheless all these operations are translated by
the compiler in the proper microcode without additional coding effort.

The algorithm is different in the case of the dynamic rotation, since different signal
features must be detected. The typical signal has a terraced wave shape as showed in
Fig. 5, where the edges correspond to the spinning of the potentiometer whereas the
plateaus indicate that the transducer is still. The duration of both edges and plateaus,
and the amplitude of each edge, are computed. To detect both onset and end of an edge,
a simple detection mechanism based on thresholds has been designed, exploiting the
smoothness of the filtered signal. A FIFO buffer of 14 samples is linearly updated at
every new sample. The mean value of the oldest 4 samples is computed and compared
with the most recent sample. If the difference is greater than an empirically determined
threshold, the algorithm detects an edge and marks the onset n samples before the most
recent one. When the difference falls back under the threshold, the edge end is marked
and the processing is repeated, until the potentiometer reaches the limit. By using
absolute values, the processing is the same for both clockwise and counter-clockwise
exercises.
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Fig. 5. Detection of the edges onset and end of the typical dynamic rotation signal for
segmentation

The finger tapping exercise differs from the others because there are no analogue
signals involved. The MCU on the main board acts as the master of the I2C channel,
requesting the 8-bit word (one bit for each key in the touchpad) provided by the sen-
sorized aid whenever the sampling timer expires. For this exercise, the timer has been
set differently for a sampling frequency of 50Hz, which is in line with the state of the
art [6] and allows the complete scanning of the 8 keys in a sampling period, in the
worst case (when all the keys are touched). As a new word is received, it is mirrored,
if necessary, in order to have the least significant bit always referred to the thumb key.
When the first not null data is received, the algorithm detects the less significant bit
set to 1 and creates a mask used, at the next touch, to check if the next key tapped
corresponds to a less significant bit or not. If this is true, the mask is updated and the
processing goes on, otherwise an error flag is set. The sequence terminates when the
thumb touch is detected (lsb = 1). If the number of touches is equal to five the valid
sequence counter is incremented or, if either the error flag is set or the sequence length
differs from five, the bad sequence counter is. This processing is performed in real-time
and when the exercise is complete, an additional routine computes the relevant statis-
tics, including average touch duration for each finger, average distance between them,
total consecutive touches and total duration of the exercise.

4 The Advanced Stand Alone Physician Interface

By means of a standalone GUI based on the Qt 4.7 framework (a C++ graphic frame-
work), the physician can monitor in real-time on a host PC the execution quality of the
exercises, also extracting the information needed for the hand functionality assessment.
Since the Bluetooth device driver exports a serial interface towards the user applica-
tions, it can be managed using the QtExtSerialPort class which is not included in the
framework by default but can be integrated with minor effort. Once the link has been
established the device sends its calibration values to the host, which will be used to
perform the scaling of the received data on the PC, in order to lighten the processing on
the device microcontroller. The communication is handled by means of a simple proto-
col made of 8 bit wide control codes. In the main window it is possible to choose the
exercise and the hand to use whereas the exercise progress can be analyzed in a differ-
ent window, specific for the selected exercise, which pops up as soon as the exercise is
started. Both windows are depicted in Fig. 6. In every exercise-specific window there is
the possibility both to stop the execution and to go back to the main window, where the
physician can select a new exercise.
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Fig. 6. Physician interface main window (left) and exercise monitoring (right)

Even though the signal is sent to the PC on a sample-by-sample basis, its plot is
refreshed only every 75 input samples, shifting towards left the previous blocks in the
plot linear buffer, for the sake of efficiency. All the received samples are logged thus, at
the end of the execution, the user can visualize a static plot of the whole signal including
the relevant delineation markers extracted in real-time by the device (Fig. 7). The GUI
receives the functional assessment relevant parameters (e.g. speed of execution, position
and the amplitude of the last peak, the maximum, the minimum and the mean value of
the executions), to be presented on the GUI, every 150 samples of the signal.

Beyond the whole plot of the acquired signal, the interface also enables the visualiza-
tion of the “Speed and Value plot” (Fig. 7), which overprints to a bar graph showing the
peak values, a line graph representing the frequency of the repetitions. This informa-
tion can be useful to evaluate how much the performance is dependent by the execution
speed, being important to know if smaller values achieved by the patient are caused by
a higher execution speed or by fatigue. It should be noted that traditional assessment
techniques do not consider time as discriminative factor, thus reducing the informative
content of the measurements.

5 Device Application in an Outpatient Clinic

In a rheumatologic clinical setting, 6 volunteers were enrolled with the aim to test the
portable prototypical system presented above. All the patients were enrolled from the
outpatient clinic of the Chair of Rheumatology, Department of Medical Sciences, Uni-
versity of Cagliari, Italy. They were evaluated in order to participate to the clinical
test if they fulfilled the following inclusion criteria: age 18 − 75 years, ability to give
informed consent, clinical remission of the inflammatory disease phase, no change in
antirheumatic treatment in the three previous months, need to perform a rehabilitation
program due to limitation in ability to perform usual self-care, vocational, and avoca-
tional activities because of an inactivity periods that preceded the clinical remission of
inflammatory phase.

All patients are female, underwent a clinical examination and were assessed accord-
ing to international guidelines. Three of them present SSc and suffered from flexion
contractures, caused by retraction of skin, subcutaneous tissues and tendon sheats.
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Fig. 7. Marked whole signal plot (top) and “speed and value” plot (bottom) for the extension test

Three of them are affected by RA and suffered from muscular hypotrophy, capsular
and tendon sheats fibrosis of the hands and wrists without deformities. Before starting
the rehabilitation phase, they underwent a functional assessment through the traditional
tools and the portable prototypical device to test its ergonomics and functionality.

Traditional assessments of hand function were performed using the Dreiser test, the
HAQ, the ROM. For the latter, the movements leading to the hand positions presented in
Fig. 8 have been considered, namely wrist flex-extension, wrist lateral-lateral and finger
lateral-lateral. Hand extension ability was evaluated through the experimental device
and by traditional tools. The patient dexterity (exercise of dynamic rotation and finger
tapping exercise) and the rotation torque (isometric rotation exercise) were assessed
only by the experimental device since no instruments are currently available for such
evaluations. Demographic characteristics and results are shown in Tab. 1 and Tab. 2.

Although it is not possible to compare the results obtained with the traditional tools
against those recorded using the experimental device, because of the low number of
subjects, it is worth mentioning that the latter seems to fit with the former. As an ex-
ample, the SSc2 patient, who showed the highest Dreiser’s and HAQ scores and the
poorest ROM and traditionally evaluated extension performances, due to high disabil-
ity levels, had the poorest performances at the finger tapping, dynamic rotation and
extension exercises evaluated through the experimental device. Since previous studies
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Fig. 8. ROM maximum excursions for angles measurements

Table 1. Demographic characteristics and results of the traditional assessment. RA 1 to 3 are
patients with RA whereas SSc 1 to 3 are patients with SSc. Normal values, if any, are presented
in the range column.(R:right, L:left, F-E: flex-extension, L-L: lateral-lateral)

Parameter Range RA 1 RA 2 RA 3 SSc 1 SSc 2 SSc3
Age 47 53 58 45 43 47

Dreiser 0-30 15 16 20 18 21 21
HAQ 0-3 1.2 1.7 2.0 1.2 1.8 1.3

ROM wrist F-E R/L [deg] 65-90 90/42 70/60 50/40 80/90 75/65 90/75
ROM wrist L-L R/L [deg] 90 35/25 25/15 25/30 70/60 45/60 55/70

ROM fingers F-E R/L [deg] 90 65/85 60/60 70/65 88/88 65/80 90/95
Extension R/L [cm] 6.5/4.5 4.8/5.5 8.5/8 8/8.2 5.5/5.3 10.5/10.5

have reported that ROM was related to some kinds of hand function in patients with
SSc [12,2] and ROM seems related to the performances recorded by the experimental
device, it is conceivable that in the future the latter might represent an instrument to
quantify the hand function, or disability, in SSc patients. As another example, patient
RA3, who showed the poorest wrists but the best fingers ROM performances, because
of a prevalent anatomical damage at wrists level, had a good performances at the dy-
namic rotation exercise which do not involve wrist movement. Moreover, in the same
patient, the low values recorded at the extension exercises evaluated using the exper-
imental device as compared to those traditionally recorded might be ascribed to the
counter resistance or to a difficulty in the execution of the exercise, as demonstrated
by the low extension speed recorded. Therefore, the experimental device appeared able
to differentiate the anatomic level of disability as well as ROM but differently from
Dreiser or HAQ which are general indicators. Moreover, allowing the registration of
speed parameters, the experimental device might estimate the quality of the exercise or
the difficulty in performing it.
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Table 2. Results of the assessment through the experimental device. All the parameters are given
for Right/Left hand. RA 1 to 3 are patients with RA whereas SSc 1 to 3 are patients with SSc. Data
expressed in sec represent the mean time interval between consecutive repetitions. (FT: Finger
Tapping, ICR: Isometric Clockwise Rotation, ICcR: Isometric Counterclockwise Rotation, DR:
Dynamic Rotation)

Exercise RA 1 RA 2 RA 3 SSc 1 SSc 2 SSc3
Extension [cm] 7.1/4.4 4.0/5.0 3.6/3.2 8.2/7.9 5.2/5.3 12.2/11.7
Extension [s] 1.8/1.3 2.2/5.0 2.9/2.2 1.5/1.4 2.9/2.3 1/0.8

Extension speed [ppm]† 22.1/24.2 40/40 8.7/10.9 28.7/27.6 10.9/16 38.4/50.2
FT correct [�] 20/20 11/18 20/13 20/20 3/9 2/20
FT wrong [�] 0/4 19/12 2/7 10/10 27/21 28/9

FT speed [tps]†† 2.4/2.8 1.4/1.7 1.8/1.6 2.6/3.1 0.8/1.4 0.4/2.5
ICR [Kg] 2.0/2.5 3.8/3.3 2.4/3.3 2.6/5.0 3.9/3.6 1.2/3
ICR [s] 1.1/1.3 1.1/1.1 1.5/0.8 0.9/1.2 2.0/2.3 1.1/0.8

ICR speed [ppm]† 28.3/23.0 26/19.0 21.3/35.0 34.0/21.9 12.1/21.0 26.3/32.0
ICcR [Kg] 3.6/2.3 1.2/3.3 2.5/2.7 6.3/4.1 5.2/4.7 2.9/2.9
ICcR [s] 1.3/1.3 1.4/1.1 1.1/0.8 1.1/1.2 1.5/1.1 0.8/0.8

ICcR speed [ppm]† 27.8/24.8 25.0/26.0 24.6/28.2 30.0/31.3 22.0/30.0 39.0/41.0
DR [deg] 195/81 195/113 183/272 224.5/229 119/139 163/110

DR speed [deg/s] 340/472 257/189 381/388 334/387 544/869 646/297

† ppm = peaks per minute; †† tps = touches per second

6 Conclusions

The device developed in this research is a valuable aid for the assessment of the hand
functionality in chronically ill subjects requiring a quantitative evaluation for the proper
set up of the personalized pharmacological and rehabilitation programs. Compared to
other devices at the state of the art, it embeds the sensorized aids necessary to execute
different kinds of exercises in a single low-cost framework, allowing the extraction of
the relevant parameters from the analysis of several repetitions of the same movement
performed in real rehabilitation exercises typically prescribed to RA and SSs patients.
In this way the noise given by fatigue and distraction can be better identified compared
to one-shot measurements, and also the temporal features of the acquired signals can
be accurately recorded in order to enable a more complete analysis. The device, eas-
ily controllable exploiting a stand-alone software interface on the physician PC, has
been preliminary evaluated in the outpatient clinic of the Chair of Rheumatology of the
University of Cagliari, Italy. All patients completed the assessment through the exper-
imental device without complaining of pain or discomfort. Furthermore, at this stage
of development, the prototypical system is easy to use and well perceived by both pa-
tients and physicians representing a promising new tool in a clinical field that apparently
lacks of devices allowing the real-time quantitative assessment of the hand functional-
ity. Further studies in larger population are needed to evaluate if such device might be
considered a reliable instrument to quantify the hand function in patients affected by
rheumatic diseases.
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Abstract. Genome-wide association studies have revolutionized the search for
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cardio-vascular diseases and some cancers. In particular, together with the pop-
ulation aging concern, increasing health care costs require that further investiga-
tions are pursued to design scalable and efficient tools. The high dimensionality
and complexity of genetic data hinder the detection of genetic associations. To
decrease the risks of missing the causal factor and discovering spurious asso-
ciations, machine learning offers an attractive framework alternative to classical
statistical approaches. A novel class of probabilistic graphical models (PGMs)
has recently been proposed - the forest of latent tree models (FLTMs) - , to reach
a trade-off between faithful modeling of data dependences and tractability. In
this chapter, we assess the great potentiality of this model to detect genotype-
phenotype associations. The FLTM-based contribution is first put into the per-
spective of PGM-based works meant to model the dependences in genetic data;
then the contribution is considered from the technical viewpoint of LTM learn-
ing, with the vital objective of scalability in mind. We then present the systematic
and comprehensive evaluation conducted to assess the ability of the FLTM model
to detect genetic associations through latent variables. Realistic simulations were
performed under various controlled conditions. In this context, we present a pro-
cedure tailored to correct for multiple testing. We also show and discuss results
obtained on real data. Beside guaranteeing data dimension reduction through la-
tent variables, the FLTM model is empirically proven able to capture indirect
genetic associations with the disease: strong associations are evidenced between
the disease and the ancestor nodes of the causal genetic marker node, in the forest;
in contrast, very weak associations are obtained for other latent variables. Finally,
we discuss the prospects of the model for association detection at genome scale.
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1 Introduction

Thanks to their ability to capture (conditional) independences and dependences between
variables, probabilistic graphical models (PGMs) offer an adapted framework for a fine
modeling of relationships between variables in an uncertain data framework. A PGM
is a probabilistic model relying on a graph encoding conditional dependences within a
set of random variables. A PGM provides a compact and natural representation of the
joint distribution of the set of variables. Bayesian networks (BNs) are a commonly used
branch of PGMs.

Despite the fact that the observed variables are often sufficient to describe their joint
distribution, sometimes, additional unobserved variables, also named latent variables,
have a role to play. In this context, hierarchical Bayesian networks such as latent tree
models (LTMs), formerly named hierarchical latent class models, were proposed. LTMs
are tree-shaped BNs where leaf nodes are observed while internal nodes are not. LTMs
generalize latent class models (LCMs), defined as containing a unique latent variable
and edges only connecting the latent variable to all the observed variables. In LTMs,
multiple latent variables organized in a hierarchical structure allow to depict a large
variety of relations encompassing local to higher-order dependences (see Figure 1).
LCMs enforce observed variables to be independent, conditionally on the latent varia-
ble. In contrast, LTMs relax this local independence assumption which is often violated
for observed data.

Few algorithms have been developed to learn such models and still fewer for ap-
plications in association genetics [1]. Forests of LTMs have been recently proposed as
potentially useful for association studies [2,3]. In the biomedical research domain, as-
sociation studies rely on the description of DNA variants at characterized genome loci
- or genetic markers - for all subjects in case and control cohorts. Such studies attempt
to identify any putative dependence - or association - between one or possibly some
genetic markers and the affected/unaffected status. In the case of a single causal lo-
cus, a putative association is revealed if the distribution of variants between cases and
controls shows an accumulation of the former with respect to some variant(s). From
now on, we will refer to the most popular genetic markers, that is, Single Nucleotide
Polymorphisms (SNPs).

One of the first motivations to propose this novel model - the forest of LTMs (FLTM)
- is to take account of linkage disequilibrium (LD) in the most possible faithful way.
Linkage disequilibrium occurs because DNA variants close on the chromosome are
scarcely separated by the shuffling of chromosomes (recombination) that takes place
during sex cell formation. Such variants are therefore transmitted together (as an hap-
lotype) from parent to child. Such patterns are at the basis of the so-called haplotype
block structure [4]: ”blocks” where statistical dependences between loci are high al-
ternate with shorter regions characterized by low statistical dependences, the recombi-
nation hotspots. LD is crucial for association studies since a causal locus not sharply
coinciding with a SNP is nevertheless expected to be flanked by SNPs highly likely
to be shown (indirectly) associated with the phenotype. Besides, benefitting from high
correlations is appealing to implement data dimension reduction.

Data dimension reduction exploiting LD is not new to genetics. However, tack-
ling this issue through adapted Bayesian networks has but recently been proposed [3].
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Besides, FLTM models seem appealing to enhance association studies: due to their
hierarchical structure, FLTM models would help pointing out a region containing a ge-
netic factor associated with a studied disease. However, bottom-up information fading is
likely to be observed in the hierarchical structure. The impact on downstream analyses
such as association studies remains questionable. The very point is to check whether
latent variables covering a causal region are found associated with the disease. This
chapter conducts a systematic and comprehensive evaluation of the ability of the FLTM
model to help evidence genetic associations through latent variables. In this framework,
we address the case of the single causal genetic factor.

The organization of the chapter is as follows. After the Section ”Definitions”, Sec-
tion 3 provides the motivation for the FLTM model proposal, together with the con-
text of this proposal: the FLTM-based contribution is first put into the perspective of
PGM-based works addressing LD modeling; then the contribution is considered from
the viewpoint on LTM learning. The next Section describes the specific FLTM learning
algorithm developed. Section 5 briefly outlines the advantages of FLTM, confirmed by
evaluation. In particular, this Section highlights three advantages of the FLTM model,
which are crucial to detect genetic associations: scalability, faithfulness in LD mode-
ling, high data dimension reduction. In Section 6, the notion of ”indirect association”
is defined; then is detailed the protocol implemented for the methodical evaluation of
FLTM latent variables’ ability to capture indirect associations. Section 6 discusses the
results of intensive tests run on realistic simulated data; finally, tests applied on real
genotypic data are also shown.

2 Definitions

In the context of this chapter, we restrain our concern to discrete and finite variables
(either observed or latent).

Definition 1 (Conditional Independence). Given a subset of variables S ⊆ X\{Xi, Xj},
conditional independence between Xi and Xj given S (Xi ⊥⊥ Xj |S) is defined as:
P(Xi, Xj |S) = P(Xi|S) P(Xj|S). The non-equality entails that both variables are
conditionally dependent given S.

Definition 2 (Bayesian Network). BNs are defined by a directed acyclic graphG(X,E)

and a set of parameters θ. The set of nodes X = {X1, ..., Xp} represents p random
variables and the set of edges E captures the conditional dependences between these
variables (i.e. the structure). The set of parameters θ describes conditional probability
distributions θi = [P(Xi/PaXi)] where PaXi denotes node i’s parents. If a node has
no parent, then it is described by an a priori probability distribution. The variables are
described for n observations. X is a BN with respect to G if it satisfies the local Markov
property stating that each variable is conditionally independent of its non-descendants
given its parent variables: Xi ⊥⊥ X \ desc(Xi) |PaXi for all i ∈ {1, ..., p} where
desc(Xi) is the set of descendants of Xi.

Due to the local Markov property, the joint probability distribution writes as a product
of individual distributions, conditional on the parent variables: P(X) =

∏
i∈{1,...,p} θi.
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Fig. 1. Latent tree model and forest of latent tree models. The light shade indicates the observed
variables whereas the dark shade points out the latent variables.

Fig. 2. Illustration of key terms specific to our approach. A nodes: ancestor nodes of the causal
SNP; O nodes: other latent nodes categorized in OT nodes (in causal tree) and OO nodes (outside
the causal tree). See Figure 1 for node nomenclature.

For further understanding, we now briefly recall some definitions, including that
of another branch of PGMs, the Markov random fields, which will be mentioned in
Section 3.

Definition 3 (Markov Random Field). Given an undirected graph G(X,E), the set of
random variables X form a Markov random field (MRF) with respect to G if it satisfies
the local Markov property, stating that a variable is conditionally independent of all
other variables given its neighbours.

In this case, the joint distribution can be factorized over the cliques of the graph:
P(X) =

∏
C∈cl(G) φC(XC), where cl(G) is the set of cliques of G and the functions

φC are the so-called potentials.
A commonly used class of MRFs, the decomposable MRFs, represents those MRFs

whose graph is triangulated (i.e. no cycle of length strictly greater than 3 is allowed).

Definition 4 (Entropy, Mutual Information). The entropy of variable X writes as:

H(X) = −
n∑

i=1

P(xi) logP(xi)

where P(xi) is the probability mass function of outcome xi.
Given two variables Xi and Xj , the mutual information measures the dependence of

the two variables, expressing the difference of entropies between the independent model
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P(Xi) P(Xj) and the dependent model P(Xi|Xj) P(Xj): I(Xi, Xj) =
(
H(Xi) +

H(Xj)
)
−
(
H(Xi|Xj) +H(Xj)

)
= H(Xi) − H(Xi|Xj). The larger the difference

between entropies, the higher is the dependence.

Definition 5 (Allele, SNPs, Haplotype). Due to the presence of pairs of chromosomes
in the human genome, the DNA at a given chromosome locus (SNP) may either be de-
scribed through a pair of variants (alleles or phased data) at the finer description level
or through a unique variant (unphased data). As SNPs are biallelic, only two alleles are
encountered at the corresponding loci (instead of the 4 possible nucleotides A,T,C,G).
Thus, SNPs are discrete variables whose three possible values may be coded as, say,
0, 1 and 2, to respectively account for aa, {Aa, aA} (usually not distinguishable) and
AA, where A and a are the two alleles. An haplotype is defined as a sequence of alleles.

3 Motivation and Related Work

3.1 Motivation

To tackle the difficult problem of disease association detection, several algorithms com-
ing from the machine learning domain have been proposed. Some of them use PGMs
[5,6]. Recently, forests of latent tree models have been investigated for LD modeling
purpose [3]. A forest of latent tree models (FLTM) is a forest whose trees are LTMs
(see Figure 1). FLTMs generalize LTMs, since the variables are not constrained to be
dependent upon one another, either directly or indirectly. Thus, FLTMs can describe a
larger set of configurations than LTMs.

When modeling such highly correlated variables as those in genotypic data, the chal-
lenge is all the more crucial for downstream analyses such as study and visualization of
linkage disequilibrium, mapping of disease susceptibility genetic patterns and study of
population structure. Most notably, the benefits of using FLTMs to model LD rely on
their ability to account for multiple degrees of SNP dependences and to naturally deal
with the fuzzy nature of LD block boundaries. As will further be emphasized, this latter
advantage results from the FLTM learning algorithm, which does not impose that the
SNPs subsumed by the same latent variable be neighbouring SNPs (along the genome).

3.2 Probabilistic Graphical Models to Model Linkage Disequilibrium

The FLTM-based model is meant as an improving alternative over other PGM-based
works addressing LD modeling. Besides learning of parameters (θ), that is a priori
and conditional probabilities for Bayesian networks, and probability distributions for
cliques and separators for Markov random fields, the most challenging task in PGM
learning is structure inference. Thomas and Camp pioneered the use of PGMs to model
LD [7]. To reach this aim, their approach relies on the general class of decomposable
Markov Random Fields (DMRF). Decomposable graphs allow the efficient computa-
tion of the likelihood of the structure, given the data. Thus, structure learning is eas-
ily performed navigating the structure space while optimizing a log-likelihood-based
score. To explore the DMRF space, operations based on connection or disconnection
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of randomly-selected nodes were designed to build the neighbourhood of an incumbent
graphG. Whatever the method used for model estimation (downhill search or simulated
annealing), a severe issue alleviates the efficiency of the model learning algorithm: the
operational characterization of general decomposable graphs is not possible. Therefore,
starting from the incumbent graph G, one has to check a posteriori whether a proposal
G′ in the neighbourhood of G is decomposable. In the BN-based approach of Lee and
Shatkay, hill climbing with random restarts is constrained by the greedy sparse candi-
date procedure, a standard used to accelerate structure learning [8].

Models with latent variables have also been investigated to model and exploit LD.
Their common characteristic is the use of the SEM (structural expectation maximiza-
tion) procedure. SEM successively optimizes parameters θ, conditional to the structure
S, then optimizes S conditional to θ. In this line, Greenspan and Geiger efficiently infer
ancestral haplotypes using BNs with latent variables and taking account of recombina-
tion hotspots, bottlenecks, genetic drift and mutation [9]. Their model is defined by a
partition of the region under analysis into blocks, with one or more ancestor haplotypes
defined for each block (latent variables). A Markov chain expresses the dependences
between the block genealogies, reflecting the fact that LD exists between blocks as well
as within them. First, an ensemble of local models which are locally optimal are in-
ferred. For this purpose, the search space of models is explored through Gibbs-style
iterations. All model parameters are optimized at each stage of this process, using the
local search and an adapted EM algorithm. The Latent Class Model (LCM) (see In-
troduction) is the basic component of Kimmel and Shamir’ s model [10]. The latter is
a collection of LCMs. The principle of the modeling lies in assigning each locus to a
cluster, i.e. an LCM. In this category, Zhang and Ji’s approach improves over the pre-
vious block-based approach: a cluster-based approach allows non contiguous SNPs in
the same cluster [1].

None of the previous approaches is scalable when more than one thousand SNPs
and one thousand individuals are considered. To cope with genome-wide data, various
leads have been explored. Hidden Markov models (HMMs) are a particular class of
PGMs, in which the latent variables are ruled by a Markov chain. Daly et al. developed
an HMM model for LD mapping [4]. In this line, Scheet and Stephens proposed an
HMM-based model where latent states correpond to ancestral haplotypes [11]. To cap-
ture the features inherent to LD, i.e. that cluster-like patterns tend to be local in nature,
an HMM is used: it models the fact that alleles at nearby markers are likely to arise
from the same cluster. Besides, the model can deal with gradual decline of LD with dis-
tance. The corresponding well-known software program, fastPHASE, is accurate and
enables to handle very large datasets (one thousand individuals and hundreds of thou-
sands of SNPs). A variable-length markov chain (VLMC) was proposed by Browning
and Browning [12]. In VLMCs, the memory length can vary along the chain, depending
on the context. Thus, the memory length will be larger for regions of high LD, whereas
it will be small for hotspots, where recombination entails low LD. In contrast to HMMs,
no prespecification of the structure is required to learn a VLMC, such as the number
of ancestral haplotypes, and model learning is performed through a fast heuristic. The
widely used Beagle software is expected to scale to one thousand individuals and one
hundred thousand SNPs.
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Additional investigations on DMRFs led to two scalable proposals. To escape the
computationally demanding checking of the decomposability property, appropriate
moves were tailored by Verzilli et al. to preserve this property while browsing the search
space of DMRFs [5]. To move from a triangulated graph to another one, these authors
designed moves that involve changes in the sets of cliques and separators. In the merge
move, a randomly selected clique is merged with another one. The split move splits up
a non-singleton clique selected at random. More recently, Abel and Thomas used rules
coming from graph theory, to keep the graph decomposability property when sampling
in the neighbourhood of a DMRF [13]. The authors are able to enumerate all the DMRF
neighbours of an incombent DMRF. Central to this enumeration is the concept of junc-
tion tree (JT): sampling in the space of JTs is substituted to sampling in the space of
DMRFs [14].

To reach scalability in LD modeling, the recent BN-based proposal of Mourad et al.
constrains the model structure to be a forest of latent tree models. Thus, a specific algo-
rithm may be tailored to efficiently learn the structure. We recapitulate the approaches
abovementioned in Table 1.

Table 1. Probabilistic graphical models dedicated to the modeling of linkage disequilibrium

Scalability Model Main aim Model learning Details Reference Software

No

Markov random
field

LD modeling
Hill climbing

Thomas and Camp (2004) HapGraph

Bayesian network
Selection of
tagging SNPs

Greedy sparse
candidate procedure

Lee and Shatkay (2006)
–

Bayesian
network with
latent variables

High density
LD mapping

SEM

Block partitioning, local Gibbs
sampling, Markov chain

Greenspan and Geiger (2004) Haploclock

LD modeling
and phase
inference

Block-based collection of latent
class models

Kimmel and Shamir (2005) –

LD modeling
Cluster-based collection of latent
class models

Zhang and Ji (2009) –

Yes

Hidden Markov
Model

LD modeling

EM

Daly et al. (2001)
–

Phase
inference,
missing data
imputation

Scheet and Stephens (2006) fastPHASE

Variable Length
Markov Chain

Genome-wide
association
study

Specific heuristic Probabilistic automaton Browning and Browning (2007) Beagle

Markov random
field

Monte Carlo Markov
chain

Verzilli et al. (2006)

Genome-scale
LD modeling

Hill climbing
Sampling in the space of junction
trees

Abel and Thomas (2011)

Forest of latent
tree models

LD modeling,
dimension
reduction

Specific procedure Ascending clustering of variables Mourad et al. (2010) CFHLC+

3.3 Learning Latent Tree Models

As for general BNs, besides learning of parameters (θ), i.e. a priori and conditional
probabilities, one of the tasks in LTM learning is structure inference. This task gene-
rally remains the most challenging due to the complexity of the search space. Regarding
LTM learning, the proposals published in the literature fall into two categories. The first
category relies on standard Bayesian network learning techniques. The second category
is based on the clustering of the variables. To learn θ, both categories rely on the expec-
tation maximization (EM) algorithm or an EM variant.
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In the first category, the algorithms explore the search space through a local search
strategy and optimize a score, such as the BIC score [15]. Zhang proposed a greedy
algorithm, to navigate in the structure search space [16]. This algorithm is coupled
with a hill climbing procedure, to adjust the cardinality of the latent variables. A more
efficient variant of this algorithm has recently been proposed [17]. In this first cate-
gory, structural expectation maximization (SEM) has also been adapted to the case of
Bayesian networks with latent variables. SEM successively optimizes θ, conditionally
on the structure S, then optimizes S conditionally on θ. Parameter learning being a
time-consuming step, in this framework, Zhang and Kocka have adapted a procedure,
called local EM, to optimize the variables whose connection or cardinality has been
modified in the transition from former to current model [18]. In one of the two LTM-
based approaches dedicated to LD modeling, Zhang and Ji use a set of LCMs and apply
a SEM strategy [1]. The number of LCMs has to be specified. To avoid getting trapped
in local optima while running the EM algorithm to learn a set of latent models, these
authors have adapted a simulated annealing approach.

The above score-based approaches require the computation of the maximum likeli-
hood in presence of latent variables, a prohibitive task regarding computational burden.
Thus, various methods based on the clustering of variables have been implemented.
They all construct the model following an ascending strategy; they all rely on the mu-
tual information (MI) criterion, to identify clusters of dependent variables. In their turn,
these methods may be sub-categorized into binary- and non binary-based approaches.

Hwang and co-workers’ learning algorithm is dedicated to binary trees and binary
latent variables [19]. It has to be noted that the trees are possibly augmented with con-
nections between siblings, that is nodes sharing the same parent into the immediate
upper layer. Also confining themselves to binary trees, Harmeling and Williams have
proposed two learning algorithms [20]. One of them approximates MI between a latent
variable H and any other variable X , based on a linkage criterion (single, complete or
average) applied for X and the variables in the cluster subsumed by H . A variant of this
first algorithm locally infers the data corresponding to any latent variable; therefore it is
possible to achieve an exact computation of the MI criterion between a latent variable
and any other variable.

Two approaches have been proposed to circumvent binary tree-based structures.
Wang and co-workers first build a binary tree; then they apply regularization and simpli-
fication transformations which may result in subsuming more than two nodes through
a latent variable [21]. In their approach devoted to LD modeling, Mourad and colla-
borators implement the clustering of variables through a partitioning algorithm [3]; the
latter yields cliques of pairwise dependent variables. Besides, this method imposes the
control of information fading as the level increases in the hierarchy, which generally
results in the production of a forest of LTMs (instead of a single LTM).

Two of the above cited methods have been shown to be tractable. For these two non
binary-based approaches, some reports are available: Hwang and co-workers’ approach
was able to handle 6000 variables and around 60 observations. The scalability of the
FLTM construction by Mourad et al. has been shown for benchmarks describing 105

variables and 2000 individuals.
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Table 2. Representations based on latent tree models and their corresponding learning algorithms.
Scalability has been shown for Hwang et al.’s approach, to a certain extent, and for Mourad et
al.’s model, to genome-scale.

Method Model Specificity of Model Learning Application Reference

Local search
General LTM

Two-level algorithm (adjustment of
optimal cardinalities conditional on
structure, structure optimization)

Multidimensional
clustering of
categorical data

Zhang (2004)

Grow-restructure-thin strategy,
optimized EM (restricted likelihood)

Chen et al. 2011

SEM
Inference of latent structure Zhang and Kocka (2004)

Cluster-based collection of latent
class models

LD modeling Zhang and Ji (2009)

Hierarchical
ascending
clustering of
variables

Binary tree-based LTM augmented
with possible connections between
sibling nodes, binary latent
variables

Large-scale data
analysis

Hwang et al.(2006)

Binary trees
Variant with local exact computations
preceded by imputation of latent
variables

Inference of latent
structure

Harmeling and Williams (2011)

General arity of trees and latent
variables

Processing of an initial binary tree

Approximation of the
underlying Bayesian
network through an
LTM

Wang et al.(2008)

Partitioning of variables LD modeling Mourad et al. (2011)

From a methodological viewpoint, the recapitulation provided in table 2 puts the con-
tribution of Mourad and collaborators into the perspective of LTM-based approaches.
This table emphasizes the pioneering aspect of an LTM-based method dedicated to
genome-scale LD modeling. The next Section thoroughly describes the learning algo-
rithm for Mourad et al.’s approach.

4 The Learning Algorithm

Two versions of the FLTM learning algorithm were designed by the authors. This Sec-
tion depicts the version used to test the ability of the FLTM model to detect genetic as-
sociations. Five details of the algorithm are highlighted. The Section ends with a short
recapitulation regarding the evaluation of FLTM with respect to the LD modeling aspect.

4.1 Outline of the Algorithm

The learning is performed through an adapted agglomerative hierarchical clustering
procedure. At each iteration, a partitioning method is used to assign variables into
non-overlapping clusters. The partitioning is based on the identification of cliques of
strongly dependent variables in the complete graph of pairwise dependences. Amongst
the clusters, each cluster of size at least two is a candidate for subsumption into a latent
variable H . To acknowledge or reject the creation of H , a prior task considers the LCM
rooted in this latent variable candidate and whose leaves are all the variables of the
cluster. Parameter learning using the EM algorithm is performed for this LCM. Then
probabilistic inference allows missing data imputation for the latent variable. Once all
the data are known for this LCM, a validation step checks whether the latent variable
captures enough information from its children. If a latent variable is validated, its child
variables are then replaced with the latent variable. In contrast, the nodes in unvalidated
clusters are kept isolated for the next iteration. Iterating these steps yields a hierarchical
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structure. In other words, latent variables capture the information borne by underlying
observed variables (e.g. genetic markers). In their turn, these latent variables, now play-
ing the role of observed variables, are synthesized through additional latent variables,
and so on.

The FLTM learning algorithm is now more formaly depicted (see Algorithm 1). The
ascending hierarchical clustering (AHC) process is initiated from the first layer consist-
ing of univariate models. Each such univariate model is built for any observed variable
(lines 2 and 3). The termination of the AHC process arises if each cluster identified is
reduced to a singleton (line 7) or if no cluster of size at least 2 could be validated (line
18). At each step, an LCM is first learnt for each cluster containing at least two nodes
(line 12); the validity of the proposed subsumption is then checked (line 13 to 16). For
simplification, the cardinality of the latent variable is estimated as an affine function
of the number of variables in the corresponding cluster (line 11). After validation, the
LCM is used to enrich the FLTM model (line 14): a node corresponding to the new
latent variable Lik is created and connected to the child nodes; the prior distributions of
the child nodes are replaced with distributions conditional on the latent variable. Lik is
added to the set of latent variables, whereas its imputed values, D[Lik ], are stored (line
15). All variables in Cik are then dismissed and replaced with the latent variable (line
15). In contrast, the nodes in unvalidated clusters are kept isolated for the next step.

4.2 Details of the Algorithm

Five points of this algorithm are now detailed. For a start, light is shed on the two
points establishing the difference between the initial version in [3] and the novel ver-
sion, CFHLC+.

Window-Based Data Scan versus Straightforward Data Scan. First, the reader is re-
minded that the initial observed variables are SNPs, which are located along the genome
in a sequence of ”neighbouring” (but generally non contiguous) genetic markers. To
meet the scalability criterion, a divide-and-conquer procedure was implemented in [3]:
the data are scanned through contiguous windows of identical fixed sizes. However,
such splitting is questionable. It entails a bias in the processing of the variables located
in the neighbourhood of the artificial window frontiers. Managing overlapping windows
would not have led to a practicable algorithm. Therefore, a first notable difference with
the algorithm in [3] lies in that the novel version does not require data splitting. Instead,
a simple principle is implemented: not all pairs of variables are processed by the parti-
tioning algorithm. Beyond a physical distance on the chromosome, δ, specified by the
geneticist, variables are not allowed in the same cluster. Setting the δ constraint actually
corresponds to implementing a sliding window approach.

Partitioning of Variables into Cliques. Standard agglomerative hierarchical cluster-
ing considers a similarity matrix. As a latent variable is intended to connect pairwise
dependent variables, the standard agglomerative approach was adapted accordingly.
Within each window, the previous version runs a clique partitioning algorithm on the
complete graph of pairwise dependences. In the novel version, no complete matrix is
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Algorithm 1. FLTM model learning

INPUT: Xobs , a set of p observed variables (X = X1, ...,Xp),
D[X], the corresponding data for n subjects,
PartitionProc, a procedure to partition variables into non-overlapping clusters of variables,
τpairwise, a threshold used to guide PartitionProc,
Criter, a criterion to estimate information fading through the bottom-up model construction,
τlatent, a threshold used to constrain information fading,
α1, α2 and cardmax, parameters used to estimate the cardinality of latent variables.

OUTPUT: F and θ, respectively the graphical structure and the parameters of the FLTM model,
L, the whole set of latent variables identified through the construction (L = {L1, ..., Lm}),
D[L], the corresponding data imputed for the n subjects.

Convention: D[V], data relative to the set of variables V, and describing the n subjects.

1: F ← ∅; θ ← ∅; L ← ∅; D[L] ← ∅

2: {∪iDAGunivi
, ∪iθunivi

} ← learnUnivariateModels(X) /* processing of layer 0 */
3: F ← ∪iDAGunivi

; θ ← ∪iθunivi

4: step ← 1; X ← Xobs

5: while true
6: {C1, ..., Cc} ← partitionIntoClusters(X,D[X], PartitionProc, τpairwise)

7: if all clusters Cq are singletons then break end if

8: {Ci1 , ..., Cic2
} ← selectNonSingletonClusters(C1 , ..., Cc)

9: nbV alidClusters ← 0

10: for k = 1 to c2

11: cardLV ← min(α1 × numberOfV ariables(Cik
) + α2, cardmax)

12: {DAGik
, θik , Lik

, D[Lik
]} ← learnLatentClassModelThroughEM(Cik

, D[Cik
], cardLV )

13: if (Criter(DAGik
, D[Cik

] ∪D[Lik
]) ≥ τlatent) /* validation of current cluster ik */

14: incr(nbV alidClusters); F ← mergeStructures(F , DAGik
);

θ ← mergeParameters(θ, θik )

15: L ← L ∪ Lik
; D[L] ← D[L] ∪ D[Lik

]; X ← (X \ Cik
) ∪ Lik

16: end if
17: end for

18: if (nbV alidClusters = 0) then break end if
19: incr(step)

20: end while

required anymore. The physical constraint δ leads to consider a sparse matrix of pair-
wise dependences, where only computed values are stored.

The clique partitioning algorithm CAST devoted to the clustering of variables is em-
ployed [22]. The dependence between two variables, evaluated through pairwise mutual
information, is used to derive a binary similarity measure (requested by CAST), depen-
ding on a threshold τpairwise. The algorithm CFHLC+ automatically fixes this thresh-
old, based on a given quantile value of the mutual information values in the whole
matrix (e.g. the median value). The CAST algorithm has been adapted to take account
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of the physical constraint δ. The physical constraint imposed by the sliding window size
δ allows to adjust the variable bandwidth of the sparse dependence matrix.

It has to be noted that, unlike SNPs, latent variables are not characterized by a phys-
ical location on the chromosome. In this specific case, the locations of the SNPs sub-
sumed by a given latent variable are averaged to provide the location of this latent
variable.

Data Imputation for Latent Variables. Data imputation is processed locally, that is
considering the LCM rooted in the latent variable and whose leaves are the variables
in the cluster. For simplification, the cardinality of the latent variable is estimated as
an affine function of the number of leaves. Parameter learning is first performed in
this LCM, through the EM algorithm. This step yields the marginal distribution of the
latent variable and the conditional distributions of the child variables. Therefore, (linear)
probabilistic inference can be carried on, based on the following principle:

P(H = c|xj) =
Πp

i=1 P(x
j
i |H = c) P(H = c)∑k

c=1 Πp
i=1 P(x

j
i |H = c) P(H = c)

,

with k the cardinality of latent variable H , c a possible value for H , j an observation,
i.e. an individual, and xj the vector of values {xj

1, ..., x
j
p} corresponding to the variables

in the cluster {X1, ..., Xp}.

Local Parameter Learning. In parallel with structure growing, the parameters of the
forest of LTMs are learned locally (see Subsection 4.2). At a given iteration, for any
variable identified as a leaf node in an LCM (corresponding to a cluster), the current
marginal distribution of this variable is replaced with its conditional distribution learnt
in the LCM. Thus, during the bottom-up construction of the FLTM, marginal distribu-
tions are successively replaced with conditional distributions.

Validation of Latent Variables. The subsumption of the candidate cluster into the
latent variable H is validated through a criterion averaging a normalized dependence
measure between H and each of H’s child nodes:

Criter =
1

| CH |
∑

i ∈ CH

I(Xi, H)

min (H(Xi), H(H))
≥ τlatent,

with | CH | the size of cluster CH .

4.3 Role of Parameters

In the forest of LTMs, the subsumption process is controlled through thresholds
τpairwise and τlatent, and constraint δ. No latent variable is allowed to subsume va-
riables which are not highly pairwise dependent (τpairwise) or which are in regions
too far from one another (δ); τlatent controls bottom-up information fading through the
hierarchy. τpairwise, τlatent and δ thus monitor the number of connected components
(trees) and the number of layers in the forest. These three parameters rule the trade-off
between faithfulness to the underlying reality and tractability of the modeling.
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5 Evaluation

The application software, CFHLC+, is available at http://sites.google.com/site/
raphaelmourad/Home/programmes. It is developed in C++ and relies on the ProBT li-
brary dedicated to Bayesian networks (http://bayesian-programming.org).

The algorithm was tested on datasets describing 105 SNPs for 2000 individuals. With
the first version, the running time was around 15 hours for an arbitrary window size of
100 SNPs. When setting the sliding window size δ to 0.5 Mb, a reasonable choice to
capture LD, the novel algorithm now runs in less than 12 hours. It has to be emphasized
that as the algorithm runs EM with 10 restarts, a significant improvement has been
brought with respect to the initial version. Finally, the algorithm is shown quasi linear
with the number of SNPs and linear with the sliding window size. Such experimenta-
tions are reported in [3], together with the examination of the robustness with respect
to parameter adjustment.

FLTM was shown to faithfully model linkage disequilibrium. Due to its hierarchical
structure, the multiple layers of an FLTM are expected to describe various degrees of
LD strength. To check this property, the principle was the following: for some given
genomic region, two matrices were compared. The standard triangular matrix Mc of
pairwise dependences (r2 coefficient) between SNPs was first calculated. Then, for
each pair of SNPs, the latent variable representing the lowest common ancestor (LCA)
was identified. On the other hand, it is easy to compute the mean r2 over all latent va-
riables located in the same level in the FLTM hierarchy. Thus, each cell of the second
matrix, Md, was assigned the mean r2 measure associated with the LCA level. For a
visual comparison, a color palette where shade darkens whith increasing dependence
was assigned to Mc, whereas a discretized palette was affected to Md. The visual com-
parison of the two plots brilliantly showed that the FLTM faithfully reflects LD strength
variety (see [3]).

In complement, it was also shown that FLTM provides a compact and interpretable
view of LD for the geneticist. Low-level latent variables represent short-range LD and
are interpreted as haplotype shared ancestry. High-level latent variables correspond to
long-range LD, induced by population admixture or natural selection. The flexibility
of FLTM was highlighted in [23], where short-, long- and chromosome-wide linkage
disequilibrium was modeled and visualized.

Equally important for the genetic association purpose is the dimension reduction
aspect, with its consequence, possible bad subsumption. Drastic reductions are observed
as a rule (about 85%) (see [3]). However, the quality of the information about the child
variables is expected to decrease in a bottom-up fashion, for latent variables. Now the
soundness of FLTM for LD modeling is assessed, a demonstration of the ability to
capture genetic associations is still requested.

6 Protocol to Assess the Suitability of FLTM to Association
Genetics

The objective of the study is to investigate how information about causality fades from
bottom to top in the hierarchy and what are the trends regarding the ratios of latent
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variables erroneously associated with the disease. Therefore, realistic simulated data
designed to harbour a causal SNP must be generated. We name indirect genetic asso-
ciation any dependence between a causal SNP ancestor node (abbreviated as A) in the
FLTM and the disease. This dependence is due to the fact that an A node is likely to
capture the information of the causal SNP. If indirect genetic association may be ev-
idenced for A nodes, the identification of A nodes will allow pointing out potentially
causal markers since the latter are leaf nodes of the trees rooted in A nodes (see Fig-
ure 2 which clarifies the meaning of specific key terms further used). The purpose is
to examine the difference between causal SNP ancestors (As) and other latent nodes
(abbreviated as Os). The behaviour of Os in causal trees (OTs) and of Os outside causal
trees (OOs) will also be examined.

6.1 Simulation of Realistic Genotypic Data

Conducting a systematic analysis under controlled conditions requires that we are able
to simulate both realistic SNP data and an association between one of these SNPs
and the disease status (affected/unaffected). For this purpose, one of the most widely
used software applications was chosen, namely HAPGEN (http://www.stats.ox.ac.uk/
∼marchini/software/gwas/hapgen.html) [24]. The reader well acquainted with such
HAPGEN simulations may skip the two following paragraphs, which describe the sim-
ulation in the case of a single causal SNP.

Generating realistic genotypic simulation lies in the ability to mimic linkage disequi-
librium. HAPGEN relies on the haplotypes (or sequence of alleles) of a population of
reference, to generate new haplotypes as mosaics of the known haplotypes, for a user-
specified number of cases and controls. The genotype of any individual is generated
based on the two haplotypes simulated for this individual.

HAPGEN selects at random the causal SNP, checking for the minor allele frequency
to be within a user-specified range. Assuming causality under a specific disease model
and effect sizes, it is straightforward to calculate the genotype frequencies in cases at
that locus. On this basis, any case individual is simulated by first simulating the alleles at
the causal locus and then working outwards in each direction to construct the two haplo-
types. Note that the same mechanism governs the construction of haplotypes, whatever
the status of the individual (case or control). The only distinction lies in that the locus
from which the extension is started is chosen at random, for controls. For cases, the
extension is initiated from the causal locus. The extension processes conditionally on
reference haplotypes and is ruled by the fine-scale knowledge of recombination rates
and the physical distance between loci, to calculate the probability of breaks in the
mosaic pattern as one moves along the region. Moreover, partial copies (of haplotype
subregions) are blurred by simulated mutations.

To control the simulation conditions, three ingredients are combined: minor allele
frequency (MAF) of the causal SNP, severity of the disease expressed as genotype rela-
tive risks (GRRs) for various disease models. The range of the MAF at the causal SNP
is specified to be 0.1-0.2, 0.2-0.3 or 0.3-0.4. Various genotype relative risks are con-
sidered and the disease model is specified amongst additive, dominant, multiplicative
or recessive (add, dom, mul, rec). These choices are justified as standards used for
simulations in association genetics.
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For short, together with GRRs, the disease models allow specifying the probability
to be affected, depending on the genotype at the causal locus: GRR =

P(affected|Aa)
P(affected|aa) ,

where A is the disease allele. The specification of the disease model amongst add, dom,
mul and rec allows the adjustment of the probability to be affected when carrying the
two disease alleles AA, with respect to the probability to be affected when carrying Aa
(or aA). Thus various effect sizes may be simulated (see Table 3).

Table 3. The genotype relative risks for four standard disease models. The value 1 stands for
the effect when no disease allele (A) is present at the causal locus (aa). The effect sizes for the
carriers of one disease allele (Aa or aA) and two disease alleles (AA) are indicated for all four
disease models.

Genotype Relative Risk
Major Homozygotous Heterozygotous Minor Homozygotous

aa aA or (Aa) AA

additive 1 1 + α
2

1 + α
dominant 1 1 + α 1 + α

multiplicative 1 1 + α 1 + α2

recessive 1 1 1 + α

HAPGEN was run on the widely used reference haplotypes of the HapMap phase II
coming from U.S. residents of northern and western European ancestry (CEU) (http://
hapmap.ncbi. nlm.nih.gov/). The disease prevalence (percentage of cases observed in
a population) specified to HAPGEN was set to 0.01, a standard value used for disease
locus simulation. The simulated data were generated for 1000 unaffected subjects and
1000 affected subjects and consist of unphased genotypes relative to a 1.5 Mb region
containing around 100 SNPs. Combining all previous conditions leads to testing 36

scenarii (3 × 3 × 4). To derive significant trends, each scenario was replicated 100

times. Together with the objective of a comprensive study, the necessity of replication
explains the choice of the number of variables (100 SNPs). Standard quality control for
genotypic data was carried out: SNPs with MAF less than 0.05 and SNPs deviant from
the so-called Hardy-Weinberg Equilibrium (not detailed) with a p-value below 0.001
were removed.

6.2 Choice of the Association Test

The G2 standard test of independence was preferred over the well-known Chi2 test.
For relatively small sample sizes (below 300 subjects) as in the real dataset analyzed in
SubSection 7.2, G2 is recommended: G2 = 2

∑
ij oij · ln(oij/eij), where oij and eij

are observed and expected frequencies (in absence of genotype-phenotype association)
in the cells of table genotypes× phenotypes. Various p-values were obtained through
successive tests of the phenotype Y against, respectively, the causal SNP, the causal
SNP ancestor nodes (A nodes) and other nodes (abbreviated as Os) in the FLTM’s
graph. The phenotype Y is the affected/unaffected status.

6.3 Adapted Correction for Multiple Testing

To measure the significance of associations, it is necessary to adapt a permutation pro-
cedure dedicated to the computation of the per-test error rate α′ (type I error), in order
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to control the family-wise error rate α (type I error) at, say 5%. Namely, α′ defines the
significance threshold for each association test. α controls the probability to make one
or more false discoveries among all hypotheses when performing multiple association
tests.

An advantage of the FLTM strategy relies on the fact that there are less variables in
the highest layers than in the lowest ones. Thus, α′ is expected to increase with the layer
level. That is the reason why a permutation procedure need be adapted to the calculation
of layer-specific thresholds α′.

The procedure implemented to obtain the α′ threshold specific to each layer is de-
scribed in Algorithm 2. This procedure performs np permutations (line 4). For each
permutation, and each layer � of the FLTM, independence tests are run for any variable
Xv belonging to this layer and the target variable Y (line 9). Then, for each permuta-
tion, the minimum of the p-values over all variables belonging to layer � is added to the
distribution of minimum p-values for this layer (line 12). Given a specified family-wise
error rate α, this distribution then allows to extract the corresponding α′ threshold (line
16). This α′ value, specific to each layer, is to be compared with the p-value resulting

Algorithm 2. PermutationProcedure (X,DX , Y,DY , np, α)

INPUT: X, DX, a set of nv candidate variables (observed or latent) X = X1, ..., Xnv and the
corresponding data observed or imputed for n individuals,
Y, DY, a target variable Y and the corresponding data observed for n individuals,
np, the number of permutations,
α, the family-wise error rate.

OUTPUT: {α′(1), ..., α′(n�)}, the set of per-test error rates respectively computed for
layers l to n�.

1: for � = 1 to n�

2: distribminPV alues(�) ← ∅
3: end for

4: for p = 1 to np

5: DYp ← permuteLabels(DY )
6: for � = 1 to nl

7: pV alues(p, �) ← ∅
8: for each variable Xv in layer �
9: pV aluep, �, v ← runAssociationTest(Xv, DYp)

10: pV alues(p, �) ← pV alues(p, �) ∪ pV aluep, �, v

11: end for
12: distribminPV alues(�) ← distribminPV alues(�) ∪minXv (pV alues(p, �))
13: end for
14: end for

15: for � = 1 to nl

16: α′(�) ← quantile(distribminPV alues(�), α)
17: end for
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Fig. 3. Histograms of −log10(p-value) values resulting from association tests of the phenotype
with the causal SNP ancestor nodes (As) and the other latent nodes (Os). General results compil-
ing all simulated scenarii (see 6.1): MAF (0.1-0.2, 0.2-0.3 and 0.3-0.4), heterozygous GRR (1.4,
1.6 and 1.8) and disease model (dominant, recessive, additive and multiplicative)

from the association test between variable Xv (belonging to layer �) and Y . Thus can
be assessed association significance, corrected for family-wise type I error, or should
one write instead, controlled for layer-wise type I error.

7 Detection of Indirect Genetic Associations

7.1 Verification for Simulated Data

Over all 3600 runs (36 scenarii × 100 replicates), up to 7 layers were generated. Results
obtained for layers above third layer (comprised) are not reported: such layers do not
provide sufficient data to compute representative medians or draw informative boxplots.
On average, over all 3600 FLTMs, the percentages of nodes are distributed as follows:
89.1% in layer 0, 9.5% in layer 1, 1.2% in layer 2 and 0.2% in layer 3.

General Trends. Instead of p-values, we will consider the −log10(p-value) values. Val-
ues near 0 point out independence and the previous indicator increases with the strength
of the dependence. Figure 3 compares the histograms of −log10(p-value) values result-
ing from association tests of Y with A nodes and O nodes, respectively. The comparison
of these two histograms reveals a large dissimilarity between the two distributions. The
majority (70%) of −log10(p-value) values relative to A nodes is greater than 1, whereas
it is the case for only 19% of O nodes. We observe that large −log10(p-value) val-
ues (e.g., greater than 5) are common for the former and are very rare for the latter. A
non-parametric test, the Wilcoxon rank-sum test, shows a p-value less than 10−16, thus
confirming that A and O p-values follow two different distributions.

Figure 4(a) more thoroughly describes the −log10(p-value) values observed for the
different layers of the FLTM in the cases of tests relative to A and O nodes. The layer
0 refers to the association tests between the phenotype and the causal SNP and serves
as the reference value. In this figure, we observe that the association strength for A
nodes slowly decreases when the layer number increases, whereas the association for
O nodes sticks to −log10(p-value) values below 0.4, corresponding to p-values greater
than 0.4. Although O nodes reveal false positive associations (less than 10% have a p-
value below 0.01), these results clearly highlight a general trend: indirect associations
are captured by the A nodes while it is not the case for a large majority of O nodes.
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Fig. 4. −log10(p-value) values for the different layers of the FLTM, resulting from association
tests of the phenotype with the causal SNP ancestor nodes (As) and with the other latent nodes
(Os) - simulated data. (a) Boxplots. (b) Median values. Layer 0 shows the results of the associa-
tion tests between the phenotype and the causal SNP (over all simulated scenarii). See Figure 3
for details about the scenarii, see Subsection 6.3 for the definition of error rate α′

Figure 4(b) emphasizes the general trend of −log10(p-value) observed for A and O
nodes, and compares the median −log10(p-value) value obtained for each layer to the
value corresponding to the significance threshold α′ specific to this layer (see Subsec-
tion 6.3, second paragraph). The remarkable conclusion drawn from this figure is the
following: up to the second layer, significant associations are identified for A nodes; in
contrast, regarding O nodes, for all layers, median −log10(p-value) values are smaller
than the corresponding −log10(α′) values. Focusing on the O distribution, we observe
that the percentage of p-values lower than α′ (false positives) is 4.7%.

In the following, we refer to the terminology defined in Figure 2. The causal tree is
the tree containing the causal SNP. The O nodes divide between nodes located in the
causal (OTs) tree and nodes outside the causal tree (OOs) (Os = OTs (21%) + OOs
(79%)). The true positives are all A nodes. The distribution for O nodes shows 4.7% of
false positives (FPs) on average. But examining separately the OT distribution and the
OO distribution reveals respective FP percentages of 16% and 1.6%. Turning it the other
way, focusing on FPs shows the following allotment: FPs = FP Os = FP OTs (73%) +
FP OOs (27%). Thus 73% of FPs are in the causal tree, representing less than 21% of
O nodes. In conclusion, the false positives are mainly confined in the causal tree; in this
case, the false discovery is explained by the presence of indirect dependences between
the causal SNP and the OTs.

Behaviour under Thirty-Six Genetic Scenarii. The distributions relative to A and
O nodes are now compared for each scenario described in Subsection 6.1 (see Figure
5). Globally, similar tendencies are observed over all scenarii: the association strength
drops continuously from bottom to top layer; in the case of O nodes, an overwhelming
majority of results points out the absence of association, whichever the FLTM’s layer
concerned.

When considering the easiest case (MAF range = 0.3-0.4, GRR = 1.8 and multi-
plicative model), over all layers, the A nodes present strong associations
(−log10(p-value) > 7). Regarding a less ideal but more plausible configuration (MAF
range = 0.2-0.3, GRR = 1.6 and additive model), the median −log10(p-value) value
computed for A nodes decreases from 8.3 at layer 0, to reach 4.6, 3.2 and 2.2 at layers
1, 2 and 3, respectively. On the contrary, when the model is recessive, the association
with the causal SNP is low and the A nodes cannot capture anything (similar results are



Forests of Latent Tree Models for Genetic Association 131

(a)

(b)
Fig. 5. Median −log10(p-value) values for the different layers of the FLTM, resulting from asso-
ciation tests between the phenotype and latent nodes - simulations under thirty-six conditions. (a)
Causal SNP ancestor nodes (As). (b) Other latent nodes (Os). The different windows represent
possible genetic scenarii. At the top of each window, the range of the simulated causal SNP’s
minor allele frequency and the disease model assumption (additive, dominant, multiplicative or
recessive) are indicated. The three different symbols used refer to the genotype relative risks con-
sidered for the simulated causal SNP (see Legend and 6.1). Layer 0 refers to the association tests
between the phenotype and the causal SNP (over all 100 replications).

obtained with most of the methods dedicated to association studies). As regards the O
nodes, null associations are reported in all configurations.

7.2 Confirmation on Real Data

The ability of FLTM to capture the indirect associations was also evaluated on real data.
The dataset used is the 890 kb region flanking the CYP2D6 gene on human chromosome
22q13. This gene has a confirmed role in drug metabolism [25]. The dataset consists
of 32 SNP markers genotyped for 268 individuals and was downloaded from the R
package graphminer developed by Verzilli and collaborators [5]. The SNP 19 at the
position 550 kb is the closest marker to CYP2D6 gene (at 525.3 kb). For this reason,
SNP 19 is considered as the causal marker.
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Fig. 6. Boxplot of −log10(p-value) values for the different layers of the FLTM, resulting from
association tests of the phenotype with the causal SNP ancestor nodes (As) or with the causal SNP
non-ancestor nodes (Os) - real data. Layer 0 refers to the association test between the phenotype
and the causal SNP (marker 19). In layer 3, no O nodes are observed in the FLTMs.

To take into account the stochastic nature of the algorithm (random initialization of
parameters during the EM algorithm), 1000 runs were performed. Each run takes on
average 5.4 s on a standard PC computer (3 GHz, 2 GB RAM). On average, over
all 1000 FLTMs (1000 replicates), the percentages of nodes are distributed as follows:
82.62% in layer 0, 16.89% in layer 1, 0.39% in layer 2 and 0.10% in layer 3. Figure 6
shows the −log10(p-value) values of association tests relative to As and Os. As expected
in view of experiments led on simulated data, the A nodes succeed in capturing indirect
association, in particular in layer 1, with a median value of 5.5, corresponding to p-
values lower than 5.10−6. In the other layers, the strength of associations is lower but
remains relatively high as in layer 2 showing a median value of 4, equivalent to a p-
value of 10−4. As previously seen, when we focus on O nodes, we observe very few
strong associations. The majority of p-values (over 80%) is greater than 0.01.

8 Conclusions

Based on both simulated and real data analyses, this chapter promotes the use of FLTMs
as a simple and useful framework for disease association detection in human genetics.
Efficient capture of indirect genetic association is achieved through two major reasons:
(i) the causal SNP ancestor nodes succeed in capturing indirect associations with the
phenotype; (ii) at the opposite, the other latent nodes globally show very weak associa-
tions. In other words, this property allows to distinguish between true and false indirect
genetic associations.

The numbers of SNPs in the benchmarks used for the simulations were limited.
Nonetheless, this limitation is not a bias to the sound characterization of the fading
of information in the FLTM hierarchies: bottom-up information decays does concern
the forest depth and does not interfere with the forest width. It must be underlined that
the tests were not designed to meet the small n, large p condition (many more variables
(SNPs) than subjects) as in genome-wide association studies (GWASs). Again, this is
not a bias to the study: over thirty-six various scenarii, it was shown that the overwhelm-
ing part (about three quarters) of false positives confines in a unique tree, namely the
one harbouring the causal SNP (causal tree). In the conditions of a GWAS, the forest
width may well be far larger than those observed in our tests, the false positives are
expected to remain confined in the causal tree, for the major part.
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The scalable FLTM learning algorithm allows to reach orders of magnitude consis-
tent with GWAS demands (105 variables, 2000 individuals). In addition to scalability,
data dimension reduction advocates the use of FLTM-based modeling in GWASs: the
issue of multiple hypothesis testing in GWASs would be resolved by testing a low num-
ber of latent variables instead of a large number of observed variables. In the methodical
investigation presented in this chapter, a permutation procedure was necessary to cor-
rect for multiple testing. In the context of a GWAS, only would be explored the trees
rooted in latent variables shown to be significantly associated with the phenotype. Thus
the permutation procedure remains necessary to compute the significance threshold spe-
cific to each layer. Finally, before envisaging an FLTM-based GWAS, an inescapable
prerequisite was testing whether the bottom-up information fading through the forest
would nevertheless allow reliable association detection. No less unavoidable was the
close examination of ratios of latent variables erroneously associated with the disease.
In such an exhaustive analysis of latent variables as above described, the high concen-
tration of (false) associations in a tree pinpointed the causal tree. However, in a GWAS
implementation, a mere best-first search in the FLTM would not allow the identification
of this high concentration. Therefore, the question remains open to design an optimized
procedure where some variant of the best-first FLTM traversal strategy, dimension re-
duction and conditional dependence testing have a role to play.
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Abstract. Two new laser Doppler flowmeter prototypes are herein validated with
Monte Carlo simulations paired with measurements. The first prototype is a multi-
wavelength laser Doppler flowmeter with different spaced detection fibres that
will add depth discrimination capabilities to laser Doppler flowmetry skin mon-
itoring. The other prototype is a self-mixing based laser Doppler flowmeter for
brain perfusion estimation. Monte Carlo simulations in a phantom consisting of
moving fluid as well as in a skin model are proposed for the first prototype vali-
dation. We obtain a good correlation between simulations and measurements. For
the second prototype validation, Monte Carlo simulations are carried out on a rat
brain model. We show that the mean measurement depth in the rat brain with our
probe is 0.15 mm. This positioning is tested in vivo where it is shown that the
probe monitors the blood flow changes.

Keywords: Laser Doppler Flowmetry, Monte Carlo simulations, Microcircula-
tion.

1 Introduction

Laser Doppler flowmetry (LDF) is a Doppler effect based technique used for microcir-
culation blood flow monitoring where monochromatic light, guided by optical fibres,
is transmitted to the tissues under study. In the tissues the laser light can be reflected,
absorbed, transmitted or scattered. The photons scattered by moving particles, like red
blood cells (RBCs), are frequency shifted in accordance with the Doppler effect. These
photons get red blood cells velocity information. If they are detected, together with
photons scattered by static particles, they will produce a modulated photocurrent in the
photodetector. This photocurrent is related with the velocity and concentration of the
RBCs [1] [2].
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LDF signals recorded from human skin lack in estimating the sampling depth. These
difficulties lead to ambiguities in the discrimination of the fraction of light scattered
from superficial and deeper blood microcirculation skin layers [3]. Besides this, com-
mercial available flowmeters use different signal processing algorithms and calibration
procedures making impossible the comparison of their results [2]. Concerning LDF
invasive measurements, the smallest commercial probes available (with 450 μm diam-
eter) are too large for research studies in small organs of animals as rat brain, causing
damage in an extension that may negatively impact local measurements [3].

Monte Carlo methods are statistic methods used in stochastic simulations with appli-
cations in several areas as physics, mathematics, and biology. Monte Carlo simulations
of light transport are very helpful in photon propagation studies in turbid media, as
skin. They have been widely used in LDF area (see for example [4]). In Monte Carlo
methods, the light transport in turbid media is based on the simulation of the photon
trajectories, where separate photons travel through the tissues. Several phenomena as
scattering, absorption and refraction can be simulated based on the scattering functions,
Fresnel relations, etc.

We present herein Monte Carlo simulations results for validation of two new laser
Doppler flowmeter prototypes. These prototypes have been built in order to eliminate
two drawbacks existing in the LDF technique. The first prototype aims at giving depth
perfusion measurements information (non invasive prototype) for human skin. The sec-
ond prototype aims at reducing the size of LDF invasive probes for rat brain measure-
ments (invasive prototype). For the first prototype validation, Monte Carlo simulations
in a phantom consisting of moving fluid at six different depths are herein proposed.
Simulations in a skin model are also presented. Measurements made in the phantom
built and in the human skin are herein presented and compared with the simulation re-
sults. For the second prototype validation, Monte Carlo simulations are carried out on a
rat brain model paired with in vivo measurements. In what follows, we first present the
two prototypes, the three simulated models and the measurements protocols. Finally,
the Monte Carlo simulations are detailed and the computed signals are presented and
compared with the measurements.

2 Materials and Methods

2.1 Prototypes

Skin microcirculation is present in the dermis and is organized into two horizontal
plexuses: the most superficial is situated in the papillary dermis at 0.4 - 0.5 mm below
the skin surface; the second plexus is located at the dermal subcutaneous interface at 1.9
mm from the skin surface where arteriovenous anastomoses can be found [5]. A new
laser Doppler flowmeter prototype with depth discrimination capabilities is being built
in order to determine the sampling depth of the backscattered photons used to compute
the LDF signal [3]. This prototype is a non-invasive and multi-wavelength prototype
device, with 635, 785, and 830 nm laser wavelengths. The probe used is from Perimed
AB and has a central emitting fibre and collecting fibres located at 0.14 (F0.14), 0.25
(F0.25) and 1.20 (F1.20) mm from the emitting fibre [3].
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A self-mixing based prototype with a miniaturized laser Doppler probe is also being
built in order to monitor blood flow changes in rat deep brain structures without causing
significant damage to the tissue [3]. In the self-mixing method, the monitor photodiode
at the rear face of the laser diode is used for signal detection; a single optical fibre is
therefore used for light emission and detection. Pigtailed laser diodes, with 785 and
1308 nm laser wavelengths and with single mode optical fibre are used. Standard single
mode optical fibres have 125 and 250 μm of cladding and jacket diameters, respectively.
The probe consists of the stripped optical fibre inserted in a micro-needle with an outer
diameter of 260 μm [3]. Measurements will be made in the rat brain hippocampus. As
commercial available probes have a 450 μm diameter, the use of only one optical fibre
allows us to reduce the size of the probe to 58%.

2.2 Phantom and Simulation Models

Phantom Model. The phantom model was built with the purpose to evaluate, in vitro,
the non-invasive flowmeter prototype response to moving fluid at different depths (as it
can be found in skin) [6]. The phantom consists of a Teflon microtube rolled around an
aluminium metal piece with a total of six layers. The inner and outer diameters of the
microtube are 0.3 and 0.76 mm, respectively. Commercial skimmed milk has been cho-
sen as a moving fluid because it has various components that act as scatterers, namely
carbohydrates, fat, and protein. Moreover, it does not sediment like microspheres, and it
has similar behaviour to intralipid solutions [7]. Finally, milk is easier for handling than
blood and, besides, it is cheaper. However, as milk is unstable, we use the same milk
solution for one day only. Milk is pumped in the microtubes with a motorized syringe
with different velocities: 1.56, 3.12, 4.68, 6.25, 7.78, and 9.35 mm/s. Different milk
solutions were used: 100% milk, and aqueous solutions with 50% and 25% of milk.

The first simulated model (presented in figure 1) consists of three main layers. The
first layer is composed of a set of objects equivalent to the six microtube layers and it
has a total depth of 5 mm. The two deeper layers mimic the aluminium plate and have
a thickness of 0.1 mm each one: one acts as a scatterer with isotropic semi-spherical
backscattering and the other is a totally reflecting layer. The laser light was considered
as a pencil beam shape and it was positioned at the top of the most superficial tube. A
parabolic profile was used for the milk flow simulations where the maximum velocity
is twice the mean velocity.

The simulations were made only for 635 nm laser light wavelength due to the ab-
sence of information concerning milk and Teflon optical properties for 785 and 830 nm
laser light. The milk optical properties used were published by Waterworth et al. [7],
where the refractive index for milk is 1.346, absorption (μa) and scattering coefficients
(μs) are 0.00052 and 52 mm−1, respectively. The Teflon optical properties used were
published by Li et al. [8] where the refractive index is 1.367, μa = 0.001 mm−1 and μs
=167 mm−1, respectively. Henyey-Greenstein phase function was used with g = 0.90
for both components [7] [8].

Simulations were made for six different velocities for milk speed, three different milk
solutions and three different detection distances, which gives a total of 54 simulations,
with 5,000,000 photons detected in each simulation.
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Fig. 1. Simulation phantom model: it consists of three main layers: a) the upper layer, composed
of microtubes with skimmed milk as moving fluid; and the two deeper layers, b) and c) mimic
the aluminium plate. d) represents the laser beam

Skin Model. The skin simulations were made for three wavelengths (635, 785 and 830
nm) and three different emitting-receiving fibre separations (0.14, 0.25 and 1.2 mm),
the ones used in the non self mixing prototype.

The skin model was based on the model presented by Fredriksson et al. [9] [10]. It
consists of 6 layers with different thicknesses and a given blood concentration at three
different flow velocities with random direction (see table 2 from [10]). Oxygenated
blood with hematocrit equal to 42% was considered (normal hematocrit values: 36-
44% for females; 39-50% for males). A parabolic distribution was considered for the
blood velocities.

The skin and blood optical properties for 635 and 785 nm were also based on
Fredriksson et al. [10], whereas for 830 nm they were based on the results presented in
[11] [12].

The skin and blood optical properties are summarized in table 1. Concerning the
scattering functions, the blood was modelled with the Gegenbauer kernel scattering
phase function, with αGK = 1 for all wavelengths and gGK = 0.95 mm−1 for 635 nm
and gGK = 0.948 mm−1 for 785 and 830 nm. For static tissue the Henyey-Greenstein
phase function was used with g = 0.85 mm−1. The refractive index was set to 1.4 for
all skin layers, 1.58 for the probe and 1 for the surrounding air.

The laser light was simulated as an external photon beam, with pencil beam shape
with a perpendicular entrance in the tissue and the path tracking was recorded with 1/μ′

s

resolution (μ′
s refers to the reduced scattering coefficient). The numerical aperture (NA)

of the fibres is 0.37. A total of 3 times 4 simulations were made where 10,000,000 pho-
tons were detected in each one.
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Table 1. Optical properties for the six skin layers and oxygenated blood (hematocrit=42%) used
in skin simulations for 635, 785 and 830 nm

μa mm−1 μ′
s mm−1 g

Wavelength (nm) 635 785 830 635 785 830 635 785 830
Epidermis 0.15 0.1 0.0122 4.8 3.5 1.81 0.85 0.85 0.9

Papillary dermis 0.15 0.1 0.0122 3 2 1.81 0.85 0.85 0.9
Superior blood net 0.15 0.1 0.0122 3 2 1.81 0.85 0.85 0.9
Reticular dermis 0.15 0.1 0.0122 3 2 1.81 0.85 0.85 0.9
Inferior blood net 0.15 0.1 0.0122 3 2 1.81 0.85 0.85 0.9

Subcutis 0.15 0.1 0.00856 2.4 2 1.12 0.85 0.85 0.9
Blood 0.34 0.5 0.52 2.13 2 2 0.991 0.991 0.991

The optical properties of deoxygenated and oxygenated blood are equal except
for the absorption coefficient (see table 5 from [10]). However, this value is rather
independent of the level of oxygenation of the blood, once the chosen wavelengths
are close to the 800 nm isobestic point of oxygenated and deoxygenated haemoglobin.

Rat Brain Model. The rat hippocampus consists of several substances such as grey
matter, white matter and blood vessels, among others. The blood percentage is nearly
4.5% and the white matter is up to 4% of the blood volume. As the percentage of white
matter is very low we considered that the hippocampus has 95.5% of grey matter and
4.5% of blood (3.6% of oxygenated blood and 0.9% of deoxygenated blood) [10] [13].

The optical properties chosen in the simulations for the 785 nm wavelength were
based on Fredriksson et al. [10]. The absorption coefficients used were 0.2, 0.5 and 0.64
mm−1 for grey matter, oxygenated and deoxygenated blood, respectively. The scatter-
ing coefficients were 0.78 mm−1 for the grey matter and 2 mm−1 for oxygenated
and deoxygenated blood and the anisotropy factor was 0.900 for grey matter and 0.991
for oxygenated and deoxygenated blood [10]. Concerning the scattering functions, the
blood (oxygenated and deoxygenated) was modeled with the Gegenbauer kernel scat-
tering phase function, with α = 1 and g = 0.948 mm−1 [10]. For grey matter the
Henyey-Greenstein phase function was used with g = 0.85 mm−1 [10]. For blood
a hematocrit equal to 42% was considered. The refractive index was set to 1.4 to all
components and the laser light was simulated as a pencil beam with a perpendicular
entrance in the tissue. The path tracking was recorded with 1/μ′

s resolution, where μ′
s

is the reduced scattering coefficient. The numerical aperture (NA) of the optical fibres
is 0.11.

The simulations were performed only for the 785 nm laser light wavelength due to
the absence of information concerning optical properties of grey matter, oxygenated
and deoxygenated blood for the 1300 nm laser light beam.

Monte Carlo Simulations. For the simulations, Monte Carlo software MONTCARL
from Frits de Mul was used [14] [15] (see also www.demul.net/frits).

2.3 Measurements

Phantom Measurements. Measurements were carried out with the non invasive pro-
totype, with the 635 nm laser light, in the built phantom. The milk and two different
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aqueous milk solutions (50% and 25%) were pumped with a motorized syringe in the
microtube with the simulated velocities during ten minutes with Perimed probe posi-
tioned perpendicular to the surface of the phantom. The mean perfusion, in perfusion
units (PU), for each velocity and concentration was computed for three minutes of blood
perfusion signal and a linear regression study was performed.

Skin Measurements. Measurements in the ventral side of the forearm, in 20 healthy
non-smoking subjects, in the supine position, and the limb at heart level were performed
(age 24.7 ± 4.2 years old, range 19-39 years old; 11 females; arterial pressure: min 7.1
± 0.8 mmHg, max 11.4 ± 1; IMC: 22.1 ± 2.3). All subjects were Caucasian, except
one female. The participants did not take any vasoactive medication and were asked to
refrain from drinking coffee during the measurement tests. The tests were performed in
a quiet room, where the temperature varied between 22 and 25 ◦C. Motility standard
calibrations were performed before each measurement. The Ethics Committees of the
Centro Cirúrgico de Coimbra (CCC) in Portugal, approved this study. Informed consent
was obtained from the subjects before the recordings were performed.

Perfusion was recorded during thirty three minutes: baseline blood flux was recorded
for 20 min. Then, an arterial occlusion test was performed with a pressure cuff placed
around the upper limb, inflated for 3 min at 200 mm Hg in order to obtain the biological
zero (BZ). The cuff was then released to obtain a post-occlusive reactive hyperemia
and the signal was recorded during 10 min after the release of the occlusion. For each
subject, the protocol was repeated using the three laser diodes existing in the prototype:
635, 785, and 830 nm.

Quantitative data were expressed as the median (first quartile, second quartile). The
normal distribution of the data was evaluated (using Shapiro-Wilk statistics). The ma-
jority of the data of the different parameters were not normally distributed. Therefore,
non parametric tests were used. The Wilcoxon test was used to test for significant dif-
ferences between results obtained with different laser wavelengths, different emitting-
receiving fibre distances and skin regions. Analysis was performed with SPSS v.17.0
for WINDOWS (SPSS Inc, Chicago, IL, USA). The results were considered statisti-
cally different for p-values lower than 0.05.

Rat Brain Measurements. In vivo tests were performed in male Wistar rats (9 weeks).
Rats were anesthetized with urethane (1.25 g/kg, i.p.), and placed in a stereotaxic frame
(Stoelting Co, USA). After having exposed the rat brain surface and removed the dura
mater, one of the microprobes was stereotaxically inserted into the hippocampus. To-
gether with our probe we inserted a commercial laser Doppler needle probe (Perimed
reference: PF411; outer diameter, 450 μm; fibre separation, 150 μm; wavelength, 780
nm) connected to a laser Doppler flowmeter device (Periflux system 5000, Perimed,
Sweden), in the opposite cerebral hemisphere. The simultaneous use of the probes al-
lows the comparison of the signals acquired by our probes with the one of the commer-
cial flowmeter probe. Measurements were made with the 785 nm micro-probe. After the
probes implantation, a baseline was recorded during c.a. 5 minutes and then sodium ni-
trite (200 mg/kg in saline solution) was intraperitoneally injected, in order to induce
metahemoglobinemia and finally cardiac arrest. The correlation between the results ob-
tained with the Perimed probe and with both micro-probes was computed. The signals
were normalized before the cross-correlation analysis.
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Several signal processing methods applied to self-mixing signals were reported in
the literature, namely, the Counting Method (CM), the Autocorrelation Method (AM),
and the Power Spectral Method (PSM) [16]. In the PSM method the zero order moment
(M0) and the first order moment (M1) were computed. These methods were evaluated
thereafter.

3 Results and Discussion

3.1 Phantom

Phantom Simulations. The results obtained in the phantom model, namely the mean
depth of the Doppler events per photon, the percentage of Doppler shifted photons
detected and the mean of Doppler scattering events per photon are given in table 2 for
1.56 mm/s milk velocity.

Table 2. The mean depth of the Doppler events for each photon, the percentage of Doppler shifted
photons detected and the mean of Doppler scattering events per photon for the phantom model,
with milk pumped at 1.56 mm/s, for 635 nm laser light wavelength

Mean Doppler Detected Doppler Mean Doppler
Fibre distance depth (mm) (%) scattering

mm Milk concentration
25% 50% 100% 25% 50% 100% 25% 50% 100%

0 0.36 0.34 0.32 4.77 6.73 10.27 3.48 5.85 10.08
0.14 0.41 0.39 0.35 26 32.35 41.26 4.29 7.30 12.66
0.25 0.43 0.40 0.37 41.23 47.76 56.45 4.37 7.78 14.27
1.2 0.56 0.55 0.53 82 86 87.47 6.47 12.65 26.63

The emitting-receiving fibre separation influences the measurements, in such a way
that for larger fibre separations, a larger sample volume is assumed to be probed probed.
Therefore, increasing the fibre distance, photons travel through deeper objects leading
to an increase in the mean depth of Doppler shifted photons. Our results are in agree-
ment with previous studies based on light propagation in tissue using Monte Carlo
computational simulations [9] [10]. The milk concentration also influences the mean
depth, which decreases with the increase of milk concentration. This is due to a higher
degree of multiple Doppler shifts registered for higher milk concentrations.

The percentage of Doppler shifted photons detected increases with the emitting-
receiving separation for each velocity. This is expected because when the fibre distance
increases, the measured sample volume increases, and the photons will encounter a
larger amount of moving scatterers. When the concentration of milk increases the per-
centage of Doppler shifts detected also increases. The higher the milk concentration,
higher scatterers are present, consequently, more scattering events occur.

Likewise, the mean Doppler scattering events per photon also increase with the fibre
distance for each velocity. This is not surprising as we are considering a homogenous
model (for the scatterers velocity and concentration). Therefore, an increase in the sam-
pled volume will lead to more Doppler scattering events. Increasing the milk concen-
tration, a higher degree of multiple Doppler scattering is reached, because the higher
the concentration, the higher the scatterers.
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Fig. 2. M1 vs. emitting-receiving fibre distance, on the phantom model with 25% milk concentra-
tion for 635 nm laser light wavelength

Similar results were obtained for all velocities in what concerns the mean depth of
the Doppler events per photon, the percentage of Doppler shifted photons detected and
the mean of Doppler scattering events per photon, as these parameters are independent
of the velocity of the moving fluid.

The first order moment of the Doppler power spectrum, M1, was also evaluated. Fig-
ure 2 shows the effect on M1 when the fiber distance increases, for each velocity and
for a milk concentration of 25%. It can be seen that higher values of M1 come from
larger fiber separations whereas the lower values of M1 are obtained for 0 mm fiber
separation. Another observation is that, in general, M1 increases with the velocity and
with the milk concentration. This is not surprising since M1 is proportional to perfusion
(Perf), which in turn is proportional to the scatterers concentration times their average
velocity. However, in some specific cases M1 does not increase with the velocity, espe-
cially for the two highest velocities for 1.2 mm fiber distance. This might be due to the
phantom model that saturates in such extreme situations.

Phantom Measurements. In the measurements made, the perfusion increases with milk
velocity and with the emitting-receiving fibre distance for the aqueous milk solution of
25%. For the other milk concentrations the perfusion saturates for the higher velocities.
No perfusion tendency was obtained for the different scatterers concentration.

Positioning the probe in the top of the microtube phantom was difficult due to the
microtube curvature. This, together with the small milk volume in the microtube, when
compared with the tube volume, lead to the sub-estimation and uncertainties of the per-
fusion measurements. These factors could be the reason for the non-linearity obtained.
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3.2 Skin

Skin Simulations. The mean depth of the Doppler events per photon, the percentage of
Doppler shifted photons detected and the mean of Doppler scattering events per photon
obtained in Monte Carlo simulations, for the skin model, are presented in table 3.

Table 3. The mean depth of the Doppler events for each photon, the percentage of Doppler events
detected and the mean of Doppler scattering events per photon for the skin model

Mean Doppler Detected Doppler Mean Doppler
Fibre distance depth (mm) (%) scattering

mm Wavelength (nm)
635 785 830 635 785 830 635 785 830

0.00 0.24 0.25 0.27 1.94 1.97 3.54 1.19 1.16 1.15
0.14 0.27 0.29 0.31 9.62 10.71 14.54 1.23 1.22 1.23
0.25 0.28 0.30 0.33 15.45 16.29 20.39 1.26 1.23 1.25
1.20 0.37 0.38 0.41 47.70 41.89 43.45 1.49 1.41 1.46

The mean depth for the Doppler events, the percentage of Doppler shifted photons
detected and the mean Doppler scattering per photon increase with fibre distance, as for
the phantom model, because a larger emitting-receiving separation allows sampling a
larger volume.

Furthermore, the mean measurement depth also increases with the wavelength. This
is due to both skin absorption and scattering coefficients decrease with the wavelength,
allowing the photons to travel a longer path. Similar results were obtained by Fredriks-
son et al. [10], with a measurement depth slightly smaller, but with the same order of
magnitude. It can be noticed that the mean depth of the Doppler shifted photons never
reaches the reticular dermis or the layers below this one, since reticular dermis lies at a
depth of 1.175 mm and the mean depth predicted for the Doppler events is always lower
than this value. In addition, detected photons reached the superior blood net dermis only
when detected with the 1.2 mm fibre distance.

The percentage of Doppler shifted detected photons also increases with the wave-
length excluding for the 1.2 mm emitting-receiving fibre distance. This may be related
to the distribution of the Doppler events percentage in each layer (cf. table 4). It can be
seen that the reticular dermis is the 2nd layer with the most detected Doppler photons
for 1.2 mm fibre distance (for 785 and 830 nm laser light), whereas for the other fibre
distances the 2nd layer with the most detected Doppler photons is the papillary dermis.

This proves that the photons detected at 1.2 mm from the emitting fibre cross a higher
volume of blood. Besides, the Doppler events percentage in the inferior blood net (for
1.2 mm fibre distance) decreases going from 635 to 785 nm laser light and increases
going from 785 to 830 nm laser light. This layer has the second higher blood concen-
tration when compared with the other layers. The higher volume of blood crossed and
the increasing of the blood absorption coefficient with the wavelength may cause this
non-linearity.

In opposition, the mean Doppler scattering event does not follow a general trend
when increasing the wavelength of the incident light but is smaller than 1.5, which
means that there are few photons that suffer multiple Doppler shifts.
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Table 4. Doppler events percentage in each layer for the skin model

Wavelength Fibre distance
Skin layers

Epidermis
Papillary Superior Reticular Inferior

Subcutis
(nm) (mm) dermis blood net dermis blood net

635

0.00 0.00 41.07 51.19 7.24 0.50 0.00
0.14 0.00 35.10 53.06 10.31 1.37 0.17
0.25 0.00 31.98 55.23 11.10 1.49 0.21
1.20 0.00 19.43 56.21 19.51 4.08 0.77

785

0.00 0.00 41.73 48.84 8.93 0.51 0.00
0.14 0.00 30.85 54.86 12.97 1.33 0.00
0.25 0.00 27.69 56.42 14.38 1.51 0.00
1.20 0.00 18.81 55.44 22.24 3.51 0.00

830

0.00 0.00 38.76 49.36 10.35 1.54 0.00
0.14 0.00 26.66 55.91 15.09 2.33 0.00
0.25 0.00 23.09 57.05 17.27 2.59 0.00
1.20 0.00 16.57 53.06 25.15 5.218 0.00

Table 5. First order moment of Doppler power spectrum (M1) for skin model

Wavelength (nm)
M1 (Hz)

Fibre distance (mm)
0.00 0.14 0.25 1.20

635 3.57 × 1018 2.51 × 1019 3.71× 1019 1.63 × 1020

785 3.45 × 1018 2.13 × 1019 3.23× 1019 1.05 × 1020

830 5.30 × 1018 2.66 × 1019 3.93× 1019 1.06 × 1020

Simulation results also demonstrate that M1 increases with the emitting-receiving
fibre distance (see table 5). Since M1 is proportional to the concentration of moving
RBCs times its average velocity, and both parameters increase with the fibre distance,
this was expected.

Regarding the wavelengths, M1 firstly decreases from 635 to 785 nm and then in-
creases for 830 nm. This can be explained if we look at the Doppler photons percentage
that exceeds the reticular dermis. This percentage is higher for 830 nm followed by
635 nm and lower for 785 nm, with the exception of the 0 mm fibre distance (table 4).
As the inferior blood net has the highest concentration of the high velocity component
of RBCs (30 mm/s), it results in higher Doppler shifts for 635 nm than for 785 nm
photons. Therefore M1 will be higher for 635 nm than for 785 nm. Table 6 shows the
results of the path tracking study for the skin model. It can be observed that the average
path number travelled by each photon, the mean path depth and the average path length
increase with emitting-receiving fibre distance. This occurs because increasing the fibre
distance a greater tissue volume is probed, and so, more scattering events occur. The
mean path number does not follow a general trend when increasing the wavelength of
the incident light.

The path depth increases with the laser light wavelength due to both skin absorp-
tion and scattering coefficients decrease with the wavelength, allowing the photons to
travel a longer path. This is in agreement with the mean depth of Doppler events results
showed in table 3. The average path length increases with the wavelength, excluding for
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Table 6. Mean path number, mean path depth and mean path length for photons, using the skin
model

Wavelength Fibre distance <Path number> <Path depth> <Path length>
(nm) (mm) (mm) (mm) (mm)

635

0.00 3.16 0.02 0.23
0.14 6.20 0.08 0.78
0.25 7.99 0.11 1.16
1.20 19.77 0.27 4.11

785

0.00 3.08 0.02 0.23
0.14 5.98 0.09 0.86
0.25 7.46 0.12 1.26
1.20 14.71 0.26 3.65

830

0.00 3.77 0.04 0.34
0.14 6.93 0.12 1.12
0.25 8.34 0.16 1.57
1.20 14.86 0.28 4.01

Table 7. Perfusion median (first quartile - third quartile) values obtained in baseline, biological
zero, and PORH in the ventral forearm

Wavelength Fibre distance Baseline Biological Zero PORH
(nm) (mm) (PU) (PU) (PU)

635
0.14 5.2 (3.5-11.5) 4.5 (2.9-8.8) 19.7 (13.6-52.7)
0.25 13.7 (9.2-23.1) 13.5 (8.6-20.3) 37.4 (23.3-57.2)
1.20 55.8 (37.5-100.0) 49.0 (33.8-88.1) 116.8 (98.0-198.6)

785
0.14 7.8 (5.3-10.3) 5.1 (4.2-7.7) 39.6 (29.4-66.0)
0.25 14.1 (10.6-17.9) 8.8 (6.8-12.4) 91.9 (48.0-140.0)
1.20 38.2 (27.9-47.8) 22.6 (16.3-24.9) 227.5 (144.7-304.9)

830
0.14 17.2 (3.0-58.3) 13.3 (2.0-31.8) 80.0 (12.7-246.2)
0.25 25.8 (3.2-62.3) 15.2 (2.0-30.7) 81.5 (20.4-303.8)
1.20 31.7 (7.2-90.3) 13.5 (1.8-43.0) 187.5 (63.0-371.4)

the 1.2 mm emitting-receiving fibre distance. This may be related with the distribution
of the Doppler events percentage in each layer (cf. table 4) as discussed later when the
percentage of Doppler shifted detected photons is analyzed.

Skin Measurements. The median perfusion values measured in baseline, biological
zero and PORH are presented in table 7. For all parameters, the perfusion increases
with the fibre distance for each wavelength, except in the biological zero for 830 nm
wavelength. This reflects the larger volume of tissue sampled by the higher fibre dis-
tances. A significant difference between different fibre distances for the same wave-
length was obtained in baseline (p < 0.03) and in PORH (p < 0.023), for all wavelengths.
In biological zero a significant difference was also obtained (p < 0.003), except for 830
nm wavelength.

When different wavelengths are compared at baseline, for the same fibre distance,
the perfusion increases with the wavelength for F0.14 and F0.25 but decreases for
F1.20. In PORH, the perfusion decreases between 785 and 830 nm for F0.25 and F1.20.
These nonlinearities may be the result of the multiple scattering that occurs when the
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photon pathlength is long; this happens when the distance between emitting and receiv-
ing fibres is higher. The multiple scattering leads to an underestimation of the perfusion
level. The multiple scattering underestimation effect could be avoided by using the cor-
rection factor presented by Nilsson et al. [2] but in vitro tests with blood are required to
implement that.

In the simulation, results demonstrate that M1 increases with the emitting-receiving
fibre distance. The same happens in the perfusion measurements, as it increases with
the fibre distance. However, when wavelengths are compared, M1 firstly decreases from
635 to 785 nm and then increases for 830 nm. This may be due to the Doppler photons
percentage that exceeds the reticular dermis. In the perfusion measurements, when dif-
ferent wavelengths are compared there was a trend to the decrease of the perfusion
for the highest fibre distances and for the highest wavelengths, probably due too the
multiple scattering.

3.3 Rat Brain

Rat Brain Simulations. In the simulation made for the rat brain model, it can be
seen that the photons Doppler shifted travelled a mean depth of 0.15 mm (cf. table 8).
This value is in accordance with Frediksson et al. [10] which obtained 0.16 mm of
measurement depth. Each photon suffers, in average, 2.23 scattering events. In a total
of 5,000,000 photons detected 11.9% had suffered Doppler shift and M1 was predicted
to be 3.51×1017 Hz. These results will help in the rat brain probe positioning as it shall
be 0.15 mm above the mean measurement depth.

Table 8. The percentage of Doppler events detected, the mean of Doppler scattering, the mean
depth of the Doppler events for each photon and M1 for the rat model

Mean depth Doppler (mm) Detected Doppler (%) Mean Doppler scattering M1 (Hz)
0.15 11.9 2.23 3.51 × 1017

Rat Brain Measurements. The signals collected in the rat brain were processed and
compared with those obtained with the Perimed probe. Signals were collected in one
animal with the 785 nm micro-probe located in the rigth brain hemisphere and the
Perimed probe located in the left rat brain hemisphere. The Periflux 5000, CM, AM,
M0 and M1 results are presented in Fig. 3.

An initial baseline can be seen during the first 5 minutes in Perifllux 5000, CM,
AM, M0 and M1 results. After the nitrite injection the mean amplitude decreases in
Periflux 5000. This could be due to a probe displacement during the nitrite injection.
Despite that, the perfusion increases in the next 19 minutes followed by an amplitude
oscillation and finally the amplitude decreases after 27 minutes of acquisition during the
cardiac arrest in Perimed, CM, AM, M0 and M1 results. A peak registered in Perimed
at 28 min, caused by cardiac arrhythmias, can also be seen in the results obtained in our
prototype.

In vivo results with the new probes show good agreement when compared with the
signals obtained with the Perimed device. Blood perfusion variations promoted by ni-
trite intraperitoneal injection are clearly visible on the signals obtained with the tested
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Fig. 3. In vivo validation results: a) Periflux 5000 results, b) CM results, c) AM results, d) M0
results and e) M1 results

microprobe: the slight increment verified after the nitrite injection and the abrupt de-
crease observed in consequence of the cardiac arrest. However, it should be remarked
that some lacks of correlation may occur given that the commercial probe and the pro-
totypes were located in different hemispheres, and blood flow changes can take place
with different extent.

4 Conclusions

Monte Carlo simulations used for the two new LDF prototypes validation showed re-
sults in accordance with the literature. For the non invasive prototype, the phantom
model presented here to evaluate the in vitro prototype response, has shown good agree-
ment with theoretical expectations. M1 increases with the scatterers concentration and
velocity, and with the fibre distances. The perfusion measured (estimated from M1)
also increases with the fibre distance and with the scatterers velocity, but only for the
aqueous milk solution of 25%. The mean depth increases with the fibre distance and
decreases with the milk concentration. The non linearities obtained in the measure-
ments leads us to built an acrylic phantom 1) with a plain surface easing the contact
probe/phantom and 2) with a higher volume of milk.



148 E. Figueiras et al.

For in vivo evaluation, the estimated parameters for the skin model corresponded to
a priori expectations. We have shown that increasing the wavelength of incoming light
(in the range of 635-830 nm) increases the mean depth probed. Moreover, an increase
of the source-detection fibre separations leads to a higher mean depth and M1 value.
When different wavelengths were compared it was not obtained a clear tendency.

Regarding the rat brain model, the mean depth that photons Doppler shifted travel
was estimated to be 0.15 mm which is in agreement with the literature. In the measure-
ments, the blood flow changes were detected with the micro-probe built which means
that the probe localization (0.15 mm above the measurement area) is correct.
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Abstract. Each of two differently replicated DNA strands (leading and lagging)
is subjected to the distinct mutational pressure associated with its synthesis. To
simulate the influence of these pressures on the gene and genome evolution we
worked out a computer model in which protein coding sequences were mutated
according to the direct pressure (of the strand on which they were located), the
reverse pressure (of the opposite strand), and the changing pressure (when the
latter pressures were applied alternately). Simulated genomes were eliminated by
the occurrence of stop codons in the gene sequences and the loss of their cod-
ing properties. The selection against stop codons appeared more deleterious than
for coding signal. The leading strand pressure eliminated more genes because of
the coding signal loss whereas the lagging strand pressure generated more stop
codons. Generally, the reverse and changing pressures destroyed the coding sig-
nal weaker than the direct pressure.

Keywords: Coding signal, DNA asymmetry, DNA replication, Genome evolu-
tion, Monte Carlo simulation, Mutational pressure, Selection, Stop codon.

1 Introduction

Because DNA is organized in two antiparallel strands, each showing 5’ to 3’ direction,
and DNA polymerase can synthesize a new DNA strand only in the 5’ to 3’ direction,
the replication of these strands proceeds differently. One of these strands named lead-
ing, is synthesized continuously toward the replication fork movement in contrast to
the complementary lagging strand strand, that is synthesized of Okazaki fragments in
the direction opposite to the movement of the fork. The distinct mode of replication
causes that these strands are subjected to different pattern of nucleotide substitution
[1–5]. These various directional mutational pressures lead to disparate nucleotide com-
position of the differently replicated DNA strands, which is very well pronounced in
many bacterial genomes [6–13]. This compositional bias is called DNA asymmetry and
is defined as a deviation from the equality between complementary nucleotides in a sin-
gle DNA strand, i.e. [G]=[C] and [A]=[T]. The asymmetry is usually expressed as the
normalized difference in the number of complementary nucleotides in one DNA strand,
i.e. AT skew = [A-T]/[A+T] and GC skew = [G-C]/[G+C](Fig. 1).

J. Gabriel et al. (Eds.): BIOSTEC 2012, CCIS 357, pp. 150–161, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. AT skew and GC skew along the Borrelia burgdorferi chromosome calculated in sliding
windows with the length of 10 kb and the shift of 5 kb. Organization of the chromosome into two
differently replicated DNA strands (lagging and leading) is shown above the plot.

The strongest DNA asymmetry associated with replication is observed in the third
codon position of protein coding genes, which indicates that the mutational pressure is
the main reason of this bias [9, 11–13]. The leading strand is usually rich in guanine and
thymine whereas the lagging strand shows excess of cytosine and adenine. It is assumed
that the mutation C to T, which is the most common substitution type observed in the
leading strand, is the main factor responsible for this DNA asymmetry [1] although
analysis of several bacterial genomes revealed that similar compositional biases may
result from different mutational patterns [5]. The effect of the mutational pressure is to
some extent accepted by selection because the DNA asymmetry is also visible in codon
usage of genes and amino acid composition of the coded proteins [14–17].

Interestingly, it was also found that the mutational pressure influences the evolu-
tion rate of genes in dependence of their location on the DNA strands. Genes coded
in the leading strand generally accumulate less substitutions than the lagging strand
genes whereas homologs located on the differently replicated strands in the compared
genomes show the highest divergence [4, 18–20]. Computer simulation of gene evo-
lution using different mutational pressures associated with replication confirmed these
findings and revealed additionally that the best survival strategy for the majority of
genes is switching their location between DNA strands to change the direction of the
pressure from time to time [21–24]. It may explain the observed asymmetric transloca-
tions and non-conserved positions of many genes between differently replicated DNA
strands in compared genomes during evolution [25, 26]. Exceptions from this tendency
are genes coding for ribosomal proteins which do not profit very much from switch-
ing the directional pressure [21]. It is in agreement with their extremely conserved
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positions on the prokaryotic chromosomes because they, as also other essential genes
for cell functioning, tend to be coded in the leading strand [26–28].

The previous computer simulation [21–24] included amino acid composition of the
gene products as the selection constraint whereas here we have presented the results of
other type of simulations in which selections against stop codon occurrence and for the
preservation of the coding signal were applied. The selection for the coding signal was
calculated by the algorithm for recognition of protein coding sequences [29, 30]. This
algorithm exploites a specific way of genetic code degeneration and relations between
mutational pressure and selection pressure shaping the amino acid usage in the pro-
teomes. We used the algorithm to study how selection operating on the nucleotide level
influences the elimination of genes subjected to the directional mutational pressure. We
also analysed changes in the coding potential of genes under the mutational pressure
during the simulation time.

2 Materials and Methods

We decided to perform our simulations on gene sequences of the Borrelia burgdorferi
genome because it shows very strong compositional bias related to differently replicated
DNA strands [14, 15, 31]. In addition to that, it does not show the selection for synony-
mous codon usage, and has the defined mutational pressure associated with replication
for the both DNA strands [3]. Therefore, it appears to be very suitable for studies on
DNA asymmetry and effects of the directional mutational pressure on protein coding
sequences.

The simulation were applied to 475 protein coding sequences extracted from B.
burgdorferi genome as annotated in the NCBI database [32]. This set of gene sequences
will be further called ’genome’ or ’individual’. The protein coding sequences that con-
stituted the individual were divided into two subsets:

1. sequences lying on the leading DNA strand (including 333 genes of the total length
356, 034 nt),

2. sequences lying on the lagging strand (comprising 142 genes of the total length
173, 796 nt).

We considered in our simulation the population consisting of 72 individuals, which
were eliminated and replaced by others during the simulations run.

A particular Monte Carlo step (MCS) of the simulation comprised two stages:

1. the mutation process of gene sequences,
2. the selection process of individuals.

In the mutation stage, a nucleotide from the genome sequence was substituted by an-
other one. First, it was chosen for mutation using the Poisson process assuming one
mutation per genome by average. Then, the selected nucleotide was substituted by an-
other according to the probability given in one of two substitution matrices for the lead-
ing or the lagging strand, respectively (Tab. 1 and Tab. 2). The matrices describing the
real mutational pressure for the differently replicated DNA strands in the B. burgdorferi
genome were constructed empirically by the comparison of original gene sequences



Simulation of Prokaryotic Genome Evolution 153

Table 1. The substitution matrix describing mutational pressure in the leading DNA strand. A
nucleotide in the first column is substituted by a nucleotide in the first row.

A T G C
A 0.81 0.10 0.07 0.02
T 0.07 0.87 0.03 0.03
G 0.16 0.12 0.71 0.01
C 0.07 0.26 0.05 0.62

Table 2. The substitution matrix describing mutational pressure in the lagging DNA strand. A
nucleotide in the first column is substituted by a nucleotide in the first row.

A T G C
A 0.87 0.07 0.03 0.03
T 0.10 0.81 0.02 0.07
G 0.26 0.07 0.62 0.05
C 0.12 0.16 0.01 0.71

with their potential pseudogenes found in intergenic regions of the B. burgdorferi chro-
mosome [3].

The mutated gene sequence was checked on account of two selectional assumptions:

1. appearance of stop translation codon inside the gene sequence,
2. strength of its coding signal.

We considered three standard stop codons (TAA, TAG, or TGA) whereas the coding
signal was calculated according to the gene finding algorithm (called PMC) based on
the theory of Markov chains [29, 30, 33]. This algorithm recognizes very efficiently
protein coding sequences from prokaryotic genomes and uses three independent homo-
geneous Markov chains to describe occurrence of nucleotides for each of three codon
positions in a given DNA sequence, separately. This method is based on specific cor-
relations in the nucleotide composition observed in the first, the second, and the third
codon positions of protein coding genes [34, 35]. In addition, this algorithm does not
require learning sets of large sizes therefore the nucleotide transition matrices used
by this method can be built on only a few coding sequences for its effective training
[30, 33]. The individual that nested the mutated gene was eliminated if at least one stop
codon was generated inside its sequence or if the sequence was not recognized by the
PMC algorithm as a protein coding sequence in the first reading frame. The eliminated
individual was replaced by another one chosen randomly from the population.

In our simulations, we have taken into account three different versions of the muta-
tional pressure acting on gene sequences. In the first possibility (direct pressure), the
genes from a given DNA strand (e.g. leading) were subjected to the matrix of the strand
on which they were lying (i.e. leading). In the second variant, we considered genes that
were under the pressure characteristic of the opposite strand (reverse pressure). Apart
from these two constant pressures, we also applied the changing pressure. In this case
the genes were subjected to the leading and lagging strand pressures that were switched
every 0.5 million MCS. Such simulation mimics the inversion of the gene in chromo-
some, in which the gene is translocated from one DNA strand to the other. We have
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recorded several parameters during the simulations, which were finally presented as
averages calculated over all genes and individuals in the population.

3 Results

The accumulated number of eliminated individuals during the simulation time for dif-
ferent mutational pressure scenarios is shown separately for these two types of selec-
tions in Fig. 2 and Fig. 3. Generally, the number of eliminated genomes increase in all
cases during simulations but their elimination by stop codons generation occurs much
more frequent than by the loss of the coding signal. It indicates that it is easier to intro-
duce a stop codon to the gene sequence than to change its coding potential described
by nucleotide composition in three codon positions. Moreover, the increase in the accu-
mulated number of individuals eliminated because of the selection against stop codons
begins already from the start of simulations whereas the number for the coding signal
selection grows significantly only after 1 million MCS. Till this time, the elimination of
individuals from the population by the coding signal loss is negligible.

However, the frequency of elimination of individuals depends clearly on the applied
mutational pressure. The accumulated number of eliminated genomes because of the
coding signal loss grows faster when the direct pressure is applied, i.e. when genes are
subjected to the pressure from their own strand (Fig. 2). The number is lower in the case
of the reverse pressure (i.e. when genes are under the pressure from the opposite strand)
whereas the lowest accumulated number of eliminated individuals is observed for the
changing pressures. If we consider the selection against the stop codon appearance,
the accumulated number of eliminated genomes grows faster for the reverse and the
changing pressure than for the direct pressure (Fig. 3).

Interestingly, the superposition of these two differently acting selections equalizes
the potential differences between the applied mutational pressures according to the
number of substitutions accumulated during simulations in gene sequences (Fig. 4).
The numbers are almost identical for the direct and reverse mutational pressures but are
slightly higher for the changing pressure.

The average protein coding signal (computed for all individuals who were still alive
in a given simulation step) normalized by the average protein coding signal at the begin-
ning of the simulation is another important feature which was considered during every
simulation step (Fig. 5 and Fig. 6).

As one could expect, the average coding signal decreases faster in the simulation
without selection constraints than in the simulation when the selection is applied (Fig.
5). However, the differences are not very large, which indicates that the applied se-
lection is quite tolerant for the change in the coding signal. Some differences in the
coding signal change are observed between simulations with selections when different
mutational pressures are applied (Fig. 6). In the case of the sequences subjected to the
reverse pressure, the coding signal is better preserved than for genes under the direct
pressure. It well agrees with the results presented in (Fig. 2), which indicates that the
direct pressure more often influences the coding signal and eliminates individuals be-
cause of the signal loss than the reverse pressure. Interestingly, the sequences exposed
to the changing pressure keep their coding signal better than genes under other pressure
to about 1.7 million MCS. After that the signal decreases but fluctuates.
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Fig. 2. The accumulated number of individuals eliminated from the population because of the
coding potential loss by their gene sequences for simulations with three mutational pressures

Fig. 3. The accumulated number of individuals eliminated from the population because of the
stop translation codons appearance in their gene sequence for simulations with three mutational
pressures

We also compared the accumulated number of damaged genes under different
pressures for the leading and lagging DNA strand genes (Fig. 7 and Fig. 8). Because
the leading strand genes are more than two times numerous than the lagging ones,
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Fig. 4. The average number of mutations accumulated in gene sequences during simulations with
three mutational pressures

Fig. 5. The comparison of the average coding signal in the simulation run with selection (dashed
line) and without selection (solid line). The change of the average coding signal was normalized
by the average coding signal at the start of the simulation.

we normalized the numbers of damaged genes accordingly. The number of genes elim-
inated because of their coding signal loss are the highest when genes are under the
mutational pressure typical of the leading strand (Fig. 7). It refers to the cases when the
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Fig. 6. The comparison of the average coding signal in simulations with selections run under
different mutational pressures. The change of the average coding signal was normalized by the
average coding signal at the start of the simulation.

Fig. 7. The accumulated numbers of genes from the leading and lagging strands damaged because
of the coding signal loss for different mutational scenarios

leading strand pressure is a direct pressure for the leading strand genes and reverse for
the lagging strand genes. Significantly less genes from the both DNA strands are elim-
inated when their sequences are under the changing pressure whereas the least genes
are damaged when they are under the influence of the lagging strand matrix. In the case
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Fig. 8. The accumulated numbers of genes damaged because of the stop codon appearance in
their gene sequence from the leading and lagging strands for different mutational scenarios

of the changing pressure, clear fluctuations in the number of eliminated genes are vis-
ible during the simulation time. For every type of applied mutational pressure (direct,
reverse, and changing), the leading strand genes are always less frequently eliminated
than the lagging strand genes.

When the selection against stop codons is considered, the largest number of elimi-
nated genes are observed for genes located in the lagging strand and subjected to the
changing pressure whereas the elimination is the weakest for the leading strand genes
also under the changing pressure (Fig. 8). The numbers for simulations with constant
pressures take intermediate values between these two extremes. Considering the con-
stant mutational pressures, the accumulated numbers of eliminated genes are higher
when genes are under the pressure characteristic of the lagging strand. It is in the case
when the lagging pressure is reverse for the leading strand genes and direct for the lag-
ging genes. However, the excess is not well pronounced in this case and is visible after
2.5 million MCS. Till this time, the accumulated numbers of damaged lagging genes are
higher when they are under the leading strand pressure than the lagging strand pressure.

4 Discussion

In the paper, we have worked out a simulation model of bacterial genome evolution in
which the algorithm for finding protein coding signal and stop codon occurrence played
a role as selection criteria. In the simulations we used two mutational pressures asso-
ciated with DNA replication, which were applied to mutating of protein coding genes
from the leading and lagging DNA strands. The pressures were used as the constant
pressure through the whole simulation or they were applied alternately as the changing
pressure.
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In general, the elimination of genomes from the population because of stop codon
appearance is more frequent than their elimination by the loss of the coding signal. The
elimination because of the coding signal is additionally delayed in the simulations, which
indicates that gene sequences need some time to accumulate sufficient number of sub-
stitutions to change their coding properties. It seems to be important to notice, that the
effect of selection pressure used in all simulations was exclusively negative. The higher
robustness of coding sequences with enhanced coding signal after substitutions could
be considered as some hidden no direct positive selection. Nevertheless, it would be in-
teresting to introduce the direct positive selection effect of the increased coding signal.

The obtained results indicate that it is not indifferent to genes from the differently
replicated DNA strands to which mutational pressure and selection they are subjected.
The leading strand mutational pressure is more destructive for coding signal than the
lagging strand pressure. Therefore it is more harmful for genes from the both DNA
strands. On the other hand, the pressure typical of the lagging strand eliminates more
genes because of stop codons occurrence than the leading strand pressure because the
lagging strand substitutions generate such codons with higher frequency. The results
are in agreement with analysis of nucleotide usage biases in four-fold degenerated sites
in codons from bacterial genes [36].

Interestingly, the reverse and changing pressures destroy the coding signal weaker
than the direct pressure. As a result of this, the number of eliminated genes subjected
to these pressures is smaller than for the direct pressure and the average number of
accumulated substitutions shows some excess for the simulations with the changing
pressure. These findings agree with other simulations of gene evolution using selection
constraints on amino acid composition [21–24]. They also showed that genes are less
frequently eliminated when they change their mutational pressure between the differ-
ently replicated DNA strands periodically. These results of computer simulations are in
agreement with the comparative genome analysis showing that genes very often change
their position between the different strands [26] and homologs located on these strands
evolve faster than homologs located in the same type of DNA strand [4, 18–20].

In contrast to that, generally more genes are eliminated under the reverse and chang-
ing pressures when the selection against stop codons is considered although the dif-
ference to the direct pressure is not very big. However, if the location of the genes on
the DNA strands is taking into account, the lagging strand genes under the changing
pressure are the most often eliminated whereas the leading strand genes are the least
frequently removed by this type of selection of all possible scenarios. The applied pe-
riod of changing the mutational matrix equal to 0.5 million MCS was chosen arbitrarily
and probably there exist more optimal conditions for different genes as they were found
in other type of simulations [21].

We expect that the obtained results of simulations should be very similar to those
using other selection algorithms predicting protein coding sequences based on other
coding measures, e.g. codon or dicodon usage, because the measures used by the al-
gorithm applied here are strongly correlated with the others. The presented model of
bacterial genome evolution, which was shown in the example of B. burgdorferi, should
give similar general results for other bacterial genomes because their DNA asymmetry
resembles that from the species analysed here.
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Abstract. We address the problem of finding the minimal number of block inter-
changes required to transform a duplicated unilinear genome into a single tandem
duplicated unilinear genome. We provide a formula for the distance as well as a
polynomial time algorithm for the sorting problem. This is the extended version
of [1].

1 Introduction

Genomic rearrangements are known to play a central role in the evolutionary history
of the species. Several operations act on the genome, shaping the sequence of genes.
A number of rearrangement operations to sort a genome into another, and evaluate the
evolutionary distance between genomes, have been studied: reversals, transpositions,
translocations, block interchanges, fusions, fissions, and more recently Double-Cut-
and-Join (DCJ). In this paper, we focus on the block interchange operation, that consists
in exchanging two intervals of a genome.

Block interchanges scenarios have been studied for the first time by Christie [2]. He
proposed a O(n2) time algorithm for computing the minimum number of block inter-
changes for transforming a linear chromosome with unique gene content into another
one. Lin et al. [3] proposed later the best algorithm to date in O(γn) where γ is the
minimum number of block interchanges required for the transformation. Yancopoulos
et al. [4] introduced the DCJ operation which consist in cutting the genomes in two
points and joining the four resulting extremities in a different way. Interestingly, they
noticed that a block interchange can be simulated by two consecutive DCJ operations.

Another very important feature in genome evolution is that genomes often undergo
genome duplication events, both segmental and whole-genome duplications. For in-
stance, a tandem duplication event is a segmental duplication that duplicates a genomic
sequence and results in a segment made of two consecutive occurrences of the ge-
nomic sequence, called a tandem duplicated segment, in the genome. Genome dupli-
cation events are followed by other rearrangements events which result in a scrambled
genome. The Genome Halving problem introduced by El-Mabrouk et al. [5] consists
in finding the sequence of rearrangement events that allow one to go back from the
scrambled genome to the original duplicated one, when the duplication event is a whole
genome duplication event. The Single Tandem Halving problem we introduce consists
in finding the original single tandem duplicated genome, considering the duplication
event was a tandem duplication event. In this case however, as we are about to see, it
can be seen as a particular restriction of the Genome Halving problem, implied by the
block interchange rearrangement model.
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Genome Halving has been studied under several models: reversals [5], transloca-
tion/reversals [6], breakpoints [7]. Most of the results led to polynomial time algo-
rithms. Particularly, the Genome Halving by DCJ was studied in [8,9], and in [9] some
useful data structures were presented leading to a linear time algorithm for the Genome
Halving by DCJ. Following these results on the Genome Halving by DCJ, a natural
problem to consider is the Genome Halving by block interchange. However, as block
interchanges cannot split chromosomes, the original duplicated genome in this case
would rather be a single tandem duplicated genome, ie. we consider that the cause of
duplicated content was a tandem duplication event on the whole genome.

In this paper, we study the Single Tandem Halving by block interchange on a dupli-
cated genomic segment resulting from a tandem-duplication event, followed by block
interchange events that have scrambled the gene content of the segment. This dupli-
cated genomic segment is represented as a linear chromosome with duplicated gene
content w.l.o.g, and we search for a parsimonous scenario of block interchange opera-
tions transforming the linear chromosome into a linear tandem duplicated chromosome.
We answer yes to the question: Does there exist a parsimonious sequence of block in-
terchange operations, such that, replacing each block interchange by two consecutive
DCJ operations yields a parsimonious sequence of DCJ operations ?. Based on the
adequate data structure to represent potential DCJ operations and their overlapping re-
lations, we derive a quadratic time algorithm for the Single Tandem Halving by block
interchanges. Very recently, Kováč et al. [10] addressed the problem of reincorporating
the temporary circular chromosomes induced by DCJs immediately after their creation
considering the Genome Halving. This problem is obviously related to the problem ad-
dressed in the present paper, but the aim and results are different. We are interested
in linear genomes, not in multilinear ones, and we focus on pure block interchange
scenarios that can be simulated by particular types of DCJ operations called excisions
and integrations, whereas Kováč et al. focused on general DCJ scenarios simulating
reversals, translocation, fusion, fissions along with excisions, integrations, and block
interchanges.

Section 2 gives definitions. In Section 3, we first give a lower bound on the distance
with helpful properties for the rest of the paper. In Section 4, we prove the analytical
formula for the distance. We conclude in Section 5 with a quadratic time and space
algorithm to obtain a parsimonious scenario.

2 Preliminaries: Duplicated Genomes, Rearrangement, Genome
Halving Problems

In this section we give the main definitions and notations used in the paper.

2.1 Duplicated Genomes

A genome is composed of genomic markers organized in linear or circular chromosomes.
A linear chromosome is represented by an ordered sequence of unsigned integers, each
standing for a marker, surrounded by two abstract markers ◦ at each end indicating the
telomeres. A circular chromosome is represented by a circularly ordered sequence of
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unsigned integers representing markers. For example, (1 2 3) (◦ 4 5 6 7 ◦) is a
genome constituted of one circular and one linear chromosome. Note that all genomes
are considered unsigned in this paper w.l.o.g, because block interchange operations do
not modify the signs of markers.

Definition 1. A totally duplicated genome is a genome in which each marker appears
twice.

In a totally duplicated genome, two copies of a same marker are called paralogs.
We distinguish paralogs by denoting one marker by x and its paralog by x. By con-
vention x = x. For example, the following genome is a totally duplicated genome:
(◦ 1 1 3 2 4 5 6 6 7 3 8 2 4 5 9 8 7 9 ◦).

An adjacency in a genome is a pair of consecutive markers. For example, the genome
(◦ 1 2 ◦) (3 4 5) has six adjacencies, (◦ 1), (1 2), (2 ◦), and (3 4), (4 5), (5 3). The
linear or circular order of the markers in a chromosome naturally induces an order on the
adjacencies that we denote by <. For example in the previous genome the order induced
on the adjacencies is: (◦ 1) < (1 2) < (2 ◦), and (3 4) < (4 5) < (5 3) < (3 4).

A double-adjacency in a genome G is an adjacency (a b) such that (a b) is an
adjacency of G as well. Note that a genome always has an even number of double-
adjacencies. For example, the four double-adjacencies in the following genome are in-
dicated by dots :

G = (◦ 1 1 3 2 · 4 · 5 6 6 7 3 8 2 · 4 · 5 9 8 7 9 ◦)
A consecutive sequence of double-adjacencies can be rewritten as a single marker; this
process is called reduction. For example, genomeG can be reduced by rewriting 2 · 4 · 5
and 2 · 4 · 5 as 10 and 10, yielding the following genome:

Gr = (◦ 1 1 3 10 6 6 7 3 8 10 9 8 7 9 ◦)
Definition 2. A single tandem duplicated genome is a totally duplicated genome com-
posed of a single linear chromosome which can be reduced to a chromosome of the form
(◦ x x ◦).
In other words, a single tandem duplicated genome is composed of a single linear chro-
mosome where all adjacencies, except the two containing the marker ◦ and the central
adjacency, are double-adjacencies. For example, the genome (◦ 1 · 2 · 3 · 4 1 · 2 · 3 · 4 ◦)
is a single tandem duplicated genome that can be reduced to (◦ 5 5 ◦) by rewritting
1 · 2 · 3 · 4 and 1 · 2 · 3 · 4 as 5 and 5.

Definition 3. A perfectly duplicated genome is a totally duplicated genome such that
each adjacency is a double-adjacency.

For example, the genome (1 2 1 2) (◦ 3 4 ◦) (◦ 3 4 ◦) is a perfectly duplicated
genome composed of one single circular chromosome and two linear chromosomes.

In other words, a single tandem duplicated genome is the representation of a du-
plicated segment resulting from a tandem-duplication of a genomic sequence, and a
perfectly duplicated genome represents the result of a whole-genome duplication event
that has duplicated all chromosomes.
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2.2 Rearrangements

A rearrangement operation on a given genome cuts a set of adjacencies of the genome
called breakpoints and forms new adjacencies with the exposed extremities, while alter-
ing no other adjacency. In the sequel, the adjacencies cut by a rearrangement operation
are indicated in the genome by the symbol �.

An interval in a genome is a set of markers that appear consecutively in the genome.
Given two different adjacencies (a b) and (c d) in a genomeG such that (a b) < (c d),
[b ; c] denotes the interval of G beginning with marker b and ending with marker c.

In this paper, we consider two types of rearrangement operations called block inter-
change (BI) and double-cut-and-join (DCJ).

A block interchange (BI) on a genome G is a rearrangement operation that acts on
four adjacencies in G, (a b) < (c d) ≤ (u v) < (x y) such that the intervals [b ; c]
and [v ; x] do not overlap, swapping the intervals [b ; c] and [v ; x]. For example, the
following block interchange acting on adjacencies (1 2) < (6 6) < (3 8) < (8 7)

consists in swapping the intervals [2, 6] and [8, 8].

(◦ 1 1 � 2 3 2 4 5 6 � 6 7 3 � 8 4 9 5 8 � 7 9 ◦)
↓

(◦ 1 1 8 4 9 5 8 6 7 3 2 3 2 4 5 6 7 9 ◦)
A double-cut-and-join (DCJ) operation on a genome G cuts two different adjacencies
in G and glues pairs of the four exposed extremities to form two new adjacencies. Here,
we focus on two types of DCJ operations called excision and integration.

An excision is a DCJ operation acting on a single chromosome by extracting an in-
terval from it, making this interval a circular chromosome, and making the remainder a
single chromosome.For example, the following excision extracts the circular chromo-
some (2 3 4):

(◦ 1 � 2 3 4 � 5 6 ◦) → (2 3 4)(◦1 5 6 ◦)
An integration is the inverse of an excision; it is a DCJ operation that acts on two
chromosomes, one being a circular chromosome, to produce a single chromosome. For
example, the following operation is an integration of the circular chromosome (2 3 4):

(2 � 3 4)(◦1 5 6 � ◦) → (◦ 1 5 6 3 4 2 ◦)

We now give an obvious, but very useful, property linking BI operations to DCJ opera-
tions.

Property 1. A single BI operation on a linear chromosome is equivalent to two DCJ
operations: an excision followed by an integration.

Proof. Let (◦ 1 U 2 V 3 ◦) be a genome, U and V the two intervals that are to be
swapped by a block interchange operation, 1 2 and 3 the intervals constituting the rest
of the genome (note that each of them may be empty).

The first DCJ operation is the excision that produces the adjacency (1 V ) by extract-
ing and circularizing the interval [U ; 2]:
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(◦ 1 � U 2 � V 3 ◦) → (◦ 1 V 3 ◦)(U 2 )

The second DCJ operation is the integration that produces the adjacency (U 3) by
reintegrating the circular chromosome (U 2) in the appropriate way:

(◦ 1 V � 3 ◦)(U 2 �) → (◦ 1 V 2 U 3 ◦).
A rearrangement scenario between two genomes A and B is a sequence of rearrange-
ment operations allowing one to transform A into B.

Definition 4. A BI (resp. DCJ) scenario is a rearrangement scenario composed of BI
(resp. DCJ) operations.

The length of a rearrangement scenario is the number of rearrangement operations com-
posing the scenario.

Definition 5. The BI (resp. DCJ) distance between two genomes A and B, denoted by
dBI(A,B) (resp. dDCJ(A,B)), is the minimal length of a BI (resp. DCJ) scenario
between A and B.

2.3 Single Tandem Halving

We now state the single tandem halving problem considered in this paper.

Definition 6. Given a totally duplicated genome G composed of a single linear chro-
mosome, the BI single tandem halving problem consists in finding a single tandem
duplicated genome H such that the BI distance between G and H is minimal.

In order to solve the BI single tandem halving problem, we use some results on the DCJ
genome halving problem that were stated in [9] as a starting point. However, unlike the
single tandem halving problem, the aim of the genome halving problem is to find a
perfectly duplicated genome instead of a single tandem duplicated genome.

Definition 7. Given a totally duplicated genome G, the DCJ genome halving problem
consists in finding a perfectly duplicated genomeH such that the DCJ distance between
G and H is minimal.

The BI and DCJ genome halving problems lead to two definitions of halving distances:
the BI single tandem halving distance (resp. DCJ genome halving distance) of a totally
duplicated genomeG is the minimum BI (resp. DCJ) distance between G and any single
tandem duplicated genome (resp. any perfectly duplicated genome) ; we denote it by
dtBI(G) (resp. dpDCJ (G)).

3 Lowerbound for the BI Single Tandem Halving Distance

In this section we give a lowerbound on the BI single tandem halving distance of a
totally duplicated genome. We use a data structure representing the genome called the
natural graph introduced in [9].
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Definition 8. [9] The natural graph of a totally duplicated genome G, denoted by
NG(G), is the graph whose vertices are the adjacencies of G, and for any marker u
there is one edge between (u v) and (u w), and one edge between (x u) and (y u).

Note that the number of edges in the natural graph of a genome G containing n distinct
markers, each one present in two copies, is always 2n. Moreover, since every vertex
has degree one or two, then the natural graph consists only of cycles and paths. For
example, the natural graph of genome G = (◦ 1 2 1 4 3 4 3 2 ◦) is depicted in
figure 1.

◦ 1 2 1 2 ◦

1 2 1 4 3 4 3 2

4 3 4 3

.

Fig. 1. The natural graph of genome G = (◦ 1 2 1 4 3 4 3 2 ◦) ; it is composed of one path
and two cycles

Definition 9. Given an integer k, a k−cycle (resp. k−path) in the natural graph of a
totally duplicated genome is a cycle (resp. path) that contains k edges. If k is even, the
cycle (resp. path) is called even, and odd otherwise.

Based on the natural graph, a formula for the DCJ halving distance was given in [9].
Given a totally duplicated genome G such that the number of even cycles and the num-
ber of odd paths in NG(G) are respectively denoted by EC and OP, the DCJ halving
distance of G is:

dpDCJ(G) = n− EC −
⌊

OP
2

⌋
In the case of the BI single tandem halving distance, some peculiar properties of the
natural graph need to be stated, allowing one to simplify the formula of the DCJ halving
distance, and leading to a lowerbound on the BI single tandem halving distance.

In the following properties, we assume that G is a genome composed of a single
linear chromosome containing n distinct markers, each one present in two copies in G.

Property 2. The natural graph NG(G) contains only even cycles and paths:

1. All cycles in the natural graph NG(G) are even.
2. The natural graph NG(G) contains only one path, and this path is even.
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Proof. First, if (a x) is a vertex of the graph that belongs to a cycle C, then there exists
an edge between (a x) and a vertex (a y). These two adjacencies are the only two
containing a copy of the marker a at the first position. So, if we consider the set of all
the first markers in all adjacencies contained in the cycle C, then each marker in this set
is present exactly twice. Therefore, the cycle C is an even cycle.

Secondly, the graph contains exactly two vertices (adjacencies) containing the
marker ◦ which are both necessarily ends of a path in NG(G). Thus there can be only
one path in the graph. Since the number of edges in the graph is even and all cycles are
even, then the single path is also even.

We now give a lowerbound on the minimum length of DCJ scenario transforming G
into a single tandem duplicated genome.

Lemma 1. Let dtDCJ(G) be the minimum DCJ distance between G and any single tan-
dem duplicated genome. If NG(G) contains C cycles then a lowerbound on dtDCJ(G)

is given by:
dtDCJ(G) ≥ n− C − 1

Proof. First, since all cycles of NG(G) are even and NG(G) contains no odd path, then,
from the DCJ halving distance formula, the DCJ halving distance of G is dpDCJ (G) =

n− C.
Now, since any single tandem duplicated genome can be transformed into a perfectly

duplicated genome with one DCJ, then dtDCJ+1 ≥ dpDCJ . Therefore, we have dtDCJ ≥
dpDCJ − 1 ≥ n− C − 1.

We are now ready to state a lowerbound on the BI single tandem halving distance of a
totally duplicated genome G.

Theorem 1. If NG(G) contains C cycles, then a lowerbound on the BI single tandem
halving distance is given by:

dtBI(G) ≥
⌊
n− C

2

⌋
Proof. We denote by �(S) the length of a rearrangement scenario S. Let SBI be a BI
scenario transforming G into a single tandem duplicated genome. From property 1, we
have that SBI is equivalent to a DCJ scenario SDCJ such that �(SDCJ) = 2 ∗ �(SBI).
Now, suppose that �(SBI) < �n−C

2 �, then �(SBI) ≤ �n−C
2 � − 1 ≤ n−C−1

2 � − 1.
This implies �(SDCJ) ≤ 2n−C−1

2 � − 2 ≤ n − C − 2 < n − C − 1. Thus,
from Lemma 1 we have �(SDCJ) < dtDCJ which contradicts the fact that dtDCJ is
the minimal number of DCJ operations required to transform G into a single tandem
duplicated genome.

In conclusion, we always have dtBI(G) ≥ �n−C
2 �.
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4 Formula for the BI Single Tandem Halving Distance

In this section, we show that the BI single tandem halving distance of a totally dupli-
cated genome G with n distinct markers such that NG(G) contains C cycles is exactly:

dtBI(G) =

⌊
n− C

2

⌋
In other words, we show that enforcing the constraint that successive couples of con-
secutive DCJ operations have to be equivalent to BI operations does not change the
distance even though it obviously restricts the DCJ that can be performed at each step
of the scenario.

In the following, G denotes a totally duplicated genome G constisting in a single
linear chromosome with n distinct markers after the reduction process, and such that
NG(G) contains C cycles. We begin by recalling some useful definitions and properties
of the DCJ operations that allow one to decrease the DCJ halving distance by 1 in the
resulting genome.

Definition 10. A DCJ operation on G producing genome G′ is sorting if it decreases
the DCJ halving distance by 1: dpDCJ (G

′) = dpDCJ(G)− 1 = n− C − 1.

Since the number of distinct markers in G′ is n and dpDCJ(G
′) = n − C − 1, then

NG(G′) contains C +1 cycles. In other words, a DCJ operation is sorting if it increases
the number of cycles in NG(G) by 1.

Given (u v) an adjacency ofG that is not a double-adjacency,we denote by DCJ(u v)
the DCJ operation that cuts adjacencies (u x) and (y v) to form adjacencies (u v) and
(y x), making (u v) a double-adjacency.

Property 3. Let (u v) be an adjacency of G that is not a double-adjacency, DCJ(u v)
is a sorting DCJ operation.

Proof. DCJ(u v) increases the number of cycles in NG(G) by 1, by creating a new
cycle composed of adjacencies (u v) and (u v).

Definition 11. Let (u v), (u x), and (y v) be adjacencies of G. The interval of the
adjacency (u v), denoted by I(u v) is either:

– the interval [x ; y] if (u x) < (y v). In this case, we denote it by ]u ; v[, or
– the interval [v ; u] if (y v) < (u x).

For example, the intervals of the adjacencies in genome (◦ 2 1 2 3 1 3 ◦) are depicted
in figure 2. Note that, given an adjacency (u v) of G, if (u v) is a double-adjacency
then the interval I(u v) is empty, otherwise DCJ(u v) is the excision operation that
extracts the interval I(u v) to make it circular, thus producing the adjacency (u v).

Two intervals I(a b) and I(x y) are said to be overlapping if their intersection is
non-empty, and none of the intervals is included in the other. It is easy to see, following
Property 1, that given two adjacencies (a b) and (x y) of G such that I(a b) and
I(x y) are non-empty intervals, the successive application of DCJ(a b) and DCJ(x y)
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( ◦ 2 1 2 3 1 3 ◦ )

I(2 1) =]2 ; 1[

I(1 2) = [2 ; 1]

I(2 3) =]2 ; 3[

I(3 1) = [1 ; 3]

I(1 3) =]1 ; 3[

Fig. 2. I(G) =
{
]2 ; 1[ , [2 ; 1] , ]2 ; 3[ , [1 ; 3] , ]1 ; 3[

}
, the set of intervals of G =

(◦ 2 1 2 3 1 3 ◦) depicted as boxes. The two boxes with thick lines represent two overlapping
intervals of I(G) inducing a BI which exchanges 2 and 3

is equivalent to a BI operation if and only if I(a b) and I(x y) are overlapping. Note
that in this case neither (a b), nor (x y) can be double-adjacencies in G since their
intervals are non-empty. Figure 2 shows an example of two overlapping intervals.

The following property states precisely in which case the successive application of
DCJ(a b) and DCJ(x y) decreases the DCJ halving distance by 2, meaning that both
DCJ operations are sorting.

Property 4. Given two adjacencies (a b) and (x y) of G, such that I(a b) and I(x y)
are overlapping, the successive application of DCJ(a b) and DCJ(x y) decreases the
DCJ halving distance by 2 if and only if x �= a and y �= b.

Proof. If x �= a and y �= b, then the successive application of DCJ(a b) and DCJ(x y)
increases the number of cycles in NG(G) by 2, by creating two new 2-cycles. Otherwise,
DCJ(a b) first creates a new cycle that is then destroyed by DCJ(x y).

We denote by I(G), the set of intervals of all the adjacencies of G that do not contain
marker ◦.

Remark 1. Note that, if G contains n distinct markers, then there are 2n−1 adjacencies
in G that do not contain marker ◦, defining 2n− 1 intervals in I(G).

Definition 12. Two intervals I(a b) and I(x y) of I(G) are said to be compatible if
they are overlapping and x �= a and y �= b.

In the following, we prove the BI single tandem halving distance formula by showing
that if genome G contains more than three distinct markers, n > 3, then there exist
two compatible intervals in I(G), and if n = 2 or n = 3 then dtBI(G) = 1 and
2 ≤ dpDCJ(G) ≤ 3. This means that there exists a BI halving scenario S such that all
BI operations in S, possibly excluding the last one, are equivalent to two successive
sorting DCJ operations.

From now on, until the end of the section, (a b) is an adjacency of G that is not a
double-adjacency, A is a genome consisting in a linear chromosome L and a circular
chromosome C, obtained by applying the sorting DCJ, DCJ(a b), on G.

If there exists an interval I(x y) in I(G) compatible with I(a b), then applying
DCJ(x y) on A consists in the integration of the circular chromosome C into the linear
chromosome L such that the adjacency (x y) is formed. Such an integration can only
be performed by cutting an adjacency (x u) in C and an adjacency (v y) in L (or
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inversely) to produce adjacencies (x y) and (v u). This means that there must be an
adjacency (x y) in either C or L such that x is in C and y in L or inversely. Hence, we
have the following property :

Property 5. C cannot be reintegrated into L by applying a sorting DCJ, DCJ(x y), on
A if and only if either:

(1) for any adjacency (x y) in C (resp. L), markers x and y are in L (resp. C), or
(2) for any adjacency (x y) in C (resp. L), markers x and y are also in C (resp. L).

Proof. If there exists no adjacency (x y) in A such that x is in C and y in L or inversely,
then A necessarily satisfies either (1), or (2).

Definition 13. An interval I(a b) in I(G) is called interval of type 1 (resp. interval of
type 2) if DCJ(a b) produces a genome A satisfying configuration (1) (resp. configu-
ration (2)) described in Property 5.

For example, in genome (◦ 2 1 1 3 2 3 ◦), I(1 3) is of type 1 as DCJ(1 3) produces
genome (◦ 2 1 3 ◦) (1 3 2) ; I(2 3) is of type 2 as DCJ(2 3) produces genome
(◦ 2 3 2 3 ◦) (1 1).

Now we give the maximum numbers of intervals of type 1 and type 2 that can be
contained in genome G.

Lemma 2. The maximum number of intervals of type 1 in I(G) is 2.

Proof. First, note that there cannot be two intervals I and J of I(G) such that I �= J ,
and both I and J are of type 1. Now, if I is an interval of type 1, there can be at
most two different adjacencies (x y) and (u v) such that I(x y) = I(u v) = I . In
this case G necessarily has a chromosome of the form (. . . x v . . . u y . . .) or
(. . . u y . . . x v . . .). Therefore, there are at most two intervals of type 1 in I(G).

Lemma 3. The maximum number of intervals of type 2 in I(G) is n.

Proof. First, note that for two adjacencies (x y) and (x z) in G that do not contain
marker ◦, if (x y) is of type 2 then (x z) cannot be of type 2. Now, there is only one
marker u such that (u ◦) is an adjacency of G. Let (u v) be the adjacency of G having
u as first marker, then at most half of the intervals in I(G) − {I(u v)} can be of type
2. Therefore, there are at most n intervals of type 2 in I(G).

Theorem 2. If NG(G) contains C cycles, then the BI single tandem halving distance of
G is given by:

dtBI(G) =

⌊
n− C

2

⌋

Proof. Since there are 2n− 1 intervals in I(G), and at most n + 2 are of type 1 or 2,
then if G is a genome containing more than three distinct markers n > 3, then
2n − 1 > n + 2 and there exist two compatible intervals in I(G) inducing a BI
operation that decreases the DCJ distance by 2.
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Next, we show that if n = 2 or n = 3, then dtBI(G) = 1 and 2 ≤ dpDCJ (G) ≤ 3.
If n = 2, then the genome can be written, either as (◦ a b b a ◦), in which case a BI

can swap a and b to produce a single tandem duplicated genome, or as (◦ a a b b ◦), in
which case a BI can swap a and a b to produce a single tandem duplicated genome.

If n = 3, then the genome has two double-adjacencies to be constructed, of the form
(a b), (x y), with (a b) and (x y) being two adjacencies already present in the genome
such that b = x or b = x and a and y are distinct markers. One can rewrite (a b) and
(x y) as single markers since they will not be splitted, which makes a genome with
4 markers such that at most 2 are misplaced. Then, a single BI can produce a single
tandem duplicated genome.

Now, it is easy to see to see that if n = 2 or n = 3, then dpDCJ (G) = n − C ≤ 3.
Finally, if n = 2 or n = 3, then dpDCJ (G) ≥ 2, otherwise we would have dpDCJ (G) = 1

which would imply, as G consists in a single linear chromosome, dtBI(G) = 0. In
conclusion, if n > 3 then there exist two compatible intervals in I(G), otherwise if

n = 2 or n = 3, then dtBI(G) = 1 and 2 ≤ dpDCJ (G) ≤ 3. Therefore dtBI = �dp
DCJ

2 � =
�n−C

2 �.

5 Sorting Algorithm

In Section 4, we showed that if a genome G contains more than three distinct markers
after reduction then there exist two compatible intervals in I(G) inducing a BI to per-
form. If G contains two or three distinct markers then the BI to perform can be trivially
computed. Thus the main concern of this section is to describe an efficient algorithm
for finding compatible intervals when n > 3.

As in Section 4, in the following, G denotes a genome consisting of n distinct mark-
ers after reduction. It is easy to show that the set of intervals I(G) can be built in O(n)
time and space complexity.

We now show that finding 2 compatible intervals in I(G) can be done in O(n) time
and space complexity.

Property 6. If n > 3 , then all the smallest intervals in I(G) that are not of type 2
admit compatible intervals.

Proof. Let J be a smallest interval that is not of type 2 in I(G). As J is not of type 2,
then J has compatible intervals if J is not of type 1.

Let us suppose that J is of type 1, then for any adjacency (a b) such that markers a
and b are not in J , a and b are in J , and then I(a b) is strictly included in J and I(a b)
can’t be of type 2. Such adjacency does exist as there are n > 3 markers not included
in J . Therefore J cannot be a smallest interval that is not of type 2.

We are now ready to give the algorithm for sorting a duplicated genome G into a single
tandem duplicated genome with �n−C

2 � BI operations.

Theorem 3. Algorithm 1 reconstructs a single tandem duplicated genome with a BI
scenario of length �n−C

2 � in O(n2) time and space complexity, by computing pairs of
sorting DCJ operations.
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Algorithm 1. Reconstruction of a single tandem duplicated genome

1: while G contains more than 3 markers do
2: Construct I(G)
3: Pick a smallest interval I(a b) that is not of type 2 in I(G)
4: Find an interval I(x y) in I(G) compatible with I(a b)
5: Perform the BI equivalent to DCJ(a b) followed by DCJ(x y)
6: Reduce G
7: end while
8: if G contains 2 or 3 markers then
9: Find the last BI operation and perform it

10: end if

Proof. Building I(G) and finding two compatible intervals can be done in O(n) time
and space complexity. It follows that the while loop in the algorithm can be computed
in O(n2) time and space complexity.

Finding and performing the last BI operation when 2 ≤ n ≤ 3 can be done in
constant time and space complexity.

Moreover, all BI operations, possibly excluding the last one, are computed as pairs of
compatible intervals, ie. pairs of sorting DCJ operations, which ensures that the length
of the scenario is �n−C

2 �. ��
Corollary 1. Any BI scenario computed by Algorithm 1 is also a most parsimonious
DCJ scenario, twice as long since a BI is equivalent to 2 DCJ.

An example of scenario is shown in figure 3.

dDCJ = n − EC − ⌊
OP
2

⌋
= 4

n=5;EC=1;d=4

(◦ 1 2 3 3 �5 4� 1 2 4 5 ◦)

n=5;EC=2;d=3

(◦ 1 2 �3 3 1 2 4 5 ◦) (5 �4)

n=5;EC=3;d=2

(◦ �1 2 4 5 3� 3 1 2 4 5 ◦)

n=5;EC=4;d=1

(1 2 4 5 �3) (◦� 3 1 2 4 5 ◦)

n=5;EC=5;d=0

(◦ 3 1 2 4 5 3 1 2 4 5 ◦)

excision

reintegration

excision

reintegration

= BI (◦ 1 2 � 3 3� 5 �4� 1 2 4 5 ◦)

= BI (◦ �1 2 4 5� �3� 3 1 2 4 5 ◦)

dBI =
⌊

dDCJ
2

⌋
= 2

Fig. 3. A BI scenario computed by algorithm 1



174 A. Thomas, A. Ouangraoua, and J.-S. Varré

6 Conclusions

In this paper, we introduced the single tandem halving problem. We used the DCJ model
to simulate BI operations and we showed that it is always possible to choose two con-
secutive sorting DCJ operations such that they are equivalent to a BI operation. This
is an interesting result as it shows that restricting the scope of allowed DCJ operations
under the constraint of performing only BI doesn’t affect our halving distance. This
also means our BI scenarios are in fact optimal DCJ scenarios. We thus provided a
quadratic time and space algorithm to obtain a most parsimonious scenario for the BI
single tandem halving problem, but also a most parsimonious scenario for the DCJ sin-
gle tandem halving problem for genomes that present the orientation constraint that all
markers must have the same orientation as their paralogs. A further extension of these
results will be a generalization to the more general DCJ model, without the orientation
constraints on the genome that the BI model implies, as well as ways of reconstructing
more than a single tandem. Another direction for further studies of variants of the BI
single tandem halving problem is to consider multichromosomal genomes.
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Abstract. Computational prediction of RNA secondary structures has been an
active area of research over the past decades and since become of great relevance
for practical applications in structural biology. To date, many popular state-of-
the-art prediction tools have the same worst-case time and space requirements of
O(n3) and O(n2) for sequence length n, limiting their applicability for practical
purposes. Accordingly, biologists are interested in getting results faster, where a
moderate loss of accuracy would willingly be tolerated in favor of saving a signif-
icant amount of computation time. Motivated by these facts, we invented a novel
algorithm for predicting the secondary structure of RNA molecules that manages
to reduce the worst-case time complexity by a linear factor to O(n2), while on
the other hand it is still capable of producing highly accurate results. Basically,
the presented method relies on a probabilistic statistical sampling approach which
is actually based on an appropriate stochastic context-free grammar (SCFG): for
any given input sequence, it generates a random set of candidate structures (from
the ensemble of all feasible foldings) according to a “noisy” distribution (obtained
by heuristically approximating the inside-outside values for the input sequence),
such that finally a corresponding prediction can be efficiently derived. Notably,
this method may be employed with different sampling strategies. Therefore, we
not only consider a popular common strategy but also introduce a novel one that
is supposed to fit especially well in connection with fuzzy stochastic models. A
major advantage of the proposed prediction approach is that sampling can easily
be parallelized on modern multi-core architectures or grids. Furthermore, it can
be done in-place, that is only the best (here most probable) candidate structure(s)
generated so far need(s) to be stored and finally collected. The combination of
these two benefits immediately allows for an efficient handling of the increased
sample sizes that are often necessary to achieve competitive prediction accuracy
in connection with the noisy distribution.

1 Introduction

Over the past years, several new approaches towards the prediction of RNA secondary
structures from a single sequence have been invented which are based on generating
statistically representative and reproducible samples of the entire ensemble of feasible
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structures for the given sequence. For example, the popular Sfold software [1,2] em-
ploys a sampling extension of the partition function (PF) approach [3] to produce sta-
tistically representative subsets of the Boltzmann-weighted ensemble. More recently,
a corresponding probabilistic method has been studied [4] which actually samples the
possible foldings from a distribution implied by a sophisticated stochastic context-free
grammar (SCFG).

Notably, both sampling methods imply the same worst-case time and space require-
ments of O(n3) and O(n2), respectively, for generating a fix-size sample of random
secondary structures for a given input sequence of length n and can easily be extended
to structure prediction. In fact, a corresponding prediction can be derived from any rep-
resentative statistical sample without increasing the overall time or space complexity.
Thus, the worst-case time and storage requirements for computing structure predictions
via statistical sampling are equal to those of modern state-of-the-art tools like for in-
stance the commonly used minimum free energy (MFE) based Mfold [5,6] and Vienna
RNA [7,8] packages or the popular SCFG based Pfold software [9,10].

Furthermore, applications to structure prediction showed that neither of the two com-
peting sampling approaches (SCFG and PF based method) generally outperforms the
other and consequently, it is not obvious which one should rather be preferred in prac-
tice. This somehow contradicts the fact that the best physics-based prediction methods
still generally perform significantly better than the best probabilistic approaches. In
principle, only if the computational effort of one particular variant could be improved
without significant losses in quality (that is if one of them requires considerably less
time than the others while it sacrifices only little predictive accuracy), then the cor-
responding method would be undoubtably the number one choice for practical appli-
cations, indeed outperforming all other modern computational tools for predicting the
secondary structure of RNA sequences. This, by the way, due to the often quite large
sizes of native RNA molecules considered in practice, meets exactly the demands im-
posed by biologists on computational prediction procedures: rather getting moderately
less accurate (but still good quality) results in less time than needing significantly more
time for obtaining results that are expectedly not considerably more accurate.

Note that recently, there already have been several practical heuristic speedups [11,12].
Particularly, the approach of [11] for folding single RNA sequences manages to speed
up the standard dynamic programming algorithms without sacrificing the optimality of
the results, yielding an expected time complexity of O(n2 ·ψ(n)), where ψ(n) is shown
to be constant on average under standard polymer folding models. In [12], it is shown
how to reduce those average-case time and space complexities in the sparse case. Fur-
thermore, the practical technique from [13] achieves an improved worst-case time com-
plexity of O(n3/ log(n)), and with the (MFE and SCFG based) algorithms from [14],
a slight worst-case speedup of O(n3 · log(log(n))1/2/ log(n)1/2) time can be reached
(whose practicality is unlikely and unestablished).

In this article, we present a new way to reduce the worst-case time complexity of
SCFG based statistical sampling by a linear factor, making it possible to predict for
instance the most probable (MP) structure among all sampled foldings for a given in-
put sequence of length n (in direct analogy to conventional structure prediction via
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SCFGs) with only O(n2) time and space requirements. This complexity improvement
is basically realized by employing an appropriate heuristic instead of the corresponding
exact algorithm for preprocessing the input sequence, i.e. for deriving a “noisy” dis-
tribution (induced by heuristic approximations of the corresponding inside and outside
probabilities) on the entire structure ensemble for the input sequence. From this distri-
bution candidate structures can be efficiently sampled1. Moreover, we will consider two
different sampling strategies: (a slight modification of) the widely known sampling pro-
cedure from [1,4] which basically generates a random structure from outside to inside,
and a novel alternative strategy that obeys to contrary principles and employs a reverse
course of action (from inside to outside) and manages to take more advantage of the
approximative preprocessing.

As we will see, even building on our new heuristic preprocessing step, both
sampling strategies can be applied to obtain MP structure predictions of respectable
accuracy. In principle, for sufficiently large sample sizes we obtain a similar high pre-
dictive accuracy as in the case of exact calculations2. The seemingly sole pitfall is
that due to the noisy ensemble distribution resulting from approximative computa-
tions, the produced samples are no longer guaranteed to primarily contain rather likely
structures (with respect to the exact distribution of feasible foldings for a given input
sequence), such that we usually have to generate more candidate structures (i.e., con-
sider larger sample sizes) in oder to ensure reproducible structure predictions. However,
this is quite unproblematic in practice: firstly, we can generate the candidate structures
in-place (only the so far most probable structure(s) need(s) to be stored), such that large
sample sizes give no rise to increased memory consumption and secondly, generating
samples can easily be parallelized on modern multi-core architectures or grids.

The rest of this paper is organized as follows: Sect. 2 briefly recaps the principles of
probabilistic statistical sampling and provides the needed formal framework. Sect. 2.3
contains a (short and exemplary) analysis on how different types and levels of distur-
bances in the underlying ensemble distribution affect the resulting sampling quality.
This actually yields an impression on the required precision of an adequate heuristic
approximation scheme for inside-outside calculations. Section 3 describes all facts con-
cerning the approximative preprocessing step that needs to be applied for decreasing
the worst-case time requirements. A (slightly modified) common sampling strategy and
an alternative novel strategy (intended to match well with our heuristic method) are
introduced and opposed in Sect. 4. In Sect. 5, the overall quality of generated sample
sets and their applicability to RNA structure prediction are investigated. We present ex-
periments which show how the prediction accuracy grows with the sample size together
with considerations on how an efficient implementation can deal with large sample sets.
Finally, Sect. 6 concludes the paper.

1 With purposive proof-of-concept implementations (in Wolfram Mathematica 7.0), for instance
the overall preprocessing time for E.coli tRNAAla (of length n = 76) could be reduced from
49.0 (traditional cubic algorithm) to only 3.7 (new quadratic strategy) seconds.

2 For E.coli tRNAAla, we for instance observed the same sensitivity and PPV values of 1.0 and
0.91, respectively, with a particular application of our heuristic method and the corresponding
exact variant.
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2 Preliminaries

In the sequel, given an RNA molecule r consisting of n nucleotides, we denote the
corresponding sequence fragment from position i to position j, 1 ≤ i ≤ j ≤ n, by
Ri,j = riri+1 . . . rj−1rj . Accordingly, Si,j denotes a feasible secondary structure on
Ri,j .

2.1 Sampling Based on SCFG Models

Briefly, probabilistic sampling based on a suitable SCFG Gs with sets IGs and RGs

of intermediate symbols and productions, respectively, and axiom S ∈ IGs (that mod-
els the class of all feasible secondary structures) has two basic steps: In the first step
(preprocessing), all inside probabilities

αX(i, j) := Pr(X ⇒∗
lm ri . . . rj) (1)

and all outside probabilities

βX(i, j) := Pr(S ⇒∗
lm r1 . . . ri−1 X rj+1 . . . rn) (2)

for a sequence r of size n, X ∈ IGs and 1 ≤ i, j ≤ n, are computed. According to [4],
this can be done with a special variant of an Earley-style parser (such that the consid-
ered grammar does not need to be in Chomsky normal form (CNF)), where the grammar
parameters (trained beforehand on a suitable RNA structure database) are splitted into
a set of transition probabilities Pr0tr(rule) for rule ∈ RGs and two sets of emission
probabilities Pr1em(·) for the 4 unpaired bases and the 16 possible base pairings. For
any such SCFG Gs, there results O(n3) time complexity and O(n2) memory require-
ment for this preprocessing step. Note that in this work, we will use the sophisticated
grammar from [4] which has been parameterized to impose two relevant restrictions
on the class of all feasible structures, namely a minimum length of minHL for hairpin
loops and a minimum number of minhel consecutive base pairs for helices.

The second step takes the form of a recursive sampling algorithm to randomly draw a
complete secondary structure by consecutively sampling substructures (defined by base
pairs and unpaired bases). Notably, different sampling strategies may be employed for
realizing this step; two contrary variants that will be considered within this work are
described in detail in Sect. 4. In general, for any sampling decision (for example choice
of a new base pair), the strategy considers the respective set of all possible choices that
might actually be formed on the currently considered fragment of the input sequence.
Any of these sets contains exactly the mutually and exclusive cases as defined by the al-
ternative productions (of a particular intermediate symbol) of the underlying grammar.
The corresponding random choice is then drawn according to the resulting conditional
sampling distribution (for the considered sequence fragment). This means that the re-
spective sampling distributions are defined by the inside and outside values derived in
step one (providing information on the distribution of all possible choices according to
the actual input sequence) and the grammar parameters (transition probabilities).
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Since every of the before mentioned conditional distributions needed for randomly
drawing one of the respective possible choices can be derived in linear time (during
the sampling process), any valid3 base pair can be sampled in time O(n). Thus, since
any structure of size n can have at most �n−minHL

2 � base pairs, a random candidate
structure for the given input sequence can be generated in O(n2) time.

Thus, one straightforward approach for improving the performance of the overall
sampling algorithm in the worst-case is to reduce the O(n3) time complexity required
for the preprocessing step at least to the quadratic time of the sampling strategy. To
us, this means we might be able to save a significant amount of time by replacing the
exact inside-outside calculations with a corresponding heuristic method yielding only
approximative inside-outside values for a given input sequence. To see if this might ac-
tually be successful, we next want to determine to which extend the sampling strategy
reacts to different types and degrees of disturbances in the inside and outside proba-
bilities in order the get evidence if it could actually be possible to find an appropriate
heuristic.

2.2 Considered Disturbance Types and Levels

We decided to disturb the exact inside and outside probabilities for a given input se-
quence r of length n in the following ways: For each X ∈ IGs and 1 ≤ i, j ≤ n,
redefine the corresponding inside value according to

αX(i, j) := max(min(αX(i, j) + αerr, 1), 0), (3)

where αerr is randomly chosen from the following interval or set:

[−maxErrPercαA(i, j),+maxErrPercαA(i, j)] or

{−fixErrPercαA(i, j),+fixErrPercαA(i, j)}

(relative errors), with maxErrPerc, fixErrPerc ∈ (0, 1] defining percentages, or else,

[−maxErrVal,+maxErrVal] or {−fixErrVal,+fixErrVal}

(absolute errors), with maxErrVal, fixErrVal ∈ (0, 1] being fixed values. Random errors
on all outside values βX(i, j), X ∈ IGs and 1 ≤ i, j ≤ n, can be generated in the same
way.

The needed conditional sampling distributions (as considered by a particular strat-
egy) are then derived from the exact grammar parameters and the disturbed inside-
outside probabilities for the input sequence. This might create the need to (slightly)
modify a particularly employed sampling strategy for being capable of dealing with
these skewed distributions, as we will see in Sect. 4.1.

3 One may for example consider only the 6 different most stable canonical pairs as valid ones
(like usually done in physics-based approaches due to missing thermodynamics parameters for
non-canonical pairs). However, we decided to drop this restriction, considering all possible
non-crossing base pairings to be valid.
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2.3 Influence of Disturbances

To get a first impression on the influence of disturbances (in the ensemble distribu-
tion for a given input sequence) on the quality of generated sample sets, we opted
for the potentially most intuitive application in this context, namely probability pro-
filing for unpaired bases within particular loop types (see, e.g., [1]). In principle, for
each nucleotide position i, 1 ≤ i ≤ n, of a given sequence of length n, one com-
putes the probabilities that i is an unpaired base within a specific loop type. These
probabilities are given by the observed frequencies in a representative statistical sam-
ple of the complete ensemble (of all possible secondary structures) for the given input
sequence.

Furthermore, in order to investigate to what extend the accuracy of predicted fold-
ings changes when different dimensions of relative disturbances are incorporated into
the needed sampling probabilities, we will additionally derive the most probable (MP)
structure in the generated samples, respectively, as prediction.

Note that for our examinations, we will exemplarily consider a well-known trusted
tRNA structure, Escherichia coli tRNAAla, since this molecule folds into the typical
cloverleaf structure, making it very easy to judge the accuracy of the resulting profiles
and predictions.

0 10 20 30 40 50 60 70
0.0

0.2

0.4

0.6

0.8

1.0

Nucleotide Position

P
ro

ba
bi

lit
y

Hplot

0 10 20 30 40 50 60 70
0.0

0.2

0.4

0.6

0.8

1.0

Nucleotide Position

P
ro

ba
bi

lit
y

Mplot

Fig. 1. Loop profiles and MP predictions obtained for E.coli tRNAAla. Hplot and Mplot display
the probability that an unpaired base lies in a hairpin and multibranched loop, respectively. All
results have been derived from samples of size 1,000, generated with minhel = 2 and minHL =
3. Errors were produced with maxErrPerc = 0.99 (thick gray lines) and fixErrPerc = 0.99 (thick
dotted darker gray lines). The profiles also display the respective exact results (thin black lines)
and the native folding of E.coli tRNAAla (black points).

Figure 1 indicates that even in the case of large relative errors, the sampled struc-
tures still exhibit the typical cloverleaf structure of tRNAs, especially for the extenu-
ated disturbance variant according to maxErrPerc which seems to have practically no
effect on the resulting sampling quality and prediction accuracy. However, Fig. 2 per-
fectly demonstrates that if the disturbances have been created by generating absolute
errors on all inside values, then – even for rather small values – the resulting samples
(and corresponding predictions as well) seem to be useless. Nevertheless, it seems rea-
sonable to believe that the inside and outside probabilities do not necessarily have to be
computed in an exact way, but it may probably suffice to only (adequately) approximate
them.
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Fig. 2. Sampling results for E.coli tRNAAla corresponding to those presented in Fig. 1, where
maxErrVal = 10−9 (thick gray lines) and fixErrVal = 10−9 (thick dotted darker gray lines) have
been chosen for generating the disturbances

3 Reducing the Preprocessing Time

According to the previous discussion, the proclaimed aim of this section is to lower
the O(n3) time complexity for preliminary inside-outside calculations to O(n2), such
that the preprocessing has the same worst-case time requirements as the subsequent
sampling process (for constructing a constant number of random secondary structure of
size n).

3.1 Basic Idea

The main idea for reaching this time complexity reduction by a factor n in the worst-
case is actually quite simple: Instead of deriving the inside values αX(i, j) (and the
corresponding outside probabilities βX(i, j)), X ∈ IGs , for any combination of start
position i and end position j, 1 ≤ i, j ≤ n, we abstract from the actual position of sub-
word Ri,j = ri . . . rj in the input sequence and consider only its length d = |ri . . . rj |.
Thus, for any X ∈ IGs , we do not need to calculate O(n2) values αX(i, j) (and
βX(i, j)) for 1 ≤ i, j ≤ n, but only O(n) values αX(d) (and βX(d)) for 0 ≤ d ≤ n.
However, the problem with this approach is that distance d alone may be associated
with any of the strings in {ri . . . rj | j − i + 1 = d}, i.e. without using positions i and
j we are inevitably forced to additionally abstract from the actual input sequence r.

Note that it is also possible to combine both alternatives, that is we can first use
the traditional algorithms to calculate exact values αX(i, j) (and βX(i, j)) within a
window of fixed size Wexact, i.e. for j − i + 1 ≤ Wexact (and j − i + 1 ≥ n −
Wexact), and afterwards derive the remaining values for Wexact < d ≤ n (and 0 ≤
d < n − Wexact) in an approximate fashion by employing the time-reduced variant
for obtaining αX(d) (and βX(d)) for each X ∈ IGs . Since Wexact is constant, this
effectively yields an improvement in the time complexity of the corresponding complete
inside computation, which is then given by O(n2 · Wexact). However, even for fix
Wexact the time requirements for such a mixed outside computation are O(n3).

3.2 Approximation of Emission Probabilities

Due to the unavoidable abstraction from sequence, we have to determine some approx-
imated terms for the emissions of unpaired bases and base pairs, respectively, that
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– do not depend on the positions of subwords within the overall input word, but
– should at least depend on the lengths of the corresponding subwords,

where it is strongly recommended to make sure that as much information on the compo-
sition of the actual input sequence as possible is incorporated into these approximated
terms.

Therefore, we decided to use the following emission terms that incorporate relative
frequencies rf1em(ri, i − i + 1) and rf2em(rirj , j − i + 1) for unpaired bases and base
pairs, respectively, that can be efficiently derived from the actual input sequence:

P̂r
1

em(1) :=
∑

u∈ΣGr

Pr1em(u) · rf1em(u, 1), (4)

P̂r
2

em(d) :=
∑

p1p2∈Σ2
Gr

Pr2em(p1p2) · rf2em(p1p2, d). (5)

3.3 (Improved) Approximated Sampling Probabilities

Fortunately, during the complete sampling process, not only the start and end positions
of the currently considered sequence fragment Ri,j , 1 ≤ i, j ≤ n, but also the actual
input sequence r are always known. Thus, we can in certain cases easily remove some
approximate factors in the corresponding approximated inside and outside probabilities
and replace them with the respective correct terms (depending on i, j and r) in order to
obtain more reliable values.

Therefore, for any sampling strategy, the sampling probabilities from which the re-
spective (conditional) distributions for possible choices are inferred should be defined
by using such improved inside and outside probabilities (instead of the corresponding
uncorrected precomputed ones). For example, if X ∈ IGs generates hairpin loops, we
should use

α̂X(i, j) :=

{
αX(i, j), if (j − i+ 1) ≤ Wexact,

αX(j − i+ 1) · c1em(i, j), else,
(6)

and

β̂X(i, j) :=

⎧⎪⎨⎪⎩
βX(i, j), if (j − i+ 1) ≥ n−Wexact,

βX(j − i+ 1)×
c2em(i−minhel, j +minhel,minhel), else,

(7)

where

c1em(s, e) :=

∏e
k=s Pr

1
em(rk)

P̂r
1

em(1)e−s+1
(8)

and

c2em(i, j, l) :=

∏l−1
k=0 Pr

2
em(ri+krj−k)∏l−1

k=0 P̂r
2

em((j − k)− (i+ k) + 1)
. (9)



Fast RNA Secondary Structure Prediction Using Fuzzy Stochastic Models 183

4 Considered Sampling Strategies

For the subsequent examinations, we will employ two different sampling strategies,
which are introduced now.

4.1 Well–Established Strategy

Let us first consider a slightly modified variant of the rather simple and widely known
sampling strategy from [1,4]. Briefly, this well-established strategy samples a complete
secondary structure S1,n for a given input sequence r of length n in the following
recursive way: Start with the entire RNA sequence R1,n and consecutively compute the
adjacent substructures (single-stranded regions and paired substructures) of the exterior
loop (from left to right). Any (paired) substructure on fragment Ri,j , 1 ≤ i < j ≤ n, is
folded by recursively constructing substructures (hairpins, stacked pairs, bulges, interior
and multibranched loops) on smaller fragments Rl,h, i ≤ l < h ≤ j. That is, fragments
are sampled in an outside-to-inside fashion.

Notably, without disturbances of the underlying probabilistic model, it is guaranteed
that any sampled loop type for a considered sequence fragment can be successfully gen-
erated (otherwise its probability would have been 0). As this must not hold in disturbed
cases (like e.g. those of Sect. 2.3), the most straightforward modification to solve this
problem is that in any such case where the chosen substructure type can not be success-
fully generated, the strategy returns the partially formed substructure. Figure 3 gives a
schematic overview on this inherently controlled sampling strategy; a simple example
is presented in Fig. 4.

As regards this particular sampling strategy, the outside values can easily be omit-
ted from the corresponding formulæ for defining the needed sampling probabilities,
since in any case they contribute the same multiplicative factor to the distinct sampling
probabilities for mutually exclusive and exhaustive cases, such that they finally do not
influence the sampling decision at all.

The correctness of this simplification can easily be verified by considering a partic-
ular set acX(i, j) of all choices for (valid) derivations of intermediate symbol X ∈ IGs

on sequence fragment Ri,j , 1 ≤ i < j ≤ n, which actually correspond to possible sub-
structures on Ri,j . Under the assumption that the alternatives for intermediate symbol
X are X → Y and X → VW , the (valid) mutually exclusive and exhaustive cases are
defined by:

acX(i, j) := acXY (i, j) ∪ acXVW (i, j), (10)

where

acXY (i, j) := {(0, p) | p �= 0 for

p = βX(i, j) · αY (i, j) · Pr0tr(X → Y )} (11)

and

acXVW (i, j) := {(k, p) | i ≤ k ≤ j and p �= 0 for

p = βX(i, j) · αV (i, k)αW (k + 1, j) · Pr0tr(X → VW )}. (12)
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Fig. 3. Flowchart for recursive sampling of an RNA secondary structure S1,n for a given input
sequence r of length n according to an inherently controlled strategy with predetermined order,
similar to that of [1,4])

We then sample from the probability distribution induced by acX(i, j) (conditioned
on fragment Ri,j), which implies

1 =
∑

(k,p)∈acX(i,j)

p

z
=

βX(i, j)

z

∑
(k,p)∈acX(i,j)

p

βX(i, j)
, (13)

with
z :=

∑
(k,p)∈acX(i,j)

p, (14)

since βX(i, j) �= 0 due to the definition of acX(i, j) (multiplicative term).
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Fig. 4. Illustration of the recursive process of sampling an RNA secondary structure for an ex-
emplary input sequence according to the common sampling strategy. Note that base pairs are
represented by pairs of corresponding brackets ( ), unpaired bases by symbols | and bases
which have not been solved yet (i.e., which have not been determined to be paired or unpaired so
far) are depicted by symbols *.

4.2 Alternative Strategy

Unfortunately, the common sampling strategy from Sect. 4.1 lacks the ability to take full
advantage of the exact inside values α̂X(i, j) = αX(i, j), for X ∈ IGs and j− i+1 ≤
Wexact, obtained by employing a particular mixed preprocessing variant according to
0 ≤ Wexact < n. Particularly, the strategy in general inevitably has to sample the
first base pairs from corresponding conditional probability distributions for rather large
fragments Ri,j with j − i + 1 > Wexact, which are indeed induced by approximated
sampling probabilities rather than exact ones. Therefore, we designed an alternative to
this well-established sampling strategy that obeys to contrary principles, resulting in a
reverse sampling direction.

Basically, a complete secondary structure S1,n for a given input sequence r of length
n can alternatively albeit unconventionally be sampled in the following (deliberately
less controlled) way: Start with the entire RNA sequence Rstart,end = R1,n and ran-
domly construct adjacent substructures (paired substructures preceeded by potentially
empty single-stranded regions) of the exterior loop on the considered sequence fragment
Rstart,end (where the construction does not follow a particular order, e.g. does not sample
from left to right), as long as no further paired substructure can be folded. Any (paired)
substructure on fragment Rstart,end, 1 ≤ start ≤ end ≤ n, is created by sampling a
random hairpin loop (with closing base pair i.j, for start < i < j < end) – here we
can take advantage of exact inside values from a mixed preprocessing since most likely i
and j are close – and extending it (towards the ends ofRstart,end) by successively draw-
ing closing base pairs. During this extension, basically all known substructures (stacked
pairs, bulges, interior and multibranched loops, that obey to certain restrictions which
will be discussed later) may be folded, where each substructure (e.g. multiloop) has to
be completed before its closing base pair is added and the corresponding helix can ac-
tually be further extended4. The process of folding a particular paired substructure ends
with a complete and valid paired structure (of the currently folding multiloop or of the
exterior loop), either with or without a directly preceeding unpaired region, both on the

4 Note that the sampling strategy proposed here is only heuristic in that it does not sample struc-
tures precisely according to the distribution implied by the underlying SCFG. See [18] for a
discussion why this is unavoidable when sampling inside-out.
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Fig. 5. Flowchart for recursive sampling of an RNA secondary structure S1,n for a given input
sequence r of length n according to a less restrictive strategy with extensively more freedom (that
requires dynamic validation of possible random choices during the sampling process)

considered fragment Rstart,end. Figure 5 gives a schematic overview on this inside-out
fashion sampling strategy; a simple example is presented in Fig. 6.

Note that in order to ensure that all sampled substructures can be successfully folded,
especially in the case of multiloops, we have to take care that at any point, the strategy
may only draw such random choices that do not make it impossible to successfully fin-
ish the currently running construction process (of a particular loop). As this strongly
depends on the actual positions and types of all previously folded paired substructures,
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Fig. 6. Illustration of the recursive process of sampling an RNA secondary structure for an exem-
plary input sequence according to our alternative sampling strategy

the algorithm obviously needs to dynamically determine the respective set of all valid
choices (during the sampling process itself) before a corresponding probability distri-
bution (needed for drawing a particular random choice) can be derived.

This, however, may cause severe problems as regards the time complexity for ran-
domly sampling the next extension (or base pair). Nevertheless, in order to guarantee
that the worst-case time complexity for drawing any random choice remains in O(n),
we only need to impose a few restrictions concerning the lengths of single-stranded re-
gions in some types of loops. In detail, we have to consider a maximum allowed number
of nucleotides in unpaired regions of hairpin loops (maxhairpin), bulge or interior loops
(maxbulge), and multiloops (maxstrand)5.

For example, if X ∈ IGs generates hairpin loops, then the set of all possible hairpin
loops that can be validly folded on sequence fragment Rstart,end is given by

pcHL(start, end) :=
{
(i, j, p) |

start+minhel ≤ i ≤ j ≤ end−minhel and

i+minHL − 1 ≤ j ≤ i+maxhairpin − 1 and

Ri−minhel,j+minhel
not folded and

p = β̂X(i, j) · α̂X(i, j) �= 0
}
. (15)

Obviously,maxhairpin indeed ensures that pcHL(start, end) can be computed in O(n)
time.

Finally, it should be noted that this sampling strategy needs to additionally con-
sider outside probabilities, for two reasons: First, for “normalizing” the resulting sam-
pling probabilities. This is due to the fact that the different possible choices (i, j, p)
usually imply substructures Si,j of different lengths j − i + 1, such that only p =

α̂X(i, j) · β̂X(i, j) ensures that the probabilities of all possible choices are of the same
order of magnitude and hence imply a reasonable probability distribution for drawing a
random choice. Second, the outside values are required for guaranteeing that sampled
substructures can be validly extended. This means that only such hairpin loops and ex-

5 Note that these restrictions are not as severe as it may seem, since for example choosing the
constant value 30 for all three parameters can be expected to hardly have a negative impact on
the resulting sampling quality. In fact, many MFE based prediction algorithms also restrict the
lengths of particular single-stranded regions, at least for long bulge and interior loops (where
the proposed constant value of 30 is considered a common choice).
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Table 1. Comparison of the considered sampling strategies (for an arbitrary input sequence of
length n)

Aspect Conventional Strategy Alternative Strategy
Preprocessing
time

O(n3) for exact calculations,
O(n2) for approximate variant,
O(n2) with constant Wexact ≥ 0

O(n3) for exact calculations,
O(n2) for approximate variant,
O(n3) with constant Wexact ≥ 0

Constraints None Constant maxhairpin, maxbulge and
maxstrand

Characteristics
and
course of
action

Inherently controlled, ordered:
- helices from left to right,
- sampling proceeds “inwards”:
construction of substructure Si,j

starts by considering Ri,j and ends
by generating an unpaired region
(usually a hairpin loop)

Extensively more freedom, less restrictive:
- helices in arbitrary order,
- sampling proceeds “outwards”:
construction of new substructure on un-
folded fragment Rstart,end starts with ran-
dom hairpin loop which is extended to a
complete and valid (paired) substructure
Si,j on Rstart,end

Benefits of
sampling
direction

(Sub)structures are folded in ac-
cordance with the generation of
the corresponding (unique leftmost)
derivation (sub)tree by the underly-
ing SCFG

Takes more advantage of inside probabil-
ities for shorter fragments containing less
approximated terms and thus less inaccu-
racies (although this potential is narrowed
by the outside values for which the contrary
holds)

Function of
outside values

Not considered (do not influence
sampling distributions)

1) “Normalize” sampling probabilities
2) Ensure valid extensions

Identification
of valid
choices

Not required (all possible choices
are principally valid)

Dynamic checking required (due to depen-
dence on previously folded substructures)

Folding time O(n2) O(n2) with larger constants
Overall time
complexity
for MP
predictions

O(n3) with exact variant,
O(n2) with constant Wexact ≥ 0
or in completely approximated case

O(n3) in case of exact computations or
mixed variants using Wexact ≥ 0,
O(n2) only in completely approximated
case

tensions (implying a surrounding base pair i.j) may be sampled that can actually lead
to the generation of a corresponding valid helix.

We conclude this section by referring to Table 1 that summarizes the main differences
of both sampling strategies. Note that despite the significant algorithmic differences
between both sampling variants (our new strategy is computationally more complex),
there exists a fundamental difference when it comes to producing identical outcomes:
When applying our dynamic strategy, a complete secondary structure (e.g., the one
shown in Figs. 4 and 6) can generally be sampled in more than one way (due to the
higher degree of freedom), whereas with the common strategy, there is always only one
unique way for sampling a particular structure.

5 Applications

Attempting to quantify the decline in accuracy that results from approximative prepro-
cessing, we first considered the E.coli tRNAAla sequence for probability profiling. The
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Fig. 7. Sampling results for E.coli tRNAAla, derived with the common strategy (under the as-
sumption of minhel = 2 and minHL = 3), where we used sample size 100,000, 10,000 and
1,000 for Wexact = −1 (no window, thick gray lines), Wexact = 30 (moderate window, thick
dotted darker gray lines) and Wexact = +∞ (complete window, thin black lines), respectively
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Fig. 8. Sampling results corresponding to those of Fig. 7, obtained by employing the alternative
sampling strategy

sampling results shown in Fig. 7 indicate that for the common sampling strategy, con-
sidering a window of constant size Wexact (chosen to cover the size of hairpin-loops)
with a mixed preprocessing variant, actually yields a slight improvement of the result-
ing sampling quality, where the same time requirements are needed for generating the
respective sample sets.

Contrary to this observation, Fig. 8 demonstrates that when employing our alterna-
tive sampling strategy, the corresponding results are not significantly different for the
completely approximate preprocessing variant and for a mixed version on the basis of
a constant value for Wexact. Thus, to our surprise it does not matter if we consider a
constant window for exact calculations or simply approximate all inside and outside
values, which is not only an interesting observation itself, but also fortunately prevents
us from having to deal with an undesirable trade-off between reducing the worst-case
time complexity (by a linear factor) and sacrificing less of the resulting sampling qual-
ity. In fact, this means we may (without resulting significant quality losses) always use
the more efficient approximative preprocessing variant in order to reduce the worst-case
time complexity of the overall sampling algorithm.

However, all profiles perfectly demonstrate that due to the noisy ensemble distribu-
tion caused by approximating the highly relevant sequence-dependent emission
probabilities, the resulting sample sets usually contain many foldings that are rather
unlikely according to the exact distribution for the considered input sequence. For this
reason, it can not be recommended to employ one of the following otherwise rea-
sonable construction schemes for deriving predictions according to the entire sample
set: we should rather neither predict γ-MEA nor γ-centroid structures of the generated
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sample set as defined in [4], since those effectively reflect the overall behavior of the
sample. Those predictions must anyway be considered inappropriate choices in our
case, since their computation requires O(n3) time, which would inevitably undo the
time reduction reached by approximating (expect for in the case of γ-centroid structures
for the default choice γ = 1, i.e. unique centroids, as those can be derived in O(n2)

time). Nevertheless, we can without significant losses in performance (without increas-
ing the worst-case time complexity of the overall algorithm) identify the MP structure(s)
of the generated sample6, in strong analogy to traditional SCFG approaches. Since for
this selection principle, we can actually rely on the exact distribution of feasible struc-
tures7, this seems to be the right choice indeed.

It should be mentioned that one could, however, alternatively consider a particular
subset of the overall sample that contains only those candidate foldings satisfying a
preliminary defined quality criterion (e.g., only structures with probabilities above a
specified threshold or with not less than a specified minimum number of base pairs).
This means candidate folding of low quality are disregarded, such that constructing γ-
MEA or γ-centroid structures might then result in reliable predictions (where only the
derivation of the unique centroid is reasonable with respect to time complexity). No-
tably, in this context, one should apply a corresponding rejection scheme during sample
composition (i.e., generated structures are only added to the sample set if they meet
the preliminary specified requirements, otherwise they are rejected), since this is obvi-
ously more efficient than collecting all generated structures and afterwards employing
a corresponding filtering process in order to identify the subset to be considered. Uti-
lizing a reasonable rejection criterion, it actually becomes possible to generate any de-
sired number of candidate foldings that obey to the imposed restrictions: new structures
are generated until the resulting sample set is large enough. In connection with noisy
ensemble distributions, choosing only moderate sizes for such filtered samples might
suffice under certain circumstances, which might then result in a reduced runtime com-
pared to the generation of large unfiltered sample sets. Anyway, in this work we will
exclusively consider unfiltered samples and MP predictions.

On the basis of a series of experiments, we observed that stability in resulting pre-
dictions and a competitive prediction accuracy can only be reached by increasing the
sample size, especially in the case of complete approximation for the preprocessing
step and sampling according to the alternative strategy introduced in Sect. 4.2. That
is, more candidate structures ought to be generated for guaranteeing that the resulting
MP predictions are reproducible (by independent runs for the same input sequence)
and of hight quality. This negative effect is considerably lowered by using (larger) con-
stant values of Wexact ≥ 0, and is actually less recognizable when employing the

6 The probability of each structure can either be determined on the fly while sampling, multi-
plying the probabilities of the production rules which correspond to the respective sampling
decisions, and otherwise – since the underlying SCFG from [4] is unambiguous – are com-
putable in O(n2) time making use, e.g., of an Earley-style parser.

7 Note that the probability for a particular folding of a given RNA sequence is equal to a product
of (different powers of the diverse) transition and emission probabilities (according to the
corresponding derivation tree), which means it depends only on the exact trained parameter
values of the underlying SCFG.
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Fig. 9. Sensitivity and PPV of prediction as a function of sample size derived for E.coli tRNAAla.
Top (bottom) line shows the common (alternative) sampling strategy for Wexact = −1 (no
window, thick gray lines), Wexact = 30 (moderate window, thick dotted darker gray lines) and
Wexact = +∞ (complete window, thin black lines), respectively

conventional sampling strategy recapped in Sect. 4.1. Figure 9 shows the averaged sen-
sitivities and PPVs obtained for 50 independent runs of continuously sampling sec-
ondary structures taking the so far most probable one as the actual prediction (which
determines sensitivity and PPV for the actual sample size).

We observe that when making use of approximate probabilities sample sizes about
40 to 50 times as large as for a precise preprocessing are needed to generate competi-
tive predictions. Thus, for a naive implementation the speedup gained by approximation
may partly be lost. However, unlike prediction algorithms using dynamic programming,
sampling can easily be parallelized. Making use of a grid environment where today one
may assume a processor to have about 8 cores, a grid of size 5 or 6 computers is suf-
ficient to compensate the increased sample size. Furthermore, since we only make use
of the most probable sampled structure for our prediction, sampling can be done in-
place, storing in each core only the best structure(s) seen so far. This reduces the mem-
ory requirements and keeps the communication costs rather moderate since it is finally
only necessary to gather m structures from m cores and select the best. Notably, we
performed a series of experiments, making use of Mathematica’s parallel computation
features, which proved that the overall process scales linearly in the number of cores
used with a non-measurable communication overhead.

This initially proves the applicability of our approach providing a factor n speedup
compared to established prediction tools but still maintaining the limits implied by a
quadratic memory consumption (in our case used to store parameter values).

Anyway, for more reliable evaluation results, we performed a corresponding empiri-
cal study on the basis of comprehensive tRNA data (specifically, on 100 randomly cho-
sen tRNA sequences from [15]), where for any sequence we picked the most probable
structure in a particular sample as prediction. The plots presented in Fig. 10 show the
resulting sensitivities and PPVs (averaged over all sequences) as functions of the con-
sidered sample size. Similar to the observations made above, we find that our heuristic
variants can still yield highly accurate predictions, but may require the consideration of
larger sample sizes.

Furthermore, the best accuracies as observed for one of the considered sample sizes
(as recorded in Table 2(b)) are in any case superior to the accuracies obtained with
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Fig. 10. Sensitivity and PPV of prediction as a function of sample size obtained by considering
100 distinct tRNA sequences from [15]. Plots correspond to those of Fig. 9.

Table 2. Sensitivity and PPV of predicted foldings for 100 distinct tRNA sequences from [15]

(a) Accuracies derived with
leading prediction tools.

Tool Sens. PPV
CONTRAfold 80 71

PPfold 59 84
RNAshapes 66 60
Sfold, mfe 64 57
Sfold, ec 61 64
UNAFold 64 59

ViennaRNA 64 57

(b) Accuracies obtained with heuristic sampling.
Tabulated are the best accuracies (maximizing the
sum of sensitivity and PPV) as observed for one
of the considered sample sizes.

Strategy Wexact Time Sens. PPV S. size
Conventional ∞ O(n3) 88 84 1000

30 O(n2) 88 84 60000
−1 O(n2) 85 84 86000

Alternative ∞ O(n3) 89 85 2000
30 O(n3) 87 85 19000
−1 O(n2) 83 83 73000

several leading RNA secondary structure prediction tools (on the basis of the same
tRNA sequences, as collected in Table 2(a)). Despite the rather simple structure of tRNA
molecules (short sequences with comparably low structural variety), these first results
anyhow indicate the validity of the proposed heuristic sampling approach. Notably, our
novel sampling strategy seems to produce more accurate results than the common one
for particular settings, for instance in case of exact preprocessing, although it was orig-
inally designed to fit especially well with our approximative variants.

In summary, the presented results are quite encouraging, but undoubtably more reli-
able empirical studies in connection with other classes of RNAs (e.g., the ones consid-
ered in [4] for exact preprocessing in combination with the common sampling strategy)
and further prediction selection schemes (e.g., centroids) are required for evaluating our
heuristic method(s) and for identifying potential sites for improvement.

6 Conclusions

The major advantage of the presented approximative method is that it is more efficient
than all other modern prediction algorithms (implemented in popular tools like Mfold [6],
ViennaRNA [8], Pfold [10], Sfold [2] or CONTRAfold [16]), reducing the worst-case
time complexity by a linear factor, such that the time and space requirements are both
bounded byO(n2). However, a potential drawback lies in the observation that the overall
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quality of generated samples decreases (as indicated by probability profiling for specific
loop types), which is due to the approximated ensemble distribution. As a consequence,
we usually need to use larger sample sizes for obtaining a competitive prediction accu-
racy and stable predictions, i.e., more candidate structures for a given input sequence
have to be generated to ensure that the approximation method outputs rather identical
predictions in independent runs for that sequence. According to our experiments, an ef-
ficient implementation that really takes advantage of the accelerated preprocessing (3.7
compared to 49 seconds for our proof-of-concept implementation in Wolfram Mathe-
matica) but handles large sample sizes can be obtained by parallelization.

Note that all results presented in this article have been derived with a purposive
proof-of-concept implementation of the described methods. A more sophisticated tool
will be realized in the future, hoping that the proposed prediction approach proves ca-
pable of yielding acceptable accuracies even for such types of RNAs whose molecules
imply a great variety of structural features (due to large sequence lengths). In fact, we
here only considered exemplary applications for simple tRNA sequences (specifically,
for one particular tRNA molecule and a collection of 100 distinct tRNAs, respectively)
in order to get positive feedback that (at least) the MP predictions obtained via approx-
imated SCFG based sampling can be of high quality. Accordingly, more general exper-
iments are needed, e.g., in connection with RNA molecules of sizes n = 3000− 30000

(for which the memory constraints of our approach are not restrictive assuming 1GB
of memory for each core) and where long distance base pairs in a global folding are
of interest. In such a scenario, the proposed algorithm could be the method of choice –
provided it performs similarly well.

This line of research is work in progress, but we found the first impressions presented
within this note so motivating that we wanted to share them with the scientific commu-
nity already at this point, primarily because this work leaves a number of open questions
that may be inspiration for further research of other groups. For instance, recall that we
used a sophisticated SCFG (representing a formal language counterpart to the thermo-
dynamic model applied in the Sfold program) as probabilistic basis for the considered
sampling strategies. However, it would also be possible to employ other SCFG designs,
for example one of the commonly known lightweight grammars from [17]. This might
of course yield at least noticeable if not significant changes in the resulting sampling
quality, which could be an interesting subject to be explored.

It should also be noted that a similar approximative approach could potentially be
considered when attempting to reduce the worst-case time complexity of the sampling
extension of the PF approach. In fact, since sequence information is incorporated into
the used (equilibrium) PFs and corresponding sampling probabilities only in the form of
particular sequence-dependent free energy contributions, it seems reasonable to believe
that the time complexity for the forward step (preprocessing) could possibly be reduced
by a linear factor to O(n2) when using some sort of approximated (averaged) free
energy contributions that do not depend on the actual sequence (but contain as much
sequence information as possible), in analogy to the approximated preprocessing step
(inside and outside calculations) considered in this work, where we only had to use
averaged emission terms instead of the exact emission probabilities in order to save
time.
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Abstract. A vaccination strategy for fighting against the propagation of epi-
demic diseases within a host population is purposed. A SEIR epidemic model is 
used to describe the propagation of the illness. This compartmental model  
divides the population in four classes by taking into account their status related 
to the infection. In this way, susceptible, exposed, infectious and recovered 
populations are included in the model. The vaccination strategy is based on a 
continuous-time nonlinear control law synthesized via an exact feedback input-
output linearization approach. The asymptotic eradication of the infection from 
the host population under such a vaccination is proved. Moreover, the positivity 
and stability properties of the controlled system are investigated. 

Keywords: SEIR epidemic models, Vaccination, State feedback control, 
Stability, Positivity. 

1 Introduction 

A relevant area in the mathematical theory of epidemiology is the development of 
models for studying the propagation of epidemic diseases within a host population. 
The epidemic mathematical models include the most basic ones [1-5], namely: (i) SI 
models where only susceptible and infected populations are assumed to be present in 
the model, (ii) SIR models which include susceptible plus infected plus removed-by-
immunity populations and (iii) SEIR models where the infected population is split 
into two ones, namely, the “infected” (or “exposed”) which incubate the disease but 
they do not still have any disease symptoms and the “infectious” (or “infective”) 
which do have the external disease symptoms. There are many variants of the above 
models as, for instance, the SVEIR epidemic models which incorporate the dynamics 
of a vaccinated population [6], [7], the SEIQR-SIS model which adds a quarantine 
population [8] and the model proposed in [9] which incorporates vaccinated, quaran-
tine and hospitalized populations. Other variant consists of the generalization of such 
models by incorporating point and/or distributed delays [10], [11]. Another one is 
concerned with the inclusion of a saturated disease transmission incidence rate for 
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taking into account the inhibition effect from the behavioral change of susceptible 
individuals when the infectious individual number increases [12]. 

The analysis of the existence of equilibrium points, relative to either the persis-
tence or extinction of the epidemics, the conditions for the existence of a backward 
bifurcation where both equilibrium points co-exist and the constraints for guarantee-
ing the positivity and the boundedness of the solutions of such models have been 
some of the main objectives in the aforementioned papers. Also, the conditions that 
generate an oscillatory behavior in such solutions have been dealt with in the litera-
ture about epidemic models [13]. Other important aim is that relative to the design of 
control strategies in order to eradicate the persistence of the infection within the host 
population [1], [4], [6], [9]. In this context, an explicit vaccination function of many 
different kinds may be considered, namely: constant, continuous-time, impulsive, 
mixed constant/impulsive, mixed continuous-time/impulsive, discrete-time and so on. 

In this paper, a SEIR epidemic model is considered. The dynamics of susceptible 
(S) and immune (R) populations are directly affected by a vaccination function V(t) , 

which also has indirectly influence in the time evolution of infected or exposed (E) 
and infectious (I) populations. In fact, such a vaccination function has to be suitably 
designed in order to eradicate the infection from the population. This model has been 
already studied in [1] from the viewpoint of equilibrium points in the controlled and 
free-vaccination cases. A vaccination auxiliary control law being proportional to the 
susceptible population was proposed in order to achieve the whole population be 
asymptotically immune. Such an approach assumed that the parameters of the model 
were known and the illness transmission was not critical. Moreover, some important 
issues of positivity, stability and tracking of the SEIR model were discussed. The 
present paper proposes an alternative method to obtain the vaccination control law to 
asymptotically eradicate the epidemic disease. Concretely, the vaccination function is 
synthesized by means of an input-output exact feedback linearization technique. Such 
a linearization control strategy constitutes the main contribution of the paper. More-
over, mathematical proofs about the disease eradication based on such a controlled 
SEIR epidemic model while maintaining the non-negativity of all the partial popula-
tions for all time are issued. The exact feedback linearization can be implemented by 
using a proper nonlinear coordinate transformation and a static-state feedback control. 
The use of such a linearization strategy is motivated by three main facts, namely: (i) it 
is a power tool for controlling nonlinear systems which is based on well-established 
technical principles [14], (ii) the given SEIR model is highly nonlinear and (iii) such a 
control strategy has not been yet applied in epidemic models. 

2 SEIR Epidemic Model 

Let S(t) , E(t) , I(t)  and R(t)  be, respectively, the susceptible, infected (or ex-

posed), infectious and removed-by-immunity populations at time t . Consider a time-
invariant true-mass action type SEIR epidemic model given by: 

[ ]S(t)I(t)
S(t) S(t) R(t) N 1 V(t)

N
= −μ + ω − β + μ −  (1) 
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S(t)I(t)
E(t) ( )E(t)

N
= − μ + σ + β  (2) 

I(t) ( )I(t) E(t)= − μ + γ + σ  (3) 

R(t) ( )R(t) I(t) NV(t)= − μ + ω + γ + μ  (4) 

subject to initial conditions S(0) 0≥ , E(0) 0≥ , I(0) 0≥  and R(0) 0≥  under a vac-

cination function 0 0V : + +→  , with [ )0 0,  + ∞ ∩   . In the above SEIR model, 

N 0>  is the total population at any time instant 0t +∈ , 0μ >  is the rate of deaths 

and births from causes unrelated to the infection, 0ω ≥  is the rate of losing immuni-
ty, 0β >  is the transmission constant (with the total number of infections per unity of 

time at time t  being S(t)I(t) Nβ ) and, 1 0−σ >  and 1 0−γ >  are, respectively, the 

average durations of the latent and infective periods. The total population dynamics 
can be obtained by summing-up (1)-(4) yielding: 

N(t) S(t) E(t) I(t) R(t) 0= + + + =     (5) 

so that the total population N(t) N(0) N= =  is constant 0t +∀ ∈ . Then, this model is 

suitable for epidemic diseases with very small mortality incidence caused by infection 
and for populations with equal birth and death rates so that the total population may 
be considered constant for all time. 

3 Vaccination Strategy 

An ideal control objective is that the removed-by-immunity population asymptotically 
tracks the whole population. In this way, the joint infected plus infectious population 
asymptotically tends to zero as t → ∞ , so the infection is eradicated from the popula-
tion. A vaccination control law based on a static-state feedback linearization strategy 
is developed for achieving such a control objective. This technique requires a nonli-
near coordinate transformation, based on the Lie derivatives Theory [14], in the sys-
tem representation. 

The dynamics equations (1)-(3) of the SEIR model can be equivalently written as 
the following nonlinear control affine system: 

( ) ( ) ( )x(t) f x(t) g x(t) u(t)   ;   y(t) h x(t)= + =  (6) 

where 0y(t) I(t) += ∈ , 0u(t) V(t) += ∈  and [ ]T 3
0x(t) I(t) E(t) S(t) += ∈  are, 

respectively, considered as the output signal, the input signal and the state vector of 
the system 0t +∀ ∈  and R(t) N S(t) E(t) I(t)= − − −  has been used, with: 

( )
( ) ( )

( ) [ ] ( )

3
1

1

T 3
0 0

( )I(t) E(t)
f x(t) ( )E(t) I(t)S(t)

I(t) E(t) ( ) N S(t) I(t)S(t)

g x(t) 0 0 N    ;   h x(t) I(t)− +

− μ+γ +σ 
 = − μ+σ +β ∈
 −ω + + μ+ω − −β 

= −μ ∈ = ∈



 

 (7) 
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where 1 Nβ = β  and ( ]0 ,  0− −∞ ∩   . The first step to apply a coordinate trans-

formation based on the Lie derivation is to determine the relative degree of the sys-
tem. For such a purpose, the following definitions are taken into account: (i) 

( ) ( )( ) ( )
k 1
fk

f

L h x(t)
L h x(t) f x(t)

x

−∂
∂

  is the kth-order Lie derivative of ( )h x(t)  along 

( )f x(t)  with ( ) ( )0
fL h x(t) h x(t)  and (ii) the relative degree r  of the system is the 

number of times that the output must be differentiated to obtain the input explicitly, 
i.e., the number r  so that ( )k

g fL L h x(t) 0=  for k r 1< −  and ( )r 1
g fL L h x(t) 0− ≠ . 

From (7), ( ) ( )g g fL h x(t) L L h x(t) 0= =  while ( )2
g fL L h x(t) I(t)= −μσβ , so the 

relative degree of the system is 3 in [ ]{ }T 3
0D x I E S   I 0+= ∈ ≠  , i.e., 3

0x +∀ ∈  

except in the singular surface I 0=  of the state space where the relative degree is not 
well-defined. Since the relative degree of the system is exactly equal to the dimension 
of the state space for any x D∈ , the nonlinear coordinate change 

( )
( ) [ ] ( )
( ) [ ] ( )

0
f

f
2 2
f 1

I (t) L h x(t) I(t)
E(t) L h x(t) 1 0 0 f x(t) ( )I(t) E(t)
S(t) L h x(t) ( ) 0 f x(t) ( ) I(t) (2 )E(t) I(t)S(t)

= =
= = =− μ+γ +σ
= = − μ+γ σ = μ+γ −σ μ+σ+γ +σβ

 (8) 

allows to represent the model in the called normal form in a neighborhood of any 
x D∈ . Namely: 

( ) ( ) ( )x(t) f x(t) g x(t) u(t)   ;   y(t) h x(t)= + =  (9) 

where 
T

x(t) I (t) E(t) S(t) =    and: 

( ) ( ) ( ) ( )T T
f x(t) E(t) S(t) x(t) ;  g x(t) 0 0 I (t) ;  h x(t) I (t)   = ϕ = −μσβ =    (10) 

with: 

( ) [ ]
[ ] 2

1
2

1 1

x(t) ( ) ( )( ) I (t) ( )(2 )E(t)
            (3 )S(t) ( ) ( )( ) I (t)

E(t)S(t) E (t)
            (2 ) I (t)E(t) I (t)S(t)+ (2 )

I (t) I (t)

ϕ = μ + ω σβ − μ + σ μ + γ − μ + ω μ + σ + γ
− μ + σ + γ + ω − β ω μ + σ + γ + μ + σ μ + γ

− β μ + σ + γ + ω − β + μ + σ + γ

. 
(11) 

The following result about the system input-output linearization is established. 
 

Theorem 1. The state feedback control law 

( ) ( ) ( ) ( )
( )

3 2
f 0 1 f 2 f

2
g f

L h x(t) h x(t) L h x(t) L h x(t)
u(t)

L L h x(t)

− − λ − λ − λ
=  (12) 

where iλ , for { }i 0,  1,  2∈ , are the controller tuning parameters, induces the linear 

closed-loop dynamics 

2 1 0y(t) y(t) y(t) y(t) 0+ λ + λ + λ =    (13) 

around any point x D∈ . 
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Proof. The state equation for the closed-loop system 

( ) ( )3
f 0 1 2

I (t) E(t)
E(t) S(t)

x(t) L h x(t) I (t) E(t) S(t)S(t)

      =     ϕ − − λ − λ − λ   





 (14) 

is obtained by introducing the control law (12) in (9) and taking into account the fact 
that ( )2

g fL L h x(t) I(t) I (t) 0= −μσβ = −μσβ ≠  x D∀ ∈  and the coordinate transforma-

tion (8). Moreover, it follows by direct calculations that: 

( )
[ ]

3 3 2
f

2 2 2
1 1 1 1

L h x(t) ( ) ( ) I(t) ( ) (2 )( ) E(t)

  I(t) I(t) E(t) E(t)S(t) (4 2 )I(t)S(t) I (t)S(t)

   = σβ μ+ω − μ+ γ +σ μ+ γ + μ+σ+ γ μ+σ   
−σβ ω + +σ β −σβ μ+σ+ γ +ω −σβ

 (15) 

One may express ( )3
fL h x(t)  in the state space defined by x(t)  via the application of 

the reverse coordinate transformation to that in (8). Then, it follows directly that 
( ) ( )3

fL h x(t) x(t)= ϕ . Thus, the state equation of the closed-loop system in the state 

space defined by x(t)  can be written as: 

x(t) Ax(t)=  (16) 

with 

0 1 2

0 1 0
A 0 0 1

 
 =
 −λ −λ −λ 

 . (17) 

Furthermore, the output equation of the closed-loop system is y(t) Cx(t)=  with 

[ ]C 1 0 0=  since y(t) I(t) I (t)= = . From (16)-(17) and the closed-loop output 

equation, it follows that: 
( ) Aty (t) CA e x(0)=   (18) 

for { }0,  1,  2,  3∈  denoting the order of the differentiation of y(t) . Finally, the dy-

namics of the closed-loop system (13) is directly obtained from (18).      *** 

Remark 1. The controller parameters iλ , for { }i 0,  1,  2∈ , will be adjusted such that 

the roots of the closed-loop system characteristic polynomial 
( )3 1 2 3P(s) Det sI A (s r )(s r )(s r )= − = + + + , with 3 3

3I ×∈  denoting the identity matrix, be 

located at prescribed positions. i.e., i i j( r )λ = λ −  for { }i 0,  1,  2∈  and { }j 1,  2, 3∈ , 

with j( r )−  denoting the desired roots of P(s) . If one of the control objectives is to 

guarantee the exponential stability of the closed-loop system then { }jRe r 0>  for all 

{ }j 1,  2, 3∈ . Then, the values 0 1 2 3r r r 0λ = > , 1 1 2 1 3 2 3r r r r r r 0λ = + + >  and 

2 1 2 3r r r 0λ = + + >  for the controller parameters have to be chosen in order to achieve 

such a stability result. It implies that the strictly positivity of the controller parameters 
is a necessary condition for the exponential stability of the closed-loop system.      *** 
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Remark 2. The control (12) may be rewritten as: 

[ ]
3 2

0 1 2

2
2

2
1 2

( ) ( ) ( ) ( )
u(t) I(t) E(t)

N

(3 2 ) E(t)S(t)
        S(t) I(t)S(t)

N N I(t) N

( ) (2 )( ) (2 ) E(t)
       

I(t)

μ + ω σβ − μ + γ + λ − λ μ + γ + λ μ + γ ω= − +
μσβ μ

μ + σ + γ − λ σ β− + −
μ μ μ

μ + γ + μ + σ + γ μ + σ + λ − λ μ + σ + γ
+

μβ

 (19) 

by using (8) and (15).           *** 

Remark 3. The control law (12) is well-defined for all 3
0x +∈  except in the surface 

I 0= . However, the infection may be considered eradicated from the population once 
the infectious population strictly exceeds zero while it is smaller than one individual, 
so the vaccination strategy may be switched off when 0 I(t) 1< ≤ δ < . This fact im-

plies that the singularity in the control law is not reached. i.e., such a control law is 
well-defined by the nature of the system. In this sense, the control law 

f
p

f

 u(t)      for   0 t t
u (t)

  0         for   t t

≤ ≤
=  >

 (20) 

may be used instead of (12) in a practical situation. The signal u(t)  in (20) is given 

by the linearizing control law (12) while ft  denotes the eventual time instant after 

which the infection propagation may be assumed ended. Formally, such a time instant 
is defined as: 

{ }f 0 ft Min t  I(t )   for some 0 1+∈ < δ < δ <   . (21) 

Then, the control action is maintained active while the infection persists within the 
population and it is switched off once the epidemics is eradicated.      *** 

3.1 Control Parameters Choice 

The application of the control law (12), obtained from the exact input-output lineari-
zation strategy, makes the closed-loop dynamics of the infectious population be given 
by (13). Such a dynamics depends on the control parameters iλ , for { }i 0,  1,  2∈ . 
Such parameters have to be appropriately chosen in order to guarantee the following 
suitable properties: (i) the stability and positivity of the controlled SEIR model and 
(ii) the eradication of the infection, i.e., the asymptotic convergence of I(t)  and E(t)  
to zero as time tends to infinity. The following theorems related to the choice of the 
controller tuning parameter in order to meet such properties are proven. 

 

Theorem 2. Assume that the initial condition [ ]T 3
0x(0) I(0) E(0) S(0) += ∈  is 

bounded and all roots j( r )−  for { }j 1,  2,  3∈  of the characteristic polynomial P(s)  

associated with the closed-loop dynamics (13) are of strictly negative real part via an 
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appropriate choice of the free-design controller parameters i 0λ > , for { }i 0,  1,  2∈ . 

Then, the control law (12) guarantees the exponential stability of the controlled SEIR 
model (6)-(11) while achieving the eradication of the infection from the population as 
t → ∞ . Moreover, the SEIR model (1)-(4) has the properties: E(t) , I(t) , S(t)I(t)  

and [ ]S(t) R(t) N E(t) I(t)+ = − +  are bounded for all time, E(t) 0→ , I(t) 0→ , 

S(t) R(t) N+ →  and S(t)I(t) 0→  exponentially as t → ∞ , and ( )I(t) o 1 S(t)= . 

Proof. The dynamics of the controlled SEIR model (13) can be equivalently rewritten 
with the state equation (16)-(17) and the output equation y(t) Cx(t)= , where 

[ ]C 1 0 0= , by taking into account that y(t) I (t)= , y(t) E(t)=  and y(t) S(t)= . 

The initial condition 
T

x(0) I (0) E(0) S(0) =    in such a realization is bounded 

since it is related to x(0)  via the coordinate transformation (8) and x(0)  is assumed 

to be bounded. The controlled SEIR model is exponentially stable since the eigenva-
lues of the matrix A  are the roots jr 0− <  for { }j 1,  2,  3∈  of P(s)  which are as-

sumed to be in the open left-half plane. Then, the state vector x(t)  exponentially 

converges to zero as t → ∞  while being bounded for all time. Moreover, I(t)  and 

E(t)  are also bounded and converge exponentially to zero as t → ∞  from the boun-

dedness and exponential convergence to zero of x(t)  as t → ∞  according to the 

coordinate transformation (8). Then, the infection is eradicated from the host popula-
tion. Furthermore, the boundedness of S(t) R(t)+  follows from that of E(t)  and 

I(t) , and the fact that the total population is constant for all time. Also, the exponen-

tially convergence of S(t) R(t)+  to the total population as t → ∞  is derived from the 

fact that S(t) E(t) I(t) R(t) N+ + + =  0t +∀ ∈  and the exponential convergence to 

zero of I(t)  and E(t)  as t → ∞ . Finally, from the third equation of (8), it follows 

that S(t)I(t)  is bounded and it converges exponentially to zero as t → ∞  from the 

boundedness and convergence to zero of I(t) , E(t)  and x(t)  as t → ∞ . The facts 

that I(t) 0→  and S(t)I(t) 0→  as t → ∞  imply directly that ( )I(t) o 1 S(t)= .     *** 

Remark 4. Theorem 2 implies the existence of a finite time instant ft  after which the 

infectious disease is eradicated if the vaccination control law (20) is used instead of 
(12). Concretely, such an existence derives from the fact that I(t) 0→  as t → ∞  via 

the application of the control law (12).         *** 
 

Theorem 3. Assume an initial condition for the SEIR model satisfying R(0) 0≥ , 
3
0x(0) +∈ , i.e., I(0) 0≥ , E(0) 0≥  and S(0) 0≥ , and the constraint 

S(0) E(0) I(0) R(0) N+ + + = . Assume also that some strictly positive real numbers 

jr  for { }j 1,  2,  3∈  are chosen such that: 
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(a) { }10 r Min ,  < < μ + σ γ , 2r = μ + γ  and { }3r Max ,  > μ + σ γ , and 

(b) 1r  and 3r  satisfy the inequalities: 

2
1 3 1 3 1 3

3 1 3

r r 2  ;   r r ( )(r r )+( )(2 ) ( )  ;
(r r )(r )

+ ≥ μ + σ + γ + β − ω ≥ μ + σ + γ − σ μ + σ + γ − μ + γ
− − μ − γ ≥ σβ

 . 

Then: 
(i) the application of the control law (12) to the SEIR model guarantees that the epi-
demics is asymptotically eradicated from the population while I(t) 0≥ , E(t) 0≥  and 

S(t) 0≥  0t +∀ ∈ , and 

(ii) the application of the control law (20) guarantees the epidemics eradication after a 
finite time ft , the positivity of the controlled SEIR epidemic model [ )ft 0,  t∀ ∈  and 

that u(t) V(t) 1= ≥  [ )ft 0,  t∀ ∈  so that u(t) 0≥  0t +∀ ∈ , 

provided that the controller tuning parameters iλ , { }i 0,  1,  2∈ , are chosen so that 

j( r )− , { }j 1,  2,  3∈ , be the roots of the characteristic polynomial P(s)  associated with 

the closed loop dynamics (13). 

Proof. 
(i) On one hand, the epidemics asymptotic eradication is proved by following the 
same reasoning that in Theorem 2. On the other hand, the dynamics (13) of the con-
trolled SEIR model can be written in the state space defined by 

T
x(t) I (t) E(t) S(t) =    as in (16)-(17). From such a realization and taking into 

account the first equation in (8) and that j( r )−  for { }j 1,  2,  3∈  are the eigenvalues of 

A , it follows that: 

31 2 r tr t r t
1 2 3I(t) I (t) y(t) c e c e c e−− −= = = + +  (22) 

0t +∀ ∈  for some constants jc  for { }j 1,  2,  3∈  being dependent on the initial con-

ditions y(0) , y(0)  and y(0) . In turn, such initial conditions are related to the initial 

conditions of the SEIR model in its original realization, i.e., in the state space defined 

by [ ]T
x(t) I(t) E(t) S(t)=  via (8). The constants jc  for { }j 1,  2,  3∈  can be ob-

tained by solving the following set of linear equations: 

1 2 3

1 1 2 2 3 3
2 2 2 2

1 1 2 2 3 3 1

I (0) y(0) c c c I(0)
E(0) y(0) (c r c r c r ) ( )I(0) E(0)
S(0) y(0) c r c r c r ( ) I(0) (2 )E(0) I(0)S(0)

= = + + =
= = − + + = − μ + γ + σ
= = + + = μ + γ − σ μ + σ + γ + σβ



 (23) 

where (8) and (22) have been used. Such equations can be compactly written as 

pR K M⋅ =  where: 

1

p 1 2 3 2
2 2 2 2

1 2 3 3 1

1 1 1 c I(0)

R r r r  ;  K c  ;  M ( )I(0) E(0)

r r r c ( ) I(0) (2 )E(0) I(0)S(0)

     
     = = = μ+ γ −σ     
     μ+ γ −σ μ+σ+ γ +σβ    

 (24) 
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Then, once the desired roots of the characteristic equation of the closed-loop dynam-
ics have been prefixed the constants jc  for { }j 1,  2,  3∈  of the time-evolution of I(t)  

are obtained from 1
pK R M−=  since pR  is a non-singular matrix, i.e., an invertible 

matrix. In this sense, note that p 2 1 3 1 3 2Det(R ) (r r )(r r )(r r ) 0= − − − ≠  since pR  is a 

Vandermonde matrix [15] and the roots j( r )−  for { }j 1,  2,  3∈  have been chosen dif-

ferent among them. Namely: 

( ) ( )

( ) ( )

( ) ( )

2 3 2 3 1

2 1 3 1

1
1 3 1 3 1

2
2 1 3 2

3

1 2 1 2 1

3 1 3 2

F r , r I(0) G r , r E(0) I(0)S(0)

(r r )(r r )
c

F r , r I(0) G r , r E(0) I(0)S(0)
c  

(r r )(r r )
c

F r , r I(0) G r , r E(0) I(0)S(0)

(r r )(r r )

+ σ + σβ 
 − −    + σ + σβ   = −  − −     + σ + σβ 
 − − 

 (25) 

where 2F: + →   and 2G: + →   are defined as: 

2F(v, w) vw ( )(v w) ( )    ;   G(v, w) v w (2 )− μ + γ + + μ + γ + − μ + σ + γ   (26) 

Note that 3 1
1

1 3 1

(r )E(0) I(0)S(0)
c 0

( r )(r r )

σ −μ − γ + σβ
= >

μ + γ − −
 since I(0) 0≥ , E(0) 0≥ , S(0) 0≥ , 

( )2 3F r , r 0= , ( )2 3 3G r , r r 0= − μ − γ > , 1r 0μ + γ − >  and 3 1r r 0− >  by taking into 

account the constraints in (a). On one hand, I(t) 0≥  0t +∀ ∈  is proved directly from 

(22) as follows. One ‘a priori’ knows that 1c 0> . However, the sign of both 2c  and 

3c  may not be ‘a priori’ determined from the initial conditions and constraints in (a). 

The following four cases may be possible: (i) 2c 0≥  and 3c 0≥ , (ii) 2c 0≥  and 

3c 0< , (iii) 2c 0<  and 3c 0≥ , and (iv) 2c 0<  and 3c 0< . For the cases (i) and (ii), 

i.e., if 2c 0≥ , it follows from (22) that: 

[ ] ( ) ( )3 3 3 31 2 1 2r t r t r t r tr t r t r t r t
1 2 1 2 1 2I(t) c e c e I(0) c c e c e e c e e I(0)e 0− − − −− − − −= + + − − = − + − + ≥  (27) 

0t +∀ ∈  where the facts that 1 2 3I(0) c c c 0= + + ≥  and, 31 r tr te e 0−− − ≥  and 
32 r tr te e 0−− − ≥  0t +∀ ∈  since 1 2 3r r r< <  have been taken into account. For the case 

(iii), i.e., if 2c 0<  and 3c 0≥ , it follows that: 

[ ] [ ] ( )3 31 2 1 2 1r t r tr t r t r t r t r t
2 3 2 3 3 2 3I(t) I(0) c c e c e c e I(0) c e c e e c e 0− −− − − − −= − − + + = − + − + ≥  (28) 

0t +∀ ∈  by taking into account that 1 2 3I(0) c c c= + + , 2 1r t r te e 0− −− ≤  0t +∀ ∈  

since 1 2r r<  and the fact that: 

[ ]3 1 3 1 1
3

3 1 3

(r r )(r ) S(0) I(0) ( r )E(0)
I(0) c 0

(r r )(r )

− − μ − γ − σβ + σ μ + γ −
− = ≥

− − μ − γ
 (29) 
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where (25), (26), ( )1 2 1G r , r r 0= − μ − γ < , ( )1 2F r , r 0=  and the constraints in (a) and 

(b) have been used. In particular, the coefficient multiplying to I(0)  in (29) is non-

negative if 1r  and 3r  satisfy the third inequality of the constraints (b) by taking into 

account 1S(0) S(0) Nσβ = σβ ≤ σβ  and S(0) N≤ . This later inequality is directly 

implied by N I(0) E(0) S(0) R(0)= + + +  with I(0) 0≥ , E(0) 0≥ , S(0) 0≥  and 

R(0) 0≥ . Finally, for the case (iv), i.e., if 2c 0<  and 3c 0< , it follows that: 

[ ] ( ) ( )3 31 2 1 2 1 1r t r tr t r t r t r t r t r t
2 3 2 3 2 3I(t) I(0) c c e c e c e I(0)e c e e c e e 0− −− − − − − −= − − + + = + − + − ≥  (30) 

0t +∀ ∈ , where 2 1r t r te e 0− −− ≤  and 3 1r t r te e 0− −− ≤ , since 1 2 3r r r< < , and 

1 2 3I(0) c c c 0= + + ≥  have been taken into account. In summary, I(t) 0≥  0t +∀ ∈  

if all partial populations are initially non-negative and the roots j( r )− , for 

{ }j 1,  2,  3∈ , of the closed-loop characteristic polynomial satisfy the constraints in (a) 

and (b). On the other hand, one obtains from (22) and the reverse coordinate trans-
formation to (8) that: 

[ ] j

j

3
r t

j j
j 1

1
3

r t2
j j j

j 1

1

1 1
E(t) E(t) ( ) I (t) c ( r )e

S(t) ( )( ) I (t) (2 )E(t)
S(t)

I (t)

c r (2 )r ( )( ) e

     
I(t)

−

=

−

=

= + μ + γ = μ + γ −
σ σ

+ μ + σ μ + γ + μ + σ + γ=
σβ

 − μ + σ + γ + μ + σ μ + γ 
=

σβ





 
(31) 

from the facts that E(t) I (t)=   and S(t) I (t)=  . If one fixes 2r = μ + γ  then: 

31

1

3

r tr t
1 1 3 3

r t2
1 1 1

1
r t2

3 3 3

1

1
E(t) c ( r )e c ( r )e

c r (2 )r ( )( ) e
S(t)

I(t)

c r (2 )r ( )( ) e
        

I(t)

−−

−

−

 = μ + γ − + μ + γ − σ
 − μ + σ + γ + μ + σ μ + γ =

σβ
 − μ + σ + γ + μ + σ μ + γ +

σβ

 
(32) 

where the function H : + →   defined as: 

2H(v) v (2 )v ( )( )− μ + σ + γ + μ + σ μ + γ  (33) 

is zero for 2v r= = μ + γ  has been used. From the first equation in (32), it follows that 

3 3 1 1c ( r ) E(0) c ( r )μ + γ − = σ − μ + γ −  and then: 

( )3 31 r t r tr t
1 1c ( r ) e e E(0)e

E(t) 0
− −−μ + γ − − + σ

= ≥
σ

 (34) 

0t +∀ ∈  by applying such a relation between 1c  and 3c  in (32) and by taking into 

account that 1 1c ( r ) 0μ + γ − > , E(0) 0≥  and 31 r tr te e 0−− − ≥  0t +∀ ∈  since 1 3r r< .  
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In this way, the non-negativity of E(t)  has been proven. From the second equation in 

(32), it follows that 3 3 1 1 1c H(r ) I(0)S(0) c H(r )= σβ −  and then: 

( )3 31 r t r tr t
1 1 1

1

c H(r ) e e I(0)S(0)e
S(t) 0

I(t)

− −− − + σβ
= ≥

σβ
 (35) 

0t +∀ ∈  by applying such a relation between 1c  and 3c  in (32) and by taking into 

account that 1 1c H(r ) 0>  since { }1r Min ,  < μ + σ γ , S(0) 0≥  and, I(t) 0≥  and 
31 r tr te e 0−− − ≥  0t +∀ ∈  since 1 3r r< . In this way, the non-negativity of S(t)  has 

been proven. Note that the function H(v)  in (33) is an upper-open parabola zero-

valued for 1v = μ + σ  and 2v = μ + γ  so 1H(r ) 0>  since { }1r Min ,  < μ + σ γ . 

(ii) On one hand, if the control law (20) is used instead of that in (12) then the time 
evolution of the infectious population is also given by (22) while the control action is 
active. Thus, I(t) 0→  as t → ∞  in (22) implies directly the existence of a finite time 

instant ft  at which the control (20) switches off. Obviously, the non-negativity of 

I(t) , E(t)  and S(t)  [ ]ft 0,  t∀ ∈  is proved by following the same reasoning used in 

the part (i) of the current theorem. The non-negativity of R(t)  [ ]ft 0,  t∀ ∈  is proven 

by using continuity arguments. In this sense, if R(t)  reaches negative values for 

some [ ]ft 0,  t∈  starting from an initial condition R(0) 0≥  then R(t)  passes through 

zero, i.e., there exists at least a time instant [ )0 ft 0,  t∈  such that 0R(t ) 0= . Then, it 

follows from (4) that: 
2 3

0 1 2
0 0 0 0

0 0
2 0 0 0

0
2

1

( ) ( ) ( )
R(t ) I(t ) NV(t ) I(t ) N

E(t )S(t )
                               ( 3 2 )S(t ) I(t )S(t )

I(t ) N
( ) (2 )( )

                               

μσβ + λ − λ μ + γ + λ μ + γ − μ + γ
= γ + μ = γ +

σβ
β+ λ + ω − μ − σ − γ + σ −

μ + γ + μ + σ + γ μ + σ + λ − λ+



02

0

E(t )(2 )
N

I(t )

μ + σ + γ
β

 
(36) 

by introducing the control law (20), taking into account that V(t) u(t)=  and where 

the fact that 0 0 0I(t ) E(t ) S(t ) N+ + = , since 0R(t ) 0= , has been used. Moreover, the 

non-negativity of I(t) , E(t)  and S(t)  [ ]ft 0,  t∀ ∈  as it has been previously proven, 

implies that 0I(t ) N≤ , 0E(t ) N≤  and 0S(t ) N≤ . Also, 0I(t ) 0≥ δ >  since 0 ft t<  

and from the definition of ft  in (21). Then, one obtains: 
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μ + γ + μ + σ + γ μ + σ + λ − λ μ + σ + γ
+
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(37) 
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from (36). The controller tuning parameter iλ  for { }i 0,  1,  2∈  are related to the roots  

j( r )− , for { }j 1,  2,  3∈ , of the closed-loop characteristic polynomial P(s) , see Re-

mark 1, by: 

0 1 2 3 1 1 2 1 3 2 3 2 1 2 3r r r    ;   r r r r +r r    ;   r r rλ = λ = + λ = + +  . (38) 

Then, the assignment of jr  for { }j 1,  2,  3∈  such that the constraints (a) and (b) are 

fulfilled implies that: 

2
2

1 2
2 3

0 1 2

3 2 0
( ) (2 )( ) (2 ) 0

( ) ( ) ( ) 0

λ + ω − μ − σ − γ − β ≥
μ + γ + μ + σ + γ μ + σ + λ − λ μ + σ + γ ≥

μσβ + λ − λ μ + γ + λ μ + γ − μ + γ = μσβ ≥
 . (39) 

Then, 0R(t ) 0≥  from (39) and (37). The facts that R(t) 0≥  [ )0t 0,  t∀ ∈ , 0R(t ) 0=  

and 0R(t ) 0≥  imply that R(t) 0≥  [ ]ft 0,  t∀ ∈  via complete induction. 

On the other hand, from (19) and (20), it follows: 
3 2

0 1 2 2

2
1 2

2

( ) ( ) ( ) (3 2 )
u(t) + R(t) S(t)

N N

( ) (2 )( ) (2 )E(t)S(t) E(t)
   I(t)S(t)

N I(t) I(t)N

μσβ− μ+γ +λ −λ μ+γ +λ μ+γ μ+σ+ γ−ω−λω= −
μσβ μ μ

μ+γ + μ+σ+γ μ+σ +λ −λ μ+σ+γσ β+ − +
μ μβμ

 (40) 

[ ]ft 0,  t∀ ∈  by taking into account that S(t) E(t) I(t) R(t) N+ + + = . Moreover: 

[ ]

3 2
0 1 2 2

2
1 2

f

( ) ( ) ( ) 3 2
u(t) + S(t)

N
( ) (2 )( ) (2 ) E(t)

               t 0,  t
I(t)

μσβ − μ + γ + λ − λ μ + γ + λ μ + γ λ + ω− μ − σ − γ − β
≥

μσβ μ
μ + γ + μ + σ + γ μ + σ + λ − λ μ + σ + γ

+ ∀ ∈
μβ

 (41) 

where the facts that 0 I(t) N< δ ≤ ≤ , E(t) 0≥ , S(t) 0≥  and R(t) 0≥  [ ]ft 0,  t∀ ∈  

have been used. If the roots of the polynomial P(s)  satisfy the conditions in (a) and 

(b), it follows from (41) that: 

2

2
1 2

3 2
u(t) 1 S(t)

N
( ) (2 )( ) (2 ) E(t)

        1
I(t)

λ + ω − μ − σ − γ − β
≥ +

μ
μ + γ + μ + σ + γ μ + σ + λ − λ μ + σ + γ

+ ≥
μβ

 (42) 

[ ]ft 0,  t∀ ∈  by taking into account (39) and the non-negativity of S(t) , E(t)  and 

I(t)  [ ]ft 0,  t∀ ∈ . Finally, it follows that u(t) 0≥  0t +∀ ∈  from (20) and (42).     *** 

4 Simulation Results 

An example based on an outbreak of influenza in a British boarding school in early 
1978 [2] is used to illustrate the presented theoretical results. Such an epidemic can be 
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described by the SEIR mathematical model (1)-(4) with 1 70 years 25550 days−μ = = , 

1.66 per dayβ = , 1 1 2.2 days− −σ = γ =  and 1 15 days−ω = . A total population of 

N 1000 boys=  is considered with the initial condition given by S(0) 800 boys= , 

E(0) 100 boys= , I(0) 60 boys=  and R(0) 40 boys= . Two sets of simulation results 

are presented to compare the evolution of the SEIR model populations in two differ-
ent situations, namely: when no vaccination control actions are applied and if a con-
trol action based on the feedback input-output linearization approach is applied. 

4.1 Epidemic Evolution without Vaccination 

The time evolution of the respective populations is displayed in Fig. 1. The model 
tends to its endemic equilibrium point as time tends to infinity. There are susceptible, 
infected and infectious populations at such an equilibrium point. As a consequence, a 
vaccination control action has to be applied in order to eradicate the epidemics. 
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Fig. 1. Time evolution of the individual populations without vaccination 

4.2 Epidemic Evolution with a Feedback Control Law 

The control law given by (20)-(21) is applied with 0.001δ =  and the free-design 

controller parameters iλ , for { }i 0,  1,  2∈ , being chosen so that the roots of the cha-

racteristic polynomial P(s)  associated with the closed-loop dynamics (13) are 

1r− = −γ , 2r ( )− = − μ + γ  and 3r (2 )− = − μ + γ . Such values for iλ  are obtained from 

(38). The time evolution of the respective populations is displayed in Fig. 2 and the 
vaccination function in Fig. 3. 

The vaccination control action achieves the control objectives as it is seen in Fig. 2. 
The infection is eradicated from the population since both infectious and infected 
populations converge rapidly to zero. Also, the susceptible population converges to 
zero while the removed-by-immunity population tracks asymptotically the whole 
population as time tends to infinity. Such a result is coherent with the result proved in 
Theorem 3. Moreover, the positivity of the system is maintained for all time as it can 
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be seen from such figures. Such a property is satisfied although all constraints of the 
assumption (b) of Theorem 3 are not fulfilled by the system parameters and the cho-
sen control parameters. However, such a result is coherent since such constraints are 
sufficient but not necessary to prove the positivity of the system. The switched off 
time instant for the vaccination is ft 30 days≈ . 
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Fig. 2. Time evolution of the individual populations with the vaccination control action 
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Fig. 3. Time evolution of the vaccination function 

The time evolution of the respective partial populations under the application of the 
developed control strategy is similar to that obtained under the use of other vaccina-
tion strategies proposed in [1]. The main novelty of the current research is the use of a 
systematic method to design a vaccination strategy based on a control technique for 
input-output linearization of the SEIR epidemic model by exact state feedback. 

5 Conclusions 

A vaccination control strategy based on feedback input-output linearization tech-
niques has been proposed to fight against the propagation of epidemic diseases. A 
SEIR model with known parameters is used to describe the propagation of the dis-
ease. The stability and the positivity properties of the closed-loop system as well  
as the eradication of the epidemics have been proved. Such a strategy has a main  
drawback, namely, the control law needs the knowledge of the true values of the  



 A Vaccination Strategy Based on a State Feedback Control Law 209 

 

susceptible, infected and infectious populations at all time instants which may not be 
available in certain real situations. However, such a drawback can be overcome by 
adding an observer to estimate online all the partial populations. 
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Abstract. Early diagnosis of osteoporosis is a key factor in preventive medi-
cine of this clinically silent bone pathology. The most severe manifestation of 
osteoporotic bone loss is encountered in hip fractures and therfore, this study 
represents an effort in associating bone quality of the femoral neck region to 
fragility fracture risks through FEA supported imaging techniques. The con-
cepts of Magnetic resonance imaging (MRI), Computer Tomography (CT) and 
Dual-energy X-ray absorptiometry (DXA) are introduced, along with their li-
mitations in defining bone quality and calculating the apparent bone strength. 
As DXA dominates surgeons’ preference in evaluating bone mineral density in 
the hip region, in vivo measurements of this method, sustained by ex-vivo  
uniaxial compression tests and FEA supported calculations are employed to 
determine a fracture risk indicator of the femoral neck versus bone mineral 
density (BMD). 

Keywords: Medical imaging, Osteoporosis, Femoral neck, FEA, Fracture risk. 

1 Introduction 

Medical imaging has revolutionalized modern medicine, providing an accurate but 
foremost non-invasive overview of the patient's condition. This fosters, preoperative 
recognition of abnormalities or determination of the progression of pathogenesis like 
osteoporosis. 

Osteoporosis is a multifactorial bone disease concerning roughly 4% of the human 
population [1]. Due to its high morbidity and global nature, osteoporosis is considered 
a pathology with a significant socioeconomic impact [2]. As an asymptomatic condi-
tion, osteoporosis fails to exhibit noticeable symptoms, particularly at early stages and 
thus is usually underdiagnosed. Untreated however, this clinically silent disease, is 
likely to increase the risk of fragility fractures [3,4,5]. 

An osteoporotic patient's BMD is drastically reduced, deteriorating the bones'  
micostructural characteristics as a result of excessive bone resorption followed by 
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insufficient bone formation during remodeling [6,7]. The pathogenesis has been  
associated to dietary aspects [8], immobilization [9], hyper-parathyroidism [10], vi-
tamin D deficiency [11], alteration of biochemical markers like hormone [12,13] and 
aging [14]. Regardless etiology, decreased bone mineral density renders the skeletal 
system susceptibility to fracture, predominantly occurring at the hip [15], the vertebral 
column [16] and wrist [17].  

Early diagnosis allows for tertiary prevention, thus reducing the progression and 
restricting osteoporosis-related complications. Several methods have been introduced 
to act as a screening process, aiming to identify individuals who exhibit early signs of 
loss in BMD and thus demonstrate osteopenia or osteoporosis. The dominating tech-
niques however, due to their nonintrusive nature, are DXA, CT and MRI [18,19]. 
Techniques like peripheral quantitative computed tomography (pQCT) may also be 
accurate in measuring BMD at peripheral skeletal sites, exhibit however restrictions 
that prohibit measurements at the proximal femur [20,21]. According to the World 
Health Organization, osteopenia and osteoporosis are defined by the patient's bone 
mass deviation, when compared to that of an average, young and healthy adult [22].  

Even though DXA can accurately determine the minerals and lean soft tissue of the 
examined area, the overall accuracy of the measurement is impaired by the subtrac-
tion of the indirectly calculated fat mass [23]. Furthermore, DXA results are repre-
sented as mass per area, thus not considering the anisotropy of the bone tissue. This 
renders DXA as a quantitative and not qualitative index of the bone structure [24] and 
thus associating DXA measurements to the apparent fracture risk, remains a complex 
problem requiring heuristic data and FEA supported calculations.  

In contrast to these restrictions, CT and MRI measurements can be used to recon-
struct an accurate volumetric data set of the examined bone structure, that can be used 
further on as input to FEA software in order to calculate the strength characteristics of 
the anatomy. This approach however, requires extensive data processing, thus being 
rather time consuming. 

In the present paper three noninvasive medical imaging techniques (DXA, CT and 
MRI), with potential applications in correlating BMD in the femoral neck to the frac-
ture risk, will be examined. Their concepts strengths and limitations will be intro-
duced, followed by FEA simulations that can be employed, directly (CT and MRI) or 
indirectly (DXA), as an indicator of fragility fracture risks. 

2 Image Based Reconstruction of Bone Tissue to Determine Its 
Strength Characteristics 

2.1 CT Based Reconstruction 

CT is capable of producing 2D images of various body structures, based on their abili-
ty to withstand the emitted X-radiation. As bone has a unique spectrum of X-ray per-
meability within the human body (ranging from 200 to 2000), it shades white in a CT 
slice, thus allowing its relatively unhindered segmentation of the bone from soft tis-
sue, since no other body part exhibits overlapping CT numbers [25]. This results in a 
2D outline of the scanned bone and the 3D data set, is generated by overlaying  
consecutive measurements. Contemporary CT units facilitate slice spacing in the 
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magnitude of 0.5mm, or even lower [26] while data acquisition follows DICOM (Dig-
ital Imaging and Communications in Medicine). DICOM is the standard communica-
tion protocol for structuring and encoding medical reports [27] used by commercial 
image manipulation software, required for converting multiple 2D images into a 3D 
one.   

After the representation of the model's outer surfaces, cortical and cancellous bone 
properties have to be assigned. This can be directly achieved within the segmentation 
software through accurate distinction of the two types based on their CT spectrum or 
by considering both, the inner and outer cortex of the cortical bone. 

A reverse engineered cancellous bone model is illustrated in figure 1. 
 

 

Fig. 1. micro-CT based reconstruction of a cancellous bone model 

2.2 MRI Based Reconstruction 

MRI scanning is based on atoms magnetization rather than ionizing radiation used by 
CT. This is particularly useful when trying to encapture tissue with many hydrogen 
nuclei and little density contrast thus providing high accuracy even for soft tissue 
images [28]. It is however a disadvantage, when attempting to reconstruct skeletal 
models, as bone cannot generate a magnetic resonance signal, due to its severely short 
1H transverse relaxation times. Therefore the cortical bone is indirectly approximated 
through the signal generated from the surrounding soft tissue which in most cases 
leads to accurate results. This is even more complex, when attempting to reconstruct 
cancellous bone, which must be considered through the reconstruction of the medullar 
canal, which reproduces a notable contrast within the image [29]. This however, re-
quires extreme caution and experience in cases where interposing soft tissue is 
present. 

Alike to CT, data encoding in MRI, follows DICOM and the basic concept of re-
constructing 3D geometries remains similar [30] following two distinctive steps, 
thresh-holding of the desired spectrums, to determine the bone contour within every 
scan and overlaying of those to constitute the 3D geometry. The slice spacing howev-
er is slightly distanced when compared to CT imaging techniques [31]. This imposes 
a further restriction as high accuracy models, like the one presented in figure 1, as 
MRI models facilitate precise representation of cortical bone, whereas cancellous 
bone must be considered as a homogene material with anisotropic behavior. 
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2.3 Model Accuracy and Strength Characteristics 

The accuracy of both methods, has been quantitatively validated [32] and CT seems 
to be slightly more accurate in the reconstruction of skeletal characteristics, especially 
when examining longer bones. 

The reverse engineered models can be employed to determine the strength charac-
teristics of the examined area through FEA simulations, indicating apparent fracture 
risks [33]. The main advantage of these methods is associated to the high degree of 
geometrical customization, as this approach considers patient specific characteristics.  

Figure 2 (left side) indicates the compressive response of a cancellous bone sample 
[34] under compressive load at a 2.5% strain. The porosity of the sample amounted to 
88% and an apparent density to 0.247 gr/cm3. These calculations ease the determina-
tion of critical areas, where strut buckling will gradually deteriorate the strength cha-
racteristics of the sample ultimately causing fractures. It is however notable that CT 
reconstructed models require extensive data manipulation and simulation expertise to 
acquire the desired result, while each model is highly customized and thus not appli-
cable to anyone but the examined individual. 
 

 

Fig. 2. FEA calculated strength characteristics of a CT reconstructed bone sample and MRI 
reconstructed femur 

The right side of the figure 2, indicates the stress distribution on a MRI reverse en-
gineered human femur. The model was bound at a lower section of the femur and 
loaded by a 2317N joint force (inclined by 24o to the coronal plane and 6o to the sagit-
tal one) and an abductor muscle force of 703N (inclined by 28o to the coronal plane 
and 15o to the sagittal one). 

Such a model can indicate the apparent fracture risk in the femoral neck area, and 
even though MRI is widely considered as a state of the art imaging technique, this 
approach is subject to further restrictions. These limitations are not associated to the 
geometrical characteristics of the described anatomy, but rather to the mechanical 
properties of the reverse engineered tissue. As MRI reconstructed models merely 
represent cortical/cancellous bone allocation and not the micostructural characteristics 
of trabecular bone, they have to consider bulk material properties for the cancellous 
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bone. As the mechanical properties of bone vary significantly among the human 
population, a model not considering these patient specific strength characteristics, 
may prove to be highly inaccurate. 

3 DXA Strength Indicator of the Femoral Neck 

3.1 Materials and Methods 

This part of the study, was conducted on femoral neck samples, harvested from pa-
tients undergoing total hip replacement due to osteoarthritis. In order to determine the 
samples' structural integrity, standard X-rays (anterior- posterior) of the pelvis were 
taken preoperatively in all cases. Patients with a sort femoral neck, large cysts in neck 
region or previous surgeries in proximal femur were excluded from the study.  

Overall 30 patients (27 female and 3 male) were considered as representative can-
didates for this study and thus subjected to DXA, to catalogue their proximal femur 
bone mineral density. The average age of these patients was 63.7 years (57- 76 years). 

During the surgical procedure and after a 45o osteotomy, femoral heads were re-
moved and stored at -60oC until evaluation. A plane bone slice with 6mm thickness 
was harvested from the femoral neck (see figure 3) as two parallel blades, mounted on 
a mechanical saw at a 6mm distance, simultaneously entered the proximal femur. This 
ensured similarity among all specimens while producing parallel piped specimens, 
directly employable in compression tests. 

 

Fig. 3. Considered bone specimen and reverse engineered model 

Mechanical testing was performed on an electric INSTRON Testing system. To de-
termine the specimens’ strength characteristics, all samples were subjected to uniaxial 
compression, until failure. A cross-head traveling speed of 0.6mm/s was selected and 
the maximum travelling distance (upon contact) was set to 5mm in order to avoid 
contact of the moving cross-head and the fixed base plate. To reduce friction, the 
sample-actuator contact areas were lubricated. The displacement of the cross-head 
was measured by means of an inductive sensor, at an accuracy of 1 µm. 
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The biomechanical parameters were correlated with BMD using the Pearson corre-
lation coefficient (r) and a linear regression model.   

30 experiments were conducted to determine both, compressive yield strength and 
modulus of elasticity and associate these to the DXA determined T-scores. The T-
score compares the measured BMD to that of a young adult (at the age of 35) of the 
same gender with peak bone mass, while considering statistical values. 

3.2 Results 

A correlation of characteristic and mean values (BMD and T-score) determined by 
DXA measurements, to the corresponding mechanical properties (yield stress and 
elastic modulus) of the examined specimens are reflected in figure 4. These values are 
in good coherence with previously presented data [35, 36]. The offset in the deter-
mined values can be attributed to the different sampling sites and techniques of the 
compared studies. 
 

 

Fig. 4. Equivalent T-score values versus yield stress σy and elasticity modulus (p<0.001) 

The introduced experimental investigation revealed a significant correlation of 
BMD to the mechanical properties of the femoral neck. A strong enslavement of the 
ultimate material strength to BMD (r=0.838) was found, while the correlation to elas-
tic modulus, calculated based on the linear elastic region of the determined stress-
strain curves [37], was weaker (r= 0.689). 

A limitation however of the introduced process, is based on the assumption of the 
material’s isotropy and the determination of universal properties of a bone segment 
comprising of both, cortical and cancellous tissue. This methodology was adopted, as 
DXA measurements reflect a combined BMA encapturing both bone types by default 
and thus the assumption of a compound material is beneficiary to the approach. 
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3.3 FEA Simulation 

In order to associate the ultimate compression strength of the samples, to fragility 
fracture risks of the femoral neck, the geometry of the specimens was reverse engi-
neered and employed in a linear elastic simulation of a gait type loading scenario 
considering combined multiaxial forces [38]. 

During the simulation, the specimens were once again considered as a uniform-
isotropic material, comprising of cortical and cancellous bone tissue, to directly facili-
tate the correlation of the DXA measurements to the fracture risk of the femoral neck. 
The experimentally determined mechanical properties were adopted as bulk properties 
of the compound material and assigned as such in the simulation. The Poisson ratio 
was assigned as 0,3 corresponding to a mean value of cortical and cancellous bone 
[39,40] regardless DXA value. 

The acting loads on the femur, comprised of a 2317N joint force [41], evenly  
distributed over the femoral head (inclined by 24o to the frontal plane and 6o to the 
sagittal one). This force was remotely applied on the upper surface of the reverse 
engineered specimens at a distance of 46mm corresponding to the mean distance from 
the tip of the femoral head at which the specimens were severed from the femur. This, 
based on the coordination system of the model, resulted in a vector force comprising 
of Fx= 689N, Fy= 942N and Fz= 2001N for axis x, y and z respectively. 

The abductor muscle was considered as inactive, as this muscle force acts during 
the lift up of the foot, thus loading the trochanter during the relaxation of the joint 
force. As the abductor muscle force has been documented to amount to approximately 
703N, the worst case scenario during normal loading of the femur, relates to the 
aforementioned 2317N joint force.  

The acting force and boundary conditions were chosen to mimic the average load-
ing history encountered during walking of an adult human, corresponding to 10.000 
daily cycles [41] and are schematically represented in figure 5. 

 

Fig. 5. Applied load and boundary conditions of the developed FEA model 
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There exists skepticism concerning the ability of compression tests in predicting 
the hip fracture risk, as fractures in the hip region are the effect of complex dynamic 
force application, comprising of shear, tension and compression. Based on the forgo-
ing description of the model, it becomes evident that the conducted compression ex-
periments encapture the loading scenario in a realistic manner, as the compressive 
strength of the femoral neck exerts a dominant impact on the structural integrity of the 
femur. Furthermore, the compression tests were identically performed in all cases 
while the only variation between samples was based on the bone mineral density.  

A characteristic stress field developing on a femoral neck sample (T-score=-4.47, 
σy=109.448MPa and E=12.6GPa) is demonstrated in figure 6. 

 

 

Fig. 6. Calculated stress field on a reverse engineered femoral neck sample 

4 Discussion 

Musculoskeletal models, accurately describing features of the human body are con-
stantly evolving, improving their ability to mimic structural characteristics, functions 
or the mobility of the anatomy they are simulating. Medical imaging techniques allow 
the customized development of such models based on the individual patient's charac-
teristics. Even though, this approach can provide highly accurate results, it should not 
be considered the method of choice when assessing the fracture risk of the femoral 
neck due to osteoporosis, mainly due to the reason that simpler methods (i.e. DXA) 
can provide similar results as demonstrated in the previous paragraphs. 

DXA scans in the hip region, are conventionally performed in the trochanter, the 
Ward’s triangle and the femoral neck (in an orthogonal area of 6 by 10mm). The 
present paper, correlates the BMD obtained from such measurements, to the mechani-
cal strength characteristics of the examined area, as to provide surgeons with a DXA 
based risk assessment, concerning fragility fractures. 

There exists a consensus throughout literature, that bone density can be considered 
as a strong independent predictor of failure strength [42]. By overlaying fatigue stress 
value with the experimentally determined fracture strength of the examined speci-
mens, a correlation between T-score and fracture risk can be determined as demon-
strated in figure 7. 
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Fig. 7. T-score as a fracture risk indicator 

Even though DXA is a cost efficient BMD determinant, dominating the preference 
of surgeons due to its simplicity, there are some limitations associated to the method 
that may affect the accuracy of the introduced procedure. 

As DXA quantifies the bone mass and not the bone quality of a specific site, mi-
cro-fractures in vertical trabeculae of cancellous bone will maintain undetected. It is 
however widely accepted, that micro-fractures exert an important influence on the 
mechanical strength of the bone. Despite this, DXA can be treated as a macroscopi-
cally indicator of bone strength. Especially in the hip region, where gait like loading 
ensures constant remodeling and thus the probability of micro fractures is considered 
as rather low. 

Another possible limitation of our study is associated to the patients, the samples 
were harvested from, as all of them were diagnosed with osteoarthritis. This might 
have a twofold effect on the BMD-bone properties correlation. 

Primary, it has not been established if the most common musculoskeletal disorders 
of the elderly (osteoarthritisand osteoporosis) may be treated as independent, studies 
have shown that the presence of one disease may act protective against the other 
[43,44]. The effect however of this on the presented results, can be neglected as the 
selected patients exhibited significant differences in terms of BMD. 

Secondary, osteoarthritis has been associated to subchondral scleroses in femoral 
head; the femoral neck and the trochander region however, are rarely affected by the 
condition [45]. In order to circumvent this aspect, our methodology considered DXA 
scans in femoral neck, trochanter and Ward’s triangle and was determinedas reliable. 
Additionally, osteoarthritic patients undergoing total hip arthroplasty were the only 
group of patients from whom, we could receive bone samples from the femoral neck 
region. 

Studies have indicated that the femur carries a 30% of the applied loads in the sub-
capital region, while the base of the neck is subjected by 96% of the total load [46]. 
This strengthens the vital role of the femoral neck’s capacity to transmit the compres-
sive stress from the joint to the shaft of the femur. Although the etiology of osteo-
porotic hip fracture is complex and multifactorial [47,48], bone quality is, without a 
doubt, a major risk factor. 
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5 Conclusions 

Bone mineral density measured by DXA, regardless limitations associated to the 
technique’s ability to encapture bone quality, is a strong predictor of bone strength in 
the femoral neck region. Supported by an adequate FEA simulation, DXA may be 
regarded as a valuable tool during the prediction of BMD spectrums which present a 
significant risk of fragility fractures. 
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Abstract. Inference of protein structure from experimental data is of crucial in-
terest in science, medicine and biotechnology. Low-resolution methods, such as
small angle X-ray scattering (SAXS), play a major role in investigating important
biological questions regarding the structure of proteins in solution.

To infer protein structure from SAXS data, it is necessary to calculate the
expected experimental observations given a protein structure, by making use of
a so-called forward model. This calculation needs to be performed many times
during a conformational search. Therefore, computational efficiency directly de-
termines the complexity of the systems that can be explored.

We present an efficient implementation of the forward model for SAXS with
full hardware utilization of Graphics Processor Units (GPUs). The proposed al-
gorithm is orders of magnitude faster than an efficient CPU implementation, and
implements a caching procedure employed in the partial forward model evalua-
tions within a Markov chain Monte Carlo framework.

Keywords: SAXS, GPU, GPGPU, MCMC, Protein Structure Determination,
OpenCL.

1 Introduction

Proteins play a crucial role in science, medicine and biotechnology: without them, cel-
lular activities such as catalysis, signaling and regulation would be next to impossible.
Protein function is determined by protein structure, which has been proven to be deter-
mined by the amino acid sequence [1].

Despite encouraging improvements, determining the ensemble of possible confor-
mations in solution is far from an accomplished goal. High resolution experimental
methods, notably X-ray crystallography and Nuclear Magnetic Resonance (NMR), can
only partially provide information on such ensembles, and encounter several limitations
in fully describing the flexibility of large systems in physiological conditions [2].

Low resolution methods, on the other hand, can more easily provide information
on such ensembles. In particular, Small Angle X-ray Scattering (SAXS) provides in-
formation on the excess electron density of the sample versus the surrounding envi-
ronment. Recently, with the advent of automated high-throughput SAXS analysis of
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biomolecules [3, 4], high-throughput data acquisition is within reach. Since SAXS data
only describes the spherical averaging of the electron density of the average conforma-
tion of the ensemble, additional information is needed to assist structural interpretation.

Typical in silico protein structure determination methods, such as ones based on
Markov chain Monte Carlo (MCMC) simulations, propose plausible structural confor-
mations, and compute their associated simulated data by means of a forward model.
Then, the simulated and the experimental data are compared using an error model of
the experiment. For this procedure to be successful, an efficient method for both sam-
pling protein structures and calculating the simulated data is required.

One approach for the calculation of a SAXS curve from a given structure makes use
of the Debye formula [5], which is calculated from a set of spherical scatterers [6–9].
Another, more recent approach, is based on spherical harmonics expansions [10]. This
approach is faster, but becomes problematic for certain structures, such as those with
internal cavities [11]. Here, we present an efficient application of the Debye formula,
based on a simplified representation of protein structure and the computational power
provided by Graphics Processor Units (GPUs).

In recent publications, our group developed probabilistic models for the proposal
of protein-like conformations, in full atomic detail, for both backbone and side chains
[12, 13]. These models were used for the inference of protein structure from NMR
data [14]. We also developed a forward model of the scattering profile evaluation, that
includes the experimental error associated with SAXS data [15]. The forward model
consists of a coarse-grained computation based on the Debye formula. Our main aim is
the study of proteins consisting of multiple domains connected by flexible linkers. Such
proteins play a major role in the regulation of gene expression, cell growth, cell cycle,
metabolic pathways, signal transduction, protein folding and transport [16, 17]. With
this aim, a computationally efficient forward model for the calculation of SAXS curves
is paramount.

We ported our original implementation of the Debye formula to General Purpose
computing on Graphics Processing Units (GPGPU). GPUs are parallel computing en-
gines that can offer great advantages in terms of cost-efficiency and low power con-
sumption [18]. One of the emerging standards of choice for their programming is the
Open Computing Language (OpenCL), an open standard that provides an abstraction
layer over multi- and many-core computational hardware [19]. The OpenCL Debye im-
plementation was utilized as a likelihood term in an MCMC simulation, providing the
basis for efficient protein structure determination from low-resolution SAXS data.

2 Methods

2.1 Forward SAXS Computation

The observed data in a SAXS experiment is a one-dimensional intensity curve, I (q),
measured at discretized scattering momenta q = 4π sin(θ)/λ, with λ the wavelength of
the incoming radiation, and 2θ the angle between this beam and the scattered rays. The
calculation of a theoretical SAXS profile from a given atomic structure is based on the
well-known Debye formula [5]:
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I (q) =

M∑
i=1

M∑
j=1

Fi (q)Fj (q)
sin(q · rij)

q · rij (1)

where Fi and Fj are the scattering form factors of the individual particles i and j,
and rij is the Euclidean distance between them. The summations run over all the M
scattering particles.

2.2 Coarse-Grained Protein Models

If some scatterers are fixed relative to each other, they can be approximated by a single
large scattering body (dummy body). This approximation, more precise at low q, fades
with the progression of the scattering angle up to a resolution equal to the scattering
diameter of the dummy body. We found that the amino acids constituent to the pro-
tein chain can be approximated by one or two large bodies (dummy atoms), and that
this approximation holds up to scattering angles normally not measured in the current
experimental standards [15].

In the two body model, the amino acids are individually represented by two dummy
atoms; one representing the backbone, and the other representing the side chain. Glycine
and alanine, lacking a side chain with conformational freedom, are represented by a sin-
gle dummy atom. The dummy atoms are placed at the respective centers of mass (see
Fig. 1). A total of 21 form factors need to be estimated for the two body model: one
for alanine, one for glycine, one for the generic backbone and 18 for the remaining side
chains.

For the one body model, the single dummy atom is placed at the center of mass
of the amino acid. Hence, 20 form factors need to be estimated; one for each amino
acid type. For a given protein, the one body model allows to represent the molecule
with roughly half the number of scattering bodies employed in the two body model.
If the experimental data is recorded at low resolutions only, the former is thus clearly
preferable for reasons of computational efficiency.

2.3 Form Factor Descriptors

Due to the lack of publicly available high-quality experimental data needed for the
estimation of the form factors, artificial data curves were generated for known high-
resolution protein structures using the state-of-the-art program CRYSOL [21]. This pro-
gram computes the theoretical scattering curve from a given full-atom structure using
spherical harmonics expansions, therefore limiting its applications at studying compact
quasi-globular proteins. We can however use this input to feed a learning protocol, and
make use of the Debye formula in eq. 1 to overcome structural assumptions.

Therefore, a large scale Monte Carlo simulation has been conducted to estimate the
values of the form factors of the dummy atoms [15]. The resulting profiles for these
descriptors are shown in Fig. 2.

In Fig. 3 we show a SAXS curve generated with our method, and the theoretical
scattering computed by CRYSOL as a reference.
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Fig. 1. Coarse-grained models of protein structure. Example of a protein backbone stretch
(dark gray) with side chain atoms (light gray). The placement of the dummy bodies for the center
of mass of the backbone atoms (dark spheres) and for the side chains (light spheres) are indicated.
Figure prepared with PyMOL [20], adapted from [15].

Fig. 2. Form factors. Mean (dark curve) and standard deviations (shaded areas) for the form
factors (Y -axis) as a function of q (X-axis). Left: backbone and side-chains. An asterisk indicates
that this form factor describes both the backbone and side chain atoms of the residue. Right: the
single body form factors. Figure adapted from [15].

2.4 OpenCL Programming Model

An OpenCL program contains a host program that executes on the CPU, and kernels that
execute on the abstracted parallel device. The device consists of one or more compute
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Fig. 3. SAXS profile reconstruction example. Comparison of the reference profiles I (q) com-
puted by CRYSOL from the all atom structure (light gray) and by the two body model (dark
line). Error shade indicates the simulated “experimental” error. PDB code 1JET (520 residues).
Cartoon made with PyMOL [20].

units, which are composed of one or more processing elements and, in some cases, local
memory.

The host program coordinates the execution of the kernels, and can be written in any
programming language. Kernels are written in a variant of the latest released C language
standard (C99) and are compiled at run time to device-specific instructions. A kernel
describes the operations of a single work-item, or thread, and is run simultaneously by
a set of work-items called a work-group.

The local memory of a compute unit, if present, is shared by all work-items in a
work-group and provides an efficient communication channel among them. It has very
low latency and is usually implemented with a full crossbar interface, but is limited in
size and does not retain its state between kernel executions.

Kernels execute most efficiently when the size of the work-group matches the size
of the compute unit on the OpenCL device and when all work-items in a work-group
follow the same execution path.

2.5 Efficient GPGPU Implementation

Parallel Page-Tile SAXS Algorithm. The computation of a SAXS profile is experi-
mentally discretized in a set of q points, and thus naturally provides the first level of
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Fig. 4. Domain decomposition for the Page-Tile algorithm. Work-groups operate on square
tiles from the matrix. Only tiles in the lower-left part and the diagonal are evaluated.

parallelization, into pages. Each page represents the computation of the intensity curve
I (q) for a single value of q. A page can be visualized as a square problem matrix of
side equal to the number of scattering particles M , with each cell representing the con-
tribution of a single term of the Debye formula for particular i and j.

For performance considerations and direct mapping to the hardware, pages are par-
titioned into square tiles of side k, where k is set to the specific compute unit size
of the OpenCL device. Since each problem matrix is symmetrical, only the tiles en-
compassing the lower-left triangle and the diagonal are computed and their value is
simply duplicated for the mirror tiles in the upper-right triangle of the matrix. The do-
main decomposition is illustrated in Fig. 4 for an example of 16 scattering particles and
work-group size of 4.

GPUs suffer performance penalties when they have to work with data that is not
aligned to their native architecture. The algorithm therefore pads the data and aligns
it to the specified work-group size. The resultant dummy particles participate in the
Debye calculations, but they are assigned a form factor of 0, so their contribution to the
intensity I (q) is null.

Algorithm 1 presents the pseudocode for the Page-Tile SAXS algorithm. The form
factors table, supplied as input, is packed and organized by scattering momentum and
particle type. The scattering particles, in addition to their position in three dimensions,
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Algorithm 1. Page-Tile SAXS algorithm
Input: scattering momenta, form factors table, scattering particles
Output: intensity curves for the scattering momenta
/*Host program*/
Initialize the parallel algorithm
Transfer input data to GPU global memory and queue the kernels for initial profile calculation
/*Kernels executed on the GPU*/
Map form factors to scattering particles (Kernel 1)
Compute the Debye sum term for each tile (Kernel 2)
Perform vertical tile sum reduction for each page (Kernel 3)
Perform horizontal margin sum reduction for each page to get the intensity curve (Kernel 4)
/*Host program*/
Retrieve the results from GPU global memory

have a type in the form of an index into the form factor table. The initial intensity curve
calculation comprises four kernels.

In Kernel 1 the form factor table is mapped into a form suited for hardware-efficient
parallel access. The form factors are organized by scattering particle, which enables
the work-groups with streaming memory access for both center coordinates and form
factors.

The majority of execution time is spent in Kernel 2, where the Debye sum terms
for the individual tiles are computed. The Debye formula is used for each term, but i
and j are limited to the ranges defined by the boundaries of the tile within the global
index space. The kernel uses local memory to improve performance, by pre-loading
the particles and their form factors, and by performing an in-place parallel reduction
to produce the partial sum for the tile. During the Debye calculation, 4x loop unrolling
utilizes local registers to further optimize this stage.

Kernel 3 reduces the tile partial sums, which are stored in a global cache, to bottom
margin sums that are further reduced by Kernel 4 to yield the final intensity curve.

Tile Recalculation. Markov chain Monte Carlo simulations explore the conforma-
tional space of the protein structures by applying partial modifications to an accepted
proposal. The average SAXS computation is therefore a partial re-evaluation of a pre-
viously computed profile, where only a subset of the bodies changed their position.

It is therefore possible to identify the subset of tiles that needs to be updated. Since
the Page-Tile algorithm caches the partial contribution of each tile to the global sum-
mation, we can impose a partial recalculation of only the affected tiles (see Fig. 5). This
leads to a substantial reduction in the time necessary to derive an intensity curve after a
Monte Carlo transition (move).

Algorithm 2 illustrates the pseudocode for tile recalculation. The form factor table
from the initial calculation is reused, so execution starts directly with Kernel 5, which
identifies the affected tiles and invokes Kernel 2 for them. Kernel 3 and Kernel 4 per-
form the reductions as in the initial calculation.

Floating Point Precision. Floating point numbers can be stored and manipulated with
single precision (SP) or double precision (DP). Mathematical operations on floating



Parallel GPGPU Evaluation of Small Angle X-Ray Scattering Profiles 229

Fig. 5. Problem matrix after a move. Particles b8, b9, b10 and b11 have changed positions. Blocks
WG3, WG4, WG5 and WG8 will be recalculated.

Algorithm 2. Tile recalculation
Input: moved scattering particles
Output: updated intensity curve for the scattering momenta
/*Host program*/
Transfer input data to the GPU global memory and queue the kernels involved in the profile
recalculation
/*Kernels executed on the GPU*/
Compute the Debye sum term for the changed tiles (Kernel 5)
Perform the vertical tile sum reduction for each page (Kernel 3)
Perform horizontal margin sum reduction for each page to get the intensity curve (Kernel 4)
/*Host program*/
Retrieve the results from the GPU global memory

point numbers introduce errors, due to the finite precision available. Those errors tend to
accumulate when a large number of operations is performed, as is the case with the dou-
ble sum of the Debye formula. However, the Page-Tile algorithm significantly reduces
this error growth, because its successive partitioning of the problem space results in an
execution pattern resembling pairwise summation [22]. The algorithm can be executed
with SP or DP, paying a performance penalty of a factor of 2 to 4 with DP.
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We measured the divergence between the SP and DP executions, and no signifi-
cant differences arise between the results. Therefore, the SP implementation is used by
default.

2.6 Monte Carlo Simulation

PHAISTOS is a software framework for protein structure prediction, inference and sim-
ulation based on Bayesian principles [23]. PHAISTOS samples protein structures X
given the experimental data Iexp from a Bayesian posterior distribution P (X |Iexp) us-
ing an MCMC procedure, similar to [14]. The posterior is given by the formula:

P (X |Iexp) ∝ P (Iexp|X)P (X) (2)

and consists of a prior P (X) that includes probabilistic models of the main and side
chains in proteins [12, 13], while the likelihood P (Iexp|X) brings in the SAXS data.
The likelihood essentially expresses the correspondence between the experimental data
and the data calculated from a given structure using the forward model.

For the calculation of the likelihood, we used the error model given in [15]. The
resulting likelihood is:

P (Iexp|X) =
∏
q

N (Iexp (q) |Icalc (q) , σ (q)), (3)

where N (·) is the normal distribution with mean Icalc (q) and standard deviation σ (q),
controlled by scaling parameters α and β:

σ (q) = Iexp (q) · (q + α) · β (4)

The prior P (X) is brought in indirectly by sampling from the proposal distribution for
protein conformations [14].

The majority of time dedicated to each simulation step is spent on computing the
energy function for the proposed structure. The GPGPU SAXS algorithm directly re-
duces this time. Furthermore, at each MCMC step, PHAISTOS performs local moves
on a portion of the protein, which allows the Page-Tile algorithm to use the fast tile
recalculation path.

2.7 Performance Test Configuration

Performance was measured on a system with a Core i7-920 CPU (4 cores / 8 hardware
threads), 12GB of DDR3 RAM and a NVIDIA GeForce GTX 560 Ti GPU with 1GB
of GDDR5 RAM. The GTX 560 Ti has 8 compute units with 32 processing elements
each, comprising 384 processing elements, with 32KB 32-bit registers and 48KB of
local memory for each compute unit.
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3 Results and Discussion

3.1 Computational Efficiency of the SAXS Modeling

The Debye formula (Equation 1) leads to a computational complexity of O(M2), with
M the number of scatterers in the structure under examination. Our coarse-grained
approach reduces M by representing several atoms by one scattering body (a dummy

atom), thereby lowering the complexity to O
(
(M/k)2

)
, with k the number of scatterers

(atoms) described by a dummy body.
The precise value of k is dependent on the primary sequence of the protein. On large

datasets, the two dummy model leads to an average k of 4.24 (with a performance
increase of k2 � 18). The single body model leads to k � 7.8, allowing for a k2 � 60

times faster execution.

3.2 GPGPU Implementation

The performance of the Page-Tile algorithm was measured against a test protein of over
a thousand amino acids, modeled with 1888 scattering bodies in the dual dummy atom
representation, and a discretization of the q space in 51 scattering momenta. Protein
moves were modeled by a random mutation of 40% of the particles, to approximate the
asymptotic move rate in a Monte Carlo simulation. The execution times for the model
test case are presented in Table 1.

Table 1. Execution times for SAXS curve calculation for a protein with 1888 bodies, 51 scattering
momenta and 21 form factors per momentum. Execution times from the top are for a single-
core CPU implementation, a parallel GPGPU full computation, and GPGPU partial computation,
respectively. Partial computations mimic the costs in a Monte Carlo simulation, where at each
step around 40% of the proposal structure is updated.

Algorithm Time (ms)

CPU SP Time 2408
GPGPU full calculation 9
GPGPU recalculation 6.484

The performance of the algorithm was also measured for protein sizes ranging from
64 to 8192 scattering particles. Each protein was moved 1000 times, in order to obtain
an average of the recalculation steps. Figure 6 shows the speed increase, relative to the
CPU single precision implementation, calculated as tcpu/tgpu.

Figure 6 also illustrates the hardware utilization of the parallel Page-Tile algorithm.
The plot shows an asymptotic behavior around problem sizes of 2000 scattering bodies.
The GTX 560 Ti GPU employed in the tests is composed of 8 compute units operating
on 8 cascading work-groups, allowing for a theoretical peak of 64 active work-groups.
The work-group size is 32, therefore the card would reach theoretical peak processing
power at 2048 bodies. Our tests show saturation at the same level, thus indicating opti-
mal use of the hardware.

OpenCL is thread-safe and allows access to the same device from multiple processes
and threads, so by creating multiple instances of the Page-Tile algorithm, more than one
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Fig. 6. Algorithm performance for problem sizes ranging from 64 to 8192 scattering bodies, in-
cluding the model test case of 1888, with error bars showing standard deviation. All SAXS com-
putations involve the summations over 51 scattering momenta. The asymptotic behavior indicates
hardware saturation at around 2000 bodies, which is the theoretical maximum for the GPU model
used in the tests.

calculation can be run at the same time. This is especially relevant in the case of problem
sizes that would not lead to a full GPU saturation, therefore allowing for multi-threaded
Monte Carlo simulations.

3.3 Monte Carlo Performance

The effect of the GPGPU SAXS curve calculation on the overall MCMC simulation
of the 1888-body test protein was measured in PHAISTOS, by gathering performance
data for 1 million MCMC steps with varying number of concurrent CPU threads, with
and without GPU acceleration. The first 100,000 steps were discarded as burn-in and
the remaining 900,000 were used for analysis.

The best-performing CPU SAXS algorithm was used in the evaluation. It caches the
terms of the Debye formula and uses a lookup table for the sine function, resulting in a
five-fold speed increase, at the expense of numerical precision. The MCMC simulation
was executed with one to six threads, the maximum possible under the test configu-
ration, due to the significant memory footprint per thread. The lowest execution time
was achieved when using four threads, and was used as a basis for comparison with the
GPGPU version.

The MCMC simulation, using the GPGPU Page-Tile algorithm, was executed with
one to eight CPU threads. Execution time was compared to the multi-threaded CPU
version (Fig. 7).

The GPU-accelerated MCMC simulation exhibits consistently better performance
compared to the best-performing multi-threaded CPU version. The speed increase scales
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Fig. 7. Relative speedup of PHAISTOS when using the GPGPU SAXS energy term vs. the best-
performing CPU configuration (four threads). Threads above four use hyper-threaded CPU cores,
so lower performance scaling is expected.

up with the number of CPU threads, due to two factors: 1) incomplete loading of the
GPU by each thread; and 2) concurrent MCMC calculations outside of the SAXS en-
ergy term.

When invoked from within a CPU thread, the GPU calculates the SAXS intensity
profile and is then idle, while the host thread processes the result and queues a new
structure for evaluation. Multiple CPU threads can take advantage of these idle GPU
cycles by queueing additional SAXS curve calculations, thus leading to the performance
scaling observed.

While the GPU accelerates the calculation of the SAXS energy term, the CPU host
still has to propose a new structure in each MCMC step and to process the result from
the energy function calculation. The work done by the CPU limits the speed increase for
the overall step. Conversely, running multiple host threads parallelizes these operations,
further contributing to the performance scaling.

The theoretical possible speedup under PHAISTOS is 18.6 ×, and can be calculated
from the Page-Tile algorithm speedup (371 × from Fig. 6) adjusted for the number of
CPU threads (4) and the speedup from using a cache and a sine lookup table (5 ×). The
observed speed increase of 16.4 × approaches the theoretical maximum and is clearly
limited by the CPU-bound portions of the MCMC simulation.

4 Conclusions

We have presented an efficient implementation of the forward model for the compu-
tation of Small Angle X-ray Scattering profiles, utilizing Graphics Processing Units.
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The application is multi-thread safe, and benchmarks show that the algorithm delivers
the full theoretical output of which the hardware is capable.

Parallelization is achieved on multiple levels by taking advantage of the structure of
the Debye formula. The first level divides the SAXS evaluation in multiple independent
computations according to the binning of the scattering momenta. A nested level then
makes full use of the work-groups in the hardware by splitting the inner summation
of the Debye formula into separate partial sums. The resulting program runs orders of
magnitude faster than an optimized single core CPU implementation.

A caching algorithm on the inner contributions allows for the efficient re-evaluation
of SAXS profiles from partially updated structures, delivering even greater performance
benefits.

The GPGPU algorithm was integrated into an energy term within the PHAISTOS
software framework for protein structure determination, inference and simulation. This
yielded a 16-fold speed increase of the Markov chain Monte Carlo simulation, com-
pared to the best multi-threaded CPU implementation, enabling its application to im-
portant biological targets. An open source implementation is now available.

Acknowledgements. This research was funded by the Danish Council for Indepen-
dent Research (FTP, 274-09-0184). CA acknowledges partial funding from the Danish
Strategic Research Council (contract number 10-092299), for the HIPERFIT research
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Source Code Availability

The source code of our implementation can be found online at: http://www.phaistos.org
and http://sourceforge.net/projects/phaistos/files.
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Abstract. Quantitative gait analysis is a powerful tool for the assessment of a
number of physical and cognitive conditions. Unfortunately, the costs involved
in providing in-lab 3D kinematic analysis to all patients is prohibitive. Inertial
sensors such as accelerometers and gyroscopes may complement in-lab analysis
by providing cheaper gait analysis systems that can be deployed anywhere. The
present study investigates the use of inertial sensors to quantify gait symmetry and
gait normality. The system was evaluated in-lab, against 3D kinematic measure-
ments; and also in-situ, against clinical assessments of hip-replacement patients.
Results show that the system not only correlates well with kinematic measure-
ments but it also corroborates various quantitative and qualitative measures of
recovery and health status of hip-replacement patients.

Keywords: Gait analysis, Symmetry, Normality, Accelerometer, Gyroscope, In-
ertial sensors.

1 Introduction

Quantitative gait analysis (GA) can improve the assessment of a number of physical and
cognitive conditions. The importance of GA in the treatment of children with cerebral
palsy is well known and documented [1]. The use of GA to monitor and assess Parkin-
son’s Disease [2], stroke [3], and orthopedic [4] patients have also been investigated.

Despite many positive results, GA is still not routinely used in the clinical setting.
Several factors contribute to the low adoption of GA as a routine clinical tool. Per-
haps the most significant factor is that the accepted gold standard for GA, in-lab 3D
motion capture (MOCAP), is simply not available to all patients. The costs involved in
equipping a gait lab and training personnel are prohibitive for many clinical institutions,
especially in underprivileged areas and developing countries.

The current alternative to MOCAP is observational gait analysis (OGA), which is
intrinsically subjective and sensitive to the observer’s experience [5]. Recently, however,
large efforts have been employed in developing low-cost, inertial sensor systems that can
complement OGA with objective and reliable information. The success of such systems
will hopefully incur in a wide-spread adoption of quantitative GA as a clinical tool.
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The present study concerns the development of a inertial sensor system for GA that
can be successfully deployed in the clinical setting. This system, composed of wearable
inertial sensor units, can complement OGA by providing reliable quantitative measures
of gait symmetry and gait normality. This study evaluates the proposed symmetry and
normality measures both in-lab, against measures derived from MOCAP; and in-situ,
compared to clinical assessments of hip-replacement patients.

2 Related Work

2.1 Observational Gait Analysis

Observational gait analysis (OGA) is frequently aided by video recordings, which pro-
vide certain interesting functions to the observer such as pause and slow motion. In
some cases, quantitative measurements, such as joint angles, can be directly calculated
from the video image [6]. This type of analysis is often accompanied by a form or
questionnaire that facilitates the extraction of relevant information from the video. Two
such forms have been more thoroughly investigated and more widely adopted: the Vi-
sual Gait Assessment Scale (VGAS) [7] and the Edinburgh Visual Gait Score (EVGS)
[8]. Both questionnaires target the assessment of children with cerebral palsy.

OGA can be complemented by other more quantitative measurements, such as av-
erage gait speed, average step length and other gait parameters. These are typically
measured during walking tests, such as the 10-m walking test [9], or the timed up and
go test (TUG) [10]. The TUG is normally employed in studies where balance and risk of
fall are of interest, as it requires that the subject stand up and sit down on a chair without
help. The 10-m walking test is a simple way of determining, average gait speed, stride
length and cadence. Average gait speed, for example, has been identified as an indicator
of: activity of daily living function in geriatric patients [11]; high risk of health-related
outcomes in well-functioning older people [12]; and leg strength in older people [13].
Stride length is another interesting measure that has been associated with, for example,
metabolic cost and impact during walking [14].

2.2 MOCAP Gait Analysis

Gait may be studied in the spatio-temporal, kinetic or kinematic domains. In order to
simplify the analysis of this extremely rich source of information, one may focus on
measures of symmetry and normality. Symmetry refers to the similarity between the
movements of the right and left sides of the body. Normality refers to the similarity
between the movements of one individual compared to average movements of a popu-
lation that is judged healthy or normal.

The symmetry of kinematic gait data is usually evaluated by visual inspection of
superimposed curves from right and left sides. Few quantitative symmetry measures
have been proposed which take into account complete joint angle curves. A measure of
trend symmetry based on the variance around the 1st principal component of a right-side
vs. left-side plot has been suggested [15]. This trend symmetry measure is insensitive
to scaling, and must be compensated by an additional measure, the range amplitude
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ratio. In contrast, the present study introduces a quantitative symmetry measure based
on kinematic data which can be expressed as one index.

The Gillette Functional Assessment Questionnaire (GFAQ) Walking Scale is a
widely accepted gait normality measure based on observation. Considerable efforts
have been put into deriving an equivalent measure from kinematic data. Principal com-
ponent analysis (PCA) on 16 discrete gait variables has been used to create a represen-
tation of the data in a different space. The magnitude of the projection of an abnormal
data set onto this space is used as a normality index, known as the Gillette Gait Index
(GGI) [16]. A very similar PCA approach named the Gait Deviation Index (GDI) has
been introduced by [17]. One advantage of PCA approaches is that they transform the
possibly dependent gait variables into a new set of independent variables. The disad-
vantage is that results cannot be traced back to the original gait variables.

A much simpler method, the Gait Profile Score (GPS) and Movement Analysis Pro-
file (MAP), has been suggested [18]. The MAP is created by taking the root mean square
error (RMS) between a reference joint angle curve and the corresponding curve from a
subject. This creates one normality index for each joint angle curve. A unique index, the
GPS, can be derived by concatenating all joint angle curves end to end, and taking the
RMS of this aggregated curve. Although the GDI presents some nice properties such
as normal distributions across GFAQ levels, the GPS is more easily interpreted because
the original variables suffer no transformations and results are given in degrees. It has
been shown that the GPS correlates significantly with clinical judgment [19].

2.3 Instrumented Gait Analysis

Inertial sensors, such as accelerometers and gyroscopes, can complement MOCAP sys-
tems and OGA by providing quantitative and objective gait measurements outside the
gait lab, and for a fraction of the cost.

Most symmetry measures calculated from inertial sensor data take into account only
discrete spatio-temporal variables, e.g. [20], [21]. Although discrete symmetry indices
have been shown useful, a more informative measure of symmetry may be obtained
using the entire continuous sensor data. Few approaches to calculating symmetry us-
ing continuous accelerometer data have been introduced. One example is an unbiased
autocorrelation method using trunk acceleration data [22]. Although this may provide
a good general estimate of gait symmetry, it lacks information about each individual
limb.

More recently, gyroscopes data obtained from shanks and thighs was used to calcu-
late symmetry using a normalized cross correlation approach [23]. This method seg-
ments and normalizes the data to individual strides. As a result, only the shape of the
signal and not its relative temporal characteristics are taken into account. A symbolic
method for estimating gait symmetry using accelerometers [24] or gyroscopes [25] has
been suggested, which takes into account not only the shape but also the temporal char-
acteristics of the signal. This symmetry measure is used in the present paper.

Based on this symmetry measure, the authors proposed a normality measure based
on symbolized inertial sensor data, described in the present paper. No other normality
measures based on inertial sensor data were found in the literature.
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3 Method

The study was conducted in two phases. The first phase was an in-lab evaluation that
compared the proposed mobile GA system with 3D kinematic analysis. The second, was
an in-situ evaluation of the proposed system against quantitative and qualitative clini-
cal assessments of hip-replacement patients. This study was approved by the Regional
Ethics Board in Gothenburg, Sweden.

3.1 In-Lab Data Collection

The data collection took place at the clinical gait lab at Sahlgrenska University Hospital,
Gothenburg, Sweden. A group of 19 healthy volunteers participated in the study. The
average hight of the group was 172.1 ± 7.6 cm; and the average weight was 71.8 ±
17.2 Kg. Seven participants were male and twelve female, averaging an age of 34 ± 13
years.

Kinematic and kinetic data were recorded with a 3D motion capture (MOCAP) sys-
tem, Qualisys MCU 240, sampling at 240Hz. A total of 15 spherical reflective markers,
of 19 mm in diameter, were placed on the sacrum, anterior superior iliac spine, lat-
eral knee-joint line, proximal to the superior border of the patella, tibial tubercle, heel,
lateral malleolus and between the second and third metatarsals [26].

Subjects were also equipped with 3 Shimmer R© sensor nodes, each containing one 3-
axis accelerometer and one 3-axis gyroscope, sampling at 128Hz. One node was placed
on each outer shank, about 3cm above the lateral malleolus, Figure 1. The remaining
node was placed mid-way between the anterior superior iliac spine markers, Figure 2.
Sensors were synchronized using a beacon signal from the host computer, and the data
was stored on-board each sensor node.

Fig. 1. Shank sensor node approximately 3cm
above the lateral malleolus

Fig. 2. Waist sensor node mid-way between
the anterior superior iliac spine

The subjects’ movements were simultaneously recorded with the sensor nodes and
with the Qualisys system. They were instructed to walk in 3 different ways: 1) normally
at a comfortable speed; 2) with a limp, as if injured; and 3) slowly, as if very tired. All
subjects performed three tests for each type of walk. One test of each type was then
randomly chosen for further analysis.

3.2 In-Situ Data Collection

This data collection took place at the orthopedic ward at Sahlgrenska University Hos-
pital, Mölndal, Sweden. Eleven patients were included in the study. All patients had
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undergone unilateral hip-arthroplasty for the first time and presented no other physi-
cal or cognitive conditions. The group was composed of four women and seven men,
the mean age was 69±15 years, mean weight was 81±20 Kg, and mean height was
172±9 cm.

All subjects were equipped with sensor nodes similarly to the in-lab data collection.
They were then asked to walk by themselves along a 10-meter walkway at a comfortable
speed, twice. The walkway was marked with black tape on the floor. The time and
number of steps taken to complete the walkway were recorded.

This procedure took place on the day the patient was discharged from the hospital,
and a few months later, when the patient came back for a follow-up evaluation. The
average number of days spent at the ward after surgery was 4±1 day. The time between
baseline and follow-up measurements was 108±15 days. All patients employed a walk-
ing aid during baseline measurements, six used two crutches and five used a walker with
wheels. During follow-up measurements six patients used one crutch and five patients
walked without any aiding device.

Patients filled out an EQ-5D
TM

health questionnaire (Swedish version) approximately
two weeks before surgery, and soon after their follow-up session. The EQ-5D

TM
is

a standardized instrument for measuring health outcome, developed by the EuroQol
Group (www.euroqol.org). The English version of the questionnaire, validated for Ire-
land, is shown in Figure 3. Each answer is given a value from 1 to 3, lower values
indicate better health.

3.3 Observational Gait Analysis

The time, Tm, and number of steps, NumSteps, taken to complete the 10-meter walk
test were used to compute average speed, Speed = 10/Tm (m/s), and average step
length, StepLeng = 10/NumSteps (m). In addition, step length was normalized by
the patient’s height. These variables were used as reference for the improvement of the
patient, under the assumption that average speed and step length should increase as the
patient recovers.

3.4 MOCAP Gait Analysis

Gait normality and symmetry measures were calculated from the 3D kinematic data.
The normality index used for the kinematic data was the GPS and the MAP [18]. How-
ever, the mean value was removed from all curves before calculating the score, and foot
progression was not used because it was not available in the reference data set. Remov-
ing the curves’ mean values makes the normalcy measure more robust to offset errors,
while preserving the shape and range of the curves.

The reference data set was an ensemble of 34 randomly selected adult subjects pre-
senting no known pathologies, previously acquired at the clinical gait lab at Sahlgren-
ska University Hospital, Gothenburg, Sweden. Joint angle curves were calculated for
each individual and normalized to stride time. The ensemble average of the normalized
curves was used as a reference curve.

Each MAP component, Eq. 1, was calculated as the RMS difference between the
reference curve, Cref , and the subject’s curve, Csubj , where N is the number of points
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By placing a tick in one box in each group below, please indicate which
statements best describe your own health state today.

Mobility
I have no problems in walking about 1
I have some problems in walking about 2
I am confined to bed 3

Self-Care
I have no problems with self-care 1
I have some problems washing or dressing 2
I am unable to wash or dress myself 3

Usual Activities
I have no problems with performing my usual activities 1
I have some problems with performing my usual activities 2
I am unable to perform my usual activities 3

Pain/Discomfort
I have no pain or discomfort 1
I have moderate pain or discomfort 2
I have extreme pain or discomfort 3

Anxiety/Depression
I am not anxious or depressed 1
I am moderately anxious or depressed 2
I am extremely anxious or depressed 3

Fig. 3. EQ-5D
TM

English version validated for Ireland. c©1990 EuroQol Group EQ-5D
TM

is a
trademark of the EuroQol Group.

in the curve. The GPS was calculated similarly by concatenating all joint curves end to
end. For each subject, MAP and GPS results were calculated as the average between
right and left sides.

MAP =

√√√√ 1

N

N∑
n=1

(Csubj(n)− Cref (n))2 (1)

Based on the GPS, a measure of symmetry was derived for the kinematic data. In this
case, the components of MAP-symmetry were calculated as the RMS error between
the curves for the right and left sides, after removing their corresponding mean values.
Similarly, GPS-symmetry was calculated by concatenating all joint curves end to end
and calculating the RMS difference between left and right sides.

3.5 Instrumented Gait Analysis

The symmetry measure used in this paper was presented in [25]. The sensor signal,
accelerometer or gyroscope, was standardized to zero mean and unitary standard
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deviation, then segmented into N symbols. Symbolization is done by quantization into
N levels. The quantization levels are chosen based on the empirical probability distri-
bution of the signal, so as to produce equi-probable symbols.

The period between consecutive occurrences of the same symbol are calculated and
stored in a period histogram [25]. Similarly, the period between symbol transitions
of the same type may be stored in a transition histogram. The symmetry index is a
measure of the similarity between symbol period (transition) histograms for the right
and left sides. Histograms are compared using a relative error measure shown in Eq. 2,
where Z is the number of symbols; K is the number of bins in the histograms; ni is
the number of non-empty histogram bins (for either foot) for symbol i; hRi(k) is the
normalized value for bin k in the period histogram i for the right foot; and hLi(k) is the
normalized value for bin k in the period histogram i for the left foot.

SIsymb =

∑Z
i=1

1
ni

∑K
k=1 |hRi(k)− hLi(k)|∑Z

i=1
1
ni

∑K
k=1 |hRi(k) + hLi(k)|

100 (2)

The normality measure for the inertial sensor data was derived from the symmetry mea-
sure. Instead of comparing the histograms for right and left sides, one subject’s his-
tograms are compared to histograms derived from a reference data set. The reference
data set was formed by selecting the (in-lab) subjects that presented the smallest GPS
based on the normal walk kinematic data.

The normal walk inertial sensor data from these reference subjects was standardized
to zero mean and unitary standard deviation, symbolized, and symbol periods were
calculated. The symbol periods were normalized to stride time. That is, a period that
coincides with stride time is represented as 1 and all other periods are scaled corre-
spondingly. This normalization is common when dealing with kinematic data, and it
ensures that the analysis is not affected by gait speed. The symbol periods from all
reference subjects were used to create reference histograms.

3.6 Data Analysis

The data acquired from the MOCAP system was processed in Visual 3D (C-Motion
Inc., Germantown, MD) to generate kinematic join angle data and spatio-temporal pa-
rameters such as stride time. The data was then exported to MATLAB (MathWorks,
Natick, MA) where MAP, GPS, MAP-symmetry and GPS-symmetry were calculated
for each subject.

The signals from the shank accelerometers and gyroscopes were low-pass filtered
with a Butterworth filter of order 6 and cut-off frequency 20Hz. The waist sensor data
was filtered at 10Hz. The signals were filtered once, then reversed and filtered again
to avoid any phase shift. The three axes of each accelerometer were combined into a
resultant signal, Ares =

√
A2

x + A2
y + A2

z. For each gyroscope, only pitch and roll rotations
were considered, Gres =

√
G2

pitch
+ G2

roll
.

Symmetry was calculated using right and left shank signals. Normality was calculated
using both shanks and waist signals. Measures were calculated considering period and
transition histograms, using from 5 to 25 symbols. The resulting values outside two stan-
dard deviations were considered outliers and removed. The remaining values were used
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to calculate the Spearman’s rank correlation coefficient with kinematic measurements,
MAP, GPS, MAP-symmetry and GPS-symmetry. The optimal number of symbols was
chosen so as to maximize the correlation coefficients. These optimal parameters were
used to calculate symmetry and normality for the hip-replacement patients.

The Spearman’s rank correlation coefficient was used to evaluate the correlation be-
tween two variables. The non-parametric Wilcoxon rank sum test was used to compare
two distributions, and a Kruskal-Wallis test was used to compare more than two distri-
butions. All linear model approximations were calculated based on least mean square
errors.

The area under the receiver operating characteristic curve (AUC) was used to eval-
uate the discriminatory power of the normality index. The ROC curve was constructed
based on tests performed on the same individuals. Therefore, any statistically signifi-
cant comparison between different AUC must take into account the correlated nature
of the data. A nonparametric approach based on generalized U-statistics was used to
estimate the covariance matrix of the different curves [27].

All measurements of the in-situ data collection included two trials, which were used
to assess the test-retest reliability of each index using intra-class correlation coefficient
(ICC) type A-1 as a measure of absolute agreement [28]. All tests were bi-directional
with confidence level, α = 0.05. All data analysis was undertaken in MATLAB (Math-
Works, Natick, MA).

4 Results

4.1 In-Lab Evaluation

The best correlation of MAP and GPS with the proposed normality index was achieved
with the waist accelerometer sensor, 18 symbols and transition histograms. The best cor-
related signals are shown in Table 1. The best correlation of the inertial sensor symmetry
with MAP-symmetry and GPS-symmetry was achieved with the shank gyroscopes, 20
symbols, and symbol period histograms. The best correlation coefficients are shown in
Table 2. These configurations were used to calculate normality and symmetry respec-
tively in the in-situ evaluation.

4.2 In-Situ Evaluation

All but one participant answered the EQ-5D
TM

questionnaire on both occasions. The
values of the answers given to each category were added to a single score for that
category. Results from before the operation and after the follow-up session are shown
in Figure 4. Lower scores correspond to more patients in better health. The biggest
changes were regarding mobility, usual activities and pain/discomfort.

Symmetry results for baseline and follow-up measurements are shown in Figure 5
for each subject. Measurements were averaged over both trials of each session. The
symmetry index ranges from 0 to 100, a low symmetry index indicates good symme-
try whereas a high value indicates asymmetry. According to the proposed index, gait
symmetry improved at follow-up for approximately half the subjects. The asymmetry
at follow-up may be caused by the use of one crutch. The symmetry index according
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Table 1. Correlation of MAP and GPS val-
ues with the proposed normality measure
(waist sensor node)

sensor accelerometer
placement waist
histogram transition

no. symbols 18
variable r p-value

MAP knee flex. 0.77 <0.0001
MAP hip flex. 0.82 <0.0001
MAP pelv. rot. 0.71 < 0.0001

GPS 0.81 < 0.0001

Table 2. Correlation of MAP-symmetry and
GPS-symmetry values with the proposed
symmetry measure (shank sensor nodes)

sensor gyroscope
placement shank
histogram symbol period

no. symbols 20
variable r p-value

ankle flex. 0.64 < 0.0001
knee flex. 0.81 < 0.0001
hip flex. 0.68 < 0.0001

all 0.84 < 0.0001
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Fig. 4. Questionnaire results from before the surgery and after the follow-up sessions. Lower
scores correspond to more patients in better health

walking aid is shown in Figure 6. There is a clear difference between the symmetry of
patients using two crutches at baseline and patients walking with no aid at follow-up.
However, none of the distributions were significantly different.

Normality results are shown in Figure 7, measurements for each patient were av-
eraged over both trials of each session. Similarly, the normality index ranges between
0 and 100, and a low value indicates good normality. In this case, the follow-up mea-
surements were better than baseline measurements for all patients. A Wilcoxon test
indicated that baseline and follow-up groups were statistically significantly different,
p<0.0001. Figure 8 illustrates the distribution of the normality index according to walk-
ing aid. As expected, the normality index for those patients walking without aid was,
on average, better than the others. A Kruskal-Wallis test indicated that the free walking
group was statistically different from the walker and crutches groups, and that the one
crutch group was statistically different from the walker group.

In order to calculate the correlation between normality and walking aid, each cate-
gory was represented by a number. In the order shown in Figure 8, walker was
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Fig. 5. Symmetry results at baseline and
follow-up. The two distributions are not sta-
tistically significantly different.
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Fig. 6. Symmetry results according to walking
aid. Box-plot representations of the distribu-
tions. The whiskers represent the smallest and
largest observations, the edges of the box cor-
respond to the lower and upper quartiles, the
horizontal line indicates the median.
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Fig. 7. Normality results at baseline and at
follow-up. The two distributions are statisti-
cally different according to a Wilcoxon rank
sum test, p<0.0001.
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Fig. 8. Normality results according to walking
aid. A Kruskal-Wallis test indicates that the
distribution of no walking aid is significantly
different from distributions of two crutches
and walker.

represented by 1 and no-aid was represented by 4. The resulting Spearman’s rank cor-
relation coefficient was r=-0.78, p<0.0001.

The normality index also correlates well with both average speed, r=-0.79 p<0.0001,
and normalized average step length, r=-0.76 p<0.0001. Normality values for each indi-
vidual trial are shown against average speed values in Figure 9, and against normalized
step length in Figure 10. On both plots the linear model approximation is shown as a
solid line, and the 95% confidence interval (CI) for predicted observations is shown
as dotted lines. The mean average speed at baseline, 0.46±0.16 m/s, was significantly
different from the speed at follow-up, 1.06±0.22 m/s, p<0.0001.

Normality results were also compared to the EQ-5D
TM

answers that varied the
most between before the surgery and after follow-up, namely mobility (Figure 11),
usual activities (Figure 12), and pain/discomfort (Figure 11). In all cases, there is a
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Fig. 9. Normality compared to average speed.
Variables are well correlated, Spearman’s rank
correlation coefficient r=-0.79, p<0.0001.
The solid line indicates the linear model ap-
proximation a+bx, where a=95.5 with confi-
dence interval (CI) [94.9, 96.3]; and b=-2.6
with CI [-3.3, -1.9]. The dashed and dotted
lines indicate the 95% CI of predicted obser-
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Fig. 10. Normality compared to average step
length. Variables are well correlated, Spear-
man’s rank correlation coefficient r=-0.76,
p<0.0001. The solid line indicates the lin-
ear model approximation a+bx, where a=95.5
with confidence interval (CI) [94.9, 96.3]; and
b=-2.5 with CI [-3.2, -1.8]. The dashed and
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Fig. 11. Normality compared to EQ-5D
TM

answers regarding (A) mobility and (B)
pain/discomfort. Mobility answers - ans 1: I have no problems in walking about; ans 2: I have
some problems in walking about. Pain/discomfort answers - ans 1: I have no pain or discomfort;
ans 2: I have moderate pain or discomfort.

tendency for better health to be accompanied by better normality index. This correla-
tion is particularly strong between normality and usual activities scores, Spearman’s
r=0.75, p=0.0127. There was no correlation between the health scale in Part B of the
questionnaire and normality.

Improvement in normality was calculated as the difference between baseline and
follow-up values. Figure 13 shows how improvement in normality correlates with num-
ber of days spent at the ward after surgery. Although a Wilcoxon test indicated that
there was no statistically significant difference between groups, the Spearman’s rank
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Fig. 12. Normality compared to EQ-5D
TM

an-
swers regarding usual activities. Ans 1: I have
no problems with performing my usual activ-
ities; ans 2: I have some problems with per-
forming my usual activities; ans 3: I am un-
able to perform my usual activities.
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Fig. 13. Improvement in normality compared
to days spent at ward after surgery. Improve-
ment in normality is the difference between
normality values at baseline and at follow-up.
Although the distributions are not statistically
different, variables are well correlated, Spear-
man’s rank correlation coefficient r=-0.75,
p=0.0081.

correlation coefficient was r=-0.75, p=0.0081. There was no correlation between im-
provement in normality and days between baseline and follow-up sessions.

The normality index can also be evaluated based on its discriminatory values. That is,
the ability to differentiate baseline measurements from follow-up measurements. The
AUC was 0.94, confidence interval (CI) (0.87, 1.00), p<0.0001. The test-retest reliabil-
ity was also high, r=0.81, CI (0.60, 0.92), p<0.0001.

5 Discussion

The in-lab evaluation confirmed that the proposed measures of normality and symmetry
are well correlated with the kinematic measures, namely MAP, GPS, MAP-symmetry
and GPS-symmetry. The found optimal parameters were used for the in-situ evaluation.
The remaining of this section discusses the results of the in-situ evaluation.

The average speeds at baseline and follow-up are in agreement with measurements
reported in [29], 0.46 m/s less than 16 days after hip replacement surgery and 1.17
m/s more than 20 days after surgery. Average gait speed of approximately 1 m/s three
months after surgery were also reported in [30]. According to [31] the greatest improve-
ments in gait speed are observed within the first three months post-op. The follow-up
measurement can, therefore, be considered representative of patient’s improvement in
gait speed. In addition, [32] determined that changes in speed superior to 0.10 m/s are
clinically meaningful after hip fracture treatment. The changes in speed observed from
baseline to follow-up, 0.60±0.29, are therefore also clinically meaningful.

Measures of gait normality correlate well with both gait speed, Figure 9 and step
length, Figure 10. Given that speed and step length are measures related to patient re-
covery, there is a good chance the normality index is also a good indicator of recovery.
Unfortunately, no other quantitative gait parameters were available in the data set to
demonstrate that the normality index correlates to recovery when the data is corrected
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for speed. However, in Part I of this study symmetry and normality measures are shown
to correlate to joint-angle curves normalized to stride time, not containing any velocity
information. The normality index is also normalized to stride time and as such is inde-
pendent of walking cadence. It is expected that the normality index would differentiate
between normal and abnormal patterns at the same speed. Further investigations are
needed to support this assumption.

Another factor supporting the usefulness of the normality index is its correlation
with the type of walking aid used during the test, Figure 8. The test-retest reliability
and discriminatory power of the index were also satisfactory. Overall, the proposed
index can possibly be developed into a reliable and clinically relevant measure of gait
normality.

Another interesting result was the correlation between improvement of normality and
number of days spent at the ward, Figure 13. Whereas there was no correlation between
improvement in normality and number of days between baseline and follow-up. This
possibly suggests that the rate of recovery at the ward is indicative of the total rate of
recovery, which is little affected by the recovery time at home. This assumption should
be further investigated.

Normality results and the answers to the EQ-5D
TM

questionnaire showed some pos-
itive trends. Greater discomfort and difficulties in performing usual activities seem to
be accompanied with worse normality, Figure 11. Besides the self-assessment question-
naire, the use of walking aids was also considered an indication of how well the patient’s
health status was, i.e. patients who did not need any walking aid were, on average, in
better condition than those who used one crutch. Another indicator of recovery was the
number of days the patient spent at ward, assuming that patients who recovered better
or more quickly were discharged sooner. The normality index seems to be in agreement
with all the above mentioned qualitative health status assessments.

Symmetry results are difficult to judge due to the variety of walking aids used. The
large variety of symmetry at follow-up, Figure 5, was mostly influenced by the patients
using one crutch only. This could be explained by the fact that some patients were
more dependent on the crutch and consequently leaned more to one side. Whereas some
patients barely used the crutch for support.

Due to their recent surgery, patients were very uncomfortable during the baseline
measurements. It was important to keep the data collection as simple and quick as pos-
sible. No more than five minutes had to be spared by the patient to complete the entire
procedure, and they were all willing to participate in the study. Briefness is also impor-
tant for the staff responsible for the procedure so that the addition of GA is not an extra
burden. The placement of the sensors was also quick and easy. However, in the future,
the waist sensor should be placed on the lower back so as not to be affected by subjects’
different shapes and sizes.

Another issue with the present study is that the number of participants was very
small. Any statistical inference on the results is greatly affected by the sample size.
However, results are promising and suggest that a larger study will likely produce pos-
itive results.

At the ward where the data was collected, gait analysis is not normally used, and
most records are based on rough qualitative descriptions. This lack of quantitative
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measures makes the assessment of patient improvement a difficult and very subjective
task. The introduction of a simple 10-meter walk test can already provide quantitative
measures of speed and stride length. The addition of a wearable GA system, however,
can quickly increase the amount of quantitative data to include more complex measures
of symmetry and normality.

6 Conclusions

The present study investigated the use of inertial sensors for quantitative GA, both in-lab
and in-situ. The proposed system served as a tool to facilitate the extraction of certain
gait characteristics, namely symmetry and normality. The system was evaluated against
3D kinematic measures of symmetry and normality, as well as clinical assessments of
hip-replacement patients. Not only was the proposed system in agreement with kine-
matic variables but it also correlated well with the level of recovery and health status
of the patients in a very intuitive way. This study showed that such a system may be
deployed in a real clinical environment in order to aid current clinical assessment by
incorporating quantitative GA.
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Abstract. Recent research on magnitude Magnetic Resonance Images (MRI) re-
construction from the Fourier inverse transform of complex (gaussian contami-
nated) data sets focuses on the proper modeling of the resulting Rician noise con-
taminated data. In this paper we consider a variational Rician denoising model for
MRI data sets that we solve by a semi-implicit numerical scheme, which leads to
the resolution of a sequence of Rudin, Osher and temi (ROF) models. The (iter-
ated) resolution of these well posed numerical problems is then proposed for Total
Variation (TV) Rician denoising. For numerical comparison we also consider a
direct semi-implicit approach for the primal problem which amounts to consider
some (regularizing) approximating problems. Synthetic and real MR brain im-
ages are then denoised and the results show the effectiveness of the new method
in both, the accuracy and the speeding up of the algorithm.

Keywords: MRI Rician denoising, Total variation, Numerical resolution, ROF
model.

1 Introduction

Modelling MRI denoising, a fundamental step in medical image processing, leads natu-
rally to the assumption that MR magnitude images are corrupted by Rician noise which
is a signal dependent noise (see [1], [2] and [3]). In fact this noise is originated in the
computation of the magnitude image from the real and imaginary images, that are ob-
tained from the inverse Fourier Transform applied to the original raw data. This process
involves a non-linear operation which maps the original Gaussian distribution of the
noise to a Rician distribution.

Nevertheless it is usually argued that this bias do not affect seriously the process-
ing and subsequent analysis of MR images and a gaussian noise, identically distributed
and not signal dependent, is modeled. To go beyond the unlikely assumption of gaus-
sian noise, we consider, in a variational framework, a denoising model for MR Rician
noise contaminated images recently considered (independently) in [4] and in [5], which
combines the Total Variation semi-norm with a data fitting term (see also [6] for an ap-
plication to DT-MRI data denoising where low SNR Diffusion Weighted Images (DWI)

J. Gabriel et al. (Eds.): BIOSTEC 2012, CCIS 357, pp. 255–268, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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are acquired). When the resulting functional is considered for minimization, the varia-
tional approach leads to the resolution of a nonlinear degenerate PDE elliptic equation
as the Euler Lagrange equation for optimization. This has a number of theoretical prob-
lems when the Total Variation operator is considered as a smoother, because the energy
functional is not differentiable at the origin (i.e. ∇u = 0̄) and regular, approximating
problems must be solved. In turn this approach cause a over-smoothing effect in the
numerical solutions of the model and accuracy in fine scale details is lost because the
edges diffuse. A direct gradient descent method has been used in [4] in order to validate
the model assumption of Rician noise but the method is found to be inherently slow
because a stabilization at the steady state is needed. Also, that scheme is finally explicit
and very small time steps have to be used to avoid numerical oscillations.

Our aim is to present a new framework to solve numerically and efficiently the gradi-
ent descent scheme (gradient flow) associated to the Rician energy minimization prob-
lem introducing a new semi-implicit formulation. Using a simple Euler discretization
of the time derivative, stationary problems of the Rudin, Osher and Fatemi (ROF) type
[7] are deduced. This allows to use the well known dual formulation of the ROF model
proposed in [8] for a speed up of the computations. As a by-product of this approach
the exact Total Variation operator can be computed and this provides accuracy to the
solution in so far truly (discontinuous) bounded variation solutions are numerically ap-
proximated.

This paper is organized as follows: in section 2 and 3 we present the model equa-
tion and the numerical scheme recently proposed in [4]. In section 4 we propose a new
framework which leads to a more efficient and accurate numerical scheme. The pro-
posed method is tested in section 5, where we consider synthetic MR brain images to
compare it with the method of [4] and some preliminary results of applying this algo-
rithm to real Diffusion Weighted Magnetic Resonance Images (DW-MRI) are shown in
subsection 5. Finally in section 6 we present our conclusions.

2 Model Equations

Let Ω be a bounded open subset of Rd, d = 2, 3 defining the image domain and let
f : Ω → R be a given noisy image representing the data, with f ∈ L∞(Ω) ∩ [0, 1]
(otherwise we normalize). Let BV (Ω) be the space of functions with bounded variation
in Ω equipped with the seminorm |u|BV defined as

|u|BV = sup

{∫
Ω

u(x) div ξ̄(x) dx : ξ̄ ∈ C1
c (Ω, Rd), |ξ̄(x)|∞ ≤ 1, x ∈ Ω

}
(1)

where | · |∞ denotes the l∞ norm in Rd, |ξ̄|∞ = max
1≤i≤d

|ξi| (details on this space and the

related geometric measure theory can be found in [9]). Following a Bayesian modelling
approach we consider the minimization problem

min
u∈BV (Ω)

J(u) + λH(u, f) (2)

where J(u) is the convex nonnegative total variation regularization functional
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J(u) = |u|BV =

∫
Ω

|Du| (3)

being
∫
Ω
|Du| the Total variation of u with Du its generalized gradient (a vector

bounded Radon measure). When u ∈ W 1,1(Ω) we have
∫
Ω |Du| = ∫

Ω |∇u|dx. The λ
parameter in (2) is a scale parameter tuning the model.

The data term H(u, f) is a fitting functional which is nonnegative with respect to u
for fixed f . To model Rician noise the form of H(u, f) has been deduced in [6] in the
context of weighed diffusion tensor MR images. The Rician likelihood term is of the
form:

H(u, f) =

∫
Ω

((
u2 + f2

2σ2

)
− log I0

(
uf

σ2

)
− log

(
f

σ2

))
dx (4)

where σ is the standard deviation of the Rician noise of the data and I0 is the modified
zeroth-order Bessel function of the first kind. Notice that the constant terms
(1/2σ2)‖f‖22 and

∫
Ω log

(
f/σ2

)
appearing in (4) do not affect the minimization prob-

lem. Dropping these terms (which do not allows to define the energy H(u, 0) corre-
sponding to a black image f ≡ 0) we have:

H(u, f) =
1

2σ2

∫
Ω

u2dx−
∫
Ω

log I0

(
uf

σ2

)
dx (5)

with H(u, 0) = (1/2σ2)‖u‖22 and H(0, f) = 0 for any given f ≥ 0. Using (2), (3) and
(5) the minimization problem is formulated as:

Fixed λ and σ and given a noisy image f ∈ L∞(Ω) ∩ [0, 1] recover u ∈ BV (Ω) ∩
L∞(Ω) ∩ [0, 1] minimizing the energy:

J(u) + λH(u, f) = |Du|(Ω) +
λ

2σ2

∫
Ω

u2dx− λ

∫
Ω

log I0

(
uf

σ2

)
dx (6)

Due to the fact that the functional in (3) (hence in (6)) is not differentiable at the origin
we introduce the subdifferential of J(u) at a point u by

∂J(u) = {p ∈ BV (Ω)∗| J(v) ≥ J(u)+ < p, v − u >}
for all v ∈ BV (Ω), to give a (weak and multivalued) meaning to the Euler-Lagrange
equation associated to the minimization problem (6). In fact the first order optimality
condition reads

∂J(u) + λ∂uH(u, f) � 0 (7)

with (Gâteaux) differential

∂uH(u, f) =
( u

σ2

)
−
[
I1

(
uf

σ2

)
/I0

(
uf

σ2

)](
f

σ2

)
where I1 is the modified first-order Bessel function of the first kind and verifies ([10])
0 ≤ I1 (ξ) /I0 (ξ) < 1, ∀ ξ > 0. This model, first proposed in [4], differs from [6]
because of the geometric prior (the TV-based regularization term) which substitutes



258 A. Martin, J.-F. Garamendi, and E. Schiavi

their Gibb’s prior model based on the Perona and Malik energy functional [11] . Also it
differs from the classical gaussian noise model because of the nonlinear dependence of
the solution of the ratio I1/I0.

3 The Primal Descent Gradient Numerical Scheme

A number of mathematical difficulties is associated with the multivalued formulation
(7) and a regularization of the diffusion term div (∇u/|∇u|) in form div (∇u/|∇u|ε),
with |∇u|ε =

√|∇u|2 + ε2 and 0 < ε � 1 is implemented to avoid degeneration of
the equation where ∇u = 0̄. Using this approximation it is possible to give a (weak)
meaning to the following formulation:

Fixed λ, σ and (small) ε and given f ∈ L∞(Ω) ∩ [0, 1] find uε ∈ W 1,1(Ω) ∩ [0, 1]
solving

−div

( ∇uε

|∇uε|ε

)
+

λ

σ2
[uε − rε(uε, f)f ] = 0 (8)

complemented with Neumann homogeneous boundary conditions ∂uε/∂n = 0 and
where, for notational simplicity, we introduced the nonlinear function rε(uε, f) =

I1(uεf/σ
2)/I0(uεf/σ

2).
This is a nonlinear (in fact quasilinear) elliptic problem that we solve with a gradient

descent scheme until stabilization (when t → +∞) of the evolutionary solution to
steady state, i.e. a solution of the elliptic problem (8) which is a minimum of the energy

Jε(uε) + λH(uε, f) =

=

∫
Ω

√
|∇uε|2 + ε2dx+

λ

2σ2

∫
Ω

u2dx− λ

∫
Ω

log I0

(
uf

σ2

)
dx (9)

When ε → 0 we have uε → u, Jε(uε) → J(u) and the energies in (6) and (9) coincide.
This approach amounts to solve the associated nonlinear parabolic problem:

∂uε

∂t
= div

( ∇uε

|∇uε|ε

)
− λ

σ2
[uε − rε(uε, f)f ] (10)

complemented with Neumann homogeneous boundary conditions ∂uε/∂n = 0 and
initial condition uε(0, x) = uε

0(x) whose (weak) solution stabilizes (when t → +∞)
to the steady state of (8), i.e. a minimum of (9) which approximates, for ε sufficiently
small, a minimum of the energy functional (6). Following [4] and using forward fi-
nite difference for the temporal derivative it is straightforward to define a semi-implicit
iterative scheme which simplifies to the explicit one:(

1 + τ
λ

σ2

)
un+1
ε = un

ε + τ

(
div

( ∇un
ε

|∇un
ε |ε

)
+

λ

σ2
r(un

ε , f)f

)
(11)

where τ is the time step and spatial discretization for the approximated TV-term is
performed as in [12] .
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4 A Semi-implicit Formulation

In the previous section we considered the approximated Euler-Lagrange equation (8)
associated to the minimization of the energy (6). This is a modelling approximation and
we can get rid of it. In fact, considering the original Euler-Lagrange equation associated
to the energy (6) we have (with abuse of notation for the diffusive term)

−div

( ∇u

|∇u|
)
+

λ

σ2
[u− r(u, f)f ] = 0 (12)

with r(u, f) = I1(uf/σ
2)/I0(uf/σ

2). A rigorous treatment of equation (12) should
follow the multivalued formalism of (7).

Using again a gradient descent scheme we have to solve the parabolic problem:

∂u

∂t
= div

( ∇u

|∇u|
)
− λ

σ2
[u− r(u, f)f ] (13)

together with Neumann homogeneous boundary conditions ∂u/∂n = 0 and initial con-
dition u(0, x) = u0(x). For comparison purposes we used u0(x) = uε

0(x) in all numer-
ical tests.

Using forward finite difference for the temporal derivative in (13) and a semi-implicit
scheme where only the term depending on the ratio of the Bessel’s functions is delayed,
results in the numerical scheme:(

1 + τ
λ

σ2

)
un+1 = un + τ

(
div

( ∇un+1

|∇un+1|
)
+

λ

σ2
r(un, f)f

)
(14)

where the diffusive term is (formally) exact and implicitly considered (compare with
(11)). Defining β = (τλ)/σ2, γ = (1 + β)/τ and

gn =

(
1

1 + β

)
un +

(
β

1 + β

)
r(un, f)f (15)

we can write:

−div

( ∇un+1

|∇un+1|
)
+

(
1

γ

)(
un+1 − gn

)
= 0 (16)

which is the Euler-Lagrange equation of the ROF energy functional ([7]):

En(u) =

∫
Ω

|Du|+
(

1

2γ

)∫
Ω

(u− gn)2dx (17)

for any positive integer n > 0, with (artificial) time tn = nτ . Hence, at each gradient
descent step τ , we can solve a ROF problem associated to the minimization of the
energy (17) in the space BV (Ω) ∩ [0, 1]. This problem is mathematically well-posed
and it can be numerically solved by very efficient methods, when formulated using well
known duality arguments as can be seen in [8], in order to apply this algorithm we must
introduce the discrete setting for the Total Variation Rician Denoising problem.
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Numerical Resolution for Rician Denoising
We consider a regular Cartesian grid of size N × M : (i h, j h)1≤i≤N, 1≤j≤M where
h denotes the size of the spacing. The matrix (uh

i,j) represents a discrete image where
each pixel ui,j is located in the correspondent node (i h, j h). In what follows, we shall
choose h = 1 because it only causes a rescaling of the energy. Henceforth we shall
drop the dependence of the mesh size and uh = u. Let X = R

N×M be the vectorial
solutions space. We introduce the discrete gradient ∇h = ∇ defined as:

(∇u)i,j =

(
(∂+

x u)i,j
(∂+

y u)i,j

)
=

(
ui+1,j − ui,j

ui,j+1 − ui,j

)
(18)

except at the boundaries i = N where (∂+
x u)N,j = 0, and j = M with (∂+

y u)i,j = 0.
Hence the (discrete) ∇ operator is a linear map from X to Y = X ×X . The discrete
version of the isotropic Total Variation semi-norm is:

||∇u||
1 =
∑
i.j

|(∇u)i.j |,

with
|(∇u)i.j | =

√
((∇u)1i.j)

2 + ((∇u)2i.j)
2

The discrete energy for Rician denoising (6) reads as:

∑
i.j

|(∇u)i.j |+ λ
∑
i.j

[
u2
i,j

2σ2
− log I0

(
ui,jfi,j
σ2

)]
(19)

where the matrix (fi,j) represents the discrete noisy image, with each pixel fi,j lo-
cated at the node (i, j). In the same way we can define the discrete version of the ROF
problem deduced in (17) which is (at a generic time step tn)∑

i.j

|(∇u)i,j |+
(

1

2β

)∑
i.j

(
ui,j − gni,j

)2
(20)

The algorithm presented in [8] is based in the dual formulation of the ROF problem
then if we endow the spaces X and Y with the standard Euclidean scalar product, the
adjoint operator of the discrete gradient ∇h (see 18) denoted by −divh = div is defined
as

< ∇u, p >Y = − < u, divp >X (21)

for any u ∈ X and (with ph = p) say p = (p1i,j , p
2
i,j) ∈ Y , and it is given by the

following formulas:

(div p)i,j = (p1i,j − p1i−1,j) + (p2i,j − p2i,j−1)

for 2 ≤ i, j ≤ N − 1. The term (p1i,j − p1i−1,j) is replaced with p1i,j if i = 1 and with
−p1i−1,j if i = N , while the term (p2i,j − p2i,j−1) is replaced with p2i,j if j = 1 and with
−p2i,j−1 if j = N . The final algorithm for Rician Denoising is as follows:
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TV-Rician Denoising Algorithm

– Initialization: given λ, σ, τ1, τ2, ε1, ε2 and f . Set:
• u0 �≡ 0

• β = (τ1λ)/σ
2

• γ = (1 + β)/τ1

– While ‖uk − uk−1‖∞ > ε1:

1. gki,j =

(
1

1 + β

)
uk
i,j +

(
β

1 + β

)
r(uk

i,j , fi,j)fi,j

2. Set p0 ≡ 0. While ‖pn − pn−1‖∞ > ε2:

• pn+1
i,j =

pni,j + τ2(∇(div pn − gk/γ))i,j

1 + τ2|(∇(div pn − gk/γ))i,j |
3. uk+1

i,j = gki,j − γ (div p)i,j

5 Results and Discussion

The theoretical result presented in the previous section have to be numerically con-
firmed in order to asses the well behaviour of the method and also the advantages it
presents when it is compared to the original regularized method which computes the
approximating uε solution. In order to assess the performance of our algorithm we
tested it with synthetic and real brain images. The obtained results are presented and
discussed below.

Synthetic Brain Images
The synthetic brain images we used for our study were obtained from the BrainWeb
Simulated Brain Database1 at the Montreal Neurological Institute [13]. The original
phantoms were contaminated artificially with Rician noise considering the data as a
complex image with zero imaginary part and adding random gaussian perturbations to
both the real and imaginary part, before computing the magnitude image. This process
allows to control the amount and distribution of the Rician noise so providing a gold
standard for our study. For this we used different values of the σ parameter which
represents the variance of the noise (σ = 0.025, σ = 0.05 and σ = 0.1) and different
values of the λ parameter (λ = 0.05, λ = 0.1 and λ = 0.125). Notice that, fixed σ
(which can be estimated for real images) the λ parameter is the only one we have to
choose for regularization (as in the gaussian case).

We can observe in Figure 1 the performance of the denoising method based on the
semi-implicit formulation for λ = 0.05, λ = 0.1 and λ = 0.125. This implicit method
solves exactly the total variation operator in (6) due to its dual formulation and not its
approximate form as the explicit method which solves the primal formulation, so the
solution obtained should be close to the ideal minimum of (6). This behaviour can be

1 Available at http://www.bic.mni.mcgill.ca/brainweb

http://www.bic.mni.mcgill.ca/brainweb
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(a) Original phantom (b) Noisy for σ = 0.025 (c) Noisy for σ = 0.05 (d) Noisy for σ = 0.1

(e) Original phantom (f) Denoised for σ = 0.025,
λ = 0.025

(g) Denoised for σ = 0.05,
λ = 0.075

(h) Denoised for σ = 0.1,
λ = 0.125

Fig. 1. The original free noise phantom is shown in images a) and e). In b), c) and d) the con-
taminated phantoms for σ = 0.025, 0.05 and 0.1 respectively. Below, their respective denoised
images e), f) and g) for λ = 0.025, 0.075 and 0.125.

in fact observed in Figure 2, where using the same values for the algorithms (τ = 10−3

and λ = 0.1) the proposed method reach a solution whose energy is smaller than the
obtained by the solution of the first method. This difference caused by the fact that now
we are using the true Total Variation can be also observed in the images of the absolute
difference between the original (free of noise) image and the solutions found by the
two methods. We can see how the image difference corresponding to the solution of
the approximated method (Figure 3 a) presents more structural details than the image
corresponding to the implicit method (Figure 3 b), which confirms that this last method
recovers more structural details, that are eventually lost by the explicit method because
of the ε approximation.

The other important characteristic of this new formulation is that the diffusion term
is implicitly considered and this provides numerical stability which in turn allows to
increase the value of τ compared to those used in the explicit method, so less iterations
of the algorithm are necessary for time stabilization. In fact if we increase the value of
τ to the value τ = 10−1 the explicit method becomes unstable and it begins to oscillate
without reaching the minimum of the energy we obtained with τ = 10−3. Also the
implicit method takes less iterations to reach the same minimum. The performance
of the two algorithms for τ = 10−1 can be observed in Figure 4 where the energy
computed along the iterates of the implicit method is clearly less than the same energy
calculated along the approximated iterates.

This behaviour is crucial for the selection of the algorithm in so far even if the new
method has more computational cost per iteration (because we solve a ROF problem
at each iteration), we can increase the value of τ in order to reach the solution in less
iterations than the first method, finding a best solution for our problem (in the sense
of figure 4) and spending less time of computation. Finally, in the last figure(figure 5)
we show that this framework is robust in the sense that the same solution is obtained
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Fig. 2. Energy in functional 6 of the solution obtained at each step of the gradient descent by
the approximated method for λ = 0.1, σ = 0.05, τ = 0.001 and different values of ε =
10−1, 10−3, 10−5, 10−7, and by the new method for λ = 0.1, σ = 0.05, τ = 0.001

(a) Existing method (b) Proposed method

Fig. 3. Absolute difference between the original image and the solution of the existing method
and the proposed method for the values λ = 0.1, σ = 0.05, τ = 0.001 in both methods and
ε = 10−7 for the approximated method

when completely different initial condition are used for initialization in the gradient
flow schemes we considered. This is suggestive of uniqueness for the non trivial solu-
tion of the corresponding elliptic problems.
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Fig. 4. Energy in functional (6) of the solution obtained at each step of the gradient descent by
the approximated method for ε = 10−7, λ = 0.1, σ = 0.05, τ = 0.1 and by the new method for
λ = 0.1, σ = 0.05, τ = 0.1

Real Brain Images
Apart from the modelling exercise and the implementation details of the algorithm pre-
sented above, our main interest relies in the application of the proposed algorithm to
real brain images. In the following we present some preliminary results we are ob-
taining for Diffusion Weighted Magnetic Resonance Images (DW-MRI) denoising. The
DW-MR images are acquired and used for Diffusion Tensor Image (DTI) reconstruc-
tion, and the importance of the denoising step is crucial in DW-MRI analysis because
their characteristic very low SNR [6]. Diffusion Tensor Imaging is becoming one of the
most popular methods for the analysis of the white matter (WM) structure of the brain,
where some alterations can be found from early stages in some degenerative diseases.
This technique measures the Brownian motion (random motion) of the water molecules
in the brain, which is assumed to be isotropic when it is not restricted by the surround-
ing structures, since the WM regions contains densely packed fibre bundles they cause
an anisotropic diffusion of the water molecules along the perpendicular directions to
them. At each voxel of a DTI the water diffusion is represented by a symmetric 3 × 3

tensor, where the information of the preferred directions of the motion and the relevance
of these directions is found in the eigenvectors and the eigenvalues of the tensor. This
tensorial data can be represented as different scalar measurements, one of them is the
Fractional Anistropy (FA) of the tissue, which is defined as

FA =

√√√√3
(
(λ̂− λ1)2 + (λ̂− λ2)2 + (λ̂− λ3)2

)
2 (λ2

1 + λ2
2 + λ2

3)
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Fig. 5. Energy in functional (6) of the solution obtained at each step of the gradient descent by
the new method for λ = 0.05, σ = 0.05, τ = 0.1 and different initial data u0: black image
(u0 ≡ 0̄), white image (u0 ≡ 1̄), the noisy image (u0 ≡ f ) and a random image (u0 ≡ rand)

(a) Original (b) Denoised with λ = σ/2

Fig. 6. A slice of the original Diffusion Weighted Image corresponding to the (1, 0, 0) gradient
direction and the corresponding denoised image

where the λi are the eigenvalues of the tensor and λ̂ = (λ1 + λ2 + λ3) /3. The FA
values vary from 0, (when the motion in the voxel is completely isotropic) to 1 (to-
tally anisotropic). For the reconstruction of the DTI a set of DWI has to be acquired,
scanning the tissue in different directions of the space. At least six DWI volumes are
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(a) From original DWI data (b) From denoised DWI data with λ = σ/2

Fig. 7. A slice of the Fractional Anisotropy estimated from the Tensor Image. Dark colour cor-
responds to values near zero (isotropic regions) and bright color corresponds to values near one
(anisotropic regions).

(a) From original DWI data (b) From denoised DWI data with λ = σ/2

Fig. 8. A detail of the first eigenvectors of the DTI over the FA image. The color is based on the
main orientation of the tensorial data. Red means right-left direction, green anterior-posterior and
blue inferior-superior. Fibres with an oblique angle have a color that is a mixture of the principal
colors and dark color is used for the isotropic regions.

needed in order to be able to calculate the DTI, which is a positive defined matrix.
The noise present into the DWI scalar images can generate small, negative eigenval-
ues. Increasing the number of directions along which the brain is scanned improves
the image quality but at the expenses of a longer acquisition time. The importance
of pre-processing the DW Images previously to the DTI reconstruction is then
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two-fold: to improve the DT image quality through accurate Rician denosing so
allowing shorter scanning time. The data we used consist of a DW-MR brain volume
provided by Fundación CIEN-Fundación Reina Sofı́a which was acquired with a 3 Tesla
General Electric scanner equipped with an 8-channel coil. The DW images have been
obtained with a single-shot spin-eco EPI sequence (FOV=24cm, TR=9100, TE=88.9,
slice thickness=3mm, spacing=0.3, matrix size=128x128, NEX=2 ). The DW-MRI data
consists on a volume obtained with b=0/mm2 and 15 volumes with b=1000s/mm2 cor-
responding with the gradient directions specified in [14]. These DW-MR images, which
represent diffusion measurements along multiples directions, are denoised with the pro-
posed method previously to the Diffusion Tensorial Image reconstruction, which was
done with the 3d Slicer tools2. In Figure 6(a) we show a slice of the original DWI data
corresponding to the (1, 0, 0) gradient direction where the affecting noise is clearly vis-
ible. The complete DW-MRI data volume is denoised using the proposed method. The
Rician noise standard deviation (σ) has been estimated for each slice of each gradient
direction following [3], while we used a value of λ = σ/2 for the denoising. The slice
resulting from the denoising process is shown in Figure 6(b). It can be observed how in
the denoised images the noise has been removed but the details and the edges have been
fully preserved, as we should expect when the exact TV model is solved. The effect of
this denoising process over the reconstructed tensor and their derived scalar measure-
ments (obtained with the 3d Slicer tools) is presented in Figures 7 and 8. Figure 7 shows
a Fractional Anisotropy image where the structures and details are clearly enhanced if
the DW-MRI volume is denoised previously. When finer details are considered the de-
noising step is yet more crucial. For instance in Figure 8 the main eigenvector of the
tensor is represented, where the noise on the original DWI data cause inhomogeneities
(see Figure 8(a)) in the eigenvectors field which are product of the noise (Figure 8(b)).

6 Conclusions

In this notes we address the problem of the numerical computation of the solution of
the variational formulation of the Rician denoising model proposed in [4]. We deduce
a semi-implicit formulation for the gradient flow which leads to the resolution of ROF
like-problems at each step of the time discretization. This is accomplished efficiently
using a gradient descent for the dual variable associated to the primal ROF model.
While our study is preliminary it indicates how to obtain fast numerical solutions for
Rician denoising. This is specially interesting when Diffusion Weighted Images (DWI)
are considered for Diffusion Tensor Images reconstruction whereas they have poor res-
olution and low SNR which makes Rician denoising necessary.

Challenging mathematical issues arise about the existence, uniqueness and conver-
gence, when ε → 0, of weak bounded variation solutions of the quasilinear elliptic
equations considered in this paper (i.e. (8) and (12)) and the gradient flow analysis of
their parabolic counterpart ((10) and (13)) when t → +∞. A rigorous justification of
the above arguments is desired. Nevertheless this approach is the mostly used regu-
larization technique to approximate and compute the minimizer of the total variation
energy and its variants (see [15]).

2 Free available in http://www.slicer.org/

http://www.slicer.org/
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The semi-implicit method we propose is well founded mathematically when the
time-discretized problems are dealt with and it represents a feasible alternative to gaus-
sian denoising for low SNR MR images. Further study is undoubtedly necessary in
order to make automatic the choice of the parameters in real medical images. Other
possibilities, such as Inverse scaling, which makes the parameter estimation less crucial
and provide contrast enhanced images shall also be explored.
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Abstract. Blind Source Separation (BSS) approaches for multi-channel EEG
processing are popular, and in particular Independent Component Analysis (ICA)
algorithms have proven their ability for artefacts removal and source extraction
for this very specific class of signals. However, the blind aspect of these tech-
niques implies well-known drawbacks. As these methods are based on estimated
statistics from the data and rely on an hypothesis of signal stationarity, the length
of the window is crucial and has to be chosen carefully: large enough to get re-
liable estimation and short enough to respect the rather non-stationary nature of
the EEG signals. In addition, another issue concerns the plausibility of the result-
ing separated sources. Indeed, some authors suggested that ICA algorithms give
more physiologically plausible results than others. In this paper, we address both
issues by comparing four popular ICA algorithms (namely FastICA, Extended
InfoMax, JADER and AMICA). First of all, we propose a new criterion aiming
to evaluate the quality of the decorrelation step of the ICA algorithms. This crite-
rion leads to a heuristic rule of minimal sample size that guarantees statistically
robust results. Next, we show that for this minimal sample size ensuring con-
stant decorrelation quality we obtain quasi-constant ICA performances for some
but not all tested algorithms. Extensive tests have been performed on simulated
data (i.i.d. sub and super Gaussian sources mixed by random mixing matrices)
and plausible data (macroscopic neural population models placed inside a three
layers spherical head model). The results globally confirm the proposed rule for
minimal data length and show that the use of sphering as decorrelation step might
significantly change the global performances for some algorithms.

Keywords: EEG, BSS, ICA, Whitening, Sphering.

1 Introduction

The analysis of electro-physiological signals generated by brain sources leads to a better
understanding of brain structures interaction and is useful in many clinical applications
or for brain-computer interfaces (BCI) [1]. One of the most commonly used method
to collect these signals is the scalp electroencephalogram (EEG). The EEG consists
in several signals recorded simultaneously using electrodes placed on the scalp (see
fig.1). The electrical activity of the brain sources is propagated through the anatomical
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structures and the resulting EEG is a linear mixture (with unknown or difficult to model
parameters) of brain sources and other electro-physiological disturbances, often with a
low signal to noise ratio (SNR) [2]. It is widely assumed that electrical brain potentials
recorded by the electrodes mainly arise from synchronous activity of neurons within
localized cortical patches. The far-field projection of such locally generated activity
can be suitably model by the projection of a single equivalent current dipole placed at
the center of the patch, resulting in a linear mixing of mostly dipolar sources on the
EEG [3].

The blind source separation (BSS) is a nowadays well established method to retrieve
original sources from the EEG mixing, as it can estimate both the mixing model and
original sources [4]. In particular, approaches based on High Order Statistics (HOS)
such as Independent Component Analysis (ICA) are common methods in this context
and have been very useful for denoising purpose or brain sources identification. Gen-
erally, ICA algorithms include a preliminary decorrelation step based on second order
statistics (estimated on a user chosen window length), which serves as an initialization
for the next optimization step (independence maximization). Still, there is an infinite
number of possible decorrelation matrices (as they are determined up to an arbitrary
rotation). The two most popular decorrelation techniques are whitening and sphering,
and it seems that they might influence the final separation results, especially in EEG
applications [5]. In this paper, two issues will then be evaluated: 1) the accuracy of the
decorrelation matrix estimation given the considered data length and 2) the sensitivity
to the initialization step using whitening or sphering in the specific context of dipolar
sources mixing. Four ICA algorithms based on HOS have been chosen: FastICA [6],
Extended InfoMax [7], AMICA [8] and JADER [9].

1) The use of BSS on EEG signals implicitly assumes that the estimated second order
statistics are meaningful. In order to ensure the reliability of these statistics, different
authors propose optimal sample sizes (i.e. EEG signal time points), generally equal to
k×n2 where n is number of channels and k is some empirical constant varying from 5

to 32 [10–12]. If these assumptions are correct, large amount of channels requires huge
sample sizes, processing and time resources. On the other hand, EEG signals are at most
short term stationary, so it would be interesting to find a sufficient inferior bound for
the number of necessary samples. The first question is then how to define a minimum
sample size that provides reliable estimation of sources and mixing model.

2) The second issue addressed in this paper concerns the sensitivity of the BSS/ICA
performance given the initial decorrelation step in the dipolar mixing context. In the
literature [13], some authors observed that using different initializations (different decor-
relation methods like classical whitening or sphering), the results are more or less bi-
ologically plausible, meaning that more or less dipolar sources are retrieved from the
data. A recent extensive study from the same authors [5] proposed an evaluation of
the ability of 18 source separation methods to result in maximally independent com-
ponent processes with nearly dipolar scalp projection. The results show that AMICA
and Extended InfoMax give better performances compared to FastICA and JADER.
Both AMICA and Extended InfoMax begin by sphering the data, while FastICA and
JADER begin with a classical whitening step. We would like to evaluate the impact of
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whitening and sphering on these four ICA algorithm performances. Unlike the previ-
ous studies that are directly using real EEG data, this evaluation will be performed on
simulated data, giving the possibility of a controlled quantification of the algorithm per-
formances. The evaluation is here proposed in the context of randomly generated data
using i.i.d. sub and super Gaussian sources mixed by random mixing matrices, and in
the context of plausible EEG data generated by macroscopic neural population models
placed inside a three layers spherical head model.

The paper is organized as follow: section 2 exposes the EEG forward problem, ex-
plains the basics of the BSS methodology and gives some details on the four evaluated
ICA methods. Section 3 proposes a normalized Riemannian likelihood as an evaluation
criterion for the accuracy of the covariance matrix estimation and recalls the separabil-
ity performance index used to evaluate the ICA algorithms. In section 4 both random
and biologically plausible data set are described, while estimation and separation per-
formances of the algorithms facing these data set are provided in section 5. In section 6,
these results are discussed and future works are considered.

2 Problem Statement

2.1 EEG Mixing Model

Classical EEG generation and acquisition model is presented in Figure 1. It is widely
accepted that the signals collected by the sensors are linear mixtures of the sources [2].

Fig. 1. EEG linear model

Subsequently, the EEG mixture can be written as

X = AS, (1)

where X are the observations (electrodes), A is the mixing system (anatomical struc-
ture) and S are the original sources.

2.2 EEG Separation Model

We restrain in this paper to classical well determined mixtures, where the number of
channels is equal to the number of underlying sources. In this case, BSS gives the
linear transformation (separating) matrix H and the output signal vector Y = HX,
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containing source estimates. Ideally, the global system matrix G = HA between the
original sources S and their estimates Y will be a permuted scaled identity matrix,
as it can be proven that the order and the original amplitude of the sources cannot be
recovered [4].

In almost all BSS methods, the matrix H is obtained as a product of two statistically
based linear transforms: H = JW with

– W performing data orthogonalization: whitening/sphering,
– J performing data rotation : independence maximization via higher-order statistics

(HOS) or joint decorrelation of several time (frequency) intervals

The first step (data decorrelation) can be seen as an initialization for the second step. In
theory any orthogonalization technique can be used to initialize the second step but in
this paper we will focus on two popular decorrelation techniques: whitening (classical
solution) and sphering (assumed to be more biologically plausible [13]).

BSS Initialization: Whitening/Sphering

Whitening In general EEG signals X are correlated so their covariance Σ will not be
a diagonal matrix and their variances will not be normalized. Data whitening means
projection in the eigenspace and normalisation of variances. The whitening transform
can be computed from the eigen-decomposition of the data covariance matrix Σ =

ΦΛΦT :
Xw = Λ− 1

2ΦTX, (2)

where Λ and Φ are the eigenvalues and the eigenvectors matrices respectively. After
(2), the signals are orthogonal and with unit variances (Figure 2(c)).

Sphering. completes whitening by rotating data back to the coordinate system defined
by principal components of the original data [14]. In other words, sphered data are
turned as close as possible to the observed data (Figure 2(d)):

Xsph = ΦΛ− 1
2ΦTX. (3)

(a) Original sources (b) Mixed data (c) Whitened data (d) Sphered data

Fig. 2. Example of different decorrelation approaches for two signals
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2.3 Optimization: Data Rotation

Second step would be finding a rotation matrix J to be applied to the decorrelated
data (whitened or sphered) in order to maximize their independence. Rotation can be
done using second order statistics (SOS) using joint decorrelations and/or using HOS
cost functions. We restrain here to the second (HOS) approach1. Several cost functions
and optimization techniques were described in the literature (see for example [4, 12]).
Among the most well known and used in EEG applications, we can cite FastICA (neg-
entropy maximization [6]), Extended InfoMax (mutual information minimization [7])
and JADER (joint diagonalization of fourth order cumulant matrices [9]). Another re-
cent algorithm has been proposed by Palmer et al. and is called AMICA [8]. Based on
the modeling of each source component as a sum of extended Gaussians, this method
has shown very promising results in the context of EEG data [5].

Specifically, in this paper we test the performances and the robustness of these four
ICA algorithms with respect to the sample size and the initialization step in both con-
texts of random unstructured data mixing and biologically plausible data mixing.

3 Performance Evaluation Criteria

3.1 Reliable Estimate of the Covariance: Riemannian Likelihood

As noted before, BSS model consists of decorrelation and rotation. Both steps are based
on statistical estimates. The first step is common for all algorithms and relies on the
estimation of the covariance matrix. Therefore it is necessary to have reliable estimates
of this matrix. In other words, given a known covariance matrix Σ, we want to evaluate
the minimum sample size N necessary to obtain a covariance matrix estimation Σ̂N

close enough to the original one with respect to a distance that we have to define.
We propose here an original distance measure between the true and the estimated

covariance matrices, inspired from digital image processing and computer vision tech-
niques [15]. In the context of object tracking and texture description, a distance measure
is used to estimate whether an observed object or region corresponds to a given covari-
ance descriptor. To estimate similarity between matrices respectively corresponding to
the target model and the candidate, and knowing that covariance matrices are symmetric
positive definite, the following general2 distance measure can be used:

d2(Σ̂N , Σ) = tr

(
log2

(
Σ̂N

− 1
2ΣΣ̂N

− 1
2

))
(4)

In the ideal case of a perfect estimation, the matrix C = Σ̂N
− 1

2ΣΣ̂N
− 1

2 equals the
identity matrix In and d becomes 0 (n being the number of measured signals, equal
to the source number in our case). In real cases though, assuming that the covariance

1 As described in the next section, in our simulations we used random non-Gaussian station-
ary data, without any time-frequency structure. Therefore algorithms based on SOS as SOBI,
SOBI-RO and AMUSE were not used.

2 On Riemannian manifolds.
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estimate is not very far from the real covariance matrix,C = In+ε, ε being a symmetric
error matrix. In this case, using the eigenvalues decomposition and the properties of the
trace of a symmetric matrix, equation (4) can be rewritten as:

d2(Σ̂N , Σ) = tr
(
log2 (In + ε)

)
(5)

= tr
(
Ulog2 (DIn+ε)U

T
)

(6)

= tr
(
log2 (DIn+ε)

)
(7)

≈ Σn
i=1log

2(1 + εii) (8)

Now, using the fact that for small ε, log(1 + ε) ≈ ε and assuming that the errors are
equally distributed over the diagonal DIn+ε, (5) becomes:

d2(Σ̂N , Σ) ≈ nε2 (9)

proportional with the matrix dimension n and, in our case, with the number of EEG
channels. In order to avoid this channel number effect, we propose to modify the dis-
tance by multiplying it by k/n, with k being a user chosen constant ensuring the desired
level of the estimation quality:

dn
2
(Σ̂N , Σ) =

k

n
tr

(
log

2

(
Σ̂N

− 1
2ΣΣ̂N

− 1
2

))
(10)

As in [15], we adopt an exponential function of the modified distance dn as the local
likelihood

p(ΣN ) ∝ exp{−λ · dn2(Σ, Σ̂N )}. (11)

with the parameter λ fixed to the constant value λ = 0.5 [15]. This p(ΣN ) value
varies between 0 and 1, 1 meaning perfect estimation (Σ = Σ̂N ). A p(ΣN ) value of
0.95 is considered as a well chosen threshold above which the covariance matrices are
considered to be approximately equal.

3.2 Separability Performance Index

In order to measure the global performance of BSS algorithms (orthogonalization plus
rotation), we use the performance index (PI) [4] defined by

PI =
1

2n(n− 1)

n∑
i=1

⎛⎝ n∑
j=1

|gij |
maxk |gik| − 1

⎞⎠+
1

2n(n− 1)

n∑
j=1

(
n∑

i=1

|gij |
maxk |gkj | − 1

)
(12)

where gij is the (i, j)-element of the global n×n system matrix G = HA, maxk |gik|
is the maximum value among the absolute values of the elements in the ith row of G
and maxk |gkj | is the maximum value among the absolute values of the elements in the
jth column of G. Perfect separation yields a null performance index. In practice a PI
under 10−1 means that the separation result is reliable.
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(a) (b) (c) (d)

Fig. 3. Histograms of real SEEG samples ((a) background and (b) ictal activities) and histograms
of generalized Gaussian simulated data ((c) super-Gaussian and (d) sub-Gaussian data)

4 Simulated Data Set

The algorithms performances are assessed on two types of data. Following our BIOSIG-
NALS paper [16], the first data set consists in simulated generalized Gaussian sources
mixed by randomly simulated matrices. The second one is obtained by mixing sources
given by macroscopic neural populations models [17] with mixing matrices computed
from a realistic three layers lead field model.

4.1 Random Data Set

We have chosen to simulate stationary white source signals, as the retrieval of time
structures is not the purpose of this work (in fact, in all the tested algorithms, as in
most of the HOS type methods, the time structure is ignored). In order to simulate
sources with realistic probability distributions, we analysed depth intra-cerebral mea-
sures (SEEG). According to our observations (see also [11, 10]), the probability distri-
bution of the electrical brain activity signals can be suitably modelled by Generalized
zero-mean Gaussians, as shown in fig. 3(a) and fig. 3(b)). For this reason we used ran-
domly generated both supergaussian (Laplace - Figure 3(c)) and subgaussian (close to
uniform (Figure 3(d))) distributions.

Several simulations were made, using 8, 16, 24, 32 and 48 source signals. Half of
the sources were generated as supergaussian and half as subgaussian. The sources were
afterwards mixed using a randomly generated mixing matrix A (uniform distribution
in [−1, 1]). We then consider here the performance of each of the four ICA algorithms
facing simulated stationary non-artefacted data. Such evaluation is likely to give us a
rule of a minimum amount of data needed for a reliable source separation in favourable
conditions (after an artefact elimination step for example).

4.2 Plausible Data Set

More realistic contexts is to be simulated in order to evaluate the behaviour of the
algorithm confronted to the real EEG BSS problem. We then propose a second data
set where the sources are simulated by a macroscopic model [17] able to reproduce
normal background activity as well as pre-ictal and ictal (epileptic) electromagnetic ac-
tivity. The mixing matrices are designed using a fast accurate three layers head model
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(a) (b) (c)

(d) (e) (f)

Fig. 4. Realistic activities and corresponding histograms. first pre-ictal: (a) & (d), second pre-
ictal: (b) & (e), second ictal: (c) & (f).

[18]. Such mixing matrices guarantee the dipolarity of the underlying sources to be re-
trieved, providing a framework where the influence issue of the initialization (whitening
or sphering) in such context can be addressed.

Realistic Sources. Macroscopic models describe the neuronal activity at the scale
of neuronal populations by modelling the interconnection of pyramidal cells with in-
hibitory or excitatory inter-neurons. They have been particularly used to successfully
generate realistic electrophysiological recordings [19, 20]. In this work we have chosen
the Wendling’s model [17], described by a set of ten differential equations. It has been
shown that this model is able to reproduce normal background activity (inter-ictal), first
and second pre-ictal activities as well as first and second ictal activities. Parameter val-
ues to be chosen in order to get these distinct epileptic activities are detailed in [21].
In this paper, these simulated activities have been introduced as sources (see fig. 4),
excepted the normal background and the first ictal activities that have Gaussian-like
distribution and are then inadequate for the selected ICA algorithms.

In a realistic situation, the number of ictal sources to be retrieved is limited. In our
simulation, the number of realistic sources (from pre-ictal to ictal) has been chosen to
be an eighth of the number of channels n (from 1 for 8 channels to 6 for 48 channels).
The remaining background activities are simulated randomly as sub and super gaussian
like in the previous random data set.

Dipolar Mixing Matrix. The next step for obtaining realistic EEGs, after plausible
source generation, is the construction of a realistic mixing matrix. We obtained it using
the classical three spheres model of Rush & Driscoll and the Berg surface potential
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Fig. 5. Electrode placement for the 10-10 montage

estimation method [18]: the realistic sources generated as described in the previous
subsection were assumed to be time courses of brain dipoles. The positions and the
orientations of these dipoles (8 to 48) were randomly generated inside the inner sphere
of a the head model, representing the brain. The six parameters of the dipoles being thus
completely defined (Cartesian coordinates, angles and magnitude), one can generate the
corresponding scalp map (i.e. the electrical potentials on the outer sphere) using the so-
called Lead Field matrix corresponding to the three-spheres forward model (see for
example [22]). We used here the Berg technique [18], which accurately and rapidly
approximates the scalp potentials generated by a dipole for a three spheres model with
the weighted sum of the potentials generated by three dipoles in a single sphere model.

The Lead Field matrix allows the computation of the scalp map (potentials) for ev-
ery point on the surface of the outer sphere. Still, in the EEG simulation context, we
are only interested by the potentials recorder by the scalp electrodes. In our simu-
lation, we used as a basis montage the classical 10-10 EEG montage (figure 5). We
have next chosen five subsets consisting of 8, 16, 24, 32 and 48 electrodes correspond-
ing to real EEG applications (sleep studies, brain computer interfaces and clinical se-
tups for epilepsy diagnostics).For example, for the 8-electrodes montage, the chosen
electrodes were Fpz , T7, C3, Cz , C4, T8, O1 and O2; for the 16-electrodes montage,
F3, Fz , F4, T7, C3, Cz, C4, T8, P7, P3, Pz , P4, P8, PO7, PO8, Oz ; and son on.

5 Results and Discussion

The four algorithms are first evaluated on a random data set in order to define a min-
imum data length rule ensuring accurate separation performances and to analyse the
impact of initialization step in the general toy case of unstructured randomly mixed
data. An equivalent study is then applied on a more physiologically plausible data set,
on which our minimum data length rule is validated. On the same plausible data, the re-
sults are evaluated in order to confirm or infirm the superiority of sphering initialization
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(a) (b)

(c)

Fig. 6. Results on the random data set: (a) Riemannian Distance, (b) normalized Riemannian
Distance and (c) Minimum length rules from literature vs proposed (linear) rule

over whitening initialization in the context of dipolar sources separation. For each data
set, the four algorithms are evaluated on 8, 16, 24, 32 and 48 source sizes with sample
size varying from 1s to 20s with a 1s step (at a 512 Hz sampling rate). The number of
iteration for each source size/sample size has been set to 50, a new set of data (random
data sources, plausible data sources, mixing matrices) being simulated at each iteration.

5.1 Random Data Set

A Minimum Length Rule. This section presents the results of the covariance esti-
mation accuracy vs the length of the data. In a previous work [16], the distance be-
tween covariance matrices was computed using (4) from different sample sizes starting
from 100 till 5000 by 100 points step, and number of channels taking values in the
set {8, 10, 12, 14, 16, 18}. The likelihood was further evaluated using (11). A constant
threshold was empirically fixed to p = 0.95 (Figure 6(a)): likelihood values above
this threshold was assumed to guarantee good estimation of covariances as stated in
section 3.1. However, this previous study already outlined that this rule might be too
strong, leading in a ever decreasing PI with the number of channels. This obser-
vation has been confirmed when studying this evolution of PI on larger number of
channels. Therefore,we proposed the normalized Riemannian distance defined by (10)
with the objective to refine our minimum length rule. Again, likelihood values above a
threshold of 0.95 were assumed to guarantee good estimation of second order statistics
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Table 1. Perfomance index (PI) values for random mixtures: mean and standard deviation for the
four algorithms, with two initializations (whitening and sphering) and using the couple n/N (nb.
of channels / data length) given by the heuristic rule derived from figure 6(b).

n = 8 n = 16 n = 24 n = 32 n = 48
N = 2× 512 N = 3× 512 N = 4× 512 N = 5× 512 N = 7× 512

W S W S W S W S W S
FastICA 0.048 0.049 0.043 0.043 0.041 0.040 0.040 0.040 0.038 0.038

(0.014) (0.012) (0.006) (0.007) (0.006) (0.006) (0.005) (0.005) (0.004) (0.006)
AMICA 0.024 0.029 0.018 0.019 0.021 0.029 0.036 0.061 0.113 0.170

(0.011) (0.031) (0.004) (0.005) (0.021) (0.051) (0.048) (0.056) (0.050) (0.060)
Extended 0.167 0.199 0.274 0.326 0.288 0.334 0.252 0.300 0.274 0.310
Infomax (0.091) (0.124) (0.059) (0.055) (0.022) (0.013) (0.019) (0.014) (0.008) (0.007)
JADER 0.044 0.044 0.038 0.038 0.035 0.035 0.035 0.035 0.130 0.132

(0.010) (0.010) (0.005) (0.005) (0.004) (0.004) (0.003) (0.003) (0.029) (0.032)

(Figure 6(a)). The normalization factor k has been experimentally set to 8, taking the 8
channels mean error ε as a reference on which higher number of channels configurations
are scaled.

This rule is reported on the figure 6(c). The proposed rule is rather linear, thus being
in contradiction with current literature suggestions, rather proportional to n2. Our rule
is then between the bounds given in the literature for low number of channels, but is
increasing much slower and gives lower bounds for number of channels above 24. A
possible way to interpret the figure 6(c) is to use it as a decision rule: for a given number
of channels, one can estimate the minimum number of data points necessary to have a
reliable estimate of the covariance matrix and thus a reliable whitening. This decision
rule leads to data lengths between approximately 2s (1024 data points) for 8 channels to
7s (3584 data points) for 48 channels. This range of time length is more compatible with
the stationarity hypothesis than the values obtained using the 30n2 rule [12, 11]. Indeed,
with this rule, we get from 1920 (3.75s) to 9720 (2min15s) data points respectively for
8 and 48 channels, which is rather contradictory (at least in a realistic EEG setup) with
the assumption of stationarity on which most of BSS/ICA algorithms are based3.

In order to experimentally validate this length rule, we computed the performance
index PI (12) for the resulting data length. Mean (over 50 realizations) of the PI as
well as its standard deviation for each algorithm (with whitening and sphering initial-
izations) are reported in the Table 1. As it can be seen, FastICA (with either whitening
or sphering) gives rather stable PI under 0.05 for this given rule (from 0.048 for 8
channels to 0.038 for 48 channels). It has to be noticed that PI values indicate better
performances when the number of channels is increasing with respect to our empirical
rule. This could suggest that our proposed criterion could be relaxed and the number of
points could be reduced further for FastICA. On the other hand, one must take into ac-
count that these tests are performed on simulated stationary random data: if outliers are
present, HOS estimates are more affected than the SOS estimations used to define our
threshold, thus a higher amount of points might be needed for HOS reliable estimation.

3 This observation is important especially for high resolution EEGs, having a high number of
channels.
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This observation holds when it comes to AMICA and JADER for number of chan-
nels from 8 to 32, the rule being not verified for 48 channels in this particular case of
random data set. A quick look at the figure 7(e) (PI vs sample size for 48 channels)
shows a rupture of the JADER curves around 6s to 8s, 9s being required to get a PI
under 0.1. Such rule seems thus to be inadequate for JADER algorithm for number of
channels over 48.

Extended Infomax is showing bad performances for these data length, requiring
much more sample size to converge, confirming the results presented in [23]. This phe-
nomenon appears because of our choice of the simulated data. Indeed, because of the
use of subgaussian sources, the algorithm (even in the extended version) needs more
data points in order to give reliable results. Empirically, one can say that the 30n2 rule
seems to be adapted for the Extended InfoMax algorithm, but apparently too strong for
the three others.

In the case of AMICA, the initialization parameter has to be considered in order to
fully understand its misadequation with our minimum data length rule in the random
data set case for 48 channels (see below the analysis for the plausible data set).

Impact of Initialization. Our second objective is to analyse the sensitivity of the ICA
algorithms to the initialization step with whitening or sphering. The curves of figure 7
are showing evolution of PI with the data sample size for the five channel number con-
figurations considered. Whitening and sphering curves are difficult to distinguish for
FastICA and JADER, allowing to conclude that these methods are not sensitive to the
decorrelation step. This has to be explained by the optimization strategy of these meth-
ods, based respectively on a fixed point and a Jacobi technique, both techniques reputed
to have fastest convergence and being more reliable than the gradient technique [9].
AMICA is doing better than FastICA and JADER in most configurations when the
amount of data is enough. This algorithm is based on the fitting of extended Gaussian
(mixtures of scaled Gaussians) for each source time course, thus needing more data and
execution time for accurate estimation and convergence (see the note below on time
convergence). Besides, results appear to be quite deceiving for AMICA when it comes
to the 48 channels configuration, with a PI around 0.06 for lengths greater than 10s for
whitening (with a large standard deviation around 0.05), but a PI well above 0.1 for
sphering. In this case initialization shows to have a noticeable impact on AMICA. This
observation can be done also for Extended InfoMax for all five channel size cases. For
this specific data set of randomly mixed sources, whitening initialization (solid curves)
is resulting globally in better PI than sphering initialization (dashed curves).

As pointed out in [5], Extended InfoMax and AMICA are based on a natural gradient
descent optimization scheme, initialization is then a major issue for these algorithms:
the farthest from the solution the initialization is, the longest will take the optimization
procedure. In the case of random mixing matrices, the solutions are distributed widely
over the optimization space, making it difficult to define an adequate initialization point.
In this context, whitening seems to be on average more appropriate than sphering. It has
to be noticed that in our simulation no iteration or convergence criteria parameter has
been changed in the Extended InfoMax algorithm, while maximum number of itera-
tions has been set to 300 for the AMICA procedure (some numerical issues have been
experienced with the default 100 value for short length data (<=2s)).
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(a) (b)

(c)

(d) (e)

Fig. 7. Results on the random data set: performance index (PI) curves vs data length for (a) 8
channels, (b) 16 channels, (c) 24 channels, (d) 32 channels and (e) 48 channels. Initialization with
whitening (solid lines) and sphering (dashed lines)

Note on Time Convergence: Due to the large amount of parameters to be estimated by
AMICA, it might be important to notice that this method is extremely time consuming
compared to JADER and FastICA, and also much slower than Extended InfoMax. To
give an idea: while FastICA is taking less than 1s on 32 channels and 20s data length
(mean time observed for 50 iterations on random data), JADER requires no more than
3s, Extended InfoMax needs up to 3 minutes, and AMICA requires almost 4 minutes.
On the other hand, AMICA is per se much more flexible than Extended InfoMax which
only try to fit a single generalized Gaussian distribution on each source, explaining the
better performances of AMICA when compared to Extended InfoMax.

5.2 Plausible Data Set

Minimum Length Rule Validation. As it can be observed by comparing the computed
(normalized) Riemannian distance, covariance estimations on this data set (figure 8)
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(a) (b)

Fig. 8. Results on the plausible data set: (a) Riemannian Distance and (b) normalized Riemannian
Distance

Table 2. Perfomance index (PI) values for plausible EEG: mean and standard deviation for the
four algorithms, with two initializations (whitening (W) and sphering (S)) and using the couple
n/N (nb. of channels / data length) given by the heuristic rule derived from figure 8(b).

n = 8 n = 16 n = 24 n = 32 n = 48
N = 2× 512 N = 3× 512 N = 4× 512 N = 5× 512 N = 7× 512

W S W S W S W S W S
FastICA 0.048 0.047 0.044 0.044 0.038 0.038 0.036 0.037 0.034 0.033

(0.014) (0.012) (0.007) (0.008) (0.006) (0.006) (0.004) (0.004) (0.004) (0.004)
AMICA 0.024 0.023 0.019 0.018 0.015 0.015 0.015 0.013 0.020 0.011

(0.012) (0.009) (0.004) (0.003) (0.001) (0.002) (0.008) (0.001) (0.021) (0.001)
Extended 0.159 0.089 0.207 0.097 0.218 0.085 0.162 0.055 0.173 0.058
Infomax (0.099) (0.046) (0.061) (0.038) (0.038) (0.026) (0.024) (0.015) (0.017) (0.011)
JADER 0.040 0.040 0.039 0.039 0.036 0.036 0.037 0.037 0.123 0.123

(0.008) (0.008) (0.006) (0.006) (0.004) (0.004) (0.003) (0.003) (0.032) (0.032)

show to be very similar to the results obtained on the previous random data set. Thus,
plausible source time courses and mixture do not show to have high influence on these
second order statistics estimation, allowing to keep the same minimum data length rule
derived from figure 6(c). Table 2 gives mean PI related to this proposed decision rule
on the plausible data set, where it can be seen that these minimum data length bounds
appear to be adequate for all the algorithms in most channel size configurations, even
for Extended InfoMax when a sphering initialization is considered. Some lower per-
formances are observed for JADER for 48 channels, confirming the observation made
in the previous section that this decision rule might be inadequate for this method for
high number of channels. Relative better performances observed on Extended InfoMax,
and over all impressive results given by AMICA with sphering for channel size over 24
(mean PI < 0.015 with minimal standard deviation of 0.001) have to be explained in
the light of the initialization parameter.

Sphering Is Better Than Whitening for Dipolar Sources Separation. Figure 9 dis-
plays the evolution of PI with the data sample size for the five considered configura-
tions (channel number). A quick look at these curves let us conclude that FastICA and
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(a) (b)

(c)

(d) (e)

Fig. 9. Results on the plausible data set: performance index (PI) curves vs data length for (a)
8 channels, (b) 16 channels, (c) 24 channels, (d) 32 channels and (e) 48 channels. Initialization
with whitening (solid lines) and sphering (dashed lines).

JADER are unsensitive to their initialization as expected and explained in the previous
section. No major differences on the performances can be noticed between the random
data set and the plausible data set, confirming the reputation of stability and reliability
of these techniques in various situations. Concerning natural gradient descent based al-
gorithms (Extended InfoMax and AMICA), the behaviour changes radically from the
first data set to the second one. Results improve for both methods, especially when a
sphered initialization is used. Extended InfoMax show convergence with PI under 0.1
in the five configurations when data is used. AMICA is found out to show very good
performance facing mixtures of dipolar sources, with a high robustness to low sample
sizes for high number of channels, especially when initialized with sphering: 3s appears
to be enough to get a PI under 0.03 for 48 channels, with a standard deviation of 0.01.
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In this particular case of dipolar mixing, the reasons of the superiority of sphering
over whitening can be found in [5]: The objective of Principal Component Analysis
(PCA)4 is to lump together as much variance as possible into each successive principal
component, whose scalp maps must then be orthogonal to all the others and therefore
are not free to model a scalp source projection resembling a single dipole. In other
words, whitening initialize the algorithm far from the solution, leading to a more diffi-
cult convergence for methods based on natural gradient descent like Extended InfoMax
and AMICA. On the other hand, Delorme et al. [5] emphasize that: Sphering com-
ponents, in particular, most often have stereotyped scalp maps consisting of a focal
projection peaking at each respective data channel and thus resembling the projection
of a radial equivalent dipole.. Consequently, sphering leads to initialization point much
more closer to the solution than whitening in the dipolar case, as it is confirmed and
quantified by our results.

6 Conclusions and Future Work

The first goal of this paper was to define a low bound of data length for robust sepa-
ration results. Four ICA algorithms often used to analyse EEG signals were tested on
different data lengths (1 to 20 seconds at 512 Hz sampling rate) and number of signals
(8, 16, 24, 32 and 48 sources/channels). A rule of minimum sample size is derived from
separation results on a random data set consisting of subgaussian and supergaussian
source signals mixed by random mixing matrices, and is validated on a plausible data
set in which sources were simulated by a macroscopic model of neuronal population
and mixed by dipolar mixing matrices obtained from a three layers head model. This
low bound is based on an original, normalized distance measure inspired by the com-
puter vision community and leads to a reasonable minimum time length. According to
our results (Tables 1 and 2), the proposed minimal data length rule guarantees a good
source separation performance with performance indexes (PI) under 0.05 in most con-
figurations for FastICA, JADER and AMICA (at least in the plausible case). Extended
InfoMax has to be considered separately, as this algorithm requires much more data
points. Our decision rule gives minimum data length much smaller than those recom-
mended in literature (over 5n2) for high number of channels n, being thus more in
adequation with the short time stationarity hypothesis accepted for EEG signals and
needed for most ICA algorithms.

A second objective was to evaluate the impact of initialization on the separation per-
formances using whitening or sphering in the first step of these algorithms. Due to the
optimization strategy on which they are based, FastICA and JADER show no sensitiv-
ity to initialization (decorrelation method). Conversely, natural gradient descent based
algorithms AMICA and Extended-Infomax show high sensitivity to initialization. Due
to their optimization strategy, these algorithms are much more time consuming and less
robust facing outliers, thus requesting an adequate initialization for a reliable conver-
gence with acceptable number of iterations. In the particular case of EEG, modelled as
a mixture of dipolar sources, it is possible to initialize the algorithm “near” the solution
by sphering. Consequently, the performances of these algorithms improve and they can

4 Equivalent to whitening.
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be reliably applied. In particular, for dipolar mixtures and using sphering as initializa-
tion, AMICA showed impressive performances with very low data length even for high
number of channels: 3s of data length (512 Hz sampling rate) are sufficient to get an ex-
cellent PI below 0.03 for the separation of 48 sources. The main drawback of AMICA
is its time consumption: it requests more than 60 seconds for this particular example,
while FastICA converges in less than 1s to get similar PI , although needing 7s of data.

An immediate perspective to this work would be to use more realistic time-structured
data, obtained using only modelled neural sources and realistic mixtures (head models).
Besides confirming our conclusions for the studied algorithms, this type of simulation
setup would allow the evaluation of second order statistics BSS algorithms (SOBI and
similar, also widely used for EEG analysis). It might be also useful if algorithms could
be tested on more data channels, in order to asses their performances in the context of
high-resolution EEG (more than 64 channels).

An interesting perspective, for the specific case of EEG source separation, is to
consider new contrasts for BSS algorithms, balancing between dipolarity and indepen-
dence. Indeed, source independence is known to be often unrealistic for EEGs, as strong
synchrony is very likely to appear between distant areas in the brain. A relaxation of the
independence constraint might then enhance the EEG source separation performance.
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Abstract. Deep brain stimulation (DBS) is an invasive therapeutic option for 
patients with Parkinson’s disease (PD) but the mechanisms behind it are not yet 
fully understood. Animal models are essential for basic DBS research, because 
cell based in-vitro techniques are not complex enough. However, the geometry 
difference between rodents and humans implicates transfer problems of the sti-
mulation conditions. For rodents, the development of miniaturized mobile sti-
mulators and adapted electrodes are desirable. We implanted uni- and bipolar 
platinum/iridium electrodes in rats and were able to establish chronical instru-
mentation of freely moving rats (3 weeks). We measured the impedance of un-
ipolar electrodes in-vivo to characterize the influence of electrochemical 
processes at the electrode-tissue interface. During the encapsulation process, the 
real part of the electrode impedance at 10 kHz doubled after 12 days and in-
creased almost 10 times after 22 days. An outlook is given on the quantification 
of the DBS effect by sensorimotor behavioral tests. 

Keywords: EIS, Intracerebral electrodes, Basal ganglia, Subthalamic nucleus, 
Rat brain, Chronic instrumentation, 6-OHDA, Parkinson’s disease. 

1 Introduction 

Parkinson’s disease (PD) is a widespread degenerative disorder of the central nervous 
system that affects motor function, speech, cognition and vegetative functions. The 
cardinal symptoms such as tremor, rigidity, bradykinesia and postural instability re-
sult mainly from the death of dopaminergic cells in the substantia nigra pars compacta 
                                                           
* Corresponding authors. 
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and the subsequent lack of dopaminergic inputs into the striatum. This causes an alte-
ration of the activity pattern in the basal ganglia [2]. Deep brain stimulation (DBS) is 
a novel therapeutic option for PD as well as an increasing number of neuropsychiatric 
disorders. Before DBS became a therapeutic intervention, electric stimulation of basal 
ganglia had been used to guide neurosurgeons to the precise position for a surgical 
lesion, the ultimate therapy of a late-stage PD. The main advantage of DBS over sur-
gical lesions is the reversibility and possibility to modulate stimulation parameters 
[3]. The small volume of the target region for DBS in the human brain requires a 
highly specific adaption of the electrodes which need to be thoroughly tested in ani-
mal models, including different materials and geometries. So far, DBS-data of animal 
models of PD are scarce. During in-vivo stimulation, the properties of the DBS elec-
trodes are changing as a function of time caused by electrochemical processes at the 
surface of the implant and the subsequent tissue response [5]. The tissue response is a 
foreign substance reaction. Its intensity depends on the material [Grill and Mortimer, 
1994] and is correlated with the thickness of the adventitia finally encapsulating the 
implant [18]. Adventitia formation causes a steady change in the impedance of the 
electrodes leading to changes in the attenuation of the stimulating signal. As a result, 
the efficiency of the surrounding tissue stimulation is changing [12]; [13]; [7]. One 
opportunity to minimize this problem is to choose an appropriate electrode material. 
Previous investigations of our group [6]; [8] have shown that the use of stainless steel 
electrodes is not appropriate because of the corrosion and erosion processes intensi-
fied by electrolytic electrode processes. Electrochemically induced alterations are 
negligible for inert platinum electrodes, even though electrode processes may still 
influence the surrounding tissue [5]. For an optimal adjustment of the DBS signal, the 
kinetics of the electrode-impedance alterations caused by the adventitia formation 
must be taken into account [12]; [13]. 

2 Materials and Methods 

2.1 Animal Treatment 

Forty, adult, male Wistar Han rats (240-260 g) were obtained from Charles River 
Laboratory, Sulzfeld, Germany) and housed under temperature-controlled conditions 
in a 12 h light-dark cycle with conventional rodent chow and water provided ad libi-
tum. The rats were subject to the following treatments: 

• anesthesia (40 rats) 

• 6-OHDA-lesioning (40 rats, 2 rats died while surgery) 

• electrode implantation (38 rats (2 rats died while surgery): 15 unipolar electrodes, 
21 bipolar electrodes) 

• chronical instrumentation (26 rats: 21 rats with bipolar electrodes, 5 rats with un-
ipolar electrodes) 

• impedance measurement without chronical instrumentation (10 rats with unipolar 
electrodes) 

The study was carried out in accordance with European Community Council directive 
86/609/EEC for the care of laboratory animals and was approved by Rostock’s Ani-
mal Care Committee (LALLF M-V/TSD/7221.3-1.2-043/06). 
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Anesthesia. The rats were anesthetized by ketamine-hydrochloride (10 mg per 100 g 
body weight, i.p., Ketanest S®, Pfizer, Karlsruhe, Germany) and xylazine (0,5 mg per 
100 g body weight, i.p., Rompun®, Pfizer). Before surgery, the eyes of the rats were 
medicated with Vidisic (Bausch and Lomb, Berlin Germany). After surgery, the 
wound was sutured and the rats received 0.1 ml novaminsulfone (Ratiopharm, Ulm, 
Germany) and 4 ml saline subcutaneously. Rats were exposed to red light (Petra, Bur-
gau, Germany) until normalization of vital functions. 

6-Hydroxydopamine (6-OHDA) Lesioning. The 6-OHDA (Sigma, Deisenhofen, 
Germany) lesioning was performed by stereotactic surgery in adaption to Strauss et al. 
[17]. The lesions of the right medial forebrain bundle of rats were induced by injec-
tion of 26 µg 6-OHDA in 4 µl saline with 1 g/l ascorbic acid delivered over 4 min via 
a 5 µl hamilton microsyringe (Postnova Analytics, Landsberg/Lech, Germany). The 
coordinates relative to bregma were: anterior-posterior (AP) = -2.3 mm, medial-lateral 
(ML) = 1.5 mm and dorsal-ventral (DV) = -8.5 mm [16]. 

Electrode Implantation. Electrodes were implanted into the subthalamic nucleus 
(STN), which is the most common target region for treatment of PD patients. The 
surgical procedure was performed using a stereotactic frame (Stoelting, Wood Dale, 
IL, USA) modified according to Harnack et al. [9]. To support the surgical procedure, 
a cold light source (KL 1500 LCD, Schott, Mainz, Germany) was used in combina-
tion with a stereo-microscope (Leica, Wetzlar, Germany). The skull was opened by a 
dental rose-head bur (Kaniedenta, Germany). The coordinates relative to bregma 
were: anterior-posterior (AP) = -3.5 mm, medial-lateral (ML) = 2.4 mm and dorsal-
ventral (DV) = -7.6 mm [16]. A dental drill was used to bore an additional hole in the 
skull for an anchor screw. The electrode was fixed to the skull by an adhesive-glue 
bridge (Technovit 5071, Heraeus, Germany) to the anchor screw. After all, a subcuta-
neous wire was implanted. The suture exit hole was located in the middle of the back 
of the rat. 

The counter-electrodes (dental wires and suture clips in combination with the un-
ipolar electrodes) were implanted into the neck of the rats. 

Chronical Instrumentation. Commercial rat jackets (Lomir Biomedical, Quebec, 
Canada) with a backpack were used to fix all electronic components of the miniatu-
rized custom-made stimulator system (Rückmann und Arndt, Berlin, Germany) to the 
rat. The DBS stimulator and the battery were located in the backpack of the rat jacket. 
The DBS electrode and the battery were connected to the DBS stimulator via plug 
connectors (RS Components GmbH, Mörfelden-Walldorf, Germany). Both were sol-
dered with a lead-free solder tin (RS Components GmbH) and insulated with a bio-
compatible shrink tubing (RS Components GmbH). 

Impedance Measurement. Ten rats were used to measure the kinetics of the elec-
trode impedance alterations caused by the adventitia formation at the surface of un-
ipolar electrodes. During the measurement, the rats were anesthetized. The measuring 
procedure was performed every day over a measuring period of 12 days (in experi-
ment 1) and over 22 days (in experiment 2). In the first experiment we used a dental 
wire as counter-electrode and in the second step an array of suture clips (Allgaier 
Instrumente GmbH, Frittlingen/Tuttlingen, Germany) to evaluate the influence of the 
counter-electrode (shape and position) on the measurement results of the impedance. 
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2.2 Stimulation- and Counter-Electrodes 

For impedance measurements, we designed unipolar platinum-iridium (Pt/Ir) micro-
electrodes which were covered with polyesterimide insulation and custom-made by 
Polyfil (Zug, Switzerland; Fig. 1). In a first step, dental wires made of biocompatible, 
nickel-free steel alloy (18% Cr, 18% Mn, 2% Mo, 1% N, remander iron) of 1 mm 
diameter and 10 mm length were used as counter-electrodes (see: Fig. 4a) in combina-
tion with the unipolar DBS electrodes. In a second step, an array of counter-electrodes 
was pierced into the necks of a number of rats, to evaluate the influence of the coun-
ter-electrode on the impedance measurement. For this, suture clips (see: Fig. 4b) were 
used. Electrochemical electrode effects were negligible at the counter-electrode due to 
the low current density at its large surface. 

We also designed and implanted bipolar Pt/Ir electrodes (Fig. 2) with two stacked 
tips to test the effects of nonaxial symmetric field distributions. Further, this electrode 
type does not require the implantation of counter-electrodes. 

 

Fig. 1. Photograph (a) and scheme (b) of the unipolar Pt/Ir electrode (Polyfil, Zug, Switzer-
land). The electrode pole was a round wire made from Pt90Ir10 with a diameter of 200 µm. The 
length of the non-insulated tip of the electrode pole was 100 µm. The insulation consists of 
polyesterimide 180 with a thickness of 25 µm [15]. 

 

Fig. 2. Photograph (a) and scheme of the bipolar Pt/Ir electrode (FHC, Bowdoin, ME, USA). The 
two electrode poles were round wires made from Pt90Ir10 with a diameter of 125 µm. The lengths of 
the non-insulated tips were 100 µm. The thickness of the epoxylite insulation was 25 µm. 
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2.3 Electric Impedance Spectroscopy (EIS) 

Electric impedance spectroscopy (EIS) is a common measuring technique for deter-
mining the electrical properties of tissues [4]. It is used in a wide range of applica-
tions, such as breast cancer detection [10], the monitoring of the lung volume [1] and 
in material sciences. EIS is nondestructive and therefore suitable for the characteriza-
tion of the DBS electrodes during the encapsulation process. 

Equipment. The EIS measurements were conducted with an impedance spectrometer 
Sciospec ISX3 (Sciospec Scientific Instruments, Pausitz, Germany) and a test fixture 
HP16047D (Hewlett-Packard, Japan) connected to a personal computer with Scios-
pec-measuring software. The two connectors of the test fixture were connected to the 
DBS and the counter-electrodes. 

Measurement. To characterize the electrode properties during encapsulation, the 
impedance was recorded in the frequency range from 100 Hz to 10 MHz over a period 
of two weeks after implantation. Frequency range, amplitude, number of points and 
the averaging of the impedance spectrometer were programmed by the measuring-
software (Sciospec). 401 frequency points were logged which were distributed equi-
distantly over a logarithmic frequency scale. The measuring voltage (peak to peak) 
was 12.5 mVPP. The measuring-software logged the measuring data of the impedance 
spectrometer (real and imaginary parts of the impedance vs. frequency) by saving 
them as a data file. 

Before each measurement, the impedance spectrometer was calibrated by open, 
short and load measurements. Each measurement was repeated three times to improve 
the statistical significance. The measurements were repeated every day for one week 
and every second day during the second week. 

The stimulation pulse usually applied in DBS has a frequency of 130 Hz and a 
pulse width of 60 µs. Because of the steep slopes of the needle-shaped pulse, the sig-
nal is rich in high harmonic frequencies [5]. For this reason, we measured the imped-
ance within the wide frequency range from 100 Hz to 10 MHz, which is beyond the 
range of up to 10 kHz reported by Lempka et al. [12]. 

Impedance Theory. The electrical impedance describes the magnitude ratio between 
the applied AC voltage and the resulting current flowing with a certain phase shift. 
Mathematically speaking, the impedance Z* is a complex number with the unit [Ω], 
which is composed of a real (Z´) and an orthogonal imaginary part (Z´´) marked by 
the complex unit j = √ 1: 

Z* = Re(Z*) + j·Im(Z*) = Z´+ j Z´´ (1) 

For interpretation of the measuring data, an equivalent circuit model is required to be 
fitted to the measuring data. The aim was to model electrochemical processes and 
adherent cell growths by combinations of resistors, capacitors and constant phase 
elements [12]. 

Data Analysis. The logged data were transferred to Matlab (The MathWorks™, Ver-
sion 7.9.0.529) to calculate means and standard deviations. For their graphic represen-
tation, they were finally copied to Sigma Plot 11.0 (Systat Software, 11.0, Build 
11.2.0.5). 
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In future experiments, we aim for a comparative study of uni- and bipolar elec-
trodes with a conventional and a modified stimulation program. The quantification of 
the DBS effect on locomotion, exploration and anxiety will be analyzed by drug- and 
non-drug induced behavioral tests. For these experiments, the operating life of the 
battery of the miniaturized DBS stimulator has to be prolonged. 

An equivalent circuit model will be developed for a better understanding of the mea-
suring data in order to extract encapsulation parameters. These investigations aim at clari-
fying the phenomenon of the impedance drop at the second day after implantation. 

Potential effects at the electrode-tissue interface will be analyzed by histological, 
immunochemical and electron-microscopical methods. 
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Abstract. A comprehensible performance analysis of a thermal and visible face 
verification system based on the Scale-Invariant Feature Transform algorithm 
(SIFT) with a vocabulary tree is presented in this work, providing a verification 
scheme that scales efficiently to a large number of features. The image database 
is formed from front-view thermal images, which contain facial temperature 
distributions of different individuals in 2-dimensional format and the visible 
image per subject, containing 1,476 thermal images and 1,476 visible images 
equally split into two sets of modalities: face and head, respectively. The SIFT 
features are not only invariant to image scale and rotation but also essential for 
providing a robust matching across changes in illumination or addition of noise. 
Descriptors extracted from local regions are hierarchically set in a vocabulary 
tree using the k-means algorithm as clustering method. That provides a larger 
and more discriminatory vocabulary, which leads to a performance improve-
ment. The verification quality is evaluated through a series of independent  
experiments with various results, showing the power of the system, which satis-
factorily verifies the identity of the database subjects and overcoming limita-
tions such as dependency on illumination conditions and facial expressions. A 
comparison between head and face verification is made for both ranges. This 
approach has reached accuracy rates of 97.60% in thermal head images in  
relation to 88.20% in thermal face verification. For visible range, 99.05% with 
visible head images in relation to 97.65% in visible face verification. In this 
proposal and after experiments, visible range gives better accuracy than thermal 
range, and with independency of range, head images give the most discriminate 
information. 

Keywords: Thermal face verification, Visible face verification, Face detection, 
Biometrics, SIFT parameters, Vocabulary tree, k-Means, Image processing, 
Pattern recognition. 

1 Introduction 

Human recognition through distinctive facial features supported by an image database 
is still an appropriate subject of study. We may not forget that this problem presents 
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various difficulties. What will occur if the individual’s haircut is changed? Is make-up 
a determining factor in the process of verification? Would it distort significantly facial 
features? 

The use of thermal cameras originally conceived for military purpose has expanded 
to other fields of application such as control process in production lines, detec-
tion/monitoring of fire or applications of security and Anti-terrorism. Therefore, we 
consider its use in human identification tasks in scenarios where the lack of light re-
stricts the operation of conventional cameras. Different looks of the main role from 
the film The Saint are shown in figure 1. 

 

Fig. 1. Facial changes of the character played by Val Kilmer in the film The Saint 

Val Kilmer modifies his look in this film spectacularly in order to not to be recog-
nized by the enemy. 

A correct matching between the test face and that stored in the image database is 
expected, although it may seem a hard problem to solve even if natural distortion 
effects such as illumination changes or interference are not considered. The recogni-
tion problem should be split in some stages, that is, acquisition of facial images for 
testing, features extraction from specific facial regions and finally, verification of the 
individual’s identity [1]. 

Currently, computational face analysis is a very lively research field, in which we 
observe that new interesting possibilities are being studied. For example, we can 
quote an approach for improving system performance when working with low resolu-
tion images (LR) and decreasing computational load.  

In [2], it is presented a facial recognition system, which works with LR images us-
ing nonlinear mappings to infer coherent features that favor higher recognition of the 
nearest neighbour (NN) classifiers for recognition of single LR face image. It is also 
interesting to cite the approach of [3], in which a multi-resolution  feature  extraction  
algorithm  for face recognition based  on  two-dimensional  discrete wavelet  trans-
form  (2D-DWT)  is  proposed. It exploits local spatial variations in a face image 
effectively obtaining outstanding results with 2 different databases. 

The images of subjects are often taken in different poses or with different modali-
ties, such as thermographic images, presenting different stages of difficulty in their 
identification.  

In [4], results on the use of thermal infrared and visible imagery for face recogni-
tion in operational scenarios are presented. These results show that thermal face rec-
ognition performance is stable over multiple sessions in outdoor scenarios, and that 
fusion of modalities increases performance. 

In the same year 2004, L. Jiang proposed in [5] an automated thermal imaging system 
that is able to discriminate frontal from non-frontal face views with the assumption that at 
any one time, there is only 1 person in the field of view of the camera and no other  



300 C.M. Travieso, M. del Pozo-Baños, and J.B. Alonso 

 

heat-emitting objects are present. In this approach, the distance from centroid (DFC) 
shows its suitability for comparing the degree of symmetry of the lower face outline. 

The use of correlation filters in [6] has shown its adequacy for face recognition 
tasks using thermal infrared (IR) face images due to the invariance of this type of 
images to visible illumination variations. The results with Minimum Average Correla-
tion Energy (MACE) filters and Optimum Trade-off Synthetic Discriminant Function 
(OTSDF) in low resolution images (20x20 pixels) prove their efficiency in Human 
Identification at a Distance (HID).  

Scale Invariant Feature Transform (SIFT) algorithm [7] are widely used in object 
recognition. In [8], SIFT has appeared as a suitable method to enhance the recognition 
of facial expressions under varying poses over 2D images It has been demonstrated 
how affine transformation consistency between two faces can be used to discard SIFT 
mismatches. 

Gender recognition is another lively research field working with SIFT algorithm. 
In [9], faces are represented in terms of dense-Scale Invariant Feature Transform (d-
SIFT) and shape. Instead of extracting descriptors around interest points only, local 
feature descriptors are extracted at regular image grid points, allowing dense descrip-
tions of face images.  

However, systems generate large number of SIFT features from an image. This 
huge computational effort associated with feature matching limits its application to 
face recognition. An approach to this problem has been developed in [10], using a 
discriminating method. Computational complexity is reduced more than 4 times and 
accuracy is increased in 1.00% on average by checking irrelevant features. 

Constructing methods that scale well with the size of a database and allow finding 
one element of a large number of objects in acceptable time is an avoidable challenge. 
This work is inspired by Nister and Stewenius [11], where object recognition by a k-
means vocabulary tree is presented. Efficiency is proved by a live demonstration that 
recognized CD-covers from a database of 40000 images. The vocabulary tree showed 
good results when a large number of distinctive descriptors form a large vocabulary. 
Many different approaches to this solution have been developed in the last few years 
[12] and [13], showing its competency organizing several objects. Having regard to 
these good results, this solution will be tested in this paper with SIFT descriptors in a 
vocabulary tree. 

In this context, the aim of this work is to propose, compare and evaluate a facial 
and head verification system for visible and thermal ranges, applying the SIFT algo-
rithm and obtaining local distinctive descriptors from each image based on [14]. The 
construction of the vocabulary tree enables to have these descriptors hierarchically 
organized and ready to carry out a search to find a specific object. 

This paper is organized as follows. The proposed system is presented in section 2. 
Description of experiments and results are outlined in section 4. Discussions are de-
scribed in section 4. Finally, conclusions are given in section 5. 

2 Facial Recognition Approach 

In our system proposed, SIFT descriptors are used to extract information from thermal 
and visible images in order to verify the identity of a test subject. Local distinctive 
descriptors are obtained from each face in the database and are used to build a  
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vocabulary tree, through the use of the k-means function. For each test image, only its 
new descriptors are calculated and used to search through the hierarchical tree in or-
der to build a vote matrix, in which the most similar image of the database can be 
easily identified. This approach mixes the singularity of the SIFT descriptors to per-
form reliable matching between different views of a face and the efficiency of the 
vocabulary tree for building a high discriminative vocabulary. A description of the 
system is provided in the next subsections. 

2.1 Approach Proposed 

This approach is composed by four stages: face segmentation, SIFT descriptors calcu-
lator, vocabulary tree construction and matching module.  

While face segmentation is executed manually, the matching module searches in 
the vocabulary tree the best correspondence between the test descriptors and those of 
the database. Therefore, firstly the explanation is focused on the SIFT parameters and 
tree classification, and secondly a brief description of the matching module is given. 

A block diagram of the system is shown in figure 2. 
 

 

Fig. 2. Diagram of the proposed thermal face recognition system 

2.2 Features Based on Scale-Invariant Feature Transform 

The use of SIFT descriptors is applied in the most part of the results achieved by D. 
Lowe in [15] as a guideline, only determinant parameters are modified in order to 
adapt the algorithm to the system. Keypoints are detected using a cascade filtering, 
searching for stable features across all possible scales. The scale space of an image, 
L(x,y,σ) is produced from the convolution of a variable-scale Gaussian, G(x,y,σ) with 
an input image, I(x,y); 

),(),,(),,( yxIyxGyxL ∗= σσ  (1) 
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Following (Lowe, 2004), scale-space in the Difference-of-Gaussian function (DoG) 
convolved with the image, , ,  can be computed as a difference of two nearby 
scales separated by a constant factor k: 

( ) ),,(),,(),(),,(),,(),,( σσσσσ yxLkyxLyxIyxGkyxGyxD −=∗−=  (3) 

From [16], it is stated that the maxima and minima of the scale-normalised Laplacian 
of Gaussian (LGN), G22∇σ  produce the most stable image features in comparison 
with other functions, such as the gradient or Hessian. The relationship between D and 

G22∇σ  is: 

GkyxGkyxG 22)1(),,(),,( ∇−≈− σσσ  (4) 

The factor 1  is a constant over all scales and does not influence strong location. 
A significant difference in scales has been chosen, 2=k , which has almost no im-
pact on the stability and the initial value of  1.6 provides close to optimal repeat-
ability according to [15]. 

After having located accurate keypoints and removed strong edge responses of the 
DoG function, orientation is assigned. There are two important parameters for varying 
the complexity of the descriptor: the number of orientations and the number of the 
array of orientation histograms. Throughout this paper a 4x4 array of histograms with 
8 orientations is used, resulting in characteristic vectors with 128 dimensions. The 
results in [15] support the use of these parameters for object recognition purposes 
since larger descriptors have been found more sensitive to distortion. 

2.3 Classifier Based on Vocabulary Tree 

The verification scheme used in this paper is based on [11]. Once the SIFT descriptors 
are extracted from the image database, it’s time for organizing them in a vocabulary 
tree. A hierarchically verification scheme allows to search selectively for a specific 
node in the vocabulary tree, decreasing search time and computational effort. 

 

Fig. 3. Two levels of a vocabulary tree with branch factor 3 

The k-means algorithm is used in the initial point cloud of descriptors for finding 
centroids through the minimum distance estimation so that a centroid represents a 
cluster of points. 
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The k-means algorithm is applied iteratively, since the calculation of the centroid 
location can vary the associated points. The algorithm converges if centroids location 
does not vary. Each tree level represents a node division of the nearby superior stage. 

The initial number of clusters is defined by 10, with 5 tree levels. These values 
have shown good results, working with the actual database. 

A model of a vocabulary tree with 2 levels and 3 initial clusters is shown in figure 3. 

3 Experimental Settings 

3.1 Databases Used 

Authors have built an image database in order to develop this work. This database 
contains 738 images of 704×756 pixels and 24 bit per pixel using a SAT-S280 SATIR 
camera, which contains two sensors, one of them is a thermal sensor and another is a 
visible camera. An example of that image is observed on figure 4. 
 

 

Fig. 4. Example of image from our visible and thermal camera 

Our database is composed by 41 subjects, corresponding to 18 images per subject, 
acquired in 3 different sessions, 6 images per session, during one month. These im-
ages are composed by two images, visible and thermal image, as it is observed in 
figure 4. We have divided that image in two parts, and we have got 1476 images, 738 
visible face images and 738 thermal facial images. In particular, false thermal colour 
is given for the sensor according to characteristics of each person. All images have 
been stored in PNG format. Besides, after segmentation process, we have equally split 
in two sets of 738 images with different modalities: face and head. Therefore, the 
images are divided into categories depending on the type of information they provide, 
having a total of 2952 images: 

• Heads: Thermal images of full heads of subjects (738 images). 

• Heads: Visible images of full heads of subjects (738 images). 

• Faces: Thermal images of facial details. (738 images). 

• Faces: Visible images of facial details. (738 images). 

The following figures present some examples of thermal and visible images of heads 
(in figure 5) and faces (in figure 6) with the specified format. 
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Fig. 5. 6 thermal and visible head images of the database. The examples show additional facial 
features such as head shape, hair and chin. 

  

Fig. 6. 6 thermal and visible face images of the database from the same subjects in figure 4. 
The examples only show basic facial features such as eyes, lips and nose, representing the 
minimum information needed to verify a subject in the system. 

The images were taken indoors by a SAT-S280 camera in 3 different sessions with 
different facial expressions such as happiness, sadness or anger, various facial orienta-
tions and distinctive changes in the haircut or facial hair of subjects. 

In order to assure the independence of results, both sets of images are equally di-
vided into 2 subsets in a second stage: test and training, under a 50% hold-out cross 
validation methodology. For each modality, 369 test images and 369 training images 
are available for the experiments. 

The set of head images collects interesting details for recognition tasks, such as ear 
shape, haircut and chin. On the other hand, the set of facial images provides the 
minimum information that is nose, mouth and eyes areas. 

Face detection and segmentation were manually realized in order to not to lose de-
tails in the process. One by one, from each image head or face was segmented and 
stored in separate files. 

3.2 Experimental Methodology and Its Results 

The aim of the experiments was to find how important is the extra information provided 
by head shape for human verification versus face information for thermal and  
visible ranges. Additionally, a comparison between head and facial verification results is 
carried out for both ranges. The proposed methodology consisting on the matching  



 Comparison between Thermal and Visible Facial Features on a Verification Approach 305 

 

of facial features of thermal and visible images is compared with the matching of  
thermal and visible images of heads. 

For each subject, an equally random division of the image database is made so that 
9 images per individual are used for testing and the remaining 9 for training purposes 
(50% hold-out validation method). As previously commented, 369 test images and 369 
training images randomly chosen are available for the experiments in each modality. 
This division is carried out 41 times that is subject by subject in 41 iterations. 

The process of face/head verification for a subject is the following. Firstly, the pre-
viously stated division of the database is made. Secondly, each of the 9 images of the 
test subject is compared with the 369 training images and results are obtained. Once 
these 9 images are processed, the database is joined together again and the process 
restarts with the next subject until the 41 subjects of the database are processed. 

The parameters that take part in the experiments are the False Rejection Rate 
(FRR), False Acceptance Rate (FAR) and Equal Error Rate (EER), commonly used in 
biometric studies. Mean times are also considered in this study. These parameters are 
collected in form of vectors depending on a variable, the histogram threshold. 
 

(a)  
 

(b)  

Fig. 7. FRR (blue line) and FAR (red line) in terms of the histogram threshold in (a), visible 
head verification, and in (b), thermal head verification. 

Since the verification process finishes, a histogram with the contributions of each 
image in the database is obtained. The database image that best fits the test image 
shows the biggest value in the histogram. In a second stage, histogram values are 
normalized with regard to the biggest value, from 1 to -1. A threshold is used during 
the experiments for considering only the contributions of images that are above this 
limit; those below are discarded in that moment. The histogram threshold descends 
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from value 1 to -1 in order to consider different samples each time. In figure 7 and 8 
FRR and FAR are shown in relation to the histogram threshold. X-axis represents the 
threshold variation and Y-axis shows FRR and FAR values. 

In practical terms, the threshold fall represents how the system becomes less de-
manding, taking more samples in account, increasing the FRR and FAR, since the 
additional samples do not belong to the test subject.  

In table 1, it is shown average computational times. Although the verification time 
remains the same, the database updating (model building time) with head images is 
substantially higher as these images possess more information than facial images and 
therefore, consume more time and need more computational effort. 

Table 1. Average Computational Times of head and face images verification during the 
experiment for thermal and visible ranges 

MEAN TIMES HEAD AND FACE IMAGES 

Concept 
Visible Head Time 

(sec.) 
Visible Face Time 

(sec.) 
Thermal Head Time 

(sec.) 
Thermal Face Time 

(sec.) 

Model Building 283.47 135.08 121.56 102.55 

Test Verification 0.49 0.28 0.26 0.26 

 

(a)  
 

(b)  

Fig. 8. FRR (blue line) and FAR (red line) in terms of the histogram threshold in (a), visible 
facial verification and in (b) thermal facial verification 
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The best result obtained in experiments with thermal head images is 97.60% in re-
lation to 88.20% in thermal face verification. And the best result for visual head im-
ages is 99.05% in relation to 97.65% in visible face verification. It can be observed 
that the accuracy rate with head images is higher in comparison with facial images in 
both cases. Besides, we can observe that visible range has more discriminate informa-
tion than thermal range. 

4 Discussions 

The four variants have been compared in this work under a performance for verifica-
tion. The cause is the amount of information provided by each format. On the one 
hand, head images preserve important discriminative characteristics about the original 
visible and thermal images for identifying a subject that facial images do not include. 
This can be observed for both ranges. On the other hand, it becomes clear that in case 
of head images more SIFT descriptors are produced and therefore, more essential data 
for the verification process is extracted. Additionally, faces of different subjects have 
often common features that provide no discriminate information. In particular, for 
thermal images, this effect is bigger than visible images. In visible range, a similar 
accuracy is found in our experiments; only 2% is the difference between head and 
facial images, although head images give more discriminate information.  

Between both ranges, visible images reach better accuracy for head and facial images. 
The difference is 2% for head images and 9% for facial images. Therefore, for this kind 
of camera and using SIFT keypoints; the visible range can be a better approach. 

5 Conclusions 

The main contribution of this work is the comparison of a head versus facial verifica-
tion system based on SIFT descriptors with a vocabulary tree, applying on thermal 
and visible range, and using the accuracy rate, as comparison element between types 
of information. After the use of both ranges, it is observed good results, but better for 
visible range. Besides, we can conclude the head images for thermal and visible 
ranges are more discriminative than only the facial images. 

As future work, this work will be a preliminary step in the development of face 
verification systems using SIFT descriptors in the fusion or combination of thermal 
and visible images. Too, we would like to increase considerably the size of database, 
and to include outdoor images. The proposed approach will be validated in this ex-
tended database. Too, we propose to apply fusion between both ranges, in order to 
improve the accuracy, and give more efficiency to this camera, which contains two 
different sensors. 

Acknowledgements. This work was partially supported by “Cátedra Telefónica - 
ULPGC 2010/11”, and partially supported by research Project TEC2012-38630-C04-02 
from Ministry of Science and Innovation from Spanish Government. 

Special thanks to Jaime Roberto Ticay-Rivas for their valuable help during the 
building of this database. 



308 C.M. Travieso, M. del Pozo-Baños, and J.B. Alonso 

 

References 

1. Soon-Won, J., Youngsung, K., Teoh, A.B.J., Kar-Ann, T.: Robust Identity Verification 
Based on Infrared Face Images. In: 2007 International Conference on Convergence Infor-
mation Technology, ICCIT 2007, pp. 2066–2071 (2007) 

2. Huang, H., He, H.: Super-Resolution Method for Face Recognition Using Nonlinear Map-
pings on Coherent Features. IEEE Transactions on Neural Networks 22(1), 121–130 
(2011) ISSN: 1045-9227 

3. Imtiaz, H., Fattah, S.A.: A wavelet-domain local feature selection scheme for face recogni-
tion. In: 2011 International Conference on Communications and Signal Processing, ICCSP 
2011, Kerala, India, p. 448 (2011) 

4. Socolinsky, D.A., Selinger, A.: Thermal Face Recognition in an Operational Scenario. In: 
CVPR 2004, Proceedings of the 2004 IEEE Computer Society Conference on Computer 
Vision and Pattern Recognition, vol. 2, pp. 1012–1019 (2004) ISSN: 1063-6919/04 

5. Jiang, L., Yeo, A., Nursalim, J., Wu, S., Jiang, X., Lu, Z.: Frontal Infrared Human Face De-
tection by Distance From Centroide Method. In: Proceedings of 2004 International Sympo-
sium on Intelligent Multimedia, Video and Speech Processing, Hong Kong, pp. 41–44 (2004) 

6. Heo, J., Savvides, M., Vijayakumar, B.V.K.: Performance Evaluation of Face Recognition 
using Visual and Thermal Imagery with Advanced Correlation Filters. In: Proceedings of 
the 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recogni-
tion, CVPR 2005, pp. 9–15 (2005) ISSN: 1063-6919/05 

7. Lowe, D.G.: Object recognition from local scale-invariant features. In: Proceedings of the 
Seventh IEEE International Conference on Computer Vision, ICIP 1999, vol. 2, pp. 1150–
1157 (1999) 

8. Soyel, H., Demirel, H.: Improved SIFT matching for pose robust facial expression recogni-
tion. In: 2011 IEEE International Conference on Automatic Face & Gesture Recognition 
and Workshops, FG 2011, pp. 585–590 (2011) 

9. Jian-Gang, W., Jun, L., Wei-Yun, Y., Sung, E.: Boosting dense SIFT descriptors and shape 
contexts of face images for gender recognition. In: 2010 IEEE Computer Society Confe-
rence on Computer Vision and Pattern Recognition Workshops, CVPRW 2010, pp. 96–
102 (2010) 

10. Majumdar, A., Ward, R.K.: Discriminative SIFT features for face recognition. In: 2009 Ca-
nadian Conference on Electrical and Computer Engineering, CCECE 2009, pp. 27–30 (2009) 

11. Nister, D., Stewenius, H.: Scalable Recognition with a Vocabulary Tree. In: 2006 IEEE 
Computer Society Conference on Computer Vision and Pattern Recognition, CVPR 2006, 
vol. 2, pp. 2161–2168 (2006) 

12. Ober, S., Winter, M., Arth, C., Bischof, H.: Dual-Layer Visual Vocabulary Tree Hypo-
theses for Object Recognition. In: 2007 IEEE International Conference on Image 
Processing, ICIP 2007, vol. 6, pp. VI-345-VI-348 (2007) 

13. Slobodan, I.: Object labeling for recognition using vocabulary trees. In: 19th International 
Conference on Pattern Recognition, ICPR 2008, pp. 1–4 (2008) 

14. Crespo, D., Travieso, C.M., Alonso, J.B.: Thermal Face Verification based on Scale-
Invariant Feature Transform and Vocabulary Tree - Application to Biometric Verification 
Systems. In: International Conference on Bio-inspired Systems and Signal Processing 
2012, pp. 475–481 (2012) 

15. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. International Jour-
nal of Computer Vision 60(2), 91–110 (2004) 

16. Mikolajczyk, K.: Detection of local features invariant to affine transformations, Ph.D. the-
sis. Institut National Polytechnique de Grenoble, France (2002) 



Part IV 

Health Informatics 



 

J. Gabriel et al. (Eds.): BIOSTEC 2012, CCIS 357, pp. 311–325, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Multiparameter Sleep Monitoring Using a Depth Camera 

Meng-Chieh Yu1,*, Huan Wu2, Jia-Ling Liou2, Ming-Sui Lee1,2, and Yi-Ping Hung1,2 

1 Graduate Institute of Networking and Multimedia, National Taiwan University, 
Roosevelt Road, Taipei, Taiwan 

monjay.ntu@gmail.com, {mslee,hung}@csie.ntu.edu.tw 
 2 Department of Computer Science and Information Engineering, National Taiwan University, 

Roosevelt Road, Taipei, Taiwan 
{spidey.wu,jalinliou}@gmail.com 

Abstract. In this study, a depth analysis technique was developed to monitor 
user’s breathing rate, sleep position, and body movement while sleeping 
without any physical contact. A cross-section method was proposed to detect 
user’s head and torso from the sequence of depth images. In the experiment, 
eight participants were asked to change the sleep positions (supine and side-
lying) every fifteen breathing cycles on the bed. The results showed that the 
proposed method is promising to detect the head and torso with various 
sleeping postures and body shapes. In addition, a realistic over-night sleep 
monitoring experiment was conducted. The results demonstrated that this 
system is promising to monitor the sleep conditions in realistic sleep conditions 
and the measurement accuracy was better than the first experiment. This study 
is important for providing a non-contact technology to measure multiple sleep 
conditions and assist users in better understanding of his sleep quality. 

Keywords: Non-contact breath measurement, Sleep position, Sleep cycle, Head 
detection, Depth camera. 

1 Introduction 

Sleep is essential for a person’s mental and physical health. Studies indicate that sleep 
plays a critical role in immune function [6], metabolism and endocrine function [25], 
memory, learning [17], and other vital functions. However, there are some sleep dis-
orders, such as sleep apnea, insomnia, hypersomnia, circadian rhythm disorders, 
which might interfere with physical, mental and emotional functioning. For better 
understanding of the sleep problems, many sleep centers and research groups are de-
voted to the sleep study. Polysomnography (PSG) is a multi-parametric test used in 
the study of sleep and as a diagnostic tool in sleep medicine. It monitors many body 
functions including brain activity (EEG), eye movement, muscle activity, heart 
rhythm, and breathing while sleeping [9]. In this study, we focus on the research is-
sues in sleep cycle, sleep breathing, and sleep positions. For sleep cycle measurement, 
EEG monitoring is the most accurate method to detect user’s sleep cycle, including 
the period of non-rapid eye movement (NREM) and rapid eye movement (REM). 
However, it is not convenient to use. In recent years, the motion sensor and pressure 
sensor array are widely used to monitor user’s sleep conditions and body movement 
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while sleeping [11, 20, 30], as well as estimate the sleep cycle and evaluate the sleep 
quality. For breath measurement while sleeping, it is important and mainly used to 
detect the symptom of sleep apnea. Sleep apnea is one of the most important sleep 
disorder characterized by abnormal pauses in breathing or instances of abnormally 
low breathing during sleep. For decades, the breath measurement methods would 
direct contact to the user while monitoring, and it might interfere with the user and 
affect the sleep quality. Although some non-contact breath measurement methods are 
proposed in recent years, such as ultra wideband (UWB) and structured light plethys-
mography (SLP), these still have some measurement limitations. For sleep position, in 
order to prevent the sleep apnea, studies show that side-lying position is the best 
sleeping posture for individuals with sleep apnea [8, 12, 16, 26]. A study analyzed six 
common sleep positions, and concluded that supine positions were more likely to lead 
to snoring and a bad night's sleep [13]. However, to date, there has been relatively 
little research conducted on the measurement of sleep positions. 

In this study, a sleep monitoring system using a depth camera was proposed to 
monitor users’ breathing rate, body movement, and sleep position while sleeping. 
Moreover, we evaluated the measurement accuracy of the system, including the accu-
racy of head and torso detection, breath measurement (compared to the RIP), and 
sleep movement (compared to Actigraphy). Through the experimental results, we 
confirmed that the system could accurately monitor user’s sleep conditions. This pa-
per is structured as follows: The first section deals with the introduction of present 
sleep studies. The second section of the article is a review of several breath measure-
ment methods and activity monitoring while sleeping. The proposed system design is 
described in the third section. The experimental results are demonstrated in section 
four followed by the discussion on some important findings. Finally, conclusion and 
suggestions are given for further research. 

2 Related Work 

Breathing is important while sleeping. There are many breathing-related sleep disord-
ers, such as apnea and hyperventilation syndrome (HVS). Currently, many methods 
are proposed to monitor the breath conditions while sleeping. Most screening tools 
consist of an airflow measuring device, a blood oxygen monitoring device, and the 
respiratory inductance plethysmography (RIP). Thermistor (TH) measurements have 
been traditionally used to determine airflow during PSG studies. It is placed over the 
nose and mouth and infers airflow by sensing differences in the temperature of the 
warmer expired air and the cooler inhaled ambient air. However, low accuracy in 
detecting hypopneas is a major drawback [4]. The pulse oximeter is a medical device 
that monitors the oxygen saturation of user’s blood, and changes in blood volume in 
the skin. Low oxygen levels in the blood often occur with sleep apnea and other respi-
ratory problems [9]. Respiratory Inductance Plethysmography (RIP) measures the 
body movement of chest wall or abdominal wall caused by breathing exercise [7, 29], 
and then the breathing conditions can be estimated accurately. However, most of the 
breath measurement methods are essential to directly contact to the user while mea-
suring, and it might affect the user and decrease the sleep quality. 
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In recent years, some non-contact breath measurement methods are developed. A 
study used a CCD video camera to detect the optical flow of the user in bed [19]. 
PneumaCare [21] developed a non-invasive method called Structured Light Plethys-
mography (SLP), which utilizes the distortion with movement of a structured pattern 
of light to calculate a volume or change in volume of a textured surface. Another 
study conducted an experiment and the results showed that SLP was comparable in 
performance to spirometer [22]. Moreover, slit lights projection [1, 2] is another non-
invasive method which measures the breathing conditions by projecting the near-
infrared multiple slit-light patterns on the user and measuring the breathing status. In 
addition to computer vision-based methods, there is a non-contact method which uses 
ultra wideband (UWB) to measure the breathing status. A study proposed an applica-
tion of UWB radar-based heart and breathing activities for intensive care units and 
conventional hospital beds [24]. Another study used UWB to measure baby’s breath-
ing and heart rate especially in terms of opportune apnea detection and sudden infant 
death syndrome prevention [31]. 

For monitoring the sleep activity through movement, actigraphy has been used to 
study the sleep patterns for over 20 years. Actigraphy is a non-invasive method of 
monitoring human activity cycles [23]. It is useful for determining sleep patterns and 
circadian rhythms. The advantage of actigraphy over traditional PSG is that actigra-
phy can conveniently record the sleep activity [3]. In recent years, many commercial 
products were developed, such as Fitbit, WakeMate, and Actiwatch. In general, these 
products detect the information of time to fall asleep, time to wake up, and totally 
sleeping time. A study evaluated the measurement results of actigraphy and compared 
to PSG, and the experimental results showed that sleep parameters from actigraphy 
corresponded reasonably well to PSG [14]. In addition, there is a non-contact method 
which uses a microphone and an infrared sensor to monitor the sleep status [5]. More-
over, some studies utilize motion sensors (accelerometer, piezoelectric sensor) inside 
the pillow [27] or bed [10, 18] to monitor the sleep movement and sleep positions. 
However, none of related research in our survey has a complete study to provide a 
non-contact and multi-functioning sleep monitoring technique to monitor the sleep 
conditions. In this study, we developed a non-contact sleep monitoring system which 
can monitor user’s sleep position, breathing condition, and body movement in the 
same time. 

3 System Design 

In this study, a cross-section object detection method is proposed to detect user’s head 
and torso using a depth camera. The sleep position, body movement, and breathing 
condition are monitored once the head and torso is detected. The procedure of this 
method is as follows: First, the view transformation is estimated. Then, a median filter 
is adopted to reduce the image noise after view transformation. Next, a cross-section 
method is used to detect user’s head and torso so that the sleep position and body 
movement can be measured. Besides, a breath measurement method is proposed to 
detect the breathing conditions through the movement of the torso. 
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3.1 System Setup 

A depth camera [15] is used to capture the sequence of depth images of the user on 
the bed. The depth camera consists of an infrared laser projector combined with a 
monochrome CMOS sensor, which captures color images and a depth images under 
ambient light condition. In addition, the depth image can also be captured under the 
no-light condition. For the reason of easy setup and preventing the interference with 
the sight view of the user while sleeping, depth camera is placed on the wall behind 
the head instead of suspending from the ceiling. Besides, in order to ensure that the 
user’s head and torso can be captured, and for the issues of breath measurement dis-
tance (the shorter the better), the limitation of sensing distance (larger than 0.8m), the 
depth camera is placed in the distance of 125 cm from the bed. The region between 
gray dotted lines indicates the sight view of the depth camera, and the region between 
yellow lines indicates the sight view of the user. 

3.2 Depth Image Processing 

Although the skeleton of the user body can be extracted easily through Microsoft 
Kinect SDK, the skeleton of body while lying on the bed cannot be extracted easily. It 
is because that the background is too close to the user, and the body might be covered 
by a quilt. In this study, a cross-section method is proposed to detect user’s head and 
torso with a depth camera. We process the depth image signals at the resolution of 
320 pixels in width and 240 pixels in height, and the frame rate is 30 frames per 
second. 

View Transformation. In order to determine the cross-sections of the depth image, 
we would like to transform the camera view from the side view to the top view. To do  
 

 

Fig. 1. Cross-sections of the lying user from top to bottom. Red point indicates the highest 
point of the user. 



 Multiparameter Sleep Monitoring Using a Depth Camera 315 

 

that, we need to calculate bed’s normal vector first. In order to rotate the camera view 
to the top of the bed, three points and one rotate center point need to be specified 
manually. After taking three 3D-points on the bed and using cross product, the system 
could get the normal vector of the bed. Then, these 2D-points could project to 3D-
points in the real world. Then, we proceed to calculate rotation matrix for the bed’s 
normal vector. Once we have the rotation matrix, we can project all 2D points back to 
3D point-cloud. Again, we project it back to 2D depth image. However, it will lose 
some information after rotating the camera view, so a median filter is used to fill emp-
ty holes. Fig. 2b shows the original depth image, and Fig. 2c shows the depth image 
after view transformation. 

Cross-Section. We generate several binary images by setting different thresholds 
starts from the shallowest point of the depth image to the depth of the bed. We gener-
ate cross-sections every 2 cm from top to bottom. Generally, the distance between the 
highest point of the human body and the bed is around 18~28 cm, therefore, there 
would be 9~13 transverse sections of the person from top to bottom. Fig. 1 shows ten 
cross-sections (red line) from the highest point of the red point to the bed. 

Head and Torso Detection. By using connect-component analysis, the components 
from each cross-section can be extracted. The concept of this method is to find out 
spheres in each cross-section. Once there is a circle growing larger from top section to 
bottom section, we assume that it might be a sphere there. So far, this algorithm might 
find other spheres. To decide the highest sphere, we collect each circle’s contribution 
from each section. More circles at the same location means higher probability to have 
sphere there. If sphere candidates have n different locations, the probability that might 
be a sphere at location l is: ∑ #∑ ∑ #  (1) 

In addition to detecting head from single depth image, we need to leverage the advan-
tage of video sequence. Hence, we push every head location found by each frame into 
a queue. Then, we use the same idea to re-locate the highest probability head-like 
sphere. This will avoid some occasional misleading failed detection. Once the head is 
detected, the next step is to detect the torso’s ROI (region-of-interest). We adopt al-
most the same way as detecting the head, but this time we track cuboids rather than 
spheres. However, there is a problem that the pillow might be recognized as a torso. 
Therefore, we reject cuboids if there is a head on it. Fig. 2 shows the processing pro-
cedure of head and torso detection in this system. 

Breath Measurement. The breathing signal can be extracted from the torso ROI once 
we detect the head and torso. While the user is inhaling, his chest wall will expand, 
and the average depth value of the torso ROI will decrease; on the contrary, the aver-
age depth value of the torso ROI will increases while the user is exhaling. Therefore, 
the sequential of the average depth value of the torso ROI is considered as the breath-
ing signal under the premise that the user is sleeping. For breath measurement, a turn-
ing point detection algorithm is proposed. At first, a mean filter is used for reducing 
the noises caused by the sensing deviation and body movements. Then, the turning 
points of the breathing signal are detected using the second derivative method. Final-
ly, in order to eliminate redundant turning points, a dynamic threshold is applied to 
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find the exact peak points and valley points. Fig. 3 shows a fragment of the breathing 
signal (blue line) and the measurement results (vertical gray line) during a realistic 
overnight sleep. While the turning points of the breathing signals are detected, the 
information of the breathing conditions can be figured out easily. The breathing con-
ditions include the breathing rate, breathing depth, breathing stability, inhalation time, 
exhalation time, inhalation/exhalation ratio, and sleep apnea symptoms.  

 

Fig. 2. Depth image Processing Procedure of our system. (a) Captured color image. (b) Cap-
tured depth image. (c) View transformed image. (d) Filtered image. (e) Cross-section image. (f) 
Final result of head/torso detection. 

 

Fig. 3. Breath Measurement. The blue line indicates the raw breathing signals, and the gray 
lines indicate the turning points which we detected. 
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Body Movement. The body movement is defined as the sum of head movement and 
torso movement. The HRt indicates the average depth value of the head ROI in time t, 
and the TRt indicates the average depth value of the head ROI in time t. Then, the 
absolute difference value between two adjacent images frames could be calculated by 
Eq. 2. Mt indicates the movement value of the user in time t.  M |HR HR | |TR TR | (2) 

Sleep Position. In this system, two main sleep positions (supine position and side-
lying position) can be recognized. After the head and torso are detected, the highest 
point of head ROI and torso ROI can be found. Then, the ratio of the highest head 
point to torso point is calculated. Fig. 4 shows the highest point of head ROI (blue 
dot) and torso ROI (red dot) in the side-lying position and supine position. 

 

Fig. 4. Sleep Positions. Red dot indicates the highest point of torso ROI, and blue dot indicates 
the highest point of head ROI 

 

Fig. 5. The distance between the depth camera and the highest point of head ROI and torso ROI 
in two positions (supine and side-lying) and two conditions (sleep with no quilt and sleep with 
a thin quilt) 

Next, the sleep position can be classified according to the ratio defined in equation 
3. In order to find out the threshold to classify the sleep position, an experiment was 
conducted to record five participant’s (two females and three males) highest points of 
head ROI and torso ROI in two sleep positions (side-lying and supine) and two condi-
tions (sleep with no quilt and sleep with a thin quilt) (Fig. 5). The results revealed that 
the distance of the highest head point does not change significantly in different sleep 
positions and conditions. However, the distance of the highest torso point changed 
significantly in different sleep positions. The average ratio is -0.02633 in supine  
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position, and it is 0.0652 in side-lying position. Therefore, the detection threshold of 
sleep position is set to the median value: 0.01. While the ratio is larger than the thre-
shold value, the sleep position is defined as the supine position. Otherwise the sleep 
position is defined as the side-lying position, as shown in Eq. 4. We can observe that 
the standard deviation of the body distance is bigger in side-lying position than others. 
It is because the highest torso points are different for female and male. However, our 
method can also distinguish the sleep position accurately no matter the gender. D D  (3) 0.01 (4) 

3.3 Measurement Limitations 

There are some measurement limitations in this system. First, according to the law of 
rectilinear propagation of light, the depth value cannot be detected while the IR pat-
terns are blocked by objects. From the experiment results, we found that the most 
common problem is that the hand would block some of the depth IR patterns while 
side-lying. It might affect the accuracy of torso detection. Second, the breathing am-
plitude of torso movement would be decreased with the increase of the thickness of 
quilt. According to our test, the average breathing amplitude of the torso movement 
with no quilt is 0.5 cm and it is 0.35 cm while sleeping with a thin quilt. The thickness 
of the thin quilt in our test is 0.6 cm. However, while sleeping with a thick quilt, such 
as thick silk-padding quilts, the system might not accurately detect the torso move-
ment caused by breathing exercise. 

4 Experiments 

Two experiments were conducted to evaluate the measurement accuracy of head/torso 
detection, sleep position, body movement, and breath measurement of this system. 
First experiment was mainly designed to evaluate the measurement reliability for 
different users. Second experiment was designed to evaluate the measurement accura-
cy in realistic overnight-sleep condition. 

4.1 Experiment I: Sleeping Simulation 

Experimental Design. Eight participants volunteered to participate in this experiment 
(five males and three females). The average age is 33.8 years old (SD = 17.6), including 
two sixty-year old participants, five young participants (25~30 years old), and a ten-year 
old participant. The body mass index (BMI) of them is in the range between 
18.6~29.75. In this experiment, participants were asked to lie down on the pillow, and a 
breathing sensor, RIP [28], was used to record the breathing conditions as the ground 
truth. During the experimental procedure, they were asked to change the sleep position 
every fifteen breathing cycles. The procedure of this experiment is in the sequence of 
supine, lying on the right side, supine, lying on the left side, supine, and lying on the  
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right side. Totally, the participant needed to change the sleep position five times. Be-
sides, the experimental procedure needed to be done twice, including a condition that 
the participants sleep with a thin quilt, and a condition that they sleep with no quilt. 
Before each task, participants were reminded not to breathe deliberately. 

Experimental Results. The sleep measurement were divided into four different con-
ditions in this experiment, including two sleep positions (side-lying and supine) and 
two circumstances (sleep with a thin quilt and sleep with no quilt). For each condi-
tion, the total numbers of correct head detection frames were calculated manually as 
well as the total numbers of correct torso detection frames. The average of accurate 
rate and standard deviation in each condition are listed below. The experimental re-
sults showed that while participants slept with no quilt, the measurement accuracy of 
head detection was 98% (SD = 0.036) while in the side-lying position, and it was 
99.3% (SD = 0.018) in the supine position. Moreover, the measurement accuracy of 
torso detection was 91.5% (SD = 0.16) in the side-lying position, and it was 99.3% 
(SD = 0.01) in the supine position. Besides, while participants slept with a thin quilt, 
the measurement accuracy of head detection is 96.7% (SD = 0.11) in the side-lying 
position, and it was 99.5% (SD = 0.02) in the supine position. Moreover, the mea-
surement accuracy of torso detection was 94.5% (SD = 0.1) in the side-lying position, 
and it was 99.5% (SD = 0.008) in the supine position. Overall, the average accurate 
rate was 98.4% in head detection and 96.4% in torso detection. The experimental 
results of head and torso detection are shown in Fig. 6.  

 

Fig. 6. Results of head and torso detection in experiment I 

For breath measurement, the measurement accuracy is defined as the ratio of the 
totally breathing cycles we detected to the totally breathing cycles the RIP system 
detected. The measurement results of the RIP system was regarded as the ground truth 
of the breathing conditions. The experimental results show that while the user sleeps 
with no quilt, the measurement accuracy of breathing rate was 81.9% (SD = 0.11) in 
the side-lying position, and it was 90.4% (SD = 0.07) in the supine position. Moreo-
ver, while the user sleeps with a thin quilt, the measurement accuracy of breathing 
rate was 84.1% (SD = 0.05) in the side-lying position, and it was 88% (SD = 0.08) in 
the supine position. Overall, the average accurate rate of breath measurement was 
86.3%. The experimental results of the breath measurement are shown in Fig. 7. For 
sleep position, the experimental results showed that in the circumstance of sleeping 
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with a thin quilt, the detection accuracy was 100% (N=24) in the side-lying position, 
and it was 100% (N=24) in the supine position. Besides, while the user slept with no 
quilt, the detection accuracy was 95.8% (N=24) in the side-lying position, and it was 
100% (N=24) in the supine position. 

 

Fig. 7. Results of breath measurement in experiment I 

4.2 Experiment I I: Realistic Overnight-Sleep Monitoring 

Experimental Design. The experiment was conducted to ensure that the system could 
monitor the realistic overnight-sleep conditions accurately. A male participant (28 
years-old) volunteered to participate in this experiment. The same as the first experi-
ment, the breathing sensor (RIP) was used to measure the breathing conditions as the 
ground truth. In addition, an actigraphy was used to measure the movement of the 
non-dominant hand while sleeping. There was only one limitation that the participant 
was asked to lie on the pillow. In this experiment, the participant was asked to partici-
pate in a ten-day overnight-sleep monitoring experiment. The experiment did not 
specify the time to go to the bed, the time to getting up, and the totally sleeping time. 
Besides, we required participants to sleep with a thin quilt for five days, and to sleep 
with no quilt for another five days. Participant’s breathing rate, body movement, and 
sleep position were monitored by our method and compared to the RIP and actigra-
phy. Fig. 8 shows one of a realistic overnight-sleep monitoring results in day 3. Fig. 
8a shows the measurement results of breathing rate. Red curve indicates the mea-
surement results of RIP system, and the blue curve indicates the measurement results 
of our system. Lower part of Fig. 8a shows the sleep positions we detected (blue) and 
real condition (red). Fig. 8b shows the movement level detected by an actigraphy, and 
Fig. 8c shows the movement level detected by our system. In this day, the participant 
slept with a thin quilt from 1:30 AM to 4:53 AM. 

Experimental Results. The same with experiment I, the sleep measurement were 
divided into four different conditions, including two sleep positions (side-lying and 
supine) and two sleep circumstances (sleep with a thin quilt and sleep with no quilt). 
Totally, the participant slept 42 hours in ten nights. Following shows the experimental 
results. In the circumstance of sleeping with no quilt, the measurement accuracy of 
head detection was 89.4% (SD = 0.14) in the side-lying position and it was 99.9% 
(SD = 0.0007) in the supine position. Moreover, the measurement accuracy of torso 
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detection was 89.3% (SD = 0.014) in the side-lying position and it was 89.3% (SD = 
0.0003) in the supine position. Besides, in the circumstance of sleeping with a thin 
quilt, the measurement accuracy of head detection was 99.9% (SD = 0.007) in the 
side-lying position and it was 98.8% (SD = 0.17) in the supine position. Moreover, 
the measurement accuracy of torso detection is 99.4% (SD = 0.0003) in the side-lying 
position and it is 99.9% (SD = 0.003) in the supine position. The experimental results 
of head and torso detection are shown in Fig. 9. Overall, the average accurate rate of 
head detection was 96.7% (SD = 0.073), and the average accurate rate of torso detec-
tion was 96.8% (SD = 0.031).  
 

 

Fig. 8. A Realistic Overnight-Sleep Monitoring. Red color indicates the ground truth measured 
by RIP and actigraphy, and the blue color indicates the results of our system. (a) The results of 
breathing rate and sleep positions. (b) The movement level detected by an actigraphy. (c) The 
movement level detected by our system. 

  

Fig. 9. Measurement results of head and torso detection in experiment II 

For body movement, the times of the movement events in our method and actigra-
phy were compared. According to the observation, we observed that big body move-
ment can be measured both in our system and actigraphy, such as the event of turning 
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over the body. Besides, micro-movement could be measured, (see Fig. 8b and 8c). For 
breath measurement, the measurement accuracy of breathing rate was 89.7% (SD = 
0.05) in the side-lying position and it was 92.8% (SD = 0.05) in the supine position in 
the circumstance of sleeping with no quilt Moreover, the measurement accuracy of 
breathing rate was 92.4% (SD = 0.07) in the side-lying position, and it was 92.7% 
(SD = 0.07) in the supine position. Overall, the average accurate rate of breath mea-
surement was 92.03% (SD = 0.044). The comparison of the breath measurement in 
these different conditions is shown in Fig. 10. 

For sleep position, the experimental results showed that in the circumstance of 
sleeping with a thin quilt, the detection accuracy was 94.7% (N=19) in the side-lying 
position, and it was 100% (N=21) in the supine position. Besides, while the user slept 
with no quilt, the detection accuracy was 88.23% (N=17) in the side-lying position, 
and it was 100% (N=20) in the supine position. 
 

  

Fig. 10. Measurement results of breath measurement in experiment II 

5 Discussions 

The aim of this section is to summarize, analyze and discuss the results of experi-
ments and give guidelines for the future developments. 

5.1 Head/Torso Detection 

From the experimental results of head and torso detection, we observed some issues 
worthy of discussion. First, while the user slept with a thin quilt, the overall detection 
accuracy of torso was better than uncovered. One reason might be that the thin quilt 
could smooth the shape of the torso, and enhance the measurement accuracy. Second, 
we found that the gesture might affect the head detection. In this system, the head and 
torso could be detected accurately under the premise that the shape of the head or 
torso is not overlapped by hand or other objects. Fig. 11a and 11b show two special 
sleep gestures that can be detected accurately. It is because that the shape of the head 
is not overlapped. However, there are some conditions that the head or torso could not 
be detected well. According to the observation, we found that the head could not be 
detected well while the user is scratching (Fig. 11c and 11d). In this condition, the 
shape of the head might be changed and no longer a sphere contour. In this case, the 
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over the body frequently, and the participant was almost in static condition in experi-
ment II. That’s the reason that the measurement accuracy of breathing is lower in expe-
riment I than in experiment II. One possible solution method is to suspend the breathing 
measurement while the user is moving. 

6 Conclusions 

In this study, we proposed a depth image sequence analysis technique to monitor 
user’s sleep position, body movement, and breathing rate on the bed without any 
physical contact. A depth image-based processing method is proposed to monitor the 
sleeping conditions. The results of experimental I showed that the proposed method is 
promising to detect the head and torso with various sleeping postures and body 
shapes. The results of experimental II showed that the system can accurately monitor 
the sleeping conditions. Therefore, we confirm that the system could provide relevant 
sleep information and sleep report to the user. Furthermore, the sleep parameters 
which we detected can provide to the sleep center to diagnose the sleep problems. 
This study is important for providing a non-contact technology to measure the sleep 
conditions and assist users in better understanding of his sleep quality. In the future, 
we expect to detect more sleeping conditions and solve some measurement limita-
tions, such as the problems of overlapping. Besides, we will develop a multimedia 
feedback sleep-assisted system which can detect the breathing status and provide 
appropriate sleeping guidance in real time to help users shorten the time to fall asleep. 
In addition, a web-based browser will be developed to provide the personalized sleep-
ing information to the user. 
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Abstract. Chronic obstructive pulmonary disease (COPD) and coronary ar-
tery disease are severe diseases with increasing prevalence. Studies show 
that regular endurance exercise training affects the health state of patients 
positively. Heart Rate (HR) is an important parameter that helps physicians 
and (tele-) rehabilitation systems to assess and control exercise training in-
tensity and to ensure the patients’ safety during the training. On the basis of 
668 training sessions (325 F, 343 M), we created linear models predicting 
the training HR during five application scenarios. Personal Health Records 
(PHRs) are tools to support users to enter, manage and share their own 
health data, but usage of current products suffers under interoperability and 
acceptance problems. To overcome these problems, we implemented a PHR 
that is physically localized in the user’s home environment and that uses the 
predictive linear models to support physicians during the training plan crea-
tion process. The prediction accuracy of the model varies with a median root 
mean square error (RMSE) of ≈11 during the training plan creation scenario 
up to ≈3.2 in the scenario where the prediction takes place at the beginning 
of a training phase. 

Keywords: Modeling, Heart rate, Prediction, Personal health record, 
Cardiopulmonary rehabilitation. 
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1 Introduction 

1.1 Background 

Patients with chronic obstructive pulmonary disease (COPD) are suffering from the 
consequences of a chronic inflammation of their pulmonary system. This leads to an 
obstruction of the bronchi that causes airflow limitation and shortness of breath. Of-
ten, immobility and social isolation are the consequences, which in turn reinforce the 
degeneration of muscle mass and aggravate the symptoms. The Global Initiative for 
Chronic Obstructive Lung Disease (GOLD) summarizes: “COPD is the fourth leading 
cause of death in the world and further increases in its prevalence and mortality can 
be predicted in the coming decades” [1]. Just the direct medical costs attributable to 
COPD were estimated at $49.5 billion in the US [2]. 

Beside the pharmacological treatment, an important part of therapy is regular endur-
ance training. Pulmonary rehabilitation training improves physical capacity, reduces 
breathlessness, reduces the number of hospitalizations and increases the quality of life 
[1]. The cost of continuous monitoring of these training sessions in clinics is high and 
additionally requires the patient to travel to a clinic for each single session. Performing 
the rehabilitation training at home can raise the patients' compliance and reduce costs. 

Another unsolved problem in today’s healthcare systems is the connection and data 
exchange between these different actors over the borders of institutions and health 
care sectors. Especially for COPD it is recommended to involve lounge specialists, 
nutritionists, psychologists, and family doctors to ensure an optimal treatment. In 
addition the patient should be involved in his own treatment and is although the only 
one who could provide data about the own sleeping behavior, nutrition, tobacco con-
sume, and sport activities. 

1.2 Related Work 

To ensure a safe telerehabilitation at home, the detection of abnormal events during 
the training session and an autonomous training control are critical prerequisites. 
Nearly all the existing detection and control algorithms compare the patient’s “is” 
state with the “should” state. Therefore different sets of vital signs are used as an 
indicator to derive the health state of the patient, which reflects the training intensity.  

Achten and Jeukendrup summarized current research achievements in the field of 
heart rate monitoring in 2003 and state: “…the most important application of HR 
monitoring is to evaluate the intensity of the exercise performed” [3]. They conclude 
that the important influence factors on HR are age, gender, environmental tempera-
ture, hydration and altitude. They estimated the day-to-day variance under controlled 
conditions to be 2-4 beats per minute (bpm). 

Different techniques have been proposed for controlling the training performance 
and to raise alarms on basis of HR. Velikic et al. used data from an accelerometer for 
a comparison of different models (linear, non-linear, Kalman filter) for HR prediction 
of healthy subjects and such with congestive heart failure [4]. The two linear models 
delivered the best results for a short term prediction of 20 minutes. Su et al. intro-
duced a model to control HR during treadmill exercise [5]. Further approaches for the 
same application were provided by Cheng et al. [6] and Mazenc et al. [7]. Neither 
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have any of these models been checked for their applicability to cardiopulmonary 
patients nor do specialized HR models exist for these.  

Song et al. introduced a set of rules to control the training performance of COPD 
patients, Nee et al. used Bayesian networks for an adaptive alert system for patients 
with heart issues [8], Schulze et al. used Bayesian networks for the training control of 
COPD patients [9]. These machine learning based approaches showed to be well 
suited for adapting systems to the individual differences between users, but they have 
to be trained first. The rule based system is a more abstract definition that fits for most 
of the users, but uses hard coded thresholds which are not individualized. There exists 
no model that can be used to define individual reference values for the rule based 
thresholds or initial / start values for the machine learning based approaches. 

Individualized models have to be able to take all values into account, which may 
be relevant for the prediction. Multiple professional maintained Electronic Patient 
Records (EPRs) containing data from one patient are typically maintained in several 
different health service institutions, storing different data in different formats and 
providing a variety of proprietary interfaces. The user controlled Personal Health 
Record (PHR) is meant to overcome these limitations by providing standardized 
communication interfaces, thus enabling data exchange in the course of medical 
treatments among various institutions. 

Many PHR products with a wide range of features were introduced in the last ten 
years, but lately some of the big companies removed their products from the market 
(e.g. Google Health, ICW LifeSensor), because the usage fell short of the expecta-
tions. In [10] the Markle Foundation introduced PHR architectures. The typical archi-
tecture for PHRs is a web-based third-party tethered PHR, where a user enters and 
uploads his health related data to a web server, which is maintained by private com-
panies like Microsoft or Google. A survey of the California HealthCare Foundation 
[11] revealed that 55 percent of patients with chronic conditions are concerned about 
the confidentially of their health data. As privacy concerns inhibit the adoption of 
PHRs, it is critical to obtain broader acceptance. Interoperability is a critical prerequi-
site to connect the users PHR with professional EPRs, where most of the user´s health 
data is stored. We compared web-based PHR products in [12] and found that only a 
minority of the existing PHR systems make use of existing standards that enable inte-
roperability for data exchange. 

1.3 Aim and Scope 

HR is an important vital parameter and thereby an important indicator of a patients 
physical state during rehabilitation training [13]. The knowledge about factors that 
have an influence on the exercise physiology might help physicians and autonomous 
systems to take this information into account when deciding how much load a patient 
can undergo during a training session. Hence it could be used to support creation and 
optimization of training schedules and during the current training session itself to 
derive the future course. 

A difference between the predicted trend of a normal training and a measured heart 
rate may give a hint on a potentially abnormal development and thereby help to detect 
critical states before they occur. This is especially important in telerehabilitation  
settings, where patient’s train under unsupervised conditions at home (see [14, [15]). 
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The first aim of our research, which is presented in this paper, is to introduce a model 
which predicts the patients HR on basis of information about the patient and the envi-
ronment. Secondly, we present a PHR system that uses a standardized data exchange 
to parameterize the HR model by combining professional and user generated informa-
tion. The system also has the potential to overcome the acceptance problems of exist-
ing PHRs, by giving users the physical control about their health data. 

2 Methods 

2.1 Characteristics and Preparation of the Model Data  

The data for the heart rate prediction model was obtained during outpatient rehabilita-
tion from cardiopulmonary patients with NYHA 1-2 and COPD level 2-3. The only 
exclusion criterion was the inability to perform training. 

We started with an original dataset of 164 patients (82 W, 82 M) and 1201 training 
sessions, which were collected between July and September 2009 in the exercise 
training center of the Medical School Hannover in addition to regular ambulatory 
training sessions. Patients performed their sessions twice a week, whereas in mean 
each patient performed ~8 training sessions (± 7.7). HR was obtained on basis of elec-
trocardiogram (ECG) data. The following additional data was available: 

• Patient demographics: age, sex 

• Training data: date and time, duration, load  

• Vital signs data: resting HR before training, recovery HR after training, blood 
pressure (BP) (rest, load, recovery – systolic and diastolic), Borg value [16] (used 
scale 6-20), HR during the whole training (sample rate ≈ 1 Hz.). 

 

Fig. 1. Sample training session with heart rate, training load and distinction into the four train-
ing phases 
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2.2 Model Creation 

For the integration of the predictive model into existing training systems the set of 
potential predictors (input variables which explain a significant part of the response 
variable) varies depending on the point in time and the use case. 

We designed five different scenarios with expanding/extending datasets, which 
represent typical settings of telerehabilitation training and ive training in clinics. The 
first scenario describes a situation before training when the schedule is created, but no 
reliable weather forecast is available (approximately three days before the training day). 
The second scenario includes the weather forecast. In the third scenario the patient al-
ready wears the sensors, but the training has not yet been started. The fourth scenario 
depicts an ongoing training and the prediction includes data that was gathered during 
previous completed training phases. To provide an example, the average heart rate of 
the warm up plateau phase can be included into the dataset for the load phase. The fifth 
scenario describes the situation after the training and does also include data like the 
subjective perceived exertion of the patient expressed on the Borg scale. 

The following list is sorted in ascending order by the number of predictors availa-
ble and the time in relation to the training session. Each scenario expands the predic-
tor set of the previous one:  

• Scenario S1 (training plan creation): patient demographics and training plan data 
(load, duration of each phase)  

• Scenario S2 (training plan creation few days before the training day): weather data 

• Scenario S3 (at the beginning of the training): resting HR, resting BP 

• Scenario S4 (during the training): average HR of the former phase, HR at the end 
of the former phase, BP during the load phase (phase three) 

• Scenario S5 (after the training): average HR of current training phase, average HR 
of load phase, average HR of all phases, recovery pulse, recovery BP, average of all 
BP values, Borg value 

The final list of predictors for scenario five included 24 items (see table 1). 
To build a hypothesis about which values have a relevant influence on the HR, we 

used a stepwise regression analysis [17]. This algorithmic approach performs a multi-
linear regression and determines a model, by adding or removing the variable with the 
highest or lowest correlation of the model’s F-statistics stepwisely. 

So the variable with the highest chance of explaining the variance of the given 
normally distributed data set is added to the model, when the correlation is big enough 
to reject the null hypothesis. This is done until all variables with significant influence 
(predictors) have been added and all variables with non-significant influence have 
been removed from the final model. We used the standard entrance and exit toler-
ances of p ≤ 0.05 and p ≥ 0.10 for the model. Additionally, we performed chi-square 
tests to confirm the normal distribution of the HR dataset. 

The stepwise regression determines a set of coefficients (Bi) and an intercept (also 
called constant term) (c) as result. Together with a number of given predictor values (Xi) 
it yields a linear combination of the following form to calculate the response variable (Y): 

Y =  c + b1 x1 + b2 x2 ... + bi xi (1) 

We created such a submodel for each training phase (warm up plateau, warm up 
ramp, training and cool down) to reflect the different physiological targets. These four 
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submodels were then concatenated to a complete model for one training session (see 
Fig. 2). This also simplified the comparison to the real HR of the training sessions 
used for validation. 

2.3 Model Evaluation 

To determine the quality of our model and to prevent overfitting, we performed a 2-
fold cross-validation. We divided the dataset into two parts d0 and d1. Both parts were 
of the same size and contained randomly selected training sessions (n=334) from the 
dataset. First, we used d0 to train the model and validated it against the d1 dataset then 
we performed this procedure vice versa. 

We calculated the root mean square error (RMSE) which quantifies the deviation 
between measured and predicted heart rate over a whole training. 

It is not easy to determine, which predictor of the resulting model explains which 
part of the response variable, as each added predictor depends on the former one. To 
uncover which predictors are of and have to be stored in the PHR, we measured the 
percental improvement of the RMSE when a predictor is added to the model in rela-
tion to the former one. 

Table 1. Mean contribution of the predictors on the scenario (S1-S5) model. All values 
represent the improvement of the former RMSE in percent by addition of a predictor during 
stepwise regression. The “-” symbol denotes that a predictor is not available in the given 
scenario. The calculated average influence of a predictor is shown in column “Overall”. The 
order of these values is additionally illustrated by a rank order in the last column. 

Predictor S1 S2 S3 S4 S5 Overall Rank 
Age 11.032 11.032 11.112 9.002 8.018 10.040 3 

Gender 0.754 0.754 0.745 0.156 0 0.482 8 
Load 0.368 0.368 5.556 0.646 0.078 1.403 6 

Overall training duration 0.065 0.065 0 0 0 0.026 12 
Duration of current training phase 0.040 0.040 0.015 0.019 0.011 0.025 13 

Air pressure - 0.023 0.013 0.141 0.136 0.079 11 
Temperature - 0 0 0 0 0 - 

Humidity - 0 0 0.059 0 0.015 14 
Resting HR - - 40.990 7.154 5.268 17.804 2 

Resting BP systolic - - 0.494 0.118 0.119 0.244 9 
Resting BP diastolic - - 0 0 0.086 0.029 11 

Average HR of former phase - - - 57.064 54.3 55.682 1 
Load phase BP systolic - - - 0 0.005 0.003 16 

HR at the end of former phase - - - 0 0.027 0.013 15 
Load phase BP diastolic - - - 0 0 0 - 

Average HR of current phase - - - - 5.648 5.648 4 
Average HR of load phase - - - - 3.548 3.548 5 

Recovery pulse - - - - 0.683 0.683 7 
Recovery BP diastolic - - - - 0.122 0.122 10 

Borg value - - - - 0 0 - 
Average HR of all phases - - - - 0 0 - 

Average of all BP values systolic - - - - 0 0 - 
Average of all BP values diastolic - - - - 0 0 - 

Recovery BP systolic - - - - 0 0 - 
Total number of predictors 5 8 11 15 24   
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2.4 Personal Health Record System 

To provide a data source that is both highly available for the patient and always under 
his full control, our approach physically locates the PHR in the user's home environ-
ment where it can be installed on normal PCs as well as on selected set top boxes. It is 
important to allow the user to disable any access to the PHR from outside (e.g. by 
appropriately configuring the system or by simply keeping it off the Internet connec-
tion) to achieve higher acceptance, than a fully Internet-based system with remote 
data storage at an “unknown”' location outside the control of the user would. 

Because the medical models such as the HR model requiring interoperability with 
different systems, it is important to choose appropriate standards for data storage and 
communication. The “Integrating the Healthcare Enterprise” (IHE) initiative works on 
improving the way computer systems in healthcare share information [18]. IHE does 
not define new standards but uses and combines existing ones in support of specific 
use cases. IHE is mainly involved with the professional side, but has defined an inte-
gration profile based on the Clinical Document Architecture (CDA) that describes the 
information exchange between EPRs and PHRs, named Exchange of Personal Health 
Record Content (XPHR) [19]. 

XPHR documents can be bound to one of IHE's transport profiles describing how a 
standards-based communication between EPR and PHR is implemented. There are 
three such IHE profiles for the exchange of documents: Cross-enterprise Document 
Sharing (XDS) uses a central registry and repository infrastructure, which is not 
available yet in most countries. Cross-enterprise Document Reliable Interchange 
(XDR) describes a point-to-point document exchange using secure Web Services and 
E-Mail. Cross-Enterprise Document Media Interchange (XDM) allows users to ex-
change data through media such as USB sticks or CD-Rs (see [20]). 

We have implemented XPHR as content profile and XDM as transport profile for 
the interoperable document exchange. This strengthens the approach to give the user 
the physical control about the own health data. Relevant predictors have been prede-
termined in the model creation process and can be either transmitted through standar-
dized medical documents or entered directly in the PHR by physicians and patients. 

3 Results 

We modeled the four stages of a training session (one for each training phase) for the 
five different scenarios and determined the weighted RMSE to quantify the error of 
each model (see Fig. 2). As a proof of concept we implemented a training schedule 
definition in the PHR that uses the S1 and S2 models to predict the patient’s HR dur-
ing the creation of the schedule (see Fig. 3). 

Table 1 shows the contribution of different predictors to the model and their effect 
on the RMSE. Because of their naturally high correlation (also known as multicolli-
nearity) it is no surprise that four of the first five predictors have a high impact on the 
model. Important other predictors are age and load (Overall>1.4). The only predictor 
from the weather data is the air pressure with just a very small influence of ≈0.08%. 
Most of the different blood pressure values and the Borg value have no impact on the 
model. 



334 A. Helmer et al. 

 

 

Fig. 3. Training schedule definition with integrated heart rate prediction in the PHR 

Table 2 shows the accuracy of the prediction. For the calculation of average and 
median over the complete training the phases are weighted by their duration. 

The RMSE for scenario S1 and S2 is similar (mean ≈12.3 and median ≈11.1). This 
also shows that the available weather data has nearly no effect on HR prediction. With 
an average HR of ≈98.4 bpm over all training sessions, this is equivalent to a relative 
mean error of ≈12.5%. The third scenario shows an average and median error of ≈8.5 
and ≈6.1 which corresponds to a relative mean error of ≈8.6%. The difference be-
tween the average and mean error suggests that there are some outlier trainings that 
have a strong influence on the average error. 

Due to the additional predictors in S3, the median error is almost reduced to 50% 
compared to S2. The main reason for this strong improvement is one dominating pre-
dictor: the resting heart rate (see table 1). The overall ranking of this predictor is dom-
inated by its S3 value of ≈41%. This strongly increases the average value where the 
values are much lower in S4 (≈7.2%) and S5 (≈5.3%). This might be caused by the 
dependence between resting HR and the average HR of the former phase. The latter 
seems to be the better predictor. 

S3 is also the scenario in which the training load has by far the highest influence 
(≈5.6%) with a distance of 5% to the next smaller value in S4 (≈0.6%). A plausible 
explanation for this value might be that training sessions with cardiopulmonary pa-
tients are generally conducted at a very low load of ≈35 watt on cycle ergometers. 
Therefore the leg movement might have a stronger influence on the real training load, 
than the selected load of the bicycle ergometer. 

S4 / S5 are further increasing the precision of the prediction (mean ≈4.7 / ≈4.9, 
median ≈3.2 / ≈3.5 in table 2) with an average relative error of ≈4.8% / ≈5%. This is 
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mainly caused by time-near HR-based values (average HR of former ≈55.7% and 
current phase ≈5.6%). 

Although more predictors contribute to scenario S5 a higher prediction error is cal-
culated compared to S4, whereas it was vice versa during the model building process 
(≈1.56 improvement for the mean and ≈0.93 for the median RMSE). This is an indica-
tor for overfitting of the S5 model, which might occur due to the usage of too many 
explanatory variables. 

Table 2. Mean error of the prediction. All values refer to the RMSE of the model in relation to 
the real HR. 

Scenario Phase 1 Phase 2 Phase 3 Phase 4 Average Median
S1 11.448 10.267 12.079 12.954 12.254 11.069 
S2 11.443 10.267 12.079 12.986 12.260 11.084 
S3 5.528 6.514 8.528 9.561 8.498 6.068 
S4 4.347 3.636 4.637 6.572 4.733 3.266 
S5 4.762 2.940 4.734 5.281 4.906 3.542 

4 Discussion 

The stepwise regression algorithm leads to a local optimum which is not necessarily 
the global optimum. A stepwise addition of variables decreases the models’ RMSE. 
When using only the RMSE as an indicator for the degree of influence for each indi-
vidual predictor this has the disadvantage, that a later added predictor may have less 
influence, because a part of his improvement is already explained by the previously 
added variable. Thereby the result depends on the order of the steps and could lead to 
a suboptimal model when applied to highly correlated variables (like systolic and 
diastolic BP).  

Therefore a stepwise regression can never replace expert knowledge. On a statis-
tical level, we want to improve the model by performing a factor analysis that will 
reduce the number of predictors and provide a better knowledge about their correla-
tion to each other. This might also eliminate the potential overfitting of S5 and enable 
the transfer to other training modalities. 

The accuracy of our model strongly depends on the scenario and the associated da-
ta items. The first scenario takes place during the training plan creation and the calcu-
lated model shows the highest error. This result might still be good enough to gain an 
impression about HR development of a common cardiopulmonary patient during 
training time. We believe that the error of this scenario can be improved by adding 
further predictors related to the patients metabolic response like weight, medication 
and information about the current training state. 

The available weather data only had a minor influence and lowers the precision of 
the model. This may reflect the fact that weather has no direct influence on the patient 
when he trains in a tempered environment. However, that does not mean that the di-
rect environment has no influence at all. We want to examine this by the measurement 
of the conditions inside the training area. Furthermore we are going to examine if the 
weather indirectly affects the Borg value, another very important value to control the 
intensity of the rehabilitation training. 
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The influence of the resting HR at the beginning of a training in S3 leads to a good 
precision of the model during the training itself. This predictor is probably influenced 
by many other, hard to measure variables like medical treatment, stress, dehydration 
and coffee consumption, which might have a strong impact on the metabolic system. 
This leads to the unexpected observation that the given blood pressure values show 
only a very small effect on the HR. Blood pressure kinetics are in close relationship to 
HR, but not to absolute values, due to antihypertensive treatment in most patient’s. 

The prediction can be used to estimate the patient’s physical state on the day of 
testing and thereby help to define an appropriate training intensity before the training 
starts. 

The phase-wise prediction in S4 during the runtime of the training shows a relative 
error below 5%. This should be precise enough to robustly detect abnormal HR de-
velopments and calculate the optimal load for the next phase. In future we will focus 
on the analysis of other time dynamic predictors that might increase the model accu-
racy and also facilitate high refresh rates without the abstract distinction between 
training phases. 

Integration of the first two HR models into the PHR showed to be a promising way 
to bring them into application. Key challenges for the adoption have been addressed 
by the implementation of standards and by localizing the system in the user’s own 
home to avoid acceptance problems. Whether this concept is successful also depends 
on future backup solutions of the PHR’s health data and the access models that have 
to be implemented, when such a system will be integrated into existing health infra-
structures. 

5 Conclusions 

We created a statistical model to predict HR as an important vital parameter for the 
rehabilitation training of cardiopulmonary patients and integrated it into a PHR that is 
localized in the user’s home to overcome acceptance and interoperability problems. 
We considered demographic data, training plan information, vital parameters and 
weather information as potential predictors and classified them into five aim-specific 
scenarios where they can be used as individualized initial or reference values to para-
meterize alert or training control algorithms. The implementation of the first two ap-
plication scenarios into the training plan creation of the PHR was presented as a proof 
of concept for the integration of the model. The validation of the model revealed that 
weather and the measured blood pressure have nearly no direct influence on HR. Age 
and previously measured HR based variables like the resting HR strongly influence 
the responding HR. 

The models prediction results in an overall low error of ≈11 bpm in median, when 
used for the creation of a training schedule (scenario 1). The error is reduced by about 
50%, when the model is used for prediction at the beginning of a training session. The 
error decreases to less thanthe significance level when the model is used during a 
training to predict HR at the beginning of each of the four training phases. This makes 
it potentially suitable to detect critical situations before they appear. 

The precision of the prediction might be improved by additionally including expert 
knowledge and further statistical methods, but it already serves as a good basis for the 
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integration of HR predictive mechanisms into training related systems such as the 
training plan creation in the PHR and might potentially increase the safety and effi-
ciency during the rehabilitation training of cardiopulmonary patients. 
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Abstract. The introduction of new emerging healthcare models, such as pa-
tient-centered care, pharmaceutical care, and chronic care model, are changing 
how people think about health and of patients themselves These healthcare 
models need technology solutions that support the co-operation within patient’s 
healthcare team, provide a platform for sharing patient’s healthcare data among 
the healthcare team, and provide a mechanism for disseminating relevant educa-
tional material for the patient and the healthcare team. Unfortunately current 
health information technology solutions only provide the connection between 
patients and healthcare providers, and thus do not support the new emerging 
healthcare models. Instead, cloud-based healthcare delivery models will poten-
tially have more impact on developing appropriate technology for the new 
healthcare models. In this paper, we describe our work on designing a personal 
health information system, which supports patient remote monitoring and the 
new emerging healthcare models as well. The key idea is to develop the system 
by integrating relevant e-health tools through a shared ontology and to exploit 
the flexibility of cloud computing in its implementation. In developing the on-
tology we have used semantic web technologies such as OWL and RDF. 

Keywords: Remote patient monitoring, Personal health systems, Healthcare 
models, Cloud computing, Semantic web, Ontologies, OWL, RDF. 

1 Introduction 

Cloud computing represents new way of delivering information technology: anyone 
with a suitable Internet connection and a standard browser can access an application 
in a cloud. In addition, cloud computing allows for more efficient computing by cen-
tralizing storage, memory, processing and bandwidth. 

However, in spite of the widespread adoption of cloud computing by most indus-
tries, the healthcare sector has been rather slow in adopting cloud-based solutions. 
Slow adoption in healthcare sector is partially due to concerns about data security and 
compliance with key regulations, which defines numerous offenses relating to health 
care and sets civil and criminal penalties for them. 

Making sure that data security and compliance with key regulations are met, cloud 
computing will provide significant benefits to healthcare organizations and help them 



340 J. Puustjärvi and L. Puustjärvi 

 

improve patient care. It also promotes the introduction of new healthcare delivery 
models that will make healthcare more efficient and effective. 

The introduction of new emerging healthcare models, such as patient-centered 
care, pharmaceutical care, and chronic care model, are changing how people think 
about health and of patients themselves. 

Patient-centered care [1, 2, 3] emphasizes the coordination and integration of 
care, and the use of appropriate information, communication, and education technolo-
gies in connecting patients, caregivers, physicians, nurses, and others into a healthcare 
team where health system supports and encourages cooperation among team mem-
bers. It is based on the assumption that physicians, patients and their families have the 
ability to obtain and understand health information and services, and make appropri-
ate health decisions [4]. This in turn requires that health information should be pre-
sented according to individuals understanding and abilities [5]. 

Pharmaceutical care emphasizes the movement of pharmacy practice away from 
its original role on drug supply towards a more inclusive focus on patient care [6, 7, 
8]. It emphasizes the responsible provision of drug therapy for the purpose of achiev-
ing definite outcomes that improve patient’s quality of life [9, 10]. 

Chronic care model [11, 12] emphasizes patients’ long-term healthcare needs as a 
counterweight to the attention typically paid to acute short-term, and emergency care. 
In this sense, the traditional care models are not appropriate as the patients with 
chronic illness do not receive enough information about their condition, and they are 
not supported in caring themselves after they leave the doctor’s office or hospital. 

Patient remote monitoring and home telehealth technologies provide a variety of 
tools for patients to take an active role in the management of their chronic diseases. 
Especially, the ability to monitor and interact with patient from a distance by exploit-
ing electronic devices to record and send the measurements of patients’ vital signs to 
a caregiver has been a key technology in fostering patients’ ability to receive care at 
home. Earlier the only reliable means of controlling such measurements has been for 
a medical professional to take them directly, or for a patient to be constantly moni-
tored in hospital, which would normally only happen once the patient has become 
seriously ill. 

The new technologies and principle of practicing medicine holds significant prom-
ise of improving on major health care delivery problems. However, there are many 
functions in the patient-centered care, pharmaceutical care and chronic care models 
that the home telehealth devices and the e-heath tools such as personal health records 
do not support. 

For example, patients that are out of hospital or who are left hospital often have 
concerns about their medicines, and so there is strong demand for extending the func-
tionalities of home telehealth devices by the functions of pharmaceutical care. Neither 
the current e-heath tools support the coordination of the care, nor the social connec-
tions among the members of patient’s healthcare team. They also fail in providing 
comprehensive access to patient’s health data and in promoting patient’s medical 
education. 

Inspired by the (semantic) web technologies and the flexibility of cloud compu-
ting, we have studied their suitability for supporting the emerging healthcare models. 
Our studies have indicated that Personal Health Information Systems (PHIS) should 
support the functionalities of many traditional e-health tools such as remote patient 
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monitors, personal health records, health-oriented blogs, and health-oriented informa-
tion servers. It is also turned out that by gathering these functionalities into one sys-
tem we can achieve synergy, i.e., achieve functionalities that would not be obtainable 
by any of the e-health tools independently. 

In gathering the functionalities we have adapted the ideas of knowledge centric 
organizations to PHIS, i.e., we have revolved the e-health tools around a health 
oriented knowledge base. So, all the e-heath tools share patient’s health data. Further 
by exploiting the characteristics provided by cloud computing we can easily ensure 
the interoperation of patient’s healthcare team: accessing the PHIS requires only in-
ternet connection. Instead of the prevailing systems provided by healthcare organiza-
tions do not provide appropriate technology for co-operation as their use is devoted to 
organization’s healthcare personnel only. 

The rest of the paper is organized as follows. First, in Section 2, we motivate our 
work by considering the recent advances in patient remote monitoring. Then, in Sec-
tion 3, we present the requirements of PHIS that we have derived from emerging 
healthcare models, and then, in Section 4, we analyze the suitability of cloud compu-
ting for satisfying these requirements. In Section 5, we present the architecture of the 
knowledge oriented PHIS and the PHIS-ontology that is shared by the e-health tools. 
In Section 6 we describe how the PHIS-ontology can be exploited in promoting pa-
tient’s medical education and in delivering relevant information within patient’s 
healthcare team. In Section 7, we illustrate how XSLT-transformations is used in 
transforming XML-coded medical data in the format that is compliant with the PHIS-
ontology. Finally Section 8 concludes the paper by discussing the challenges of our 
solutions as well as our future research. 

2 Remote Patient Monitoring 

Telemedicine is the use of medical information exchanged from one site to another 
via communications to improve a patient's [13]. Telemedicine is viewed as a cost-
effective alternative to the more traditional face-to-face way of providing medical 
care [14]. 

Telemedicine can be broken into three main categories: store-and-forward, inter-
active services and remote patient monitoring. 

• Store-and-forward telemedicine involves acquiring medical data and then transmit-
ting this data to the system that is accessible to patient’s physician. So it does not 
require the presence of patient and physician at the same time. 

• Interactive services provide real-time interactions between patient and physician. It 
includes phone conversations, online communication and home visits. 

• Remote monitoring enables medical professionals to monitor a patient remotely 
using various technological devices. Remote monitoring is above all used for manag-
ing chronic diseases such as heart disease, diabetes and asthma. 

Nowadays remote patient monitoring technologies are becoming a more sophisti-
cated, integrated, and systematic approach to healthcare that can be personalized  
to each patient’s medical needs. In particular, Personal Health Systems (PHSs)  
go beyond the simple remote patient monitoring systems in that they enable the  
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supports only partially these requirements as the usage of the clinical information 
system is isolated from third parties such as from patient’s family members. 

Apart from the co-operation support, the member’s of patient’s healthcare team 
should have a seamless access to patient’s health data, which is usually stored in elec-
tronic health record (EHR) [15] or personal health records (PHR) [16]. The former is 
managed by medical authorities while the latter managed by the patient and all that 
are authorized by the patient are allowed to access it [17]. Hence patient’s PHR, 
which in our architecture is a component of the PHIS, has a central role to support 
emerging healthcare models. 

4 Cloud-Based PHIS 

Cloud computing is a technology that uses the Internet and central remote servers to 
maintain data and applications [18]. It is an evaluation of the widespread adoption of 
virtualization, service oriented architecture and utility computing. The name cloud 
computing was originally inspired by the cloud symbol that's often used to represent 
the internet in diagrams. 

Cloud computing allows consumers and businesses to use applications without in-
stallation, and they can access their personal files at any computer with internet 
access. This technology allows for more efficient computing by centralizing storage, 
memory, processing and bandwidth. Further, unlike traditional hosting it provides the 
following useful characteristics: 

• The resources of the cloud can be used on demand, typically by the minutes. 

• The used resources are easily scalable in the sense that users can have as much or 
as little of a service as they want at any given time. 

• The resources are fully managed by the provider. The consumer does not need any 
complex resource, only a personal computer with internet access. 

Software as a service (SaaS), is a type of cloud computing. In this service model, a 
service provider licenses an application to customers either as a service on demand, 
through a subscription, in a "pay-as-you-go" model, or at no charge [19]. The SaaS 
model to application delivery is part of the utility computing model where all of the 
technology is in the "cloud" accessed over the internet as a service. 

There are various architectural ways for implementing the SaaS model including 
the followings [18]: 

• Each customer has a customized version of the hosted application that runs as its 
own instance on the host's servers. 

• Many customers use separate instances of the same application code. 

• A single program instance serves all customers. 

In the case of PHISs the required computation is rather small compared to traditional 
business applications and thus the last mentioned architecture is appropriate for the 
implementation of the PHIS, i.e., a single PHIS serves all patients. However, patient 
specific data can only be accessed by the patient and those that are authorized by the 
patient.  

The SaaS-based PHIS and its users are presented in Figure 2. 
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The new patient remote monitoring technology holds significant promise of im-
proving on major health care delivery problems. However, there are many functions 
in the emerging healthcare models (including patient centered care, pharmaceutical 
care and chronic care models) that the modern monitoring devices and systems do not 
support as they only provide the communication between patient and healthcare pro-
vider. Instead the emerging healthcare models require Information and Communica-
tion Technology (ICT) support for the co-operation of patient’s healthcare team and 
the support in delivering relevant educational material for the patient and the mem-
bers of the healthcare team. 

Our studies have shown that the ICT-support of these requirements requires the in-
tegration of patient’s e-health tools as it significantly simplifies patients’ interaction 
with the services, enables the co-operation within the healthcare team and the devel-
opment of new services such as automated information therapy. 

From technology point of view we have integrated e-heath tools through the 
shared PHIS-ontology that is stored in the knowledge base, which exploits semantic 
web technologies such as OWL and RDF. The management of the shared ontology 
requires that in importing data the documents that are not compliant with the ontology 
have to be transformed by XSLT transformation into the RDF-format that is com-
pliant with the ontology, i.e., a stylesheet has to be defined for each non-compliant 
document type. 

In our future work we will study the effects of introducing cloud-based health in-
formation systems on the mind-set of patient and healthcare personnel as the introduc-
tion of these technologies also changes the daily duties of the patient and many 
healthcare employees. Therefore we assume the most challenging aspect will not be 
the technology but rather the changing the mind-set of patient’s healthcare team. 
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Abstract. Seasonal influenza epidemics cause several million cases of illnesses
cases and about 250,000 to 500,000 deaths worldwide each year. Other pan-
demics like the 1918 “Spanish Flu” may change into devastating event. Reducing
the impact of these threats is of paramount importance for health authorities,
and studies have shown that effective interventions can be taken to contain the
epidemics, if early detection can be made. In this paper, we introduce Social
Network Enabled Flu Trends (SNEFT), a continuous data collection framework
which monitors flu related messages on online social networks such as Twit-
ter and Facebook and track the emergence and spread of an influenza. We show
that text mining significantly enhances the correlation between online social net-
work(OSN) data and the Influenza like Illness (ILI) rates provided by Centers for
Disease Control and Prevention (CDC). For accurate prediction, we implemented
an auto-regression with exogenous input (ARX) model which uses current OSN
data and CDC ILI rates from previous weeks to predict current influenza statis-
tics. Our results show that, while previous ILI data from the CDC offer a true (but
delayed) assessment of a flu epidemic, OSN data provides a real-time assessment
of the current epidemic condition and can be used to compensate for the lack of
current ILI data. We observe that the OSN data is highly correlated with the ILI
rates across different regions within USA and can be used to effectively improve
the accuracy of our prediction. Therefore, OSN data can act as supplementary
indicator to gauge influenza within a population and helps to discover flu trends
ahead of CDC.

1 Introduction

Seasonal influenza epidemics result in about three to five million cases of severe ill-
ness and about 250,000 to 500,000 deaths worldwide each year [11]. In 1918, the so-
called “Spanish flu” killed an estimated 20-40 million people worldwide, and since
then, human-to-human transmission capable influenza virus has resurfaced in a vari-
ety of particularly virulent forms much like “SARS” and “H1N1” against which no
prior immunity exists, resulting in a devastating situation with severe casualties. Re-
ducing the impact of seasonal epidemics and pandemics such as the H1N1 influenza is
of paramount importance for public health authorities. Studies have shown that pre-
ventive measures can be taken to contain epidemics, if an early detection is made
or if we have some form of an early warning system during the germination of an
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epidemic [7,14]. Therefore, it is important to be able to track and predict the emergence
and spread of flu in the population.

The Center for Disease Control and Prevention (CDC) [3] monitors influenza-like
illness (ILI) cases by collecting data from sentinel medical practices, collating reports
and publishing them on a weekly basis. It is highly authoritative in the medical field but
as diagnoses are made and reported by doctors, the system is almost entirely manual,
resulting in a 1-2 weeks delay between the time a patient is diagnosed and the moment
that data point becomes available in aggregate ILI reports. Public health authorities
need to be forewarned at the earliest to ensure effective preventive intervention, and this
leads to the critical need of more efficient and timely methods of estimating influenza
incidences.

Several innovative surveillance systems have been proposed to capture the health
seeking behaviour and transform them into influenza activity. These include monitor-
ing call volumes to telephone triage advice lines [6], over the counter drug sales [15],
and patients visit logs on Physicians for flu shots. Google Flu Trends uses aggregated
historical log on online web search queries pertaining to influenza to build a compre-
hensive model that can estimate nationwide ILI activity [9].

In this paper, we investigate the use of a novel data source, OSN data, which takes
advantage of the timeliness of early detection to provide a snapshot of the current epi-
demic conditions and makes influenza related predictions on what may lie ahead, on a
daily or even hourly basis. We sought to develop a model which estimates the number
of physician visits per week related to ILI as reported by CDC.

Our approach treats OSN users within United States as “sensors” and collective mes-
sage exchanges showing flu symptoms like “I have Flu”, “down with swine flu”,etc. - as
early indicators and robust predictors of influenza. We expect these posts on OSN’s to
be highly correlated to the number of ILI cases in the population. We analyze messages,
build prediction models and discover trends within data to study the characteristics and
dynamics of disease outbreak. We validate our model by measuring how well it fits the
CDC ILI rates over the course of two years from 2009 to 2011. We are interested in
looking at how the seasonal flu spreads within the population across different regions
of USA and among different age groups.

In this paper, we extend our preliminary analysis [1,2], and provide a continuing
study of using OSN’s to track the emergence and spread of seasonal flu in the year
2010-2011. OSN data which demonstrated high correlation with CDC ILI rate for the
year 2009-2010, was affected by spurious messages and so text mining techniques were
applied. We show that text mining can significantly enhance the correlation between the
OSN data and the ILI data from CDC, providing a strong base for accurate prediction
of ILI rate.

For prediction, we build an auto-regression with exogenous input (ARX) model
where ILI rates of previous weeks from CDC form the autoregressive component of
the model, and the OSN data serve as exogenous input. Our results show that while
previous ILI data from CDC offer a realistic (but delayed) measure of a flu epidemic,
OSN data provides a real-time assessment of the current epidemic condition and can
be used to compensate for the lack of current ILI data. We observe that the OSN data
are in fact highly correlated with the ILI data across the different regions within United
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States. Using fine-grained analysis on user demographics and geographical locations
along with prediction capabilities will provide public health authorities an insight into
current seasonal flu activities.

This paper is organized as follows: Section 2 describes applications that harness the
collective intelligence of online social network (OSN) users, to predict real-world out-
comes. In Section 3, we give a brief introduction to our data collection and modeling
framework. In Section 4, we introduce our data filtering technique for extracting relevant
information from the Twitter and Facebook datasets. Detailed data analysis is performed
to establish correlation with CDC reports on ILI rates. Then we go one step further and
introduce our influenza prediction model in Section 5. In Section 6, we perform region-
wise analysis of flu activities in the population based on the Twitter and Facebook. Fi-
nally we conclude in Section 7 and acknowledgements are provided in Section 8.

2 Related Work

A number of measurement related studies have been conducted on different forms of
social networks like Del.icio.us, Facebook and Wikipedia etc [8,22]. Sitaram et al.
demonstrated how social media content like chatter from Twitter can be used to pre-
dict real-world outcomes of forecasting box-office revenues for movies [21]. Sakaki
et al. used a probabilistic spatio-temporal model to build an autonomous earthquake
reporting system in Japan using twitter users as sensors and applying Kalman filter-
ing and particle filtering for location estimation [19]. Meme Tracking in news cycles
as explained by Leskovec et al. was an attempt to model information diffusion in
social media like blogs and tracking handoff from professional news media to social
networks [13].

Ginsberg et al. in his paper discussing his approach for estimating Flu trends proposed
that the relative frequency of certain search terms are good indicators of the percentage of
physician visits and established a linear correlation to weekly published ILI percentages
between 2003 and 2007 for all nine regions identified by CDC [9]. Culotta used a docu-
ment classification component to filter misleading messages out of Twitter and showed
that a small number of flu-related keywords can forecast future influenza rates [5].

OSN data has been used for real-time notifications such as large-scale fire emergen-
cies, downtime on services provided by content providers [17] and live traffic updates.
There have been efforts in utilizing twitter data for measuring public interest/concern
about health-related events [18,20], predicting national mood [16], currency tracing and
performing market and risk analysis [10] . Tweetminster, a media utility tool design to
make UK politics open and social, analyses political tweets, to establish the correlations
between buzz on Twitter and election results. In June 2010, we introduced the SNEFT
architecture as a continuous data collection engine which combines the detection and
prediction capability on social networks in discovering real world flu trends [1,2,4].

3 Data Collection

In this section we describe our data collection methodology by introducing the SNEFT
architecture, provide a description of our dataset, explore strategies for data cleaning,
and apply filtering techniques in order to perform quantitative spatio-temporal analysis.
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Fig. 1. The system architecture of SNEFT

3.1 SNEFT Architecture

We propose the Social Network Enabled Flu Trends (SNEFT) architecture along with
its crawler, predictor and detector components, as our solution to predict flu activity
ahead of time with a certain accuracy.

CDC ILI reports and other influenza related data are downloaded into the “ILI Data”
database from their corresponding websites (e.g., CDC [3]). A list of flu related key-
words (“Flu” , “H1N1” and “Swine Flu”) that are likely to be of significance are used
by the OSN Crawler as inputs into public search interfaces to retrieve publicly avail-
able posts mentioning those keywords. Relevant information about the posts such as
time,location and other demographic information is collected along with the relative
keyword frequency and stored in a spatio-temporal “OSN Data” database for further
data analysis.

An Autoregressive with Exogenous input (ARX) model is used to predict ILI inci-
dence as a linear function of current and past OSN data and past ILI data thus providing
a valuable “preview” of ILI cases well ahead of CDC reports. Novelty detection tech-
niques can be used to continuously monitor OSN data, and detect transition in real time
from a “normal” baseline situation to a pandemic using the volume and content of OSN
data enabling SNEFT to provide a timely warning to public health authorities for further
investigation and response.

3.2 OSN Crawler

Based on the search API provided by Twitter and Facebook, we have developed crawlers
to fetch data at regular time intervals.

The Twitter search service accepts single or multiple keywords using conjunctions
(“flu” OR “h1n1” OR “#swineflu”) to search for relevant tweets. Search results are typ-
ically 15 tweets (maximum 50) per page up to 1,500 tweets arranged in chronologically
decreasing order, obtained from a real time stream known as the public timeline. The
tweet has the User Name, the Post with status id and the Timestamp attached with each
post. From the twitter username, we can get the number of followers, number of friends,
his/her profile creation date, location and status update count for every user.

The “Post by everyone” option allows us to search public posts for given keywords
in Facebook. All results that show up are available to the public for a limited time
period. We are interested in getting useful information (profile ID, time stamp of the
post, and the post content) out of posts. Given a profile ID, we will retrieve the detailed
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information of the profile, which typically includes, among other things, name, gen-
der, age, affiliations (school, work, region), birthday, location, education history, and
friends.

The location field helps us in tracking the current/default location of a user. Geo
location codes are present in a location enabled mobile tweet/post. For all other pur-
poses, we assume the location attribute within the profile page to be his/her current
location and pass it as an input to Google’s location based web services to fetch geo-
location codes (i.e., latitude and longitude) along with the country, state, city with a
certain accuracy scale. All the data extracted from posts and profile page are stored in a
spatio-temporal “OSN data” Database.

We apply filters to get quantitative data within Unites States and exclude organiza-
tions and users who posts multiple times during a certain period of time on flu related
activities. This data is fed into the Analysis Engine which has a detector and ARX pre-
dictor model. The visualization tools and reporting services generate timely visual and
data centric reports on the ILI situation. The CDC monitors Influenza-like illness cases
within USA by collecting data about number of Hospitalizations, percentages weighted
ILI visits to physicians, etc, and publishes it online. We download the CDC data into
“ILI data” database to compare with our results.

4 Data Set

In this section we briefly describe our datasets used for influenza prediction. OSN has
emerged as a primary source of user interactions on daily events, health status up-
dates, entertainment, etc. At any given time, tens of millions of users are logged onto
OSN’s, with each user spending an average of tens of minutes daily. Since Oct 18,
2009, we have searched and collected tweets and profile details of Twitter users who
mentioned flu descriptors in their tweets. Facebook opened their Search functionality
in early February 2010 and since then we have been fetching status updates and wall
posts of Facebook users with mention of flu descriptors. The preliminary Twitter anal-
ysis for the year 2009-2010 is documented in [1]. For 2010-2011, we have 4.5 million
tweets from 1.9 million unique users and 2.0 million facebook posts from 1.5 million
unique facebook users. Twitter allows its users to set their location details to public or
private from the profile page or mobile client. So far our analysis on location details
of the Twitter dataset suggest that 22% users on Twitter are within USA, 46% users
are outside USA and 32% users have not published their location details. Analysis on
location details of Facebook dataset suggest that 22% users are within USA, 17% users
are outside USA and 61% users have not published their location details.

Initial analysis for the period 2009-2010 indicated a strong correlation between CDC
and Twitter data on the flu incidences [1]. However results for the year 2010-2011
showed a significant drop in the correlation coefficient from 0.98 to 0.47. In an attempt
to investigate such a drastic drop in correlation we looked at data samples and found
spurious messages which suppressed the actual data. To list a few, tweets like “I got flu
shot today.”, “#nowplaying Vado - Slime Flu..i got one recently!” (Slime flu is the name
of a debut mixtape from an artist V.A.D.O. released in 2010) are false alarms. In the year
2009-2010, the Swine Flu event was so evident that the noise did not significantly affect
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the correlation that existed then. To mitigate this problem, we removed the spurious
tweets using a filtering technique that trains a document classifier to label whether a
message is indicative of a flu event or not.

4.1 Text Classification

In an information retrieval scenario, text mining seeks to extract useful information
from unstructured textual data. Using a simple “bag-of-words” text representations
technique based on a vector space, our algorithm classifies messages wherein user men-
tions having contracted the flu himself or has observed the flu among his friends, family,
relatives, etc. Accuracy of such a model is highly dependent on how well trained our
model is, in terms of precision, recall and F-measure.

The set of possible labels for a given instance can be divided into two subsets, one
of which is considered “relevant”. To create such an annotated dataset which demands
human intelligence, we use Amazon Mechanical Turks to manually classify a sample of
25,000 tweets and 10,000 status updates. Every message is classified by exactly three
Turks and the majority classified result is attached as the final class for that message.

Table 1. Twitter Text Classification 10 fold cross validation results (left) followed by Facebook’s
10 fold cross validation results (right)

Twitter Facebook
Classifier Class Precision Recall F-value Precision Recall F-value

J48
Yes 0.801 0.791 0.796 0.684 0.785 0.731
No 0.813 0.704 0.755 0.629 0.501 0.557

Naive Bayesian
Yes 0.725 0.829 0.773 0.688 0.847 0.759
No 0.813 0.704 0.755 0.69 0.47 0.559

SVM
Yes 0.807 0.822 0.814 0.696 0.857 0.768
No 0.829 0.814 0.822 0.71 0.485 0.576

The training dataset is fed as an input to different classifiers namely decision tree
(J48), Support Vector Machines (SVM) and Naive Bayesian. For efficient learning,
some configurations that we incorporated within our text classification algorithm in-
clude setting term frequency and inverse document frequency (tf-idf) weighting, stem-
ming, using a stopwords list, limiting the number of words to keep (feature vector set)
and reordering class. Based on the results shown in Table 1, we conclude that SVM
classifier with highest precision and recall rate outperforms other classifiers when it
comes to text classification for our data set. Application of SVM on unclassified data
originating from within the United States resulted in a Twitter dataset with 280K pos-
itively classified tweets from 187K unique twitter users and 185K positively classified
facebook posts from 164K unique Facebook users. In order to gauge if the number of
unique twitter users mentioning the flu per week is a good measure of the CDC’s ILI
reported data, we plot (in Figure 2) the number of Twitter users/week against the per-
centage of weighted ILI visits, which yields a high Pearson correlation coefficient of
0.8907. A similar plot was generated for the number of unique Facebook users men-
tioning about flu per week against the percentage of weighted ILI visits resulting in
Pearson correlation coefficient of 0.8728.
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Fig. 2. Number of OSN users per week versus percentage of weighted ILI visit by CDC. (Twitter
on left and Facebook on right)

Fig. 3. Regionwise division of USA into ten regions by United States Health and Human Services

This increase in the number of users posting about the flu is accompanied by an in-
crease in the percentage of weighted ILI visits reported by CDC in the same week. The
marked outlier present in the Twitter data as identified in Figure 2 is consistent with
Google Flu Trends data when high tweet volumes were witnessed in the week starting
January 2, 2011. The CDC has divided the United States into 10 regions as shown in
Figure 3. The CDC publishes their weekly reports on percentage weighted ILI visits col-
lated from its ten regions and aggregates then for United States. Figure 4 compares the
OSN dataset with CDC reports with and without text classification for each of the ten
regions defined by the CDC and for the entire United States as a whole. We observe that
the correlation coefficients have significantly improved with text classification, across
all the regions and USA overall. Thus our text classification techniques play a vital role
in improving the overall prediction performance.

4.2 Data Cleaning

The OSN dataset required data cleaning to discount retweets and successive posts from
the same users within a certain period of time.

– Retweets: A retweet in Twitter is a post originally made by one user that is forwarded
by another user. For flu tracking, a retweet does not indicate a new ILI case, and thus
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Fig. 4. Classified OSN (Twitter on left and Facebook on right) dataset achieves higher correlation
with CDC reports on Nationwide and Regional levels

should not be counted in the analysis. Out of 4.5 million tweets we collected, there
are 541K retweets, accounting for 12% of the total number of tweets.

– Syndrome Elapsed Time: An individual patient may have multiple encounters as-
sociated with a single episode of illness (e.g., initial consultation, consultation 1–2
days later for laboratory results, and follow-up consultation a few weeks later).
To avoid double counting from common pattern of ambulatory care, the first en-
counter for each patient within any single syndrome group is reported to CDC, but
subsequent encounters with the same syndrome are not reported as new episodes
until more than six weeks have elapsed since the most recent encounter in the same
syndrome [12]. We call this the Syndrome Elapse time.

Hence, we created different datasets namely: Twitter dataset with No Retweets (Tweets
starting with RT) and Twitter dataset without Retweets and with no tweets from same
user within certain syndrome elapsed time. For Facebook we create dataset namely
Facebook dataset with no posts from same user within certain syndrome elapsed time.

When we compared the different datasets mentioned in Table 2 with CDC data, we
found that Twitter dataset without Retweets showed a high correlation (0.8907) with
CDC Data. Similarly Facebook data with Syndrome elapse time of zero showed a high
correlation of 0.8728. As opposed to a common practice in public health safety, where
medical examiners within U.S. observe a syndrome elapse time period of six weeks
[12], user behaviour on Twitter and Facebook follows a trend wherein we do not ignore
successive posts from same user. Thus Twitter dataset without Retweets is our choice
of dataset for all subsequent experiments. Similarly Facebook data within same week
becomes our choice of dataset for all subsequent analysis.

From Figure 5, we observe that the Complementary Cumulative Distribution Func-
tion (CCDF) of the number of tweets posted by same individual on Twitter can be
fitted by a power law function of exponent -2.6429 and coefficient of determination (R-
square) 0.9978 with a RMSE of 0.1076 using Maximum likelihood estimation. Most
people tweet very few times (e.g., 82.5% of people only tweet once and only 6% of
people tweet more than two times). However, we do not observe the power-law behav-
ior in the CCDF of number of posts per user on Facebook, as shown in plot on the right
hand side of Figure 5.
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Table 2. Correlation between OSN Datasets and CDC along with its Root Mean Square Errors
(RMSE)

Twitter Facebook
Syndrome Elapse Retweets Correlation RMSE Correlation RMSE

Time coefficient errors coefficient errors
0 week No 0.8907 0.3796 0.8728 0.4287
1 week No 0.8895 0.3818 0.8709 0.4314
2 week No 0.8886 0.3834 0.8698 0.4332
3 week No 0.886 0.3878 0.8689 0.4346
4 week No 0.8814 0.3955 0.8681 0.4357
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Fig. 5. Complementary Cumulative Distribution function (CCDF) of the number of tweets/posts
on Twitter/Facebook by same users

Most of these high-volume tweets in Twitter are created by health related organi-
zation, who tweet multiple time during a day and users who subscribe to flu related
RSS feeds published by these organizations. “Flu alert”,“swine flu pro”, “live h1n1”,
“How To Tips”, “MedicalNews4U” are examples of such agencies on Twitter. Simi-
larly one can identify agencies like “Flu Trackers”, “Influenza Flu” and specific users
that actively post on Facebook.

5 Prediction Model

The correlation between OSN activity and CDC reports can change due to a number of
factors. Annual or seasonal changes in flu-related trends, for instance vaccination rates
that are affected by health cares, result in the need to constantly update parameters relat-
ing OSN activity and flu activity. However, particularly at the beginning of the influenza
season, when prediction is of most significance, enough data may not be available to
accurately perform these updates. Additionally predicting changes in ILI rates simply
due to changes in flu-related OSN activity can be risky due to transient changes, such
as changes in OSN activity due to flu-related news.

In order to establish a baseline for the ILI activity and to smooth out any unde-
sired transients, we propose the use of Logistic Autoregression with exogenous inputs
(ARX). Effectively, we attempt to predict a CDC ILI statistic during a certain week by
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using current and past OSN activity, and CDC data from previous weeks. The prediction
of current ILI activity using ILI activity from previous weeks forms the autoregressive
component of the model, while the OSN data from previous weeks serve as exogenous
inputs. By CDC data, we refer to the percentage of visits to a physician for Influenza-
Like Illness (also called ILI rate).

5.1 Influenza Model Structure

Although the percentage of physician visits is between 0% and 100%, the number of
OSN users is bounded below by 0. Simple Linear ARX neglects this fact in the model
structure. Therefore, we introduce a logit link function for CDC data and a logarithmic
transformation of the OSN data as follows:

Logistic ARX Model

log

(
y(t)

1− y(t)

)
=

m∑
i=1

ai log

(
y(t− i)

1− y(t− i)

)
+

n−1∑
j=0

bj log(u(t− j)) + c+ e(t) (1)

where t indexes weeks, y(t) denotes the percentage of physician visits due to ILI in
week t, u(t) represents the number of unique Twitter/Facebook users with flu related
tweets in week t, and e(t) is a sequence of independent random variables. c is a constant
term to account for offset. In our tests, the number of unique OSN users u(t) is defined
as Twitter users without retweets and having no tweets from the same user within syn-
drome elapsed time of 0 week or Facebook users having no posts from the same user
within syndrome elapsed time of 0 week. The flu related messages are defined as posts
with keywords “flu”, “H1N1” and “swine flu”. The rationale for the model structure in
Eq. (1) is that OSN data provides real-time assessment of the flu epidemic. However,
the OSN data may be disturbed at times by events related to flu, such as news reports of
flu in other parts of the world, but not necessarily to local people actually getting sick
due to ILI. On the other hand, the CDC data provides a true, albeit delayed, assessment
of a flu epidemic. Hence, by using the CDC data along with the OSN data, we may be
able to take advantage of the timeliness of the OSN data while overcoming the distur-
bance that may be present in the OSN data.

The objective of the model is to provide timely updates of the percentage of physi-
cian visits. To predict such percentage in week t, we assume that only the CDC data
with at least 2 weeks of lag is available for the prediction, if past CDC data is present
in a model. The 2-week lag is to simulate the typical delay in CDC data reporting and
aggregation. For the OSN data, we assume that the most recent data is always available,
if a model includes the OSN data terms. In other words, the most current CDC or OSN
data that can be used to predict the percentage of physician visits in week t is week t-2
for the CDC data and week t for the OSN data.

In order to predict ILI rates in a particular week given current OSN data and the most
recent ILI data from the CDC we must estimates the coefficients, ai , bj and c in Eq.
(1). Also, in practice, the model orders m and n are unknown and must be estimated. In
our experiment, we vary m from 0 to 2 and n from 0 to 3 in Eq. (1) in order to obtain
the best values of m and n to use for prediction. Intuitively, this answers the question
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of how many weeks of OSN and ILI data should be used to predict the ILI activity in
the current week. Within the ranges examined, m = 0 or n = 0 represent models where
there are no CDC data, y, or OSN data, u, terms present. Also, if m = 0 and n = 1, we
have a linear regression between OSN data and CDC data. If n = 0, we have standard
auto-regressive (AR) models. Since the AR models utilize past CDC data, they serve
as baselines to validate whether OSN data provides additional predictive power beyond
historical CDC data.

Prediction with Logistic ARX Model. To predict the flu cases in week t using the
Logistic ARX model in Eq. (1) based on the CDC data with 2 weeks of delay and/or
the up-to-date OSN data, we apply the following relationship:

log
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1− ŷ(t− 1)

)
+

m∑
i=2

ai log

(
y(t− i)

1− y(t− i)

)

+

n−1∑
j=0

bj log(u(t− j)) (2)

log

(
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where ŷ(t) represents predicted CDC data in week t. It can be verified from the above
equations that to predict the CDC data in week t, the most recent CDC data is from
week t − 2. If the CDC data lag is more or less than two weeks, the above equations
can be easily adjusted accordingly.

5.2 Cross Validation Test Description

Based on ARX model structure in Eq. (1), we conducted tests using different combi-
nations of m and n values. We currently have 33 weeks with both Twitter activity and
CDC data available (10/3/2010–05/15/2011). Due to limited data samples, we adopted
the K-fold cross validation approach to test the prediction performance of the models.

In a typical K-fold cross validation scheme, the dataset is divided into K (approxi-
mately) equally sized subsets. At each step in the scheme, one such subset is used as the
test set while all other subsets are used as training samples in order to estimate the model
coefficients. Therefore, in a simple case of a 30-sample dataset, 10-fold cross-validation
would involve testing 3-samples in each step, while using the other 27 samples to esti-
mate the model parameters.

In our case, the cross-validation scheme is somewhat complicated by the dependency
of the sample y(t) on the previous samples, y(t − 1), . . . , y(t − m) and u(t), . . . ,
u(t−n+1) (see Eq. (1) ). Therefore, the first sample that can be predicted is y(max(m+

1, n)) not y(1). In fact, since we are predicting “two weeks ahead” of the available
CDC data, the first sample that can be estimated is actually y(max(m + 2, n + 1)).
Since, prediction equations cannot be formed for y(1), . . . , y(max(m+2, n+1)− 1),
those samples were not considered in any of the K subsets during our experiment to be
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evaluated for prediction performance. However, they were still used in the training set
to estimate the values of the coefficients ai and bj in Eq. (1).

Considering the above constraints, our K-fold validation testing procedure is as fol-
lows:

1. For each (m,n) pair from m = 0, 1, 2 and n = 0, 1, 2, 3, repeat the following:
(a) Identify F , the index of first data sample that can actually be predicted. F =

max(m+ 1, n)
(b) Represent the available data indices as t = 1, . . . , T . Then divide the dataset

into K approximately equally sized subsets {S1, S2, . . . , SK}, with each sub-
set comprising members that have an approximately equal time interval be-
tween them. For example, the first set would be S1 = {y(F ), y(F+K), y(F+

2K), . . . }, the second would be S2 = {y(F +1), y(F +K +1), y(F +2K+

1), . . . } and so on.
(c) For each Sk, k = 1, . . . ,K , obtain the values of the model parameters ai and bj

using all the other subsets with the least squares estimation technique. Based on
the estimated model parameter values and the associated prediction equations
in Eq. (2), predict the value of each member of Sk.

2. For each (m,n) pair, we have obtained a prediction of the CDC time-series, y(t)
for t = Fmn, . . . , T . Note that F still represents the first time index that can be
predicted. However, we use the subscript mn to emphasize the fact that F varies
depending on the values of m and n. By comparing the prediction with the true
CDC data, we calculate the root mean-squared error (RMSE) as follows:

ε =

√
1

T − Fmax + 1

∑
t

(y(t)− ŷ(t))2 (4)

The RMSE is computed over t = Fmax, . . . , T , regardless of techniques and model
orders to ensure fairness in comparison.

5.3 Cross Validation Results

We fit our model with Twitter data, Facebook data, and the combination of Twitter
and Facebook data. According to the cross validation results in Table 31, the models
corresponding to m = 2 and n = 0 have the lowest RMSE for both Twitter and Face-
book. This indicates that two most recent data points are required to perform accurate
prediction of influenza rates using Twitter or Facebook data. However the model cor-
responding to m = 1 and n = 2 for the combination of Twitter and Facebook data
has the lowest RMSE among all models. Thus the model corresponding to m = 1 and
n = 2 is used for accurate prediction of influenza rates and it uses most recent CDC
ILI data, in addition to the two most recent OSN data points. In general, the addition
of OSN data improves the prediction with past CDC data alone. For the 10-fold cross
validation results presented in Table 3, for example, the AR model (m = 1, n = 0)

1 Cross Validation Results presented for Twitter dataset differs from our previous work [2] as
we disregard the scaling effect caused by creation of new Twitter accounts over time.
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Table 3. Root mean squared errors from 10-fold cross validation applied to Twitter Dataset ,Face-
book Dataset and combination of Twitter and Facebook Dataset. The m and n values in the table
specify the model that results in the RMSE in the corresponding row and column respectively.
The lowest RMSE in the table is highlighted.

TWITTER FACEBOOK TWITTER + FACEBOOK

n = 0 n = 1 n = 2 n = 3 n = 0 n = 1 n = 2 n = 3 n = 0 n = 1 n = 2 n = 3

m =

0

0.3491 0.3355 0.3765 0.4077 0.3651 0.3812 0.5190 0.3449 0.4297

m =

1

0.6465 0.3708 0.3884 0.4175 0.6465 0.4088 0.4111 0.4061 0.6465 0.3553 0.3108 0.3398

m =

2

0.5527 0.3532 0.3665 0.4016 0.5527 0.3976 0.4015 0.4101 0.5527 0.4121 0.3675 0.3608

comprising of the y(t − 2) term and the constant term for the prediction of y(t) has
a RMSE of 0.6465. For the same m = 1, the model with additional Twitter data (i.e.
n = 1) has a lower RMSE of 0.3708, Facebook data (i.e. n = 1) has a lower RMSE of
0.4088 and combination of Twitter and Facebook data (i.e. n = 1) has a lower RMSE of
0.3553. We observe that the combination of Twitter and Facebook data provides further
improvement for prediction accuracy over Twitter and Facebook alone. In this model,
using OSN data (m = 0) alone is insufficient for prediction and the past ILI rates are
critical in predicting future values, as is evident from our results. Therefore, the OSN
data provides a real-time assessment of the flu epidemic (i.e. the availability of Twitter
data in week t in the prediction of physician visits also in week t as shown in Eq. (2)),
while the past CDC data provides the recent ILI rates in the prediction model. As shown
earlier in the paper, there is strong correlation between the OSN data and the CDC data.
Hence, the more timely OSN data can compensate for the lack of current CDC data and
help capture the current flu trend.

Finally in Figure 6, we provide the plots for percentage weighted ILI visits, positively
classified Twitter (left) and Facebook (right) users and predicted ILI rate using CDC and
Twitter and Facebook for the year 2010-2011.
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Fig. 6. Weekly plot of percentage weighted ILI visits, positively classified OSN (Twitter (Left)
and Facebook (Right)) datasets and predicted ILI rate using CDC and OSN
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6 Flu Prediction within Regions

We analyzed the relationship between the OSN activity and ILI rates across all geo-
graphic regions defined by the Health and Human Services (HHS) regions. For refer-
ence, the regions are shown on the USA map in Figure 3.

In studying the regional statistics, we would like to make some comparisons across
regions. For instance (i) when the ILI rate peaks later in a particular region than the rest
of country, do the Twitter reports also peak later, (ii) is there in relationship between the
decay in ILI rates and the decay in Twitter reports.

Figure 7 shows, for both ILI (left) and Twitter (right), the relative intensity across
the ten Health and Human Services (HHS) regions (columns) during successive
weeks (rows) in the year 2009-2010 during which the H1N1/Swine Flu was evident.
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Fig. 7. Heatmap of CDC’s Regionwise ILI data (left) and Twitter data (right). Colormap scale
included (below).
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The colormap used is a scale with white representing low intensity and black, high
intensity. We are comparing “trends” among the ILI and Twitter data.

Regional analysis shows that ILI seems to peak later in the Northeast (Regions 1
and 2) than in the rest of the country by at least week. The Twitter reports also follow
this trend. In Region 9, Region 4 and the Northeast, the ILI rates seem to drop off
fairly slowly in the weeks immediately following the peaks. This is also reflected in
the Twitter reports. Approximately 20-25 weeks after the peak ILI, the northern regions
have lower levels relative to the peaks in the southern regions. This is also true of the
Twitter reports. The decline in ILI rates is slowest in Region 9.

Figure 8 depicts regionwise ILI prediction performance for the year 2010-2011 using
our logit model. We select region 1, region 6 and region 9 to represent the regions, one
each from the East, South and Western U.S. and plot the actual and predicted ILI values
for each of these regions using Twitter data, Facebook data, and the combination of
Twitter and Facebook data. We observe that the OSN reports and ILI rates are in fact
correlated across regions and therefore corroborate our earlier findings that OSN can
improve ILI rate prediction.

7 Conclusions

In this paper, we have described our approach to achieve faster, near real time prediction
of the emergence and spread of influenza epidemic, through continuous tracking of flu
related OSN messages originating within United States. We showed that applying text
classification on the flu related messages significantly enhances the correlation between
the Twitter and Facebook data and the ILI rates from CDC.

For prediction, we build an auto-regression with exogenous input (ARX) model
where the ILI rate of previous weeks from CDC formed the autoregressive portion of
the model, and the OSN data served as an exogenous input. Our results indicated that
while previous ILI rates from CDC offered a realistic (but delayed) measure of a flu
epidemic, OSN data provided a real-time assessment of the current epidemic condition
and can be used to compensate for the lack of current ILI data.

We observed that the OSN data was highly correlated with the ILI rates across differ-
ent HHS regions. Therefore, flu trend tracking using OSN’s significantly enhances public
health preparedness against the influenza epidemic and other large scale pandemics.
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Abstract. In this paper, a condensed representation of stage bout durations based
on the q-quantiles of the duration distributions is used as a basis for the discovery
of duration-related patterns in human sleep data. A collection of 244 all-night
hypnograms is studied. Quartiles (q = 4) provide a good tradeoff between repre-
sentational detail and sample variation. 15 descriptive variables are obtained that
correspond to the bout duration quartiles of wake after sleep onset, NREM stage
1, NREM stage 2, slow wave sleep, and REM sleep. EM clustering is used to
identify distinct groups of hypnograms based on stage bout durations. Each group
is shown to be characterized by bout duration quartiles of specific sleep stages,
with statistically significant differences among groups (p < 0.05). Several sleep-
related and health-related variables are shown to be significantly different among
the bout duration groups found through clustering. In contrast, multivariate linear
regression fails to yield good predictive models based on the same bout duration
variables used in the clustering analysis. This work demonstrates that machine
learning techniques are capable of uncovering naturally occurring dynamical pat-
terns in sleep data that also provide sleep-based indicators of health.

Keywords: Sleep, Bout duration, Sleep dynamics, Data mining, Clustering,
Machine learning.

1 Introduction

Sleep has been a source of fascination since antiquity. Despite much scientific attention,
the process of sleep is not yet fully understood. Sleep in mammals has been thought to
be controlled by body-wide mechanisms, in order to ensure energy conservation and
recovery [3]. It has also been proposed that sleep may be an emergent property of the
networks of neurons in the brain [22]. Sleep is known to play a key role in memory
consolidation [13].

Sleep Staging. The scientific study of sleep traditionally uses a subdivision of the sleep
process into distinct stages through polysomnography, which relies on the measure-
ment of brain electrical activity through electroencephalography (EEG), supplemented

J. Gabriel et al. (Eds.): BIOSTEC 2012, CCIS 357, pp. 369–384, 2013.
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Fig. 1. Sample hypnogram from the present study

by other physiological signals [24], including heart rhythms via electrocardiography
(ECG), and muscle movements via electromyography (EMG). A stage of sleep associ-
ated with dreaming, the Rapid Eye Movement (REM) stage, was subsequently identi-
fied [1], [11], leading to currently used staging standards [31], [18] that comprise the
light sleep non-REM (NREM) stages NREM 1 and NREM 2, a deep sleep (slow-wave
sleep (SWS)) stage or stages NREM 3/4, and REM sleep. Neuroimaging techniques,
including fMRI and PET, have yielded specific information about brain activity in dif-
ferent regions of the brain during each of these sleep stages [9].

Sleep Architecture. Sleep normally progresses through the various stages during the
course of a full night, albeit in a manner that is not predictable in detail. A sample
diagram of the temporal progression of human sleep stages during the night, known as
a hypnogram, is shown in Fig. 1. This particular diagram was generated from one of
the 244 polysomnographic recordings used in the present paper. Some typical features
to note are: most SWS (stages 3 and 4) occurs earlier in the night, a greater amount
of REM sleep occurs later in the night, REM and stage 2 alternate semi-cyclically, and
there are brief periods of wakefulness throughout the night, after the initial onset of
sleep. Despite some common features across individuals, the detailed structure of sleep
is known to vary from person to person, and is affected by a variety of factors, from
such fundamental physical attributes as body composition [30] and handedness [28], to
behaviors such as smoking [35] and the practice of yoga [33].

Description of Sleep Structure. Sleep structure is frequently described in terms of
sleep stage composition, that is, in terms of the fraction of time accounted for by various
sleep stages within a night of sleep (e.g., [10] and [20]). While sleep stage composition
provides a good global summary of overall sleep stage content, it does not capture any
information about the duration and ordering of uninterrupted episodes of different sleep
stages during the night, which are important features of sleep architecture.

Sleep stage durations have previously been used to describe alterations in sleep dy-
namics due to health status or ingested neuroactive substances. For example, in [7],
it is shown that sleep stage durations are affected in specific ways by age, caffeine,
and hypnotic drug withdrawal. Obstructive Sleep Apnea (OSA) is shown to alter sleep
stage dynamics in [27] and [4]. Differences in mean duration of stage 2 bouts between
patients with fibromyalgia and normal control subjects have been described in [6]. Ex-
ponential and power-law functions have been proposed as models for the stage duration
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distributions [23], and the parameter values in these models have been shown to be
affected by health conditions such as chronic fatigue syndrome [21].

Scope of the Present Paper. The work reported in the present paper uses a descrip-
tion of sleep dynamics based on the durations of continuous, uninterrupted bouts in
the different sleep stages, as well as in wakefulness episodes after sleep onset. This
representation captures temporal features of sleep that are not considered by standard
sleep composition variables alone. The present paper is a revised and extended version
of [34]. In addition to the durations of bouts in various sleep stages, it would be desir-
able to account for the specific stage to which a transition occurs at the end of each stage
bout. However, the information in a full night hypnogram appears to be insufficient to
adequately model such stage transitions [4].

In the present paper, the machine learning technique of Expectation-Maximization
(EM) clustering is used to group hypnograms into families based on the distributions
of their stage bout durations. Hypnograms within each family are more similar to one
another, in terms of their bout duration statistics, than are hypnograms from different
families. The prior work [20] also uses clustering to study sleep data, but considers only
stage composition, not bout durations nor other aspects of sleep dynamics.

Each of the families found through clustering is shown to be characterized by bout
duration statistics for specific sleep stages, the values of which are shown to be statisti-
cally significantly different from those of other families at the level p < 0.05, even after
a suitable correction has been made for the magnification of type I error due to multiple
statistical comparisons. The Benjamini-Hochberg framework [2] is used to bound the
overall false discovery rate in a rigorous manner.

Several potentially health-related variables not involved in defining the bout duration
families, such as a sensation of muscle weakness or paralysis that occurs in emotional
situations, are also shown to differ significantly among the bout duration families iden-
tified through machine learning (p < 0.05). This is particularly noteworthy because, in
contrast to machine learning, the widely used statistical technique of multivariate linear
regression does not provide a good predictive model of this muscle paralysis variable
based on the same bout duration variables. Our results show that machine learning can
uncover interesting dynamical patterns in sleep data, and that such patterns may be used
to predict selected aspects of individual patient health based on an all-night sleep study.

2 Methods

2.1 Human Sleep Data

Fully anonymized human polysomnographic recordings were obtained from the Sleep
Clinic at Day Kimball Hospital in Putnam, Connecticut, USA. 244 recordings were
used. In addition to the polysomnographic recordings and sleep stage information (sec-
tion 2.2), health-related patient information was available through responses to a patient
questionnaire. Summary statistics for the collection of sleep data are as in Table 1. The
acronyms that appear in the header row of Table 1 have the following meanings. BMI:
Body-Mass Index, the ratio of body weight to height-squared; ESS: Epworth Sleepiness
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Table 1. summary statistics of sleep dataset

Age BMI ESS BDI Mean SaO2 Heart rate
(years) (kg m−2) (score) (score) (%) (bpm)

Male (n=122) μ± σ 47.4±15.1 33.7±8.1 7.6±5.4 11.5±8.8 93.5±2.9 68.5±11.3
Female (n=122) μ± σ 48.4±14.5 33.7±8.3 7.1±4.8 13.0±7.8 94.6±1.9 70.8±9.6
Overall (n=244) μ± σ 47.9±14.8 33.7±8.2 7.4±5.1 12.2±8.3 94.1±2.5 69.7±10.5

min–max 20–85 19.2–64.6 0–23 0–48 70.2–97.9 46–99

Scale [19], a measure of daytime sleepiness based on responses to a questionnaire; BDI:
Beck Depression Inventory [32], a questionnaire-based measure of affective depression;
Mean SaO2: mean level of oxygen-saturated hemoglobin in the blood.

2.2 Descriptive Data Features

The choice of data representation has a crucial impact on data analysis (e.g., [15]). The
durations of continuous uninterrupted bouts in individual stages are natural candidates
for representation of sleep stage sequences. However, their high dimensionality presents
challenges. A dimensionality reduction technique based on the quantiles of the the bout
duration distributions is described below. The resulting compressed data representation
is used as the input to the clustering procedure (section 2.3).

Staging. The polysomnographic recordings (see section 2.1) were staged in 30-second
epochs by expert sleep technicians following the Rechtschaffen and Kales (R & K)
standard [31]. R & K NREM stages 3 and 4 were then combined to obtain a single
slow wave sleep (SWS) stage. This combination procedure results in stage labels that
provide [25] a good approximation to the more recent AASM standard [18].

Sleep Stage Bouts and Bout Durations. Next, stage bout durations in epochs were
extracted from each hypnogram. A stage bout is defined to be a maximal uninterrupted
segment of the given stage within a given hypnogram. For example, two distinct SWS
bouts and four distinct REM bouts are visible in Fig. 1, together with a greater number
of stage 2 and wake bouts. A stage bout that begins in epoch t has duration T − t,
where T is the first epoch after t such that the sleep stages of the given hypnogram
in epochs t and T are not the same. The distribution (probability mass function, or
discrete probability density function (PDF)) of NREM stage 2 bout durations over the
population considered in the present paper is shown in Fig. 2 (left).

Cumulative Distribution Function. Empirical probability density functions such as
that shown in Fig. 2 (right) are subject to substantial sampling variation. Thus, the cu-
mulative distribution function (CDF) is often preferred, for example in the Kolmogorov-
Smirnov statistic for comparison of distributions. The CDF of stage X is the function
FX defined for each duration, d, as follows (the letter P denotes probability):

FX(d) = P (a bout of stage X has duration ≤ d)



Clustering of Sleep Recordings Using Stage Durations 373

With an average of 250 possible bout durations per stage, this process yields a feature
vector of length approximately 1250 for each data instance. The dimensionality of this
raw feature space therefore exceeds the number of available instances by a factor of
approximately 6, which leads to sparsely populated feature vectors.

Bout Duration Quantile Features. Selected features of the duration distributions were
used to reduce the dimensionality of the data representation. Specifically, only selected
quantiles (e.g., quartiles, deciles) were used to describe each stage. For a given integer
q ≥ 2, and each stage X , the q–quantiles are defined as follows. Let i be an integer in
the range i = 1, 2, · · · q − 1. The i-th q–quantile X.Q(q)i of stage X is:

X.Q(q)i = argmin
d

{FX(d) ≥ 1

q
i},

where FX is the CDF of stage X . In words, the value of X.Q(q)i for a given set of
hypnograms is the smallest d for which at least a fraction i/q of the stage X bouts in
the input set have a duration of d or less. As an illustration in the case q = 4, the CDF
of NREM stage 2 bout durations for the entire set of 244 hypnograms is shown in Fig. 2
(right), together with the compressed quartile representation, visualized as a piecewise
constant approximation with jumps at the quartile durations.

Selection of the Number of Quantiles. As Fig. 2 (right) suggests, the CDF approxi-
mation error decreases as the number of quantiles, q, increases. However, the variance
of the quantile estimates themselves will increase, as the number of samples available
per quantile decreases with increasing q. Thus, one expects that there may be an opti-
mal range of values for q. Experiments were therefore performed to determine how the
results of the clustering technique (section 2.3) depend on q.

The mean Rand index stability value (see section 2.3) was observed to attain a maxi-
mum value at or near q = 4, for a number of clusters between 2 and 5. The value q = 4

is appealing because quartiles are easily understood. Hence, 4 quantiles were used in all
subsequent work reported in the present paper. The three bout duration quartile values
X.Q(4)1, X.Q(4)2, X.Q(4)3 were used to describe each of the five stages, X (wake,
N1, N2, SWS, REM), yielding a 15-dimensional feature vector for each instance. This
data representation was used for the clustering analysis (section 2.3).

2.3 Clustering

Clustering was applied to the 15-dimensional feature vectors (section 2.2) to seek ob-
jectively defined groups of hypnograms with distinct bout duration characteristics.

Clustering Technique. The technique of Expectation-Maximization (EM) clustering
was selected after an experimental comparison with k-means clustering showed higher
stability of the EM clustering results with respect to pseudorandom initial parameter
variation (see section 3.1). EM performs iterative maximum likelihood estimation of
the cluster parameters [12,26]. Clustering experiments were carried out using the Weka
data mining toolkit [16]. A mixture of Gaussians is used as the cluster model, and initial
parameter values are found through k-means clustering.
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Fig. 2. Left: stage 2 bout duration PDF; right: CDF with quartiles as approximation

Measuring Clustering Stability. Since clustering parameters are initialized pseudo-
randomly, the results may vary across runs. It is therefore important to gauge the varia-
tion of clustering results for different starting conditions. Stability of clustering results
was assessed by comparing the clusters resulting from all pairs of 50 seed values for
a given value of k. A measure of agreement of two clusterings based on the fraction
of pairs of instances that are grouped together in the same cluster by each of the two
clusterings, the adjusted Rand Index [17], was computed for all pairs of seed values.
This index has a maximum value of 1, attained only for two identical clusterings. The
adjusted Rand index of a randomly selected pair of clusterings is 0 on average. As com-
pared with the standard Rand Index [29], the adjusted Rand Index is therefore much
stricter, as it accounts for the degree of matching expected by chance. Subsequent ex-
periments were performed with a clustering of maximum mean adjusted Rand Index.

2.4 Statistical Significance

Multiway and Pairwise Comparisons. When comparing means or medians of sev-
eral populations (e.g., clusters), ANOVA or a Kruskal-Wallis test are used. Likewise,
statistical significance of differences of means or medians between pairs of populations
is tested by using either a t-test or Wilcoxon rank sum test, respectively. ANOVA and
t-tests presuppose normality of the distribution of the means, a condition that may not
hold exactly in all cases. Nearly all of the comparisons performed in the present paper
involve populations with several dozen members, and the normality condition is satis-
fied approximately. In any case, the Kruskal-Wallis and Wilcoxon rank sum tests do not
presuppose normality, and provide additional confidence regarding statistical validity.
A two-sample Kolmogorov-Smirnov test is used to compare probabililty distributions
without any assumptions of a particular functional form, and without targeting any par-
ticular statistic such as the mean or median.

Correction for Increased Type I Error due to Multiple Comparisons. Several of
the results described are obtained through exploratory data analysis, involving the si-
multaneous testing of multiple statistical hypotheses. In any such situation, the risk of
a type I inference error – incorrectly rejecting a null hypothesis – increases due to the
accumulation of error over multiple comparisons. This issue is addressed in the present
paper using the method of [2]. Given n prospective individual findings with associated
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p-values p1 < p2 < · · · < pn, and a desired overall level of significance (p-value) p,
the Benjamini-Hochberg procedure declares as significant the first k findings, where k
is the largest index i, 1 ≤ i ≤ n, for which pii/n < p. This approach provides rigorous
control of the false discovery rate, the expected proportion of multiple null hypotheses
that are incorrectly rejected due to multiple comparisons. In the present paper, control
of the false discovery rate is performed at the significance level p < 0.05.

3 Results

This section describes the results of clustering that were obtained using the hypnogram
data of section 2.1 represented in terms of the quartiles of the stage bout duration dis-
tributions (section 2.2, q = 4), utilizing EM clustering (section 2.3). In passing, we
note that variants of the bout duration quartile data representation that use more than 4

quantiles were also considered for the present work. The advantage of using a greater
number of quantiles is the ability to describe finer details in the bout duration distribu-
tions. However, clustering stability was considerably lower with such representations,
and so the decision was made to use quartiles only (see section 2.2).

3.1 Clustering Stability

The mean observed value of the adjusted Rand Index (section 2.3) for EM is at least
0.87 for the values k = 2, 3, 4. The high values of the adjusted Rand Index show that
the EM clustering is only slightly influenced by the initial parameter values, and rep-
resents a stable grouping of the hypnograms. In contrast, the adjusted Rand index of
k-means stays between 0.36 and 0.53 over the range k = 2, 3, 4. For this reason, EM
was selected as the clustering algorithm for the work discussed in the present paper.
The seed value 8 was found to provide an EM clustering of maximum mean adjusted
Rand Index as compared to the other 49 seed values considered, for each k = 2, 3, 4.
All results discussed subsequently in this paper utilize the EM clustering resulting from
the seed value 8.

3.2 Cluster Separation

Visualization of Cluster Separation. The visualization technique of multidimensional
scaling (MDS) provides a low-dimensional nonlinear projection of a dataset in a way
that minimizes distortion of the distances between pairs of data instances [5]. Fig. 3
shows a two-dimensional MDS projection of the set of data instances used in the present
paper. The results of EM clustering did not enter into the generation of the MDS projec-
tion itself. The EM cluster labels for k = 3 were used to determine the glyph (marker)
for each instance in the visualization shown. The MDS results show only moderate sep-
aration among the EM clusters in two dimensions, which indicates that more than two
variables are likely to be needed in order to achieve high separation. See section 3.2.
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Fig. 3. Left: MDS view of clusters; right: LDA boundaries in W.Q3, SWS.Q1 space

Measurement of Cluster Separation via Classification

Classification Based on All Duration Quartile Variables. Separation among clusters
was further assessed quantitatively by performing a classification task in which the EM
cluster labels are viewed as the target class attribute, with the variables used for clus-
tering used as predictive attributes. Classification accuracy, the fraction of instances
for which the cluster label is correctly predicted, and the area under the Receiving
Operating Characteristic (ROC) plot [14], remain consistently above 0.80 in the cases
k = 2, 3, 4 for widely used classification techniques including C4.5 (J48) decision tree
learning, naı̈ve Bayes, and multilayer artificial neural networks (ANN). The area under
the ROC plot accounts for prediction errors on a per-class basis, and is a better measure
of classification performance in this context because the class (cluster) sizes are very
dissimilar. Accuracy can produce overly optimistic results in such situations. Mean val-
ues of the area under the ROC plot for selected classifiers appear in Table 2. A 4-fold
cross-validation protocol was employed to control variance due to data sampling.

Table 2. AUC selected classifiers

classifier k = 2 k = 3 k = 4

ANN 0.94 0.97 0.91
J48 0.88 0.90 0.89

naive Bayes 0.99 0.98 0.98

Table 3. Bout duration cluster sizes

k = 2 k = 3 k = 4

{211, 33} {148, 19, 77} {127, 15, 48, 54}

Classification Based on a Single Pair of Duration Quartile Variables. Observed cluster
separation is fair in two-dimensional projections of the bout duration dataset in terms
of the bout duration clustering variables, as expected based on the MDS visualization
in Fig. 3. An example involves the wake.Q3 and SWS.Q1 bout duration quartile vari-
ables. As observed in Fig. 3, there is considerable overlap among the clusters near the
bottom left corner. Fig. 3 also shows sample decision boundaries in this reduced two-
dimensional feature space using a linear discriminant analysis (LDA) classifier.

Classification Rule Description of Clusters. Use of the rule induction algorithm RIP-
PER [8] (JRIP) over the wake.Q3 and SWS.Q1 predictive variables alone, with the
k = 3 cluster label as the class, yields, after pruning and simplification, the classifica-
tion rules shown in Fig. 4. The final rule is a default rule that is used when the other
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(wake.Q3 >= 50) => cluster=cluster2 (10.0/0.0)

(SWS.Q1 >= 30) => cluster=cluster3 (41.0/2.0)
(SWS.Q1 >= 17) and (6 >= wake.Q3 >= 4) => cluster=cluster3 (13.0/3.0)
=> cluster=cluster1 (180.0/37.0)

Fig. 4. JRIP rules for 3 clusters using wake.Q3 and SWS.Q1 only. Coverage/errors in parentheses

rules do not apply. This particular model attains an accuracy of 0.77 and a mean area
under the ROC plot of 0.76. Although the classification performance of the model in
Fig. 4 is unremarkable, it provides an easily understood rough description of the clus-
ters in the case k = 3. In particular, it suggests that cluster 2 is associated with high
wake bout durations. This is consistent with Fig. 3. More detailed characterizations of
the various clusters are discussed in section 3.3.

3.3 Statistical Properties of the Bout Duration Clusters

Cluster Sizes and Membership. The sizes of the EM bout duration clusters appear in
Table 3. Relationships among the three families of clusterings k = 2, 3, 4 are derived
from the detailed membership lists of the various clusters. A simplified description of
the relationships among clusterings for different values of k is the following. Additional
characteristics of individual clusters are given in Table 4 and section 3.3.

Relationships between k = 2 and k = 3 Clusters. Cluster 1 in the k = 2 family splits
into the two k = 3 clusters labeled 1 and 3. As discussed in section 3.3 below, the k = 3

cluster 3 portion is characterized by higher SWS bout duration quartiles than the k = 3

cluster 1 portion. Two-thirds of the k = 2 cluster 2 – with higher wake and lower SWS
and REM bout duration quartiles – retains its identity in the k = 3 family; the remaining
one-third of the k = 2 cluster 2 joins the k = 3 cluster 3. The only inaccuracy in this
description is that 3 of the 33 instances in the k = 2 cluster 2 join the k = 3 cluster 1.

Relationships between k = 3 and k = 4 Clusters. In the transition between k = 3

and k = 4, cluster 1 remains largely unchanged (with only 12 of 148 instances leaving
cluster 1 and joining cluster 4). Cluster 2 remains mainly within cluster 2 (with 4 of 19
instances joining cluster 4, which has higher mean REM bout duration quartiles than
cluster 2; see section 3.3). Two-thirds of the k = 3 cluster 3 joins the k = 4 cluster 2,
and the remaining one-third of k = 3 cluster 3 remains within the k = 4 cluster 3 (8
instances join k = 4 cluster 4). However, the k = 4 cluster 3 retains the characteristic,
shared with k = 3 cluster 3, of having the highest SWS bout duration quartiles among
clusters.

Cluster Bout Duration Summary Statistics. The mean, standard deviation, median,
and mean absolute deviation of the 15 descriptive variables were computed for each of
the EM clusters, with a view toward establishing statistical differences among clusters.
Table 4 provides numerical values of the bout duration quartile means of the different
clusters for k = 2, 3, 4. Fig. 5, 6, 7 show the mean values of the 15 clustering variables
in the cases k = 2, 3, 4, respectively. These figures suggest that each cluster is charac-
terized by different bout duration quartiles for one or more of the sleep stages than the
other clusters (e.g., cluster 2 by higher wake duration quartiles).
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Fig. 5. Mean values of clustering variables, k = 2

Fig. 6. Mean values of clustering variables, k = 3

Fig. 7. Mean values of clustering variables, k = 4

Multiway Cluster Comparisons. Statistical significance of the observed differences
in the means among clusters was assessed by ANOVA and Kruskal-Wallis tests for mul-
tiway comparisons, and by t, and Wilcoxon rank sum tests for pairwise comparisons. A
nonparametric two-sample Kolmogorov-Smirnov test was also used to determine differ-
ences between pairs of clusters in the overall distributions of the bout duration quartile
variables. All p-values were corrected for multiple comparisons using the Benjamini-
Hochberg method on a per clustering basis, so that reported p-values are upper bounds
on the false discovery rate relative to all findings over the given family of k clusters.

Stage Bout Duration Quartile Means. The results are as follows. For all clustering
families, k = 2, 3, 4, the mean values of the wake stage and stage NREM1 duration
quartile variables differ significantly among clusters in a multiway comparison using the
Kruskal-Wallis test (p < 0.05). ANOVA results are in agreement with Kruskal-Wallis,
with the exception that the inter-cluster difference in the quartile variable REM.Q1 is
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Table 4. mean bout duration quartiles of different clusters, in epochs

wake N1 N2 SWS REM
Q1 Q2 Q3 Q1 Q2 Q3 Q1 Q2 Q3 Q1 Q2 Q3 Q1 Q2 Q3

k = 2 cluster 1 (n=211) 1.4 2.9 8.4 1.1 1.4 2.2 5.9 12 24 17 28 50 19 27 44
k = 2 cluster 2 (n=33) 16 21 51 1.5 2.5 4.6 4.6 11 20 15 24 40 15 18 33

k = 3 cluster 1 (n=148) 1.5 3.1 8.6 1.0 1.3 2.0 5.8 12 23 9.4 20 36 20 28 43
k = 3 cluster 2 (n=19) 26 32 71 1.5 2.5 4.1 4.8 11 19 9.7 17 34 12 12 21
k = 3 cluster 3 (n=77) 1.4 3 10 1.2 1.8 3.3 5.8 13 25 34 45 76 17 25 47

k = 4 cluster 1 (n=157) 1.4 3.0 8.2 1.1 1.4 2.1 5.8 12.0 24 11 22 41 16 24 39
k = 4 cluster 2 (n=15) 32 39 73 1.6 2.7 4.6 4.1 10 18 11 16 30 5.3 5.6 9.9
k = 4 cluster 3 (n=48) 1.3 2.8 10 1.2 1.9 3.7 5.1 13 23 39 48 77 13 22 46
k = 4 cluster 4 (n=24) 2.2 5.4 23 1.1 1.5 2.3 7.2 15 24 17 29 53 52 59 80

not found to be significant for k = 2, 3. Additionally, both Kruskal-Wallis and ANOVA
find highly significant (p < 10−6) differences among clusters in the SWS bout duration
quartile variables for k = 3, 4. In contrast, the differences in the stage NREM2 bout
duration quartiles among clusters are not found to be significant for any of the clustering
families, k = 2, 3, 4. Pairwise statistical comparisons provide additional information,
and are discussed in section 3.3 below.

Pairwise Comparisons. Bout Duration Characteristics of Individual Clusters. The
following are a few noteworthy statistically significant differences in bout durations.
The reader is also referred to Table 4, and Fig. 5, 6, 7 in conjunction with this discussion.
Below, the precise family (value of k) is omitted when bout duration characteristics of
a given cluster number are qualitatively similar for different values of k.

Cluster 1. Clusters 1 and 3 share the property that their median wake bout duration
quartiles are significantly lower than for clusters 2 and 4 (Wilcoxon p < 0.05). On
the other hand, cluster 1 has significantly lower SWS bout duration quartiles than clus-
ter 3. See Fig. 5, Fig. 6, and Fig. 7. The bout duration characteristics of cluster 1 are
remarkably stable across values of k.

Cluster 2. Cluster 2 consistently has significantly higher wake bout duration quartiles
than any other cluster, for k = 2, 3, 4 (Wilcoxon p < 0.02). The single exception is
the variable wake.Q1 in the case k = 4. Low sample sizes for k = 4 clusters 2 and 4

(15 and 24, respectively) likely contribute to the latter isolated nonsignificance finding.
One also observes that, in the progression from k = 2 to k = 3 to k = 4, cluster 2 has
monotonically decreasing REM bout duration quartiles.

Cluster 3. As observed in section 3.3, 145 of the 148 instances (approximately 98%) in
the k = 3 version of cluster 3 belong to the k = 2 version of cluster 1. The remainder of
the k = 2 cluster 1 instances form the majority of the k = 3 cluster 3. Therefore, it is not
surprising that many of the bout duration quartiles for the k = 3 version of cluster 3 are
similar to those for cluster 1. See Fig. 6 and Table 4. However, there is an immediately
noticeable difference between clusters 1 and 3 for k = 3, namely the fact that cluster 3
has visibly higher SWS bout duration quartiles than all other clusters, including cluster
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(wake.Q3 >= 44) => cluster=cluster2 (12.0/1.0)
(wake.Q2 >= 6) and (SWS.Q1 <= 5) => cluster=cluster2 (5.0/1.0)
(NREM1.Q2 >= 3) and (NREM2.Q2 <= 9) => cluster=cluster2 (5.0/1.0)
(SWS.Q1 >= 30) => cluster=cluster3 (41.0/2.0)
(NREM1.Q3 >= 4) => cluster=cluster3 (22.0/1.0)
(SWS.Q3 >= 79) => cluster=cluster3 (15.0/3.0)
(SWS.Q2 >= 49) => cluster=cluster3 (5.0/2.0)
=> cluster=cluster1 (139.0/0.0)

Fig. 8. JRIP conjunctive rule model of the clusters for k = 3

1. In other words, cluster 3 for k = 3 consists mainly of those k = 2 cluster 1 instances
with higher SWS bout duration quartiles. This high SWS bout duration description of
cluster 3 persists for k = 4. However, the observed SWS quartile bout durations for
cluster 3, though highest among all clusters, are not significantly higher than those of
clusters 2 and 4, again due likely to the small sizes of the latter clusters.

Cluster 4. Cluster 4 is characterized by significantly higher REM bout quartile dura-
tions than any other cluster (Wilcoxon p < 10−3).

Clustering Description via Classification Rules. One can compare the characterizations
of the clusters described in the preceding paragraphs with the model constructed by the
JRIP conjunctive rule classifier in the case k = 3. The model is as shown in Fig. 8, and
achieves a classification accuracy of 0.86 and mean ROC area of 0.88. The rules of this
model closely agree with the descriptions provided above.

3.4 Health-Related Cluster Differences

Comparisons of Sleep-Related and Health-Related Variables. The bout duration
clusters identified by the EM procedure were examined to determine differences among
them in the values of sleep-related and health-related variables not used in the cluster-
ing procedure itself. Group comparisons of means and medians were performed using
ANOVA and Kruskal-Wallis tests, respectively. Pairwise comparisons of means and
medians used a t-test and Wilcoxon rank sum test.

Sleep Latency. For all values of k = 2, 3, 4, Kruskal-Wallis and ANOVA determined
that mean sleep latency (time elapsed from getting in bed until first non-wake epoch)
differs significantly among bout duration clusters (p < 0.05). The highest mean value
of sleep latency occurs in cluster 2. The pairwise difference in mean and median sleep
latency between cluster 2 and all other clusters is also significant (p < 0.05). As ob-
served in Table 4 and discussed in section 3.3, cluster 2 has the highest mean wake bout
duration quartiles of all of the clusters. It is entirely possible that the high sleep latency
contributes to the increased wake bout durations in cluster 2.

Sleep Questionnaire Variables. Certain variables that correspond to items in the Ep-
worth Daytime Sleepiness questionnaire are significantly different among clusters, and
are significantly different in pairwise comparisons between cluster 2 and the others:
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paralysis =
-0.015 wake.Q1 + 0.012 wake.Q2 + 0.0037 wake.Q3
-0.22 NREM1.Q1 + 0.07 NREM1.Q3
+0.03 NREM2.Q1 + 0.018 NREM2.Q2
-0.0045 REM.Q1 - 0.012

Fig. 9. Least squares linear regression model of paralysis (r2 < 0.01)

a sensation of muscular weakness or paralysis during laughter, anger, or emotional situ-
ations, and the recollection of vivid dreams and nightmares, differ significantly among
clusters for k = 2, 3, and are highest in cluster 2 for k = 2, 3 (p < 0.05); an un-
comfortable crawly sensation in the legs that is relieved by walking differs significantly
(p < 0.05) among clusters for k = 3, 4, and is lowest in cluster 2.

Comparison with Multivariate Linear Regression. Given the significant differences
in health variables in section 3.4, it is natural to ask if linear regression can provide
good predictions of one of these variables, such as a muscle weakness or paralysis in
emotional situations, based on bout duration statistics. For k = 3, least squares linear
regression yields the model in Fig. 9 (coefficients to two significant digits).

Although terms involving wake bout duration quartiles, which as discussed in sec-
tion 3.3 differentiate cluster 2 from the others, and in which paralysis attains its max-
imum value as discussed in section 3.4, appear in the regression model of Fig. 9, the
linear correlation between paralysis and the predictions of the least squares linear re-
gression model is less than 0.06. Thus, this model explains a fraction that is less than
0.062, much less than 1%, of the variance in paralysis. Nonlinear predictive models ob-
tained through regression based on the machine learning technique of Support Vector
Machines (SVM) provide slightly improved performance here. In any case, the fact that
paralysis differs significantly among the bout duration-based groupings found through
clustering, shows that machine learning can uncover structure in health-related data that
is not clearly identified by traditional statistical techniques such as linear regression.

4 Conclusions and Future Work

The durations of maximal uninterrupted periods in a given sleep stage are important in
the description of sleep structure. This paper has applied unsupervised machine learning
to the discovery of patterns in human sleep data based on stage bout durations, utilizing
a compressed representation in terms of the quantiles of the stage bout duration distri-
butions. The results identify groups of hypnograms with statistically distinct differences
in bout durations among groups (p < 0.05), even after a Benjamini-Hochberg correc-
tion for increased type I error due to multiple comparisons. Each group is characterized
by bout duration features for specific sleep stages.

Sleep latency, a variable not among those used for clustering, is also shown to differ
significantly among the bout duration groups. Significant differences are also found for
several variables corresponding to items on the Epworth Daytime Sleepiness question-
naire, such as muscular weakness or paralysis associated with emotional situations,
the recollection of vivid dreams or nightmares after waking, and an uncomfortable
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“crawly” sensation in the legs that is relieved by walking. It is found that these vari-
ables are significantly different in the bout duration group characterized by the highest
mean duration of wake bouts. This finding provides a specific manner in which sleep
dynamics reflects the values of variables that are not specific to sleep. It is noted that
multivariate linear regression captures less than 1% of the variance associated with the
muscular paralysis variable. Thus, machine learning provides access to findings beyond
those available with more traditional statistical tools in this case.

The results presented in this paper are based on a highly compressed representation
of the bout duration distributions, utilizing only the three quartile values of the cumula-
tive bout duration distribution for each sleep stage. It is possible that this compression
limits the capacity of the clustering technique to identify important dynamical features.
Increasing the number of quantiles provides greater representational accuracy, but was
found to also reduce stability of the clustering results. Future work should investigate
alternative representations of sleep dynamical information that simultaneously provide
important detail in the distributions and stability of the machine learning results.

A limitation of the current work is that it only considers the duration of each stage
bout, without regard for what stage occurs immediately afterwards. It would be desir-
able to consider stage transitions. Work in progress by the authors examines the use of
Markov-type variants for this purpose. A major obstacle in this direction is the sparsity
of stage transitions available within a single night of sleep. More accurate modeling of
the sleep stage transition statistics will require the use of multiple nights’ sleep data, or
ambulatory monitoring of physiological signals over extended periods of time.

References

1. Aserinsky, E., Kleitman, N.: Regularly occurring periods of eye motility, and concomitant
phenomena, during sleep. Science 118(3062), 273–274 (1953)

2. Benjamini, Y., Hochberg, Y.: Controlling the false discovery rate: a practical and powerful
approach to multiple testing. J. Royal Statistical Soc., Series B 57(1), 289–300 (1995)

3. Berger, R.J., Phillips, N.H.: Energy conservation and sleep. Behav. Brain Res. 69(1-2), 65–73
(1995)

4. Bianchi, M.T., Cash, S.S., Mietus, J., Peng, C.-K., Thomas, R.: Obstructive sleep apnea alters
sleep stage transition dynamics. PLoS ONE 5(6), e11356 (2010)

5. Borg, I., Groenen, P.J.F.: Modern Multidimensional Scaling: Theory and Applications, 2nd
edn. Springer Series in Statistics. Springer, Berlin (2005)

6. Burns, J.W., Crofford, L.J., Chervin, R.D.: Sleep stage dynamics in fibromyalgia patients and
controls. Sleep Medicine 9(6), 689–696 (2008)
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Abstract. This paper reports our work on the development and evaluation of a 
multimodal interactive guidance system for navigating elderly persons in  
hospital environments. A list of design guidelines has been proposed and im-
plemented in our system, addressing the needs of designing a multimodal inter-
faces for elderly persons. Meanwhile, the central component of an interactive 
system, the dialogue manager, has been developed according to a unified dialo-
gue modelling method, which combines the conventional recursive transition 
network based generalized dialogue models and the classic agent-based dialo-
gue theory, and supported by a formal language based development toolkit. In 
order to evaluate the minutely developed multimodal interactive system, the 
touch and speech input modalities of the current system were evaluated by an 
elaborated experimental study with altogether 31 elderly. The overall positive 
results on the effectiveness, efficiency and user satisfaction of both modalities 
confirm our proposed guidelines, approaches and frameworks on interactive 
system development. Despite the slightly different results, there is no signifi-
cant evidence for one preferred modality. Thus, further study of their combina-
tion is considered necessary. 

Keywords: Multimodal interaction, Elderly-centered system design, 
Human-computer interaction, Spoken dialogue systems, Formal methods. 

1 Introduction 

Multimodal interfaces is gaining more and more importance for its promising possi-
bility to achieve a significantly more effective and efficient human computer interac-
tion (cf. [1]), they also increase users’ satisfaction and provide a more natural and 
intuitive way of interaction (cf. [2]). Meanwhile, due to the demographic development 
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towards increasingly more elderly persons, there rises a growing research focus on the 
ultimodal communication technology, which aims at enhancing the quality of interac-
tion by taking age-related decline into account (cf. [3]). 

Elderly people often suffer from decline of sensory, perceptual, motor and cogni-
tive abilities. Considering these facts we first present a list of elaborated design guide-
lines regarding basic design principles of conventional interactive systems and the 
most common elderly-centered characteristics. Meanwhile, in order to achieve a flex-
ible and context-sensitive, yet formally tractable and controllable interaction, we de-
signed a unified dialogue modelling approach, which combines a finite state based 
generalized dialogue model and the classic agent based dialogue model, and imple-
mented this by a formal language based development framework. According to the 
proposed design guidelines and the unified dialogue modelling approach, an interac-
tive guidance system was especially designed and developed for the elderly. To eva-
luate the touch input and natural spoken language modalities with respect to their 
feasibility and acceptance by elderly persons, an empirical study was conducted with 
31 older participants. The general framework PARADISE [4] has been applied in  
our evaluation process. The study also aimed at the evaluation of the multimodal  
interactive guidance system as a whole, while regarding the essential criteria of the 
following aspects for interaction: the effectiveness of task success, the efficiency of 
executing tasks and the user satisfaction with the system. 

The following text is organized as follows: section 2 presents the proposed general 
guidelines for designing multimodal interactive system for elderly persons; section 3 
introduces the unified dialogue modelling approach which combines the classic agent 
based approach and the recursive transition network based theory for building the 
discourse management of the multimodal interaction; section 4 then describes the 
multimodal interactive guidance system, which is developed based on the unified 
dialogue modelling approach and the presented set of design guidelines; section 5 
describes the experimental study, and the results are analyzed and discussed in section 
6. Finally, section 7 concludes and gives an outline of the future work. 

2 Design Guidelines of Multimodal Interactive Systems for 
Elderly Persons 

[5] indicated that the decline of elderly persons should be considered while designing 
interactive systems for the elderly. Therefore, we defined a set of design guidelines 
for multimodal interaction with respect to the decline of seven very important abili-
ties. They are implemented and integrated into our multimodal interactive guidance 
system and tested in an empirical pilot study. The results are described in [6] and the 
improved guidelines are presented as follows: 

2.1 Visual Perception 

Visual perception declines for most people with age (cf. [7]) in different ways: many 
people find it more difficult to focus on objects up close and to see fine details; the 
size of the visual field is decreasing and the peripheral vision is successively declin-
ing. Rich colors and complex shapes are making perception difficult. Rapidly moving 
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objects are either causing too much distraction, or becoming less noticeable. To cope 
with these impairments, the following guidelines should be taken into account: 

• Layouts of the user interface should be devised as simple and clear as possible, 
with few (if any) or no overlapping items. 

• All texts should be large enough to be readable on the communicating interfaces. 

• Strong contrast should be used with as few colors as possible; this also applies to 
simple and easily recognizable shape designs. 

• Unnecessary and irrelevant visual effects should be avoided. 

2.2 Speech Ability 

Elderly persons need more time to produce complex words or longer sentences, prob-
ably due to reduced motor control of tongue and lips (cf. [8]). Furthermore, speech-
related adaptation is necessary to improve the interaction quality to a sufficient level 
(cf. [9]). Based on these, the following aspects should be taken into account: 

• Special acoustic models for the elderly should be used for speech recognizer. 

• Vocabulary should be built with more definite articles, auxiliaries, first person 
pronouns and lexical items related to social interaction. Texts should be as simple as 
possible. 

• Dialogue strategies should be able to cope with elderly specific needs such as re-
peating, helping and social interaction, etc. 

2.3 Auditory Perception 

Hearing ability declines at least to 75% after 75 year olds (cf. [10]). High pitched 
sounds are increasingly lost, as well as long and complex sentences becoming diffi-
cult to follow (cf. [11]). Therefore special attention should be paid to the following: 

• Text displays can help when information is mis- or not heard, which should not 
provide conflicting information. 

• Synthesized texts should be intensively revised regarding style, vocabulary, length 
and sentence structures suitable for elderly. 

• Low pitched voices are more acceptable for speech synthesis, e.g., female voices 
are less preferred than male ones. 

2.4 Motor Ability 

Computer mice are unsuitable for many elderly due to the lack of good hand-eye 
coordination and decline of fine motor abilities (cf. [12]). Positioning the cursor is 
difficult if the target is too small or too irregular to locate, and fine movements are 
harder to control (cf. [13]).Thus, the following procedures are suggested: 

• Direct interaction is recommended, e.g., touch screen. 

• All GUI items should be accessibly shaped, sized and well spaced from each other. 
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• Simple movements are recommended, such as clicking instead of dragging. 

• Text input should be avoided or replaced with other simpler input actions. 
• An undo function is needed to correct errors. 

• Simultaneous multimodal input such as the combination of speech and other input 
should be avoided or replaced. 

2.5 Attention and Concentration 

Elderly persons are more easily distracted by details or noise (cf. [14]). They show 
great difficulty maintaining divided attention, where attention must be paid to more 
than one aspect at a time (cf. [15]). Therefore, the following points are suggested: 

• Only relevant images should be used. 

• Items should not be displayed simultaneously. 

• Unified or similar fonts, colors and sizes of displayed texts are recommended. 

• Changes on the user interface should be emphasized in an obvious way. 

2.6 Memory Functionalities 

Different memory functions decline at different degrees during ageing. Short term 
memory holds fewer items while ageing and declines earlier; also more time is needed 
to process information (cf. [16]). Working memory also becomes less efficient (cf. 
[17]). Semantic information is believed to be preserved in long term memory for a 
longer period(cf. [18]). To compensate the decline of the different memory functions, 
the following points are suggested: 

• Pure image items should be avoided or placed near relevant key words. 

• Presented items in a sequence should not exceed five, the average maximum ca-
pacity of short term memory of elderly persons. 

• Information should be categorized to assist storage into long term memory. 

• Context sensitive information is necessary to facilitate working memory activities. 

2.7 Intellectual Ability 

Fluid intelligence does decline with ageing, while, crystallized intelligence does 
not or to a less extent (cf. [19]); it can assist elderly people to perform better in a 
stable well-known interface environment. Thus, we suggest assuring the following 
points: 

• Unified interface layout, where changes should only happen on data level. 

• Semantically intuitive structure, where users should not be too surprised while 
traversing the interaction levels. 

• Consistent interaction style facilitates learning and assist elderly to master interface 
use. 
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3 A Formal Unified Dialogue Modelling Approach 

As a typical recursive network based approach, generalized dialogue models were 
developed by constructing dialogue structures at the illocutionary level (cf. [20]). 
However, it is criticized for its inflexibility of dealing with dynamic information ex-
change. Meanwhile, information state update based theories were deemed the most 
successful foundation of agent based dialogue approaches (cf. [21]), which provides a 
powerful mechanism to handle dynamic information and gains a context sensitive 
dialogue management. Nevertheless, such models are usually very difficult to manage 
and extend (cf. [22]). 

Thus, a unified dialogue modelling approach was developed. It combines the gene-
ralized dialogue models with information state updated based theories. This approach 
is supported by a formal development toolkit, which is used to implement an effec-
tive, flexible, yet formally controllable dialogue management. 

3.1 A Unified Dialogue Modelling Approach 

Generalized dialogue models can be constructed with the recursive transition net-
works (RTN). They abstract dialogue models by describing illocutionary acts without 
reference to direct surface indicators (cf. [23]). Fig. 1 (left) shows a simple genera-
lized dialogue model as a recursive transition network diagram. It is initiated with an 
assertion from a person A, responded by B with three actions: accept, agree or reject. 

 

Fig. 1. A generalized dialogue model as a simple recursive transition network (RTN) (left) & a 
generalized dialogue model as a simple deterministic RTN with conditional transitions (right) 

The generalized dialogue model above is a none-deterministic model. To build a 
feasible interaction model, deterministic behavior should be assured for the interac-
tion flow. Thus, conditional transitions are introduced to improve the above dialogue 
model (cf. Fig. 1 right). Let checkAssert be a method to check whether an assertion 
holds with B’s knowledge and a an assertion given by A, if the assertion holds, B can 
agree with it; otherwise, B rejects it and initiates further discussion; if the assertion is 
not known by B, then B accepts it. Such conditional transitions can only be activated 
if the relevant condition is fulfilled. We call it the conditional RTN. 

Although the conditional RTN based generalized dialogue model defines a determi-
nistic illocutionary structure, it does not provide the mechanism to integrate discourse 
information. Thus, information state based theory was integrated into our unified di-
alogue model by eliminating some typical elements, e.g. AGENDA for planning the 
next dialogue moves, because such information is already captured by the generalized 
dialogue model; furthermore it complements illocutionary structure with update rules, 
which is associated with the information state of current context, and can update the 
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information state respectively if necessary. As a result, a unified dialogue model is 
constructed as shown in Fig. 2 (left). Four update rules are added, so that the discourse 
context can always be considered and updated; e.g. the update rule ACCEPT adds a 
new assertion a into B’s belief and refer it as known from then on. 

Finally, we define a unified dialogue model as a deterministic recursive transition 
network built at the illocutionary level of interaction processes; its transitions can 
only be triggered by fulfilled conditions concerning the information state, and with 
the consequences of information state update according to a set of update rules. 

 

Fig. 2. A simple unified dialogue model and its CSP specification 

3.2 A Formal Language Based Development Toolkit for Dialogue Modelling 

Deterministic recursive transition networks can be illustrated as a typical finite state 
transition diagram (cf. Fig. 2 left), which provides the possibility of specifying the 
described illocutionary structure with mathematically well-founded formal methods, 
e.g., with Communicating Sequential Processes (CSP) in the formal methods commu-
nity of computer science. 

CSP can not only be used to specify finite state automata structured patterns with 
abstract, yet highly readable and easily maintainable logic formalization (cf. [24]), but 
it is also supported by well-established model checkers to verify the concurrent as-
pects and increase the tractability (cf. [25]). Thus, CSP is used to specify and verify 
the unified dialogue models (cf. the example in Fig. 2 (right)). 

To support the development of unified dialogue models within interactive systems, 
we provided the Formal Dialogue Development Toolkit (FormDia cf. Fig. 3). 

 

Fig. 3. the Structure of the FormDia Toolkit (cf. [26]) 

To develop the unified dialogue model based discourse management, FormDia 
toolkit can be used according to the following steps: 
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• Validation: the CSP specified structure of a unified dialogue model can be vali-
dated by using Failures-Divergence Refinement tool, (FDR (cf. [27])), which is a 
model checking tool for validating and verifying concurrency of state automata. 

• Generation: according to the given CSP specification, finite state automata can 
then be generated by the FormDia Generator. 

• Channels Definition: channels between the dialogue management and applica-
tion/domain specific components can be defined. These channels are at first black 
boxes, which will be filled with deterministic behavior of concrete components. 

• Simulation: with the generated finite state automata and the communication chan-
nels, dialogues scenarios are simulated via a graphical interface, which visualizes 
dialogue states as a directed graph and provides a set of utilities to trigger events and 
the dialogue state update for testing and verification. 

• Integration: after the dialogue model is validated and verified, it can be integrated 
into a practical interactive dialogue system via a dialogue management driver.  

The FormDia toolkit shows a promising way for developing formally tractable and 
extensible interaction. It enables an intuitive design of dialogue models with formal 
language, automatic validation of related functional properties, and it also provides an 
easy simulation, verification for the specified dialogue models, and the straightfor-
ward integration within a practical interactive system. In addition, with the unified 
dialogue model, FormDia toolkit can even be used in multimodal interactive system. 

4 Multimodal Interactive Guidance System for Elderly Persons 

The Multimodal Interactive Guidance System for Elderly Persons (MIGSEP) was 
developed for elderly or handicapped persons to navigate through public spaces. 
MIGSEP runs on a portable touch screen tablet PC. It serves as the interactive media 
designed for an autonomous intelligent electronic wheelchair that can automatically 
carry its users to desired locations within complex environments. 

4.1 System Architecture 

The architecture of MIGSEP is illustrated in Fig. 4. A Generalized Dialogue Manager 
is developed using the unified dialogue modelling approach. It functions as the  
central processing unit and enables a formally controllable and extensible, meanwhile  
 

 

Fig. 4. The architecture of MIGSEP 
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context-sensitive multimodal interaction. An Input Manager receives and interprets all 
incoming messages from GUI Action Recognizer for GUI inputs, Speech Recognizer 
for natural language understanding and Sensing Manager for other sensor data. An 
Output Manager on the other hand, handles all outgoing commands and distributes 
them to View Presenter for visual feedbacks, Speech Synthesizer to generate natural 
language responses and Action Actuator to perform necessary motor actions. Know-
ledge Manager uses Database to keep the static data of certain environments and Con-
text to process the dynamic information exchanged with users during the interaction. 

Although the essential components of MIGSEP are closely connected with each 
other via predefined XML-based communication mechanism, each of them is treated 
as an open black box and can be implemented or extended for specific use, without 
affecting other MIGSEP components. It provides a general platform for both theoreti-
cal researches and empirical studies on multimodal interaction. 

4.2 The Unified Dialogue Model in MIGSEP 

The current unified dialogue model (UDM) consists of four extended state transition 
diagrams. 

Each interaction is initiated with the diagram Dialogue(S, U) (cf. Fig. 5 (left)), by 
the initialization of the system’s start state and a greeting-like request. 

 

Fig. 5. The Initiate diagram and the transition diagram triggered by user 

The dialogue continues with user’s instruction to a certain location, request for a 
certain information or restart action, leading to the system’s further response or dialo-
gue restart, respectively, as well as updating the information state with the attached 
update rules (cf. Dialogue(U, S) in Fig. 5 (right)). 

After receiving user’s input, the system tries to generate an appropriate response 
according to its current knowledge base and information state (cf. Response(S, U) in 
Fig. 6 (left)). This can be informing the user with requested data, rejecting an unac-
ceptable request with or without certain reasons, providing choices for multiple  
options, or asking for further confirmation of taking a critical action, each of which 
triggers transitions to different diagrams. 

Finally, the user can accept or reject the system’s response, or even ignore it by 
simply providing new instructions or requests, triggering further state transitions as 
well as information state updates (cf. Response(U, S) in Fig. 6 (right)). 

Using the FormDia toolkit, the UDM was developed as CSP specifications, and its 
functional properties have been validated and verified via FDR, as well as its concep-
tual interaction process using FormDia simulator. The tested specification was then  
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Fig. 6. The model for system’s response and the model for user’s response 

used to generate corresponding machine-readable state transition automata and inte-
grated into the Generalized Dialogue Manager of MIGSEP. 

4.3 The Elderly-Friendly Design Elements in MIGSEP 

According to the design guidelines in the previous section, a set of elderly-centered 
design elements were implemented in MIGSEP. Specifically, the most essential ele-
ments are listed below: 

• Visual perception: simple and clear layout was constructed without overlapping 
items; 12-14 sized sans-serif fonts were chosen for all displayed texts. Simple and 
high contrast colors without fancy visual effects were used and placed aside; regularly 
shaped rectangles and circles were selected, enabling comfortable perception and easy 
recognition. 

• Auditory perception: both text and acoustic output are provided as system res-
ponses. Styles, vocabulary, structures of the sentences have been intensively revised. 
A low-pitched yet vigorous male voice is chosen for the synthesis. 

• Motor functions: regularly shaped, sufficiently sized and well separated interface 
elements were designed for easy access. Clicking was decided to be the only action to 
avoid otherwise frequently occurring errors caused by decline of motor function. 
“Start” was provided as the only way of orientating oneself to avoid confusion. 

• Attention/Concentration: fancy irrelevant images or decorations were avoided. 
Unified font, colors, sizes of interface elements were used for the entire interface. 
Simple animation notifying changes were constructed, giving sufficiently clear yet not 
distracting feedback to the user. 

• Memory functionalities: all items are used with relevant keywords. The number of 
displayed items is restricted to no more than three, considering the maximum capacity 
of short term memory, the accessible size as well as the readable amount of informa-
tion of the interaction items on a table PC. Logically well-structured and sequentially 
presented items were intensively revised to assist orientation during interaction. Con-
text sensitive clues are given with selected colors. 

• Intellectual ability: consistent layout, colors and interaction styles are used. 
Changes on the interface happen only on data level. 
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4.4 Interaction with MIGSEP in a Hospital Environment 

We have implemented a MIGSEP system and set its application domain to hospital 
environments. Fig. 7 shows a user interacting with it via speech modality and a sam-
ple dialogue between the MIGSEP system and a user who would like to be guided to 
the cardiology department, to a doctor named Wolf. 

 

Fig. 7. A user is interacting with MIGSEP and an Example of a dialogue with MIGSEP 

5 The Experimental Study 

To evaluate how well an elderly person is assisted by MIGSEP system, an experimen-
tal study concerning speech and touch input modalities was conducted. 

5.1 Participants 

Altogether 31 elderly persons (m/f: 18/13, mean age of 70.7, standard deviation 3.1), 
all German native speakers, took part in the study, in which 15 participants were us-
ing the speech input and 16 were using touch input. They all finished the mini-mental 
state examination (MMSE), which is a screening test to measure cognitive mental 
status (cf. [28]). A test value between 28 and 30 indicates slight decline yet sufficient-
ly normal cognitive functioning, therefore, our participants showing 29.0 averagely 
(std.=.84) were in the acceptable range. 

5.2 Stimuli and Apparatus 

Except the variation of the input possibilities between touch and speech, where the 
touch modality was supported by a touchable screen of a laptop and the spoken lan-
guage instructions were only activated if the button was being pressed and the green 
lamp was on (cf. Fig. 7), all other stimuli are the same for both modalities, e.g., visual 
stimuli were given by a green lamp and a graphical user interface; audio stimuli as 
complementary feedbacks were also generated by the MIGSEP system and presented 
via two loudspeakers at a well-perceivable volume. All tasks were given as keywords 
on the pages of a calendar-like system. 
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The same data set contains virtual information about personnel, rooms and  
departments in a common hospital, was used for both modalities throughout the 
experiment.  

During the experiment each participant was accompanied by only one investigator, 
who gave the introduction and well-defined instructions at the beginning, and pro-
vided help if necessary.  

An automatic internal logger of the MIGSEP system was used to collect the real-
time data, while the windows standard audio recorder program kept track of the whole 
dialogic interaction process. 

A questionnaire, which is focusing on the user satisfaction and includes questions 
of seven categories: system behavior, speech output, textual output, interface presen-
tation, task performing, user-friendliness and user perspective, was filled in by each 
participant via a five point Likert scale based grading system. 

5.3 Procedure 

Each participant (both touch and speech) had to undergo four phases: 

• Introduction: a brief introduction was given to the participants. 

• Standardized learning phase: they were instructed how to interact with the 
MIGSEP system, either using the touchable screen or using the button device and 
spoken natural language. After they made no more mistakes with the assigned input 
modality, a further introduction was given to the verbal and graphical feedbacks the 
system provides. Then they were asked to perform one task to gather more practical 
experiences. 

• Testing: Each participant had to perform 11 tasks, each of which contains incom-
plete yet sufficient information about a destination. Each task was ended, if the goal 
was selected, or the participant gave up trying after six minutes.  

• Evaluation: After all tasks were completed, each participant was asked to fill in the 
questionnaire for subject evaluation. 

5.4 Questions and Methods 

Altogether, there are three important questions to be answered by the experiment: 

• ”Can elderly use the MIGSEP system to complete the tasks?” 
Besides a general assessment of the task success, a standard measurement method 
Kappa coefficient ([4]) is also used to detail the evaluation of the effectiveness. 

• “Can elderly persons handle the tasks with MIGSEP efficiently?” 
This is answered by the automatically logged data of every single interaction. 

• “Do elderly find it comfortable to interact with MIGSEP?”  
This is answered by the data of the evaluation questionnaires. 
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6 Results and Discussion 

6.1 Effectiveness of MIGSEP 

Regarding the effectiveness of the MIGSEP system, 326 out of 341 tasks (10.5 of 11 
for each, 95.6%) were correctly performed by all the participants, where 10.6 (96.6) 
and 10.4 (94.5%) tasks were completed by each participant using touch or speech 
input modalities respectively. This suggests a generally high effectiveness of the inte-
raction with the MIGSEP system. However, in order to assess the effectiveness at a 
more detailed level, the standard statistical method Kappa coefficient was used. 

In order to apply the kappa method, we needed to define the attribute value matrix 
(AVM), which contains all information that has to be exchanged between MIGSEP 
and the participants. E.g. table 1 shows the AVM for the task: ”Drive to a person 
named Michael Frieling.” for both touch and speech modalities, where the expected 
values of this task are also presented. 

Table 1. An example AVM for the task “drive to a person name Michael Frieling” 

Touch Speech 
Attribute Expected value Attribute Expected value 

Reached Level L1, L2, L3, L4 FN Michael 
Goal Selection Michael Frieling LN Frieling 

Confirm Yes (to the correct goal) G Male 
  M Person 

 
By combining the actual data recorded during the experiment with the expected 

attribute values in the AVMs, we can construct the confusion matrices for all tasks. 
Table 2 shows e.g. the confusion matrix for the task ”drive to a person named Michael 
Frieling” with the speech input modality, where ”M” and ”N” denote whether the 
actual data match with the expected attribute values in the AVMs, and “SNU” for the 
system failed-understanding situation. E.g. first name of Michael is wrongly targeted 
for 4 times and wrongly understood by the system 14 times. Similar construction is 
done with the AVM of touch input. 

Table 2. The confusion matrix fort the task „drive to a person named Michael Frieling“ 

 FN LN G M  
sum Data M N SNU M N SNU M N SNU M N SNU 

FN 81 4 14          99 
LN    82 3 12       97 
G       57  4    61 
M          3 2 1 6 

 
Given one confusion matrix, the Kappa coefficient can then be calculated with κ = , (cf. [4]) 

In our experiment, 

P(A) = 
∑ ,   
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is the proportion of times that the actual data agree with the attribute values, including 
the system failed-understanding situation as not matched, and  

P(E) = ∑  

is the proportion of times that the actual data are expected to be agreed by chance, 
where M(i, M) is the value of the matched cell of row i, M(i) the sum of the cells of 
row i, and T the sum of all cells. 

Therefore, we summarized the results of all the tasks and constructed one confu-
sion matrix for all the data, and got: kappa coefficient κ = 0.88(std.=0.10) for touch 
and κ = 0.74 (std.=0.13) for speech modality. This in general still suggests a success-
ful degree of interaction using touch and speech modality. However, touch input is 
performing more effectively at the detailed interaction level compared to the speech 
modality, due to the common problem caused by the automatic speech recognizer 
(294 SNU, 19.6 averagely for each participants). 

6.2 Efficiency of MIGSEP 

Regarding the efficiency of MIGSEP, the automatically logged quantitative data are 
summarized in table 3, with respect to user turns, system turns and the elapsed time 
for each participant and each task. 

Table 3. Quantitative results calculated based on the recorded data concerning efficiency 

 
Touch Speech 

Mean Std. Mean Std. 
User turns 15.5 (7) 4.1 4.3 (3) 1.7 
Sys turns 15.4 (5) 3.9 4.3 (3) 1.6 

Elapsed time (s) 88.9 40.2 57.6 24.2 

 
From a general interaction perspective, a very good overall performance efficiency 

is shown by averagely 4.3 user turns and 4.3 system turns per task for each participant 
using speech modality, because the average basic turn numbers, inferred by the  
shortest solution for each task to be filled, are 3 user turns and 3 system turns. This 
indicates that almost every participant (std. < 2) was able to find the shortest way to 
complete the tasks while tolerating the problem of automatic speech recognizer. 
However, 15.5 user turns and 15.4 system turns compared with the shortest solution 7 
and 5 respectively were less convincing for the touch modality. Given further insight 
into the individual data, four participants were having much more turns (averagely 
21.8 user turns) than the others, since they were slightly lost finding certain targets 
and started to do unreasonable brute-force searching. 

On the other hand, the elapsed time for each task and each participant for both 
modalities is considered as satisfying: with averagely 88.9 second for theoretically 
minimal 12 interaction paces (7+5) with touch input, which is only 7.4 second each, 
and 57.5 second for minimal 6 interaction paces (3+3), which is only 9.6 second each. 
However, the standard deviation of 40.2 for touch input is a bit high, due to the inte-
raction context unawareness of the four individuals with 144.8 second averagely con-
sumed time. 
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6.3 User Satisfaction 

Overall, it shows a very good user satisfaction for touch and speech modalities, with 
averagely 4.7 and 4.3 out of 5. Specifically, the speech and textual outputs are consi-
dered appropriately constructed; the interface is intuitive and easy to understand; the 
process to perform the task is feasible; and the system is considered user-friendly.  

However, the scores of system behavior and user perspective for the speech modal-
ity were a bit lower than the others. This is mainly due to the problem of the automat-
ic speech recognizer, which could trigger unexpected system responses, and therefore 
make the future use from the user perspective less attractive. This impression is also 
reflected to every other aspect for speech modality, with overall lower score com-
pared to touch input. 

Table 4. The assessment of subjective user satisfaction 

 
Touch Speech 

Mean Std. Mean Std. 
System behavior 4.8 0.3 3.6 0.7 
Speech output 4.7 0.5 4.6 0.6 
Textual output 4.9 0.3 4.5 0.5 

Interface presentation 4.8 0.3 4.7 0.4 
Task performing 4.5 0.3 4.3 0.5 
User-friendliness 4.7 0.4 4.4 0.6 
User perspective 4.3 0.9 3.9 0.8 

Overall 4.7 0.2 4.3 0.4 

7 Conclusions and Future Work 

This paper summarized our work on multimodal interaction for elderly persons, cen-
tering the following two essential aspects: 

• The design and implementation of a multimodal interactive system according to a 
number of elderly-friendly guidelines concerning with the basic design principles of 
conventional interactive interfaces and ageing centered characteristics; 

• The modelling and development of multimodal interaction using a tool-supported, 
formally tractable and extensible unified dialogue modelling approach. 

In order to evaluate the minutely designed and developed multimodal interactive sys-
tem, an experimental study was conducted with 31 elderly persons and concerned 
with the touch and speech input modality respectively. The evaluation showed high 
effectiveness, sufficient efficiency and a high satisfaction of the participants with our 
system for both modalities. Due to the problem caused by the automatic speech rec-
ognition, touch modality displays a better performance with respect to effectiveness 
and is preferred by the elderly. But the speech modality helped the participants in a 
more efficient way. Thus, the combination of both modalities is motivated. 

The presented work served as a continuing step towards building an effective, effi-
cient, adaptive and robust multimodal interactive framework extensively for elderly 
persons. The result of a further study focusing on the touch and speech combined 
modality is being analyzed. Corpus-based supervised and reinforcement learning 
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techniques will be applied to improve the current dialogue model and gain more flex-
ible interaction, with the expectation of compensating for the insufficient reliability of 
automatic speech recognizers. 
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Abstract. The human oral cavity is a complex ecosystem where multiple inte-
ractions occur and whose comprehension is critical in understanding several 
disease mechanisms. In order to comprehend the composition of the oral cavity 
at a molecular level, it is necessary to compile and integrate the biological in-
formation resulting from specific techniques, especially from proteomic studies 
of saliva. The objective of this work was to compile and curate a specific group 
of proteins related to the oral cavity, providing a tool to conduct further studies 
of the salivary proteome. In this paper we present a platform that integrates in a 
single endpoint all available information for proteins associated with the oral 
cavity. The proposed tool allows researchers in biomedical sciences to explore 
microorganisms, proteins and diseases, constituting a unique tool to analyse 
meaningful interactions for oral health. 

Keywords: Oral health, Data integration, Proteins, Diseases, Web services. 

1 Introduction 

Information available online is increasing rapidly. In order to be processed, this in-
creased amount of data requires the constant development of computer applications 
that must adapt to increasingly complex requirements, particularly those related to the 
integration of heterogeneous data and composition of distributed services. 

Oral health is an area of research where these problems are particularly relevant. 
Being a very specific area of study, researchers are faced with many problems in ob-
taining clinically relevant information concerning the oral cavity in an easy and trans-
parent way. This information must be stored and managed using tools that should 
provide the user with functionalities to retrieve, store and search for this data. 

Usually, databases for molecular biology are centred either on a specific organism, 
such as SGD for Saccharomyces [1], or on a specific research topic, such as STRING 
for protein-protein interaction [2]. In addition, databases like Entrez [3] or the Univer-
sal Protein Resource (UniProt) [4] play a major role as hubs of biomolecular informa-
tion, storing data from multiple topics and several organisms. 
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Although this effort to create long-lasting hubs of biomedical data has been very 
successful, we should not ignore the major contribution that many, more specific, 
databases make to the current state of science. They are of special interest for small 
communities that share common research interests. The UMD-DMD database [5], 
specialized in Duchenne Muscular Dystrophy, is one example. 

Being aware of the redundancy of features shared by many of those databases, and 
of the lack of technical expertise regarding the curators, several frameworks have 
been proposed to ease the task of deploying new databases. Examples include LOVD 
[6], specialized in annotating locus-specific databases, GMODWeb [7]  for organism-
specific databases, or Molgenis [8] which allows deployment of more generic bio-
medical databases. Despite the validity of those frameworks, there is none focused on 
simulating the behaviour of a single human organ or set of adjacent organs. This need 
to partition the data of the “whole” human system is relevant because, on the one 
hand, it reduces the time and resources involved in searching, processing and curating 
information, and on the other, it facilitates the use of algorithms to retrieve biological-
ly meaningful results. 

The main objective of this project was the development of a web information sys-
tem that can collect genotypic information about oral health and that can be useful 
both for researchers and dentists. A comprehensive integrated resource of the saliva 
proteins, currently missing in the field of oral biology, would enable researchers to 
understand the basic constituents, diversity and variability of the salivary proteome, 
allowing definition and characterization of the human oral physiome. This goal was 
achieved at two levels: (1) Oralome for the application developer, which consists of a 
proprietary database, and a set of tools to retrieve biomolecular information from the 
major platforms like NCBI (National Center for Biotechnology Information) and 
UniProt; (2) for the end-user, a web portal (OralCard) directed to researchers and 
dentists, with a set of tools for searching and filtering data from the database, and the 
possibility to add new information. 

Through OralCard web portal, users are able to perform their queries and search 
among a list of provided results. For each entity, users will be able to consult and ana-
lyse a list of dependencies and information retrieved from other major databases. To 
demonstrate the usefulness of this project, we also present its application in the oral 
cavity research domain. A platform designed to integrate protein data related to this 
field will be implemented. This will include salivary proteins obtained in proteomic 
studies by different research groups, as well as proteins potentially produced and ex-
creted by microorganisms assigned to the oral cavity. The ultimate goal is to present a 
tool for the community that contains accurate, manually curated and updated data re-
garding the oral cavity, to enable interaction studies, categorization and exploration. 

We expect this work to be a valuable resource for investigators aiming to clarify 
oral biology, identify molecular disease markers, develop diagnostic tests and im-
prove prognosis, as well as providing information for the design of biological path-
ways preparing the ground for the discovery of new therapeutic agents. 

2 Motivation 

The oral cavity consists of a complex ecosystem where a variety of proteins from 
numerous origins are present. Being able to estimate the impact of the interactions 
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among those proteins is crucial in the understanding of underlying disease mechan-
isms and hopefully in developing new treatment methods. 

Saliva is the watery and usually frothy substance produced in the oral cavity of 
humans and most other animals. It is an unique clear fluid, composed of a complex 
mixture of electrolytes and proteins, and represented by enzymes, immunoglobulins 
and other antimicrobial factors, such as mucosal glycoproteins, traces of albumin and 
some polypeptides and oligopeptides, of importance for oral health [9]. 

Whole saliva is secreted mainly from three pairs of major salivary glands: the paro-
tid, the submandibular and the sublingual glands. Approximately 90% of total salivary 
volume results from the activity of these three pairs of glands, with the bulk of the 
remainder from minor salivary glands located at various oral mucosal sites [10]. 
Whole saliva also contains proteins from gingival crevicular fluid, oral mucosa and 
oral microbiota. The various components of saliva from these sources, together with 
the plasma proteins that appear in saliva, define the physiological behaviour of the 
oral cavity, the oral physiome (Oralome). 

Saliva is an ideal translational research tool and diagnostic medium and is being 
used in novel ways to provide molecular biomarkers for a variety of oral conditions, 
such as oral cancer [11, 12], dental caries [13] and periodontitis [13, 14], as well as 
systemic disorders such as breast cancer [15],  Sjögren's syndrome [16], diabetes mel-
litus [17], cystic fibrosis [18] and diffuse systemic sclerosis [19]. The ability to ana-
lyse saliva to monitor health and disease is a highly desirable goal for oral health 
promotion and research [20, 21]. The most important advantage in collecting saliva is 
that it is obtained in a non-invasive way and is easily accessible. 

Over the past thirty years, there have been many efforts to determine and identify 
the main salivary proteins and peptides. Nevertheless, the fluctuating nature of saliva 
from different individuals, huge dynamic protein concentration ranges and the protein 
detection limits of most proteomic techniques have made the saliva proteome difficult 
to define [22]. Even when a healthy individual’s saliva is considered, with multi-
dimensional separations and advanced bioinformatics search software tools, proteins 
identified in different saliva proteomics experiments are often inconsistent with each 
other except for the most abundant proteins. To overcome the poor coverage, poten-
tial bias and complementary nature of each experimental measurement of the human 
saliva proteome, it is necessary for biomedical researchers to collect and evaluate all 
reliable publicly available saliva protein data sets generated from different analytical 
and computational platforms for healthy individuals as well as in disease conditions. 

A comprehensive integrated resource of the saliva proteins would provide a great 
amount of comparative power for interpreting proteomics profile changes in patients’ 
saliva, and may supplement or compensate the limitations and biases associated with 
the set of controls for a given study. It would also improve the ability to find protein 
biomarkers that are known to occur in healthy human saliva, for instance where a 
protein is differentially expressed in a patient sample related to the quantities ob-
served in the study control. 

Oralome will have as a vital component an integrated database, by compiling and 
manually reviewing all the existing experimental data performed on healthy individu-
al samples as well as in several oral and systemic diseases. It will include a collection 
of microbial proteins expected to be present in saliva due to their presence in the ge-
nomes of the oral microbiota [23, 24] and a subset of microbial proteins determined 
experimentally [25]. 
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We think OralCard will be a fundamental resource to clarify human oral biology 
and to establish protein biomarkers for salivary diagnostic processes based on the 
analysis of saliva samples both in health and in disease, exploring the Oralome func-
tionalities. With OralCard, clinical samples from patients’ saliva may be better ana-
lysed, contributing to improved diagnostic methods and to the development of more 
effective therapies. 

3 Methods 

This solution for biomedical data integration is based upon two major components, 
Oralome and OralCard, illustrated in Fig. 1. 

Oralome, our backend pipeline, comprises four functional phases: data curation, 
modelling, information extraction and publication. 

For the OralCard portal frontend, we have selected two iterations: establishment of 
a relationship between the previously created database and the enterprise tier, and the 
design of views for the entities using web application frameworks. 

3.1 Compilation and Curation of the Saliva Proteome 

Regarding specific domains, such as the oral cavity, manual data curation is the key 
iteration where system restrictions are imposed. These are essential to correctly focus 
the system and to establish a common platform for further iterations. Here three main 
activities are performed: bibliography review, target identification and requirements 
analysis. Reviewing the bibliography consists of analysing state-of-the-art work and 
deciding where the final system’s uniqueness will be. Next, the target identification 
process involves exploring both relevant bibliography and databases, and filtering 
which data and/or features should be available in the final system. Once data and 
features are selected, a careful requirements analysis process must be conducted. This 
implies getting a first idea of the technological requirements related to the desired 
features and integrated data. 

 

Fig. 1. Pipeline for biomedical data integration 



 Data Integration Solution for Organ-Specific Studies 405 

By the time this work was done, to our knowledge, there was no database joining 
the proteomes of major and minor salivary glands. For this reason, the first step was 
to compile this information from different sources. The proteome data of major sali-
vary glands (parotid, submandibular/sublingual) were obtained from the Salivary 
Proteome Knowledge Base and from Yates Lab, The Scripps Research Institute. The 
proteome of human minor salivary gland secretion was obtained from Oppenheim 
Laboratory, Henry M. Goldman School of Dental Medicine, Boston University. The 
proteins identified in different studies were compared and repeated entries eliminated. 

Biological information is constantly being updated. Since the first publication of 
saliva proteomes, many of the originally identified proteins, catalogued as different 
entries in biological databases, have been merged with others and some deleted due to 
misidentification. Therefore, all information concerning the identified proteins was 
manually curated and updated. The update of the IPI (International Protein Index) 
entries was carried out with the “IPI History Search” (www.ebi.ac.uk/IPI) tool. All 
other updates have been made using the UniProt database. 

3.2 Oral Cavity Data Integration 

The orthogonal nature and innate heterogeneity associated with life science resources 
have always hampered easier developments regarding the integration of distributed 
data. Furthermore, research in this field has entered a cycle where computational solu-
tions lag one step behind technological requirements in biology. This brought about a 
growing disparity regarding bioinformatics software, where a few well-known and 
widely used resources, such as UniProt or NCBI, co-exist with hundreds of smaller 
independent tools. 

Although the oral cavity presents a narrower scope, it involves assorted life science 
fields, from microorganisms to proteins or diseases. Establishing new connections 
amongst these diverse entities creates a high degree of complexity, thus requiring the 
development of new ad-hoc data integration software solutions. On the one hand, 
large warehouses that might contain this domain-specific information also contain 
many other resources. Consequently, researchers are overwhelmed by huge datasets, 
making their data of interest impossible to find. For instance, discovering oral cavity 
information amongst UniProt is a nightmarish task. 

From a technological perspective, there are miscellaneous strategies for solving da-
ta integration problems. However, they all rely on three elementary concepts: ware-
housing, middleware and link integration. Warehouse approaches intend to support an 
efficient decision-making process, requiring the aggregation of all desired data in a 
huge central dataset [26]. Middleware-based solutions rely on the development of 
specific wrappers to mediate connections between users’ requests and original data 
servers [27]. Finally, link-based integration attempts to connect heterogeneous data 
types by creating graphs or networks based on pointers between distinct data units 
[28]. These approaches can be distinguished by the way they treat aggregated data. 
Warehouses replicate entire resources, creating a truly integrated environment, whe-
reas middleware or link-based solutions only provide streamlined access to data, re-
sulting in virtual integration. 

Although many examples can be found for each integration strategy, the most 
common solutions involve developing a hybrid architecture, where some data is  
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replicated whilst other data are simply connected through links and identifiers. This 
approach was integrated into the Oralome project. 

Once target resources and data were identified, the modelling iteration started. This 
task consisted of designing a common information model to support oral cavity data 
from distinct resources. 

Before the actual data integration, a system skeleton needed to be deployed. As 
mentioned above in this article, there are several frameworks designed for rapid pro-
totyping of data portals for life science projects, such as LOVD or GMODWeb. For 
this specific task, we have chosen the Molgenis framework for its agility in creating a 
database and application, complete with data exploration web workspace, REST and 
SOAP web services, and R interface out of the box. For the data integration process, 
Molgenis provides easy and direct data input, whether through the web interface, 
through any of the available services, or through a provided database API. Therefore, 
custom data wrappers, collecting data from miscellaneous resources, can be easily 
implemented. Oralome required the deployment of general-purpose wrappers, com-
bining external data in the newly deployed Molgenis instance. These wrappers allow 
for systematic information extraction from resources such as UniProt, NCBI or 
STRING, amongst others. These resources provide several ways to retrieve informa-
tion, such as REST interfaces or APIs for Java development. 

Executing this streamlined data integration workflow, curated oral cavity data is 
collected and re-organized in a publicly available web framework. 

3.3 Oralome Development 

Oralome consist of a set of tools and a database that provide access to information 
related to several entities, such as microorganisms, proteins, diseases and pathways, 
integrating crucial data regarding the oral cavity. 

The upper entity is a microorganism which has several associated proteins. A pro-
tein itself has other identifiers linked to it, such as OMIM (Online Mendelian Inherit-
ance in Man), KEGG (Kyoto Encyclopedia of Genes and Genomes), PDB (Protein 
Data Bank) and GO (Gene Ontology) terms. The main subject for this tool consists of 
two groups of proteins: (1) a subset of microbial proteins determined experimentally, 
and (2) microbial proteins expected to be present in saliva. Regarding the first group, 
besides the information retrieved from UniProt, Oralome will integrate information 
related to the environment where a protein was identified (health or disease, regula-
tion, age group, and the particular source where it resides, for instance, mucosa or 
tongue). 

For Oralome tool development we chose the Molgenis framework for generating 
all the necessary tools and features needed to start compiling our database and to view 
this data in an easy and rapid way. 

Molgenis consists of a framework written in Java, which accepts two XML files as 
input: a database and a user interface descriptor file. Using the first file, users can 
specify how the database will be structured, its entities and relations; the second file 
specifies the layout for the web interface. Molgenis generates a Java model and a 
database API which are used to deploy the related SQL tables, web services and web 
interface into a web server (Fig. 2). 
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In order to start using this framework we needed to have preinstalled a MySQL 
server to store its database, an Apache Tomcat web server for deploying web services 
and a simple user interface, and the Java Development Kit for generation of SQL and 
HTML code. 

 

Fig. 2. Oralome architecture 

Along with the Oralome application, we developed tools and wrappers to obtain 
specific information on each of the elements that build up the system (proteins, dis-
eases, pathways and others). For this, we carried out a first survey of sources where 
this information would be available, and built a runnable script to update the Oralome 
database. 

This data fetch is made easier using Molgenis. It bundles a Database API that has 
the advantage of hiding complex SQL commands. 

To import and filter the information needed in our database, we used Java as the 
programming language because it is highly compatible with most APIs provided by 
the major external services resources (UniProt, KEGG, and NCBI Entrez Utilities). 

3.4 Oralcard Development 

In order to take advantage of the Oralome functionalities, we propose a tool that 
enables searching over the oral cavity database and show different and customized 
views for each entity. This led to the OralCard web application, a fundamental  
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resource for salivary diagnostic processes of protein biomarker studies of health and 
disease based on the analysis of saliva samples. 

For information retrieval from Oralome, we decided to use Hibernate, an object-
relational mapping tool for Java. This architecture is illustrated in the following dia-
gram (Fig. 3). OralCard frontend was developed using Stripes, a web framework that 
makes the development of Java web applications easier, by introducing some useful 
tools. Stripes enabled us to take full control over URLs, easing the task of accessing 
an entity by only knowing its id. For instance, researchers can have direct access to 
the protein P22894 (Neutrophil collagenase), introducing the address 
http://bioinformatics.ua.pt/oralcard/proteins/view/P22894. 

By using the Stripes framework, we were able to improve the user interface, intro-
ducing frameworks such as jQuery and jQueryUI. These tools contributed to present-
ing information in a more user-friendly way, taking control over tables and AJAX 
interactions. 

Finally, the OralCard web application takes advantage of the CSS benefits. It is de-
signed to separate the document content written in JSP from the document presenta-
tion, including elements such as page layout, colours and fonts used. 

4 Results 

4.1 Oralome Functionalities 

The web interface feature provided by Oralome reflects data contained in the data-
base. It is available online at http://bioinformatics.ua.pt/oralome. 

Both oral cavity researchers and developers can use this tool. Oralome provides 
two distinct entry points, each matching a particular user type needs. 

 

Fig. 3. OralCard web application architecture 
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This workspace enables searching, filtering, browsing and viewing all collected 
data in a typical web interface. Moreover, researchers can combine data and down-
load it for personal usage. 

Along with the web interface for researchers, Oralome encompasses a set of web 
services for programmatic data access. Oralome’s API is available for R, HTTP, 
REST and SOAP. These interfaces enable any developer to build custom solutions 
using any development framework, using Oralome’s curated data related to the oral 
cavity. 

In addition to the described oral cavity data exploration scenarios, Oralome allows 
the deployment of an unlimited number of customized applications. Using any of the 
remote API interfaces, developers can use Oralome data to enrich already existing 
applications or to develop new ones.  

This key Oralome feature envisages the use of collected curated oral cavity infor-
mation in education scenarios or by medical dentists. Oralome web framework’s 
openness will enable the creation of an entire application ecosystem built around ex-
pertly curated information, aiming for the delivery of improved dental health care. 

4.2 Oralcard Interface 

OralCard web application is available online at http://bioinformatics.ua.pt/oralcard. 
The researcher is first presented with a home page where he can insert search items. 
These can be related to proteins, diseases or microorganisms. Each of these entities 
has dedicated views, where the user can find answers to several questions. 

The OralCard web application can provide the user with information about: 

• Diseases involved in a specific saliva protein; 

• Salivary proteins involved in a specific disease; 

• Proteins whose levels are altered  in a specific disease; 

• Proteins obtained from a particular source (which ones and how many); 

• Microorganisms involved in a particular disease; 

• Diseases in which a particular microorganism is evolved; 

• Proteins produced by a given microorganism and present in a certain disease; 

Fig. 4 shows the dedicated view for the Neutrophil collagenase protein. The user is 
presented with a list of choices, where he can consult related diseases, Protein Data 
Bank structures, PubMed references and the related sources. We also embed some 
online tools, like UniProt, Panther or BRENDA, in order to facilitate access to specif-
ic information provided by these services. 

5 Evaluation 

As an example of application, we used the Oralome tool to evaluate how saliva pro-
teins contribute to or reflect impaired healing of oral cavity tissues in diabetic patients 
[29]. Then we identified all the salivary proteins whose amount is changed in patients 
with diabetes mellitus. 
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Fig. 4. Structure view for the Neutrophil collagenase protein 

Subsequently, in order to understand which salivary protein molecular functions 
were altered in diabetes, we found that binding and catalytic activity functions 
changed more evidently. That led to the search for pathways in which the binding 
molecular function could be acting, in other words, which signalling pathways could 
be involved. Our results indicate that the blood coagulation pathway (directly related 
to healing) was the one in which the proteins altered in diabetes mellitus patients’ 
saliva were involved. We then traced molecular networks reflecting the interactions 
between proteins involved in this pathway. We found that two key molecules in this 
network are two blood coagulation cascade inhibitors. 

This methodology has allowed us to identify molecular reasons for the impaired 
healing of oral tissues in diabetic patients, as well as some key molecules in this 
process, which may be good molecular markers, useful for diagnosis and even good 
targets for therapeutic agents. 

6 Conclusions 

In this paper we described a pipeline for creating web-based databases specialized in a 
set of adjacent human organs. We believe that the proposed work is of major impor-
tance for research projects that need an easy and agile solution to share the results of 
studies. 

Information on the oral cavity is dispersed through different databases focused on 
more general systems. In addition, data is not always standardized, which makes their 
integration and comprehensive study a colossal task. This work resulted in develop-
ment of an integrated database which comprises a comprehensive catalogue and cha-
racterization of the human oral proteome. It aims to become a fundamental resource 
for clarifying human oral biology and establishing a protein biomarker for salivary 
diagnostic processes. 
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We presented Oralome as a set of tools combining a database, web services and 
user interface, useful for joining specific results from several major databases, such as 
UniProt or NCBI. This framework generated a database, web services and a web ap-
plication where users can access the downloaded data. 

Finally, we proposed OralCard as an example of a web application that takes ad-
vantages of the Oralome functionalities. It works as a search engine where the re-
searcher can input any searched-for item, concerning the field of oral biology. It uses 
the Oralome database and some of the new web standards to present specific informa-
tion regarding a protein (JavaScript, AJAX and CSS). 

Some of the advantages of the Oralome approach are reduction of the time and re-
sources involved in searching, processing and curating information, as well as facili-
tating the use of algorithms to retrieve biologically meaningful results. As a particular 
example of Oralome use, OralCard offers the advantage of gathering several major 
external tools in one single web application, making it easier and more comfortable 
for researchers to access important information regarding one specific protein. Using 
the oral cavity as a particular case study, we have shown how it can be used to obtain 
a fully functional tool that enables both interactive categorization and exploration. 

We believe this project will be a valuable resource for investigators to clarify the 
oral cavity biology, identify molecular disease markers, develop diagnostic tests and 
improve prognosis, as well as providing invaluable help in discovering new therapeu-
tic agents. 
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Simonian, Aleksandr 68
Sinoquet, Christine 113
Soares dos Santos, Marco P. 80
Steinbüchel, Nicole von 385

Tegtbur, Uwe 326
Thomas, Antoine 162
Tradori, Iosto 97
Tranberg, Roy 239
Travieso, Carlos M. 298
Tsouknidas, Alexander 210

Usher, Francis W. 369

Varré, Jean-Stéphane 162

Wang, Chiying 369
Wickström, Nicholas 239
Wikle, III, Howard Clyde 68
Wu, Huan 311

Yong, Benedict 51
Yu, Meng-Chieh 311
Yu, Ssu-Hsin 353
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