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Preface

Following the successful 1st CEAS (Council of European Aerospace Soci-
eties) Specialist Conference on Guidance, Navigation and Control (CEAS
EuroGNC) held in Munich, Germany in 2011, Delft University of Technol-
ogy happily accepted the invitation of organizing the 2nd CEAS EuroGNC
in Delft, The Netherlands in 2013. Starting with the lessons learnt from the
CEAS EuroGNC 2011, the EuroGNC 2013 conference was realised by a lo-
cal organising committee, chaired by Bob Mulder and consisting of Daniel
Choukroun, Qiping Chu, Erik-Jan van Kampen, Coen de Visser and Bertine
Markus. The EuroGNC 2013 which took place in Delft, The Netherlands, on
April 10-12, 2013, fundamentally owed its success to its International Pro-
gram Committee: a selected group of eminent scientists and engineers who
were crucial in setting the high standards of the conference technical program,
either by soliciting, authoring, or reviewing and selecting the final proceed-
ings papers. The book you are reading now is an additional outcome of this
committee’s work: a selection of papers presented at the EuroGNC 2013.

The goal of the conference is to promote new advances in aerospace GNC
theory and technologies for enhancing safety, survivability, efficiency, per-
formance, autonomy and intelligence of aerospace systems using on-board
sensing and computing systems. In modern guidance, navigation and con-
trol, digital computers were already applied in the mid 60s for the Apollo
program. The Apollo Primary Guidance, Navigation and Control System
(Apollo PGNCS) included even a Kalman filter for optimally estimating the
position from on-board measurements using the Apollo Guidance Computer
(AGC) that was introduced in 1966. Space technologies have always been a
drive for innovations in civil and military aeronautical applications. In fact
the AGC was used in the first experimental digital Fly-By-Wire (FBW) sys-
tem installed into an F-8 Crusader to demonstrate the practicality of digital
computer driven FBW in 1972. The results led to a series of applications
in military aircraft at the time including the Space Shuttle digital FBW in
the 1980s. In civil aviation, Europe took a next revolutionary step by in-
troducing digital FBW flight control in the Airbus A320 in 1987. Boeing
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later on joined this development for their B777. In guidance and navigation,
by applying digital computers as well, equally impressive steps forward were
achieved. Precise navigation using the Global Positioning System (GPS) with
millimetre accuracy for space applications and centimetre accuracy for aero-
nautical applications is one of the most striking and challenging examples.
The efforts from aerospace GNC scientists and engineers have made current
GNC systems more accurate and robust than ever before, not only due to the
introduction of new hardware but also of theoretical advancements in GNC
algorithms. As digital computers become more and more powerful, scientists
and engineers in aerospace GNC have virtually unlimited opportunities to
respond to new challenges dictated by the higher and higher requirements
from aerospace industries.

A great push for new developments in GNC are the ever higher safety
and sustainability requirements in aviation. Impressive progress was made in
new research fields such as sensor and actuator fault detection and diagnosis,
reconfigurable and fault tolerant flight control, online safe flight envelop pre-
diction and protection, online global aerodynamic model identification, online
global optimization and flight upset recovery. All of these challenges depend
on new online solutions from on-board computing systems. Scientists and en-
gineers in GNC have been developing model based, sensor based as well as
knowledge based approaches aiming for highly robust, adaptive, nonlinear,
intelligent and autonomous GNC systems. Although the papers presented at
the conference and selected in this book could not possibly cover all of the
present challenges in the GNC field, many of them have indeed been ad-
dressed and a wealth of new ideas, solutions and results were proposed and
presented.

GNC scientists and engineers in Europe benefit from their long history
in mathematics and physics and their associated education systems through
centuries. Many theoretical developments in GNC have found their common
foundations based on theories developed in Europe far before the emergence
of GNC problems. Although the European countries have their own research
styles and foci , European Framework Programmes for Research and Techno-
logical Development, and the Group for Aeronautical Research and Technolo-
gies in EURope GARTEUR have brought all EU nations together in sharing
their knowledge and experience. The GNC community in Europe benefits
also from international cooperation with the United States, the Russian Fed-
eration and the BRIC countries where aerospace is a booming business.

The organization of the CEAS EuroGNC 2013 would have been impossi-
ble without the strong support of many people and communities. On behalf
of the Local Organization Committee of CEAS EuroGNC 2013, we would
like to take the opportunity to thank all contributors to the conference.
These contributors are: Council of European Aerospace Societies CEAS, the
organizers of the first CEAS EuroGNC 2011 in particular also DGLR, the
Faculty of Aerospace Engineering of Delft University of Technology, the Eu-
ropean Conference on Aerospace Sciences EUCASS, the American Institute of
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Aeronautics and Astronautics AIAA, the Institute of Electrical and
Electronic Engineers IEEE, the European Collaborative Dissemination of
Aeronautical research and applications E-CAero, all members of the CEAS
EuroGNC 2013 International Program Committee, all reviewers of techni-
cal papers, the ‘Nederlandse Vereniging voor Luchtvaarttechniek’ NVvL, the
‘Nederlandse Vereniging voor Ruimtevaart’ NVR, the Delft University of
Technology, and the City of Delft.

Last but not least, we are delighted to acknowledge the prominent contri-
bution of the conference Secretary, Ms. Bertine Markus, to the success of the
conference.

The papers in the book are divided into four parts based on the four
technical tracks of the conference: Guidance and Control, Navigation and
Estimation, Atmospheric Applications and Space Applications. Some papers
from invited sessions and papers from the graduate student competition have
also been selected.

The Editors
Delft, The Netherlands

April, 2013
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Linear Parameter Varying Control of an Agile
Missile Model Based on the Induced L2-norm
Framework

Raziye Tekin and Harald Pfifer

Abstract. This paper deals with the application of a linear parameter varying (LPV)
controller synthesis for a modern air defense missile model. The model represents a
challenging control problem due to the wide operation range. First, an LPV model
of the missile is constructed via a novel approach of function substitution. Then,
an LPV controller is designed based on the induced L2-norm framework. A mixed
sensitivity weighting scheme is applied to specify the performance requirements.
In order to fulfill various time and frequency domain criteria, a multiobjective opti-
mization is used to tune the weighting functions of the mixed sensitivity weighting
scheme. Finally, the robustness and performance of the controller is evaluated by
nonlinear simulations.

1 Introduction

Tactical missiles operate over a large flight envelope. Moreover, they need to be
able to perform rapid maneuvers leading to fast variations in the flight conditions.
Hence, a major requirement on the control system is to be able to retain good perfor-
mance despite these fast varying parameters. An autopilot designed on a set of linear
models over different flight conditions and ad hoc scheduling seems unsuitable to
fulfill this demand. Such a design always assumes sufficiently slow parameter vari-
ations. In contrast to this classical approach, the LPV framework introduced in [1]
can directly deal with fast varying scheduling parameters.

In this paper, first a brief theoretical background is given including the derivation
of LPV systems and the controller synthesis in the induced L2-norm framework.
Then, the notions of generalized plant and mixed sensitivity weighting schemes
are introduced. Afterwards, an LPV model is obtained for the considered nonlinear

Raziye Tekin · Harald Pfifer
Institute of System Dynamics and Control,
German Aerospace Center - DLR, Muenchner Str. 20, 82234 Wessling, Germany
e-mail: {raziye.tekin,harald.pfifer}@dlr.de
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missile based on a function substitution proposed in [2]. A comparison of classical
Jacobian linearization approach to obtain LPV model and function substitution is
given to show the effectiveness of the latter method. A state feedback LPV con-
troller is designed for the function substitution based LPV model using the methods
proposed in [1] to track the normal acceleration commands. The controller objec-
tives are defined in the frequency and time domain. In order to fulfill the require-
ments, the weightings are parameterized related to the system dynamics regarding
the closed loop behavior of the LPV system. A multiobjective optimization is used
to tune the parameters of the weightings. Finally, the performance and robustness of
the resulting LPV controller is assessed using nonlinear simulations.

2 Theoretical Background

In this section, linear parameter systems and methods to obtain LPV systems are
introduced. Then, a brief overview of the concept of generalized plant is presented.
Finally, the solution to the state feedback LPV synthesis in the L2-norm framework
is given.

2.1 LPV Systems

LPV systems are defined as systems which are linear in [xT uT ]T but nonlinear in
some exogenous time varying parameters ρ(t) : R+ →P as shown in Eq. 1.[

ẋ
y

]
=

[
A(ρ(t)) B(ρ(t))
C(ρ(t)) D(ρ(t))

][
x
u

]
(1)

For most physical applications, the parameter variation rate is bounded i.e. ρ̇(t) :
R+ → Ṗ with

Ṗ := {q ∈Rnp | |qi|< νi , i = 1, . . . ,np} (2)

It shall be pointed out that an LPV system reduces to an LTI (linear time invariant)
system if ρ is constant and it reduces to an LTV (linear time varying) system when ρ
is along a predefined trajectory. In contrast to LTV systems, the parameter trajectory
is not now a priori but assuming to be online measurable for LPV systems. Hence,
the following synthesis is not performed along a trajectory ρ(t) with ρ̇(t) but over
the corresponding parameter spaces represented by p ∈P with q ∈ Ṗ as given in
Eq. 3. [

ẋ
y

]
=

[
A(p) B(p)
C(p) D(p)

][
x
u

]
(3)

2.1.1 Derivation of LPV Systems

There are various methods in literature to obtain LPV systems from nonlinear sys-
tems such as Jacobian linearization, function substitution and state transformation.
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Detailed information about derivation of LPV systems can be found in [3]. In this
section, only the two methods which are applied in this study are introduced.

Jacobian Linearization: This method is the most common methodology used to
obtain LPV systems. It requires trimming at a set of equilibrium points and lineariz-
ing at equilibrium points which must span the operation space of the system. There
are various examples using Jacobian linearization to derive LPV systems and de-
sign LPV controllers, e.g [4]. While it is the most widespread, it is generally not
possible to acquire the transient behavior of the nonlinear system. See [5] for the
shortcomings of this approach.

Function Substitution: This approach has been first presented in [6] and further
enhanced in [2] and [3]. Unlike the Jacobian linearization approach, this method
does not rely on a set of equilibrium points. It is essentially only an analytic trans-
formation of the nonlinear differential equations. Hence, it is possible to capture
the transient behavior of a nonlinear system well. Details of the chosen analytic
transformation for the missile model are presented in Section 3.1.

2.2 LPV Controller Synthesis

In the presented LPV controller synthesis, the requirements of the closed loop sys-
tem are specified using induced L2-norm (i.e. input/output gain) performance objec-
tives. For more detailed description of the method see [1].

P

K

d e

u y

Fig. 1 Generalized plant

In Fig. 1, a generalized plant is presented where P represents the LPV plant in-
cluding weightings and K the controller. The synthesis problem is to find a controller
that minimizes the closed loop induced L2 gain γ from the performance inputs d to
performance outputs e as described below:

min
K
‖Fl(P,K)‖L2→L2

(4)

s.t. Fl(P,K) is stable for all admissible trajectories ρ(t) with bounded parameter
variation rate ρ̇(t). Fl describes the lower fractional transformation, as seen in
Fig. 1.
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The synthesis problem Eq. 4 can be solved by applying a generalized version of
the Bounded Real Lemma for LPV systems. The Bounded Real Lemma provides
an upper bound on the induced L2-norm of a given LPV system for the bounded pa-
rameter variation rate ˙ρ(t). In order to shorten the following notation, a differential
operator ∂X(p,q) is introduced as in [7]. For continuously differentiable X(p), the

differential operator ∂X(p,q) is defined as ∂X(p,q)=∑np
i

∂X(p)
∂ pi

qi. With this choice
of ∂X(p,q) represents the first time derivative of X(ρ(t)) for any trajectory ρ(t).

Bounded Real Lemma: Let P be an LPV system of the form Eq. 3 then P is expo-
nentially stable and ‖P‖L2→L2

< γ for all ∀(p,q) ∈P×Ṗ, if ∃X(p)> 0 such that

∀(p,q) ∈P×Ṗ[
A(p)XT (p)+X(p)AT (p)+ ∂X(p,q) X(p)B(p)

BT (p)X(p) −γ2I

]
+

[
CT (p)
DT (p)

][
C(p) D(p)

]
< 0

(5)

2.2.1 State Feedback Synthesis

With the help of the Bounded Real Lemma, the synthesis problem defined in Eq. 4
can be turned into a semidefinite program. In this study, only the state feedback
problem is considered, as the missile example belongs to this class. In this case, the
generalized plant can be written as Eq. 6.⎡⎢⎢⎣

ẋ
e1

e2

y

⎤⎥⎥⎦=

⎡⎢⎢⎣
A(p) B1(p) B2(p)

C11(p) 0 0
C12(p) 0 I

I 0 0

⎤⎥⎥⎦
⎡⎣x

d
u

⎤⎦ (6)

Introducing new variables R(p) = γ−2X(p), ∂R(p,q) = −γ−2X−1∂X(p,q)X−1(p)
and Â(p) = A(p)−B2(p)C12(p), and applying the Bounded Real Lemma on the
closed loop Fl(P,K), the controller synthesis problem Eq. 4 becomes:

min
R(p)

γ, s.t. ∃(p,q) ∈P×Ṗ

R(p)> 0⎡⎣R(p)Â(p)T + Â(p)R(p)− ∂R(p,q)−B2(p)BT
2 (p) R(p)CT

11(p) γ−1B1(p)
C11(p)R(p) −I 0
γ−1B1(p)T 0 −I

⎤⎦< 0

(7)

It is not possible to solve Eq. 7 over the whole function space of R(p). Hence, R(p)
has to be restricted to a finite dimensional space. The function R(p) is defined by a
set of basis function g(p) of the form:

R(p) = ∑
j

g j(p)R j (8)
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Note that the constraints in Eq. 7 are actually infinite dimensional due to their depen-
dency on p and q. Since q enters in Eq. 7 only affinely and the set Ṗ is a polytype,
it is sufficient to check the constraints on the vertices of Ṗ . To deal with depen-
dency on p, a grid over P is generated and the constraints are only checked on this
grid. This approach is common in literature, see for example [1]. Finally, the state
feedback control law is given by

K(p) =−(BT
2 (p)R−1(p)+C12(p)), (9)

where the controller K(p) is a continuous matrix function of p.

2.2.2 Generalized LPV Plant

The mixed sensitivity weighting scheme is a well known and common concept to
define the controller objectives in the induced L2-norm framework [8]. The gener-
alized plant which is the plant augmented by the weighting functions is depicted in
Fig. 2. In this weighting scheme, the closed loop sensitivity function S= (I+GK)−1

and KS are shaped by Wy and Wu respectively. Due to the choice of the performance
input d as seen in Fig. 2, the sensitivity function S and KS are weighted by the plant.

K

Wu

d

e1

e2

x

u Wy

y
G

Fig. 2 Structure of mixed sensitivity scheme for generalized plant

The transfer functions of Wu and Wy are given in Eq. 10 where ωro is the desired
roll-off frequency of the controller input, ku the low frequency gain of Wu, ωb is
the desired minimum bandwidth of the closed system and ky is high frequency gain
of Wy to penalize the overshoot which are further going to be optimized for LPV
controller design.

Wu = 100ku
s+ωro

s+ 100ωro
, Wy = ky

s+ωb

s+ 0.005
(10)

3 LPV Controller Design for the Missile Model

In the following section, the design process of the LPV controller is described for
longitudinal motion of a missile. First, an LPV model of the nonlinear missile dy-
namics is derived by function substitution. Jacobian linearized and function substitu-
tion based LPV models are compared with nonlinear simulation. A mixed sensitivity
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weighting scheme is applied for the controller design. After defining the structure
of the weighting functions given in Section 2.2.2, they are optimized. Then, an LPV
controller is designed based on the approach described in Section 2.2.

3.1 LPV Modeling

The model and aerodynamic database is taken from [9] which includes all flight
regime including boost phase with thrust vector control. However, in this paper,
only the post boost phase is studied. The body axes longitudinal motion of the tail
controlled air defense missile, extracting flexible and high angle of attacks phenom-
enas, can be described by the following differential equations:

ẇ =
1
m
(Fz− qu), q̇ =

M
Iy
, (11)

where m is the missile mass, Iy the inertia in principal axes, q the pitch rate, α the
angle of attack and u the longitudinal velocity. Since in this study only the post boost
phase is studied, mass, inertia and center of gravity are constant and the gravitational
force is neglected. All the considered forces and moments are aerodynamic. The
related aerodynamic forces and moments are modeled as:

Fz = Q(Ma,h)SCz(Ma,α,δe)

M = Q(Ma,h)SlCm(Ma,α,δe)
(12)

Here, h is the altitude and Q, S, Ma, δe and l denote dynamic pressure, reference
surface, Mach number, elevator deflection and reference length, respectively. The
aerodynamic coefficients can be decomposed into the following structure:

CZ =CZ0(Ma,α)+CZδe(Ma,α)δe

CM =CM0(Ma,α)+CMq(Ma,α)lq/(2V )+CMδe(Ma,α)δe
(13)

where V is absolute velocity and CZδe and CMδe are the derivatives of the aerody-
namic coefficients with respect to the elevator deflection angle. Note that in the
aerodynamic data set of [9] Cz and CM are actually not affine in δe. Still, this as-
sumption is well justifiable as they are almost affine.

Using Eq. 12, Eq. 13 and u = V cosα , the nonlinear missile dynamics can be
written as[

ẇ
q̇

]
=

[
0 V cosα
0 QSl2

2V Iy
CMq(Ma,α)

][
w
q

]
+QS

[
1
mCZ0(Ma,α)
l
Iy

CM0(Ma,α)

]
︸ ︷︷ ︸

f̂ (Ma,α)

+

[
QS
m CZδe(Ma,α)

QSl
Iy

CM,δe(Ma,α)

]
δe

(14)
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The system Eq. 14 is already almost in the form of an LPV model. The only remain-
ing step is a function substitution of f̂ (Ma,α), such that f̂ (Ma,α) = A1(Ma,α)w.
For this purpose the method proposed in [2] is used. It exploits the relation w =
V sinα by introducing

CZbar =

{
0, if α = 0

CZ0/(sinα), otherwise
, CMbar =

{
0, if α = 0

CM0/(sinα), otherwise
(15)

With Eq. 15 the missile dynamics can be written in LPV form with the parameter
vector [Ma α] as[

ẇ
q̇

]
=

[
QSCzbar/mV Vcos(α)

QSlCmbar/IyV QSl2Cmq/2IyV

][
w
q

]
+

[
QSCzδe/m

QSlCmδe/Iy

]
δe (16)
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Fig. 3 Comparison of linearly scheduled Jacobian linearized and function substitution based
LPV systems

A comparison between a Jacobian linearized and a function substitution based
LPV system is presented in Fig. 3. In the simulation, the velocity is decreasing from
Mach 2.5 to Mach 1 and the angle of attack range is between 0 and 20 degrees.
The Jacobian linearized LPV system seems better at the low angle of attack regime.
The worse accuracy of the function substitution based model in this region most
likely stems from the affine approximation of the dependence of the aerodynamic
coefficients on the elevator deflection angle. This assumption is not required in the
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Jacobian linearization case. Although Jacobian linearized LPV system has this ad-
vantage, when the whole flight regime including the high angle of attack regime is
examined, it can be said that the function based LPV system is the better approxi-
mation. Hence, the controller design will be applied onto the function substitution
based LPV system.

3.2 Controller Design

Based on the function substitution LPV model described in the previous section, an
induced L2-norm LPV controller is designed for the nonlinear missile model. The
weighting scheme introduced in Section 2.2.2 is used to specify the performance
requirements of the controller. The major aim of the controller is to provide good
tracking performance in the acceleration (an). First of all, a state transformation is
applied on the system, in order to turn the synthesis into a state feedback problem.
The new states are the acceleration (an) and the pitch rate q which can both be mea-
sured by an inertial measurement unit (IMU). The controller synthesis is conducted
using 64 grid points to cover the flight envelope which are:

• α = [0 : 3 : 21]◦
• Ma = [1 1.2 1.3 1.4 1.5 1.6 2 2.4]

It shall be emphasized that the Mach number gridding needs to be finer in the tran-
sonic region, where the system dynamics are changing critically. The parameter
variation rates are bounded by

∣∣Ṁa
∣∣≤ 0.2(Ma/s) and |α̇ | ≤ 100(◦/s). These values

are chosen with respect to the flight envelope of the missile [10].
The structure of the parameter dependent R is chosen as:

R(Ma,α) = R0 +MaiR1 +Ma2
i R2 +αiR3 +α2

i R4

This choice of R(Ma,α) is motivated by using a few simple basis functions to keep
the computational burden of the synthesis low.

3.3 Optimization of the Weighting Functions

Finding suitable weighting functions is not an easy task. In order to handle this
problem, the weighting functions are parameterized and optimized over all the grid
points. The roll-off frequency (wro) and the low frequency gain (ku) of Wu are pa-
rameterized with respect to the most dominant flight parameter, namely the velocity
which has a large impact on the dynamics.

ωro = wu(1)+wu(2)Mai, ku = wu(3)+wu(4)Mai (17)

The corresponding control effort penalty is depicted in Fig. 4. As seen in the Fig. 4,
as the Mach number increases, the control effort is penalized more because con-
trol power is higher than at low Mach numbers, i.e. the missile needs less elevator
deflection angle to achieve the same accelerations at high Mach numbers.
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The gain and bandwidth of Wy is not only parameterized with respect to the
Mach number but also the angle of attack. Moreover, the minimum bandwidth of
the closed system is parameterized as a function of the natural frequency of the
missiles short period dynamics (ωn). With this parameterization less bandwidth is
demanded at low velocities, where the open loop system is slower than at high ve-
locities, see Fig. 4. Similarly, the tracking performance is less penalized at higher
angle of attacks, because the open loop bandwidth is lower in comparison to lower
angle of attacks.

ωb = ωn(Ma,α)wy(1), ky = wy(2)+wy(3)Mai−wy(4)αi (18)
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Fig. 4 Performance penalty Wy and control effort Wu

With the weighting functions Wu and Wy only a general trend can be specified for
the controller objectives, as shown in Fig. 4. Detailed performance and robustness
requirements are usually not given in terms of input/output gains but as a mixture
of frequency and time domain criteria. For the present missile model these require-
ments are defined in Table 1. Note that the demanded settling and rise time depend
on the Mach number to better exploit the capabilities of the missile. To ensure that
the controller is robust, classical gain and phase margin requirement are used.

Using these criteria (Table 1), an optimization problem is specified. The tuners of
the optimization are the free parameters in the weighting functions, see Eq. 17 and
Eq. 18. The aim of the optimization is to find suitable weighting functions that min-
imize rise and settling time while not violating any of the specified constraints. The
problem is solved for each point of the synthesis grid using the Matlab optimization
environment MOPS [11]. At each grid point, it successfully surpasses the demand
values and satisfies the constraints. Table 2 presents the optimized tuners, wu and
wy, respectively.



12 R. Tekin and H. Pfifer

Table 1 Optimization parameters

Inequality Constraints Value Demands Value

Phase Margin 50−90◦ Settling Time 0.5/Ma s
Gain Margin 10-20 dB Rise Time 0.2/Ma s
Undershoot ≤ 20%
Overshoot ≤ 10%
Gamma Value [1 2.9]

Table 2 Optimization results of weighting tuners

Wy Value Wu Value

wy(1) 0.55 wu(1) 90
wy(2) 0.1 wu(2) 9.125
wy(3) 0.995 wu(3) 0.4237
wy(4) 0.018 wu(4) 0.33

4 Nonlinear Simulations

To assess the robustness performance of the design, ±10% uncertainty are consid-
ered in mass, center of gravity, inertia, aerodynamic forces and moments. Nonlinear
simulations are performed for every combination of minimum and maximum values
of these uncertainties. This results in 512 simulations.

The simulation results are presented in Fig. 5 and Fig. 6. During the simulation,
step signals in the reference acceleration are applied between 250-50 m/s2 depend-
ing on the velocity, Fig. 5. All of the nominal results are given in bold lines. Overall,
the degradation of the performance due to the considered uncertainties is very low.

The scheduling parameters are illustrated in Fig. 6(a). During the simulation the
angle of attack is changing from 0 to 16 degrees. The velocity is decreasing from
Ma= 2.5 to Ma= 1. In addition, the altitude is also changing from 2500 to 4000 me-
ters. Note that the controller is not scheduled with respect to these altitude changes.
The control surface deflections are depicted in Fig. 6(b). As seen in the figure, the
deflection angles are between ±18 degrees which is within the limits of the consid-
ered actuator system. In the transonic region, the control effort increases drastically
for the uncertain cases in comparison to the nominal simulation. In the worst case
15 degrees of deflection have to be applied instead of 5 degrees to achieve the same
performance. However, 15 degrees are still within the limits of the actuator system.
The difference in the rest of the flight is not very noticeable.
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5 Discussion and Conclusion

An LPV controller synthesis for a tail controlled missile is presented in this paper.
First, the nonlinear missile dynamics are brought into an LPV form using the inno-
vative method of function substitution, see [2]. It is shown that the resulting LPV
system captures the behavior of the nonlinear missile over wide operation condi-
tions better than a classical LPV modeling approach based Jacobian linearization.
Second, a state feedback LPV controller in the induced L2-norm framework (see
[1]) is designed for the LPV model. A multiobjective optimization problem is used
to tune the weighting functions for the controller design. Robust performance simu-
lations are conducted with ±10% uncertainty on all relevant flight parameters. The
results of these nonlinear simulations show that the proposed controller synthesis
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method is capable of providing the required level of performance for the missile
model. In the future, the complete flight envelope shall be covered by the LPV con-
troller including the very challenging boost phase.
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Improving the Performance of an Actuator
Control Scheme during Saturation

Chang How Lo, Hyo-Sang Shin, Antonios Tsourdos, and Seung-Hwan Kim

Abstract. This paper first introduces a new control scheme for a four fin missile
actuation system. Exiting missile autopilot systems generally compute aileron, ele-
vation, and rudder commands since these three variables dominantly influence the
roll, pitch, and yaw motion of the vehicle. These commands are distributed to four
fin deflection commands and fin controller actuates the fins to track the defection
command. The performance of such control schemes can be significantly degraded
when fin actuators are saturated due to certain physical constraints, such as voltage,
current, or slew rate limit. This paper analytically proves that the proposed control
scheme mitigates this problem, so it outperforms the conventional control scheme in
the tracking performance if an actuator is saturated. Without any actuator saturation,
the performance of the proposed scheme is also proved to be equivalent to that of
a conventional actuator scheme. Numerical simulations verify the superiority of the
proposed scheme and the theoretical analysis.

1 Introduction

The performance of the actuation system plays a decisive role in determining the
performance of the flight control system, especially for a highly manoeuvrable
air vehicles [7]. The vehicles are generally controlled by fins of which defection
produces aerodynamic force. However, in classical autopilot design, the autopilot
produces virtual roll, pitch and yaw moment demands [2] instead of physical fin
deflection commands. These moment demands are then ‘mixed’or allocated by an
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control allocation algorithm to generate individual actuator commands. The actuator
commands will typically be tracked by their individual actuator controllers. Com-
mon problems faced in the actuators are that they may be saturated due to their
physical constraints such as voltage, current, or slew rate limit. These problems can
result in the significant performance degradation of the flight control system, or
worse still, destablize the entire system.

Many approaches have been proposed to tackle this problem. One way is to treat
this as a control allocation problem, and methods such as redistributed pesudo in-
verse [8], dynamic control allocation [5], and direct allocation [4] have been devised
to optimally handle these actuator constraints. However, many control allocation
methods do not track the actuator’s actual performance, and thus possible devia-
tions from the desired autopilot virtual commands can happen whenever there are
unexpected degradations in the physical actuator due to faults, or disturbances.

In the design aspect, numerous control methodologies have been researched on in
designing control schemes to handle actuator saturations and constraints with con-
siderations on the stability, domain of attraction, and performance of actuation sys-
tem. Extensive reviews and design methodologies of them can be found in Ref. [1]
and Ref. [6]. In a typical conventional actuator scheme, each actuator has a dedi-
cated controller to track its assigned command from a outer control loop. Practical
implementations of such schemes are commonly found; an example is Ref. [9].

However, many of these methodologies aim at the design of a single actuator, and
not as an actuation system. This may not fully exploit the analytical redundancies
found in many systems to improve on the performance, or enhance its robustness to
faults.

In our previous study [7], a new alternative actuator control scheme for a four
tail fin controlled missile is proposed to alleviate the performance degradation re-
sults from actuator saturation. To utilize the analytically redundant actuator, the pro-
posed scheme regulates the error in the virtual moment space rather than the physical
fin deflection space. This alternative approach contrasts with ideas from Ref. [10],
where linear in-line filters are used to exploit the actuator redundancy space to alle-
viate input rate and magnitude saturations.

This paper extends on our previous work in Ref. [7] to theoretically analyse the
performance of the proposed actuator control system, which presented simulation
results without formal proof. The main aim of this analysis is to analytically show
that the proposed scheme outperforms the conventional actuator control scheme un-
der actuator saturation. The performance index for the analysis is defined as the
magnitude of the actuator tracking error, since the smaller the tracking error is,
the better the performance is. From the analysis, in unsaturated operation region,
it is proved that the performance of the proposed scheme is equivalent to that of
a conventional scheme. The superior performance of the proposed scheme is also
proved when one actuator is saturated. Simulation results verifying the analysis is
then shown.

The organization of the rest of the paper is as follows. A description of the con-
ventional and proposed control schemes are presented in Section 2. The main results
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of the paper are presented in Section 3, where the two control schemes are compared
analytically. In Section 4, the simulation setup is described, and simulation results
verifying the analysis are shown. Finally, the paper is concluded in Section 5.

2 Description of Control Scheme

2.1 Conventional Control Scheme

Figure 1 shows a conventional actuator control architecture for a four tail fin con-
trolled missile. A classical autopilot outputs virtual command δmc in the roll, pitch
and yaw moment space to the actuators. These commands are then allocated or mixed
to individual actuator’s controller for tracking by their local controller. The response
achieved from actuator controllers in the moment space can be found by deallocating
the individual actuator response as a measure of the control performance.

Fig. 1 Conventional Actuator Control Architecture

The closed loop transfer function for the conventional actuator control scheme
for the autopilot demands is

Go(s) =
δm(s)
δmc(s)

= Pca

(
KKs G

I+KKs G

)
Bca (1)

where δmc =
[

δrc δpc δyc
]T

is the virtual control demand from the autopilot,δm =[
δr δp δy

]T
is the resultant response from the actuators in the virtual space, K =

diag(Ki) is the actuator controller. The ith actuator is described by two terms: a lin-
ear actuator model Gi, which is preceded by a physical voltage constraint Kis. The
four actuators can be combined mathmatically as G= diag(Gi) and Ks = diag(Kis).
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Kis is the standard saturation function to describe the physical voltage input
constraint, Vc. In frequency domain, the nonlinear saturation function can be
represented as

Kis = 1, |Vc| ≤Vmax (2)

0 < Kis < 1, |Vc|>Vmax (3)

It is assumed there is no unstable pole zero cancellation in the system. For a four
tail fin missile under consideration here, the control allocation matrix is

δ = Bca δm⎡⎢⎢⎣
δ1

δ2

δ3

δ4

⎤⎥⎥⎦=

⎡⎢⎢⎣
1 1 −1
1 1 1
1 −1 1
1 −1 −1

⎤⎥⎥⎦
⎡⎣ δr

δp

δy

⎤⎦ (4)

and the deallocation matrix Pca being

Pca =
1
4

⎡⎣ 1 1 1 1
1 1 −1 −1
−1 1 1 −1

⎤⎦ (5)

with

PcaBca = I (6)

or Pca being the pseudo inverse solution of Bca. The control allocation matrix is
obtained by considering the resultant torque generated by each actuator’s position
from the aerodynamics point of view.

2.2 Proposed Control Scheme

Figure 2 shows the control scheme first proposed in our previous study [7]. Here,
the actuator control scheme regulates the tracking error in the virtual moment space
space before control allocation. This contrasts with the conventional control scheme
regulating the physical tracking error of each individual actuator. The closed loop
transfer function of the proposed scheme can be derived as

Gn(s) =
KPca Ks GBca

I+KPca Ks GBca
(7)
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Fig. 2 Proposed Actuator Control Architecture

3 Comparison of Control Schemes

The comparison of the two control schemes is divided into two cases: linear (non-
saturating) case, and when one actuator is saturated.

3.1 Non Saturation Case

Replacing Kis with unity gain in Equations 1 and 7, and assuming the actuators and
their controllers are similar Gi = G and Ki = K, it can be verified that both control
schemes can be reduced to the following linear transfer function:

δm(s)
δmc(s)

=
GK

GK + 1

⎡⎣ 1 0 0
0 1 0
0 0 1

⎤⎦ (8)

The significance of this case is to show the two control schemes are equivalent
during nominal operation, and proof that the improvement in performance of the
proposed scheme shown later is not due to increase in gain. In practice, this may
reduce the amount of design analysis needed to convert from the proposed scheme
for any existing actuator scheme.

3.2 One Actuator Saturation Case

Next, the analysis is extended to the case when one actuator is saturated during
operation. First, assume Actuator Number 4 is saturated. This can be represented by

Ks =

⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 K4s

⎤⎥⎥⎦ (9)
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where K4s < 1. Substituting Equation 9 into Equation 7 for the proposed scheme,
and rearranging with Equation 5 reveals

δr =

(
GK

GK + 1

)
δrc

+

(
K4s− 1

K (G+ 3GK4s)+ 4

)⎡⎣ 1
−1
−1

⎤⎦T ⎡⎣ δrc

δpc

δyc

⎤⎦
=

(
GK

GK + 1

)
δrc

+
1
4

(
K4s− 1

K (G+ 3GK4s)+ 4

)
δ4c (10)

δp =

(
GK

GK + 1

)
δpc

+

(
K4s− 1

K (G+ 3GK4s)+ 4

)⎡⎣−1
1
1

⎤⎦T ⎡⎣ δrc

δpc

δyc

⎤⎦
=

(
GK

GK + 1

)
δpc

− 1
4

(
K4s− 1

K (G+ 3GK4s)+ 4

)
δ4c (11)

δy =

(
GK

GK + 1

)
δyc

+

(
K4s− 1

K (G+ 3GK4s)+ 4

)⎡⎣−1
1
1

⎤⎦T ⎡⎣ δrc

δpc

δyc

⎤⎦
=

(
GK

GK + 1

)
δyc

− 1
4

(
K4s− 1

K (G+ 3GK4s)+ 4

)
δ4c (12)

Equations 10 to 12 show the effect of actuator saturation. The first term on the right
hand side of these equations is the nominal unsaturated performance of the actua-
tor, while the second term is the additional dynamics introduced by the saturated
actuator. For the conventional scheme, similar relationships can be obtained by ma-
nipulating Equation 1 in the same manner to obtain Equations 13 to 15:
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δr =

(
GK

GK + 1

)
δrc

+

(
K4s− 1

4GK K4s + 4

)⎡⎣ 1
−1
−1

⎤⎦T ⎡⎣ δrc

δpc

δyc

⎤⎦
=

(
GK

GK + 1

)
δrc

+
1
4

(
K4s− 1

4GK K4s + 4

)
δ4c (13)

δp =

(
GK

GK + 1

)
δpc

+

(
K4s− 1

4GK K4s + 4

)⎡⎣−1
1
1

⎤⎦T ⎡⎣ δrc

δpc

δyc

⎤⎦
=

(
GK

GK + 1

)
δpc

− 1
4

(
K4s− 1

4GK K4s + 4

)
δ4c (14)

δy =

(
GK

GK + 1

)
δyc

+

(
K4s− 1

4GK K4s + 4

)⎡⎣−1
1
1

⎤⎦T ⎡⎣ δrc

δpc

δyc

⎤⎦
=

(
GK

GK + 1

)
δyc

− 1
4

(
K4s− 1

4GK K4s + 4

)
δ4c (15)

Similarly, the effects of actuator 4’s saturation can be accounted for the conventional
actuator scheme. The second term on the right hand side of Equations 13 to 15 is
the detrimental contribution by the saturation.

Comparing between the proposed and conventional schemes, it can be seen the
numerator of the saturation dynamics for both schemes are the same at (K4s − 1)
from Equations 10 to 15. Now, comparing the denominator of conventional and
proposed scheme, it can be seen that

(4GKK4s + 4)< (GK + 3GKK4s+ 4) (16)
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by noting that K4s < 1 during actuator saturation. This implies the magnitude of
the effect caused by the saturation term for the conventional scheme will be bigger
than the proposed scheme. The alleviation in actuator saturation in the proposed
scheme in this case is due to the availability of actuator redundancy, which enables
the controller to increase the commands of the other non-saturated actuators.

The same results are obtained when saturations occur with other actuators in
the control scheme. For the single actuator saturation case, the proposed control
scheme’s results in Equations 10 to 12 can be generalised to

δmc =
GK

GK + 1
(I+PcaDBca)δm (17)

with the appropriate actuator being saturated, and the other Kis being equal to 1. For
the proposed actuator scheme, D is defined as

D = diag

[
4

(
Kis− 1

K G+ 3GK Kis + 4

)]
(18)

Similarly, the corresponding single actuator saturation case using conventional ac-
tuator control scheme’s results, described in Equations 13 to 15, can be generalised
to Equation 17, with D defined as

D = diag

[
4

(
Kis− 1

4GK Kis + 4

)]
(19)

The generalizations here assumes the structure of Bca and Pca, and their relation-
ship described in Equations 4 to 6. Overall, one can see that the proposed scheme
is superior to the conventional scheme, as the magnitude of D in Equation 18 for
the proposed scheme is smaller than the magnitude of D in Equation 19 for the
conventional scheme. Next, simulations results are presented.

4 Simulation

4.1 Simulation Model

The actuator plant used in the simulation is described in [7], which is shown in
Figure 3. The plant is a typical DC motor with gearing, and explained in Ref. [3].
The parameters used in are detailed in Table 1.

A cascaded two loop controller shown in Figure 4 is used to provide good control
performance of the actuator plant from Ref. [7]. The control law is

Vc(t) = Kp (δc(t)− δ (t))−Kd

(
δ̇ (t)
)

(20)

where δci is the commanded deflection angle, and Kp = 6 and Kd = 0.02 are gains for
the control law. The reference command used in this simulation is a sinusoidal input
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Table 1 Actuator plant parameters used in the simulation

Parameters Values Parameters Values
KT 0.303125 KB 5.7333x10−4

L 0.35×10−3 H 0
R 0.933 Vlim 28
J 8.5354×10−7 N 274
B 2.0835×10−6

Fig. 3 Actuator plant model used in the simulation

Fig. 4 Controller used for controlling the actuator plant used in the simulation

at 0.3 rad/sec as input virtual commands for all 3 virtual demands. This continuously
changing reference input allows for visualisation of the differences between the two
control schemes.

4.2 Simulation Results

The unsaturated simulation results are first shown in Figures 5 and 6. The two con-
trol schemes perform exactly the same as expected from theoretical analysis pre-
sented earlier.
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Fig. 5 Simulation results showing the 2 control schemes having exact responses when there
is no actuator saturation events. The blue line is the proposed scheme, green dotted line is the
conventional scheme, and red line is the virtual command.

Fig. 6 Simulation plots showing no saturation results showing the 2 control schemes having
exact responses when there is no actuator saturation events. The blue line is the proposed
scheme, green dotted line is the conventional scheme, and red line is the virtual command.
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Fig. 7 Simulation results for 1 actuator saturation case. The blue line is the proposed scheme,
green dotted line is the conventional scheme, and red line is the virtual command.
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Fig. 8 Individual actuator responses for 1 actuator saturation case. The blue line is the pro-
posed scheme, and green dotted line is the conventional scheme. The red line shows the
unsaturated reference signal from previous simulation in comparison.

To simulate the effect of actuator saturation, the maximum voltage input level for
Actuator Number 2 is reduced by 90 percent of its original value. This can also be
thought of the actuator having a fault to reduce its effectiveness.

Figure 7 shows the simulation results with Actuator Number 2 voltage range re-
duced. The proposed scheme is able to track the virtual demand relatively well for all
three virtual demands. In contrast, the conventional scheme shown with green dot-
ted line exhibits poor tracking consistent across the three virtual demands. Figure 8
shows the individual actuator responses for the same simulation. It can be seen the
proposed scheme is able to exploit the available actuator capability when actuator
2 is saturated to improve the performance over the conventional scheme. This also
implies the need for the remaining healthy unsaturated actuators to have remaining
actuator margins in physical constraints for the proposed scheme to exploit.

5 Conclusion

Analytical analysis of a proposed actuator control scheme over conventional control
scheme is presented. By directly regulating tracking error in the moment space, the
change in the control variables over conventional actuator control schemes improves
the tracking performance during actuator saturation when there is available actuator
redundancy available. The proposed scheme is shown to be superior in performance
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when one actuator is saturated with smaller magnitude in the error dynamics. This
is due to its ability to utilize the available redundancy to reduce the performance
degradation. Simulations verified the theoretical analysis.
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Concurrent Learning Adaptive Model
Predictive Control

Girish Chowdhary, Maximilian Mühlegg, Jonathan P. How,
and Florian Holzapfel

Abstract. A concurrent learning adaptive-optimal control architecture for aerospace
systems with fast dynamics is presented. Exponential convergence properties of con-
current learning adaptive controllers are leveraged to guarantee a verifiable learning
rate while guaranteeing stability in presence of significant modeling uncertainty.
The architecture switches to online-learned model based Model Predictive Control
after an online automatic switch gauges the confidence in parameter estimates. Feed-
back linearization is used to reduce a nonlinear system to an idealized linear system
for which an optimal feasible solution can be found online. It is shown that the states
of the adaptively feedback linearized system stay bounded around those of the ide-
alized linear system, and sufficient conditions for asymptotic convergence of the
states are presented. Theoretical results and numerical simulations on a wing-rock
problem with fast dynamics establish the effectiveness of the architecture.

1 Introduction

Model based optimal control of dynamical systems is a well studied topic. For ex-
ample, one of the most commonly used techniques for linear and nonlinear systems
with constraints is model predictive control (see e.g. [4, 30, 20]). While this tech-
nique has been heavily studied and implemented for slower industrial processes,
only in the past decade enough computational power has become available to en-
able online optimization for fast system dynamics typical of aerospace applications
(some relevant demonstrations are in [14, 15, 13, 32, 33, 5]). MPC depends on a
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dynamic predictive model of the system. However, unaccounted modeling errors
and dynamic variations in any real world scenario often result in an a-priori gener-
ated model of a system becoming obsolete or inaccurate. In such cases, the stability
and performance of an MPC approach cannot be guaranteed, especially if the un-
derlying dynamics are nonlinear [31]. One way to deal with this is to estimate pa-
rameters of the dynamic model online, and then generate optimal controllers at each
time step assuming that the estimated model at that time step is the correct one. This
results in an indirect adaptive control approach that uses the principle of certainty
equivalence (see e.g. [19, 2]). The benefit of this indirect-adaptive MPC approach
is that it allows for a way to incorporate learning in the MPC framework. However,
the main drawback of this method is that it is difficult to guarantee stability, espe-
cially during parameter estimation transient phases. This is one major challenge in
synthesizing algorithms for online adaptive-optimal control [25].

Several authors have made key contributions to implementing such adaptive MPC
architectures. Fukushima et al. used the comparison principle to develop adaptive
MPC for linear systems [17]. Adetola et al. considered adaptive MPC of linearly
parameterized nonlinear systems and showed that one way to guarantee stability is
to ensure that the initial parameter errors are within certain bounds [1]. Aswani et
al. explored and experimented in flight with the notion of safe-MPC by guarantee-
ing that control inputs are selected such that the system evolution is constrained to
(approximations of) invariant reachable sets. Their work has clearly demonstrated
that adaptive MPC can indeed result in improved flight performance through flight
testing. However, they used an EKF for parameter estimation, which is known to
not guarantee predictable and quantifiable learning rates under general operating
conditions, and concentrate on linear dynamical systems [5, 3]. In general, while
significant progress has been made in adaptive MPC, the results tend to be con-
servative, as the presence of learning transients prevent a general non-conservative
solution to be formed.

On the other hand, adaptive control is one of the most well studied areas in con-
trol systems theory. In adaptive control algorithms and techniques are developed
for dealing with modeling uncertainties and disturbances. Direct adaptive control
methods directly modify the system input to account for modeling uncertainties. In
a certain light, these techniques could be viewed as model-free, in the sense that they
do not focus on learning the system model, but rather on suppressing the uncertainty
pointwise-in-time to minimize the instantaneous tracking error. Direct adaptive con-
trollers can guarantee stability, even during harsh transients, however, they do not
offer any long-term improvement due to model learning unless the system states are
persistently exciting (PE; see e.g. [6]). Furthermore, it is difficult to generate opti-
mal solutions in presence of input and state constraints with direct adaptive control
architectures.

Adaptive control literature also consists of hybrid-direct-indirect control archi-
tectures. For example, Duarte and Narendra, Lavretsky, and Chowdhary and John-
son have shown that modifying direct adaptive controllers such that they focus
also on learning the uncertainty improves performance (see e.g. [12, 24, 9]). The
power of these techniques is that they can handle harsh learning transients,guarantee
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learning of unknown model parameters subject to conditions on the system trajecto-
ries, and guarantee system stability during the learning. It is natural therefore, to hy-
pothesize that adaptive-optimal control algorithms can be devised that use provable
hybrid adaptive control techniques to guarantee stability in the learning phase and
then switch automatically to model-based optimal control algorithms (e.g. MPC) af-
ter sufficient confidence in estimated parameters has been gauged online. One such
architecture is proposed in this paper and displayed in Figure 1. The main chal-
lenges in developing such an architecture include guaranteeing a verifiable learning
rate for the uncertainty estimation such that the uncertainty is approximated in fi-
nite time before the architecture switches to the online learned model-based optimal
controller, guaranteeing stability before and after the switch, and guaranteeing that
the architecture can switch back to the adaptive controller if ideal parameters of the
system change.

In this paper, we present a Concurrent Learning based adaptive-optimal Model
Predictive Controller (CL-MPC) to address these challenges. Our architecture lever-
ages the CL algorithm of Chowdhary and Johnson [9, 8], which guarantees simulta-
neous system stability and exponential convergence to the ideal parameters without
requiring persistency of excitation. This allows us to guarantee verifiable conver-
gence rates. A online metric is developed to initiate a switch to MPC. Learning
continues while the system is in MPC using a variant of the CL algorithm, and it
is shown that exponential convergence of parameters can be guaranteed if the basis
of the uncertainty is known. Furthermore, using a feedback linearization approach
we show that a feedback linearizable nonlinear system can be transformed into a
a linear system for which an optimal feasible MPC solution can be formulated in
presence of constraints. This greatly helps in ensuring feasibility of obtaining an
optimal solution for aerospace systems with fast dynamics, as one need only to
solve the MPC problem for the ideal feedback linearized system. It is also shown
that the actual feedback linearized system’s solution is mean square exponentially
bounded around the ideal system, and sufficient conditions are provided to guar-
antee asymptotic convergence to the ideal solution. The presented architecture is
validated through simulation on a wing-rock dynamics system. The results show
significant improvement over an adaptive-only approach in presence of significant
modeling uncertainty.

2 Approximate Model Inversion Based Model Reference
Adaptive Control

Let x(t) ∈ Dx ⊂ Rn, δ (t) ∈ Dδ ⊂ Rl , and consider the following multiple-input
nonlinear uncertain dynamical system

ẋ(t) = f (x(t),δ (t)). (1)

The unknown function f (·) is assumed to be globally Lipschitz and the control
input δ is assumed to be bounded and piecewise continuous, so as to ensure the
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Fig. 1 An adaptive-optimal control architecture. A learning-focused adaptive controller guar-
antees stability while learning uncertain system parameters. Once sufficient confidence has
been gauged online in the estimated parameters, the architecture switches to using an online
model-based controller, such as MPC. The resulting switched adaptive-optimal controller is
guaranteed to be stable without being conservative about initial parameter errors.

existence and uniqueness of the solution to (1). Furthermore, it is assumed that an
admissible control input exists that drives the system from any initial condition in
Dx to a neighborhood of any arbitrary point in Dx in finite time. It is further assumed
that l ≤ n (while restrictive for overactuated systems, this assumption can be relaxed
through the design of appropriate control assignment [16]).

The Approximate Model Inversion based MRAC approach used here feedback
linearizes the system (1) by finding a pseudo-control input ν(t) ∈ Rl that achieves
a desired acceleration. If the exact plant model in equation (1) is known and invert-
ible, the required control input to achieve the desired acceleration is computable by
inverting the plant dynamics. However, since this usually is not the case, an approx-
imate inversion model f̂ (x,δ ) is employed. The inversion model is chosen to be
invertible w.r.t. δ ; the operator f̂−1 : Rn+l → Rl is assumed to exist and assign for
every unique element of Rn+l a unique element of Rl .

The following assumption guarantees invertibility of f̂ (x,δ ) w.r.t. δ [21].

Assumption 1. ∂ f̂ (x,δ )
∂δ is continuous w.r.t δ and nonsingular over Dx×Dδ .

Given a desired pseudo-control input ν ∈ Rl a control command δ can be found by
approximate dynamic inversion:

δ = f̂−1(x,ν). (2)

Let z = (x,δ ) for brevity. The use of an approximate model results in a modeling
error Δ for the system,

Δ(z) = f (z)− f̂ (z). (3)
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It should be noted that if the control assignment function (the mapping between
control inputs to states) is known and invertible with respect to δ , then an inversion
model exists such that the modeling error is not dependent on the control input δ .

The modeling uncertainty can be assumed to be represented using a linear com-
bination of basis functions. The basis functions can often be designed based on
knowledge of the system dynamics (see e.g. [37, 9]). Alternatively, universally ap-
proximating bases, such as Gaussian radial basis functions, can be used ([23]). In
either case, letting the basis be represented by φ(z) ∈ Rm, we assume the existence
of an ideal weight matrix W ∗ ∈ Rm×l such that

Δ(z) =W ∗T
φ(z)+η(z), (4)

where the representation error ηsup = supz∈Dx
‖η̄(z)‖ is bounded over Dx.

A designer chosen reference model is used to characterize the desired response
of the system

ẋrm = frm(xrm,r), (5)

where frm(·) denote the reference model dynamics, which are assumed to be con-
tinuously differentiable in xrm for all xrm ∈ Dx ⊂ Rn. The reference command r(t)
is assumed to be bounded and piecewise continuous, furthermore, frm(·) is assumed
to be such that xrm is bounded for a bounded reference input.

Define the tracking error to be e(t) = xrm(t)− x(t), and the pseudo-control input
ν to be

ν = νrm +νpd −νad, (6)

consisting of a linear feedback term νpd = Ke with K ∈ Rl×n; a linear feedforward
term νrm = ẋrm; and an adaptive term νad(z). Since Δ is a function of νad as per
equation (3), and νad needs to be designed to cancel Δ , the following assumption
needs to be satisfied:

Assumption 2. The existence and uniqueness of a fixed-point solution to νad =
Δ(·,νad) is assumed.

Sufficient conditions for satisfying this assumption are available in [40, 21]. As-
sumption 2 implicitly requires the sign of the control effectiveness matrix to be
known ([21]).

Using equation (3) and the pseudo-control (6) the tracking error dynamics can be
written as

ė = Ae+B[νad(z)−Δ(z)], (7)

where the state space model (A,B) is in canonical form with the eigenvalues of A
assigned by νpd . The baseline full state feedback controller νpd is chosen to make
A Hurwitz. Hence, for any positive definite matrix Q ∈ Rn×n, a positive definite
solution P ∈ Rn×n exists for the Lyapunov equation

0 = AT P+PA+Q. (8)
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The adaptive controller framework described above guarantees that the tracking er-
ror is uniformly bounded if the following well known gradient based update laws
that minimize a cost on the instantaneous tracking error eT e are used:

Ẇ (t) =−ΓW φ(z(t))eT (t)PB. (9)

However, this adaptive law guarantees that the adaptive parameters (W ) stay bounded
within a neighborhood of the ideal parameters (W ∗) only if the regressor vector φ(z)
is PE (see e.g. [35, 29, 28, 22]). Note that even when φ(z) is PE, e(t)� 0 uniformly
only if supz∈Dx

‖η̄(z)‖ = 0. Therefore, this adaptive law cannot be used within the
proposed framework as there is no guarantee that the weights will converge to their
true values and an (approximate) representation of the system uncertainty will be
learned. This has been a major reason why MRAC-MPC switching systems cannot
be formulated easily.

Fortunately, it is possible to incorporate long term learning in the MRAC frame-
work by ensuring that the adaptive law learns the modeling uncertainty by incor-
porating additional information [24, 12, 9]. It was shown in [8, 9] that for linearly
parameterized uncertainties the requirement on persistency of excitation can be re-
laxed if online recorded data is used concurrently with instantaneous data for adap-
tation. In particular, for a linearly parameterized representations of the uncertainty,
the following theorem can be proven [8, 9, 10]:

Theorem 1. Consider the system given by (1), with the inverse law (2), and the ref-
erence model of (5). Assume that the uncertainty is linearly parameterizable using
an appropriate set of bases over a compact domain Dx. For each online recorded
data point i, let εi(t) = W T (t)φ(xi,δi)− Δ̂(xi,δi), with Δ̂ (xi,δi) = ˙̂xi − ν(xi,δi),
where ˙̂xi is the bounded estimate of ẋi, and consider the following update law

Ẇ =−ΓW φ(z)eT PB− 1
p

p

∑
j=1

ΓWbφ(xi,δi)εT
j , (10)

where ΓWb > 0 is the learning rate for training on online recorded data. Let Z =
[φ(z1), ....,φ(zp)] and assume that rank(Z) = m. Furthermore, let Bα be the largest

compact ball in Dx with radius α , and assume x(0) ∈ Bα , define δ = 2‖PB‖η̄
λmin(Q) +

pη̄
√

l
λmin(Ω) with Ω = ZZT , and assume that Dx is sufficiently large such that mrm = α−
δ is a positive scalar. If the states xrm of the bounded input bounded output reference
model of (5) remains bounded in the compact ball Bm = {xrm : ‖xrm‖ ≤mrm} for all
t ≥ 0 then the tracking error e and the weight error W̃ =W −W∗ are mean-squared
exponentially uniformly ultimately bounded. Furthermore, if the representation is
exact over Dx, that is if supz∈Dx

‖η̄(z)‖ = 0, then the tracking error and weight
error converge exponentially fast to a compact ball around the origin for arbitrary
initial conditions, with the rate of convergence directly proportional to the minimum
singular value of the history stack matrix Z.

Remark 1. The size of the compact ball around the origin where the weight
and tracking error converge is dependent on the representation error η̄ and the
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estimation error ε̆ = maxi ‖ẋi− ˙̂xi‖. The former can be reduced by choosing appro-
priate number of RBFs across the operating domain, and the latter can be reduced
by an appropriate implementation of a fixed point smoother. A fixed point smoother
uses data before and after a data point is recorded to form very accurate estimates of
˙̂xi using a forward-backward Kalman filter [18, 11]. Note that ˙̂x(t) is not needed at
the current time instant t, which is a much more restrictive requirement. Therefore,
an appropriate implementation of a fixed point smoother alleviates the time-delay
often observed in estimating ˙̂x(t) with forward Kalman filter (or a low pass filter)
only.

Remark 2. The history stack matrix Z = [φ(z1), ....,φ(zp)] is not a buffer of the last
p states. It can be updated online by including data points that are of significant in-
terest over the course of operation. Theoretically, convergence is guaranteed as soon
as the history stack becomes full ranked. New data points could replace existing data
points once the history stack reaches a pre-determined size. It was shown in [10] that
the rate of convergence of the tracking and weight error is directly proportional to
the minimum singular value of Z. This provides a useful metric to determine which
data points are most useful for improving convergence. Consequently, an algorithm
for adding points that improve the minimum singular value of Z for the case of
linearly parameterizable uncertainty was presented there.

Remark 3. The main limitation of the linearly parameterized RBF NN representa-
tion of the uncertainty is that the RBF centers need to be preallocated over an esti-
mated compact domain of operation Dx. Therefore, if the system evolves outside of
Dx all benefits of using adaptive control are lost. This can be addressed by evolv-
ing the RBF basis to reflect the current domain of operation. A reproducing ker-
nel Hilbert space approach for accomplishing this was presented in [23]. However,
when the basis is fixed, in order for the adaptive laws above to hold, the reference
model and the exogenous reference commands should be constrained such that the
desired trajectory does not leave the domain over which the neural network approx-
imation is valid. Ensuring that the state remains within a given compact set implies
an upper bound on the adaptation gain (see for example Remark 2 of Theorem-1
in [39]).

3 Feedback Linearization for MPC

The key enabling factor for the proposed switching CL-MPC architecture presented
here is the guaranteed convergence property of CL-MRAC as established in Theo-
rem 1. Once the approximation of the uncertainty is good enough the system shall
change to the new MPC structure. Therefore a decision algorithm is implemented
which tests for

‖x‖ 
= 0 and ‖ ˙̂x−ν−νad‖ ≤ εtol, (11)

where εtol ≥ 0 represents a tolerated approximation error. Note that due to The-
orem 1 it can be shown that this guarantees an upper bound on W̃ (tσ ), where
tσ is a switching time. Note further that other automatic-switching algorithms,
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including those that approximate the switching surface probabilistically, are pos-
sible and expected to be investigated in our future work.

Once the weights converged to a neighborhood around their optimal values, as
determined by the test in (11), the system switches to the model-based optimal con-
troller. In this mode, the plant does not track a reference model but use the complete
available control authority νavail ∈ Rl after feedback linearization to track com-
mands optimally. For the case that the system switched to the model-based optimal
controller and with regard to equation (6) redefine the pseudo-control ν to be

ν = ν f b +KBνavail −νad, (12)

consisting of the linear feedback term ν f b = KMx with KM ∈ Rn×n; a feedforward
part KBνavail with KB ∈ Rl×l ; and the adaptive part νad . Let Bm = BKB, then the
feedback linearized system becomes

ẋ(t) = Amx+Bmνavail +B(Δ −νad), (13)

where the state space model (Am,Bm) is in canonical form with the eigenvalues of
Am assigned by ν f b. Choose the gains such that if Δ − νad = 0, a unique solution
to (13) exists and Bm satisfies assumption 1. Furthermore, the resulting matrices
(Am,Bm) need to be chosen such that a feasible optimal solution to the system (13)
is known; one possibility is to choose (Am,Bm) equal to the reference model, which
was used during the exclusively adaptive case. The available control authority νavail

is dynamically constrained by the physical maximum and minimum control allowed
νmin/max, minus the adaptive part (νad) of the pseudo control which is needed to
cancel the uncertainty and the part (ν f b) which is required in order for the feedback
linearized system to recover the dynamics in 13. For each element of ν f b we have

K−1
B (νmin +νad−ν f b)≤ νavail ≤ K−1

B (νmax +νad−ν f b). (14)

Using equation (4), the last term in equation (13) is

‖Δ(z)−νad(z)‖ ≤ ‖W̃‖‖φ(z)‖+ηsup. (15)

Let β (z) = Δ(z)−νad . The feedback linearized system can be written as

ẋ(t) = Amx+Bmνavail +Bβ (z) (16)

Let tσ be a time instant when the control architecture switches to using MPC. Due
to Theorem 1 it follows that W̃ (t) approaches a neighborhood of zero exponentially
fast, furthermore, since the algorithm switches to the optimal controller (MPC) only
when ‖ ˙̂x−ν +νad‖ ≤ εtol and ‖x‖ 
= 0, it follows that ‖W̃(tσ )‖ is small. Leveraging
this fact, MPC design is performed on the ideal feedback linearized system with
states x̄(t) given by

˙̄x(t) = Amx̄(t)+Bmνavail(t), (17)

assuming β (z) = 0.
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3.1 Stability

Let [tσ , tσ+1] be a finite interval where the algorithm has switched to using the opti-
mal model based controller (e.g. MPC). It is clear that when the algorithm switches,
although β (z) is likely to be very small, it will probably not be zero. In this case,
the question arises as to whether learning should continue or not. Since any possible
initial transients have already passed, there seems no reason to continue to learn. In
fact, such an approach can be thought equivalent to an assumption on allowable ini-
tial parameter error W̃ (0) for a non-switching based MPC [17, 1, 5]. One approach
therefore, could be to continue to learn using a smaller learning-rate Γ and using
estimates of model error only (not using also the tracking error as was the case
in Theorem 1). The following lemma characterizes that in this case, a concurrent
learning gradient descent law guarantees that the feedback linearization error β (z)
is exponentially bounded. To facilitate the analysis, it is assumed that a noise free
estimate of ẋi for all online recorded data points i is available. This assumption can
be relaxed to yield mean squared exponential ultimate boundedness of W̃ instead of
mean square exponential stability [27].

Lemma 1. Consider the model error given by (3), εi(t) as defined in (10) for the
recorded data points, and the following gradient descent law

Ẇ =−Γ ∑φ(xi,δi)εT
j ). (18)

Assume also that the history stack is full ranked, that is rank(Z) = m, then the
parameter error is exponentially bounded as ‖W̃ (t)‖ ≤ exp−c1t ‖W̃ (tσ )‖ for some
c1 > 0 dependent on Z and the parameter error W̃ (tσ ) at the instant the algorithm
switches to model based optimal control. Furthermore,
β (z(t))≤ exp−c1t ‖W̃(tσ )‖φ(z(t))+ηsup for all t ∈ [tσ , ti+1].

Proof. Consider the quadratic function given by V (W̃ ) = 1
2W̃ (t)T Γ−1W̃ (t), and

note that V (0) = 0 and V (W̃ ) > 0 ∀ W̃ 
= 0, hence V (W̃ ) is a Lyapunov func-
tion candidate. Since V (W̃ ) is quadratic, letting λmin(.) and λmax(.) denote the op-
erators that return the minimum and maximum eigenvalue of a matrix, we have:
λmin(Γ−1)‖W̃‖2 ≤ V (W̃ ) ≤ λmax(Γ−1)‖W̃‖2. Differentiating the Lyapunov candi-
date with respect to time along the trajectories of (18) we have

V̇ (W̃ (t))≤−W̃(t)T [
p

∑
j=1

φ(x j)φT (x j)]W̃ (t). (19)

Let Ω=
p
∑
j=1

Φ(x j)ΦT (x j) and note that since φ(x(t))φT (x(t))≥ 0 ∀φ(x(t)), λmin(Ω)

> 0. Then it follows that

V̇ (W̃ )≤−λmin(Ω)‖W̃‖2 ≤− λmin(Ω)

λmax(Γ−1)
V (W̃ ). (20)
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Let c1 = λmin(Ω)
λmax(Γ−1)

, then ‖W̃(t)‖ ≤ exp−c1t ‖W̃ (tσ )‖. It follows from the definition

of β (z) in (16) that for all t ∈ [tσ , ti+1]

β (z(t))≤ exp−c1t ‖W̃ (tσ )‖φ(z(t))+ηsup. (21)
��

The next theorem shows that x̃ = x− x̄, the difference between the ideal feedback
linearized system (16) and the true feedback linearized system (17) is bounded.
Therefore, applying the stabilizing feasible solution of the ideal system (17) to the
true system (16) guarantees boundedness of the true system states.

Theorem 2. Consider the true feedback linearized system in (16) and Lemma 1.
Assume that a feasible optimal solution ν∗avail exists for the ideal feedback linearized
system of (17). Then, the states of the true system with the control ν∗avail are uniformly
ultimately bounded around those of the ideal system, and approach asymptotically
a compact set that is a function of the representation error ηsup over every switching
interval [tσ , tσ+1] where MPC control is active.

Proof. Note that

˙̃x = Amx̃+Bβ (z). (22)

Let V (x̃) = 1
2 x̃T Pmx̃, where Pm is the positive definite solution to 0 = Qm +AT

mPm +
PmAm for a positive definite Qm, guaranteed to exist due to the feedback ν f b,
which is chosen such that Am in (13) is Hurwitz. Hence V (W̃ ) is a radially un-
bounded quadratic Lyapunov function candidate with: λmin(Γ−1)‖W̃‖2 ≤ V (W̃ ) ≤
λmax(Γ−1)‖W̃‖2. It follows therefore that

V̇ (x̃)≤−x̃T Qmx̃+ x̃T PBβ (z). (23)

Applying Lemma 1 we have

V̇ (x̃)≤−λmin(Qm)‖x̃‖2 + ‖x̃‖‖PmB‖(exp−c1t ‖W̃ (tσ )‖φ(z(t))‖+ηsup). (24)

Let c2 = ‖PmB‖‖W̃(tσ )‖, and noting that the m basis functions are bounded by
‖φ(.)‖ ≤ c3, we have

V̇ (x̃)≤−λmin(Qm)‖x̃‖2 + ‖x̃‖(mc2c3 exp−c1t +ηsup). (25)

Therefore, outside of the compact set ‖x̃‖ ≥ mc2c3 exp−c1t +ηsup
λminQm

, V̇ (x̃) ≤ 0. Therefore
x̃ is uniformly ultimately bounded and approaches asymptotically the set ‖x̃‖ ≥

ηsup
λminQm

.
��

Corollary 1. Assume that Theorem 2 holds and that an exact representation exists
such that ηsup = 0 in (4), then, the states of the true feedback linearized system
asymptotically approach the states of the ideal feedback linearized system over ev-
ery switching interval [tσ , tσ+1] where MPC control is active.
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Proof. The proof follows by noting that (25) becomes

V̇ (x̃)≤−λmin(Qm)‖x̃‖2 + ‖x̃‖(mc2c3 exp−c1t), (26)

hence, V → 0 as t → ∞.
��

4 Model Predictive Control

For the implementation of the MPC a discrete model of the feedback linearized
system in equation (17) is formulated:

x̄(k+ 1) = Āmx̄(k)+ B̄mνavail(k), (27)

where Ām and B̄m denote the discretized versions of the respective matrices in equa-
tion (17). Let Δνavail(k+ 1) = νavail(k+ 1)−νavail(k) be a future incremental con-
trol. The optimal control trajectory is captured by a sequence of incremental control
signals:

ΔU =

⎡⎢⎢⎢⎣
Δνavail(k)

Δνavail(k+ 1)
...

Δνavail(k+Nc− 1)

⎤⎥⎥⎥⎦ , (28)

where Nc denotes the control horizon. Within the prediction horizon Np ≥ Nc the
MPC drives the state of the system x̄(k) onto the desired reference signal r(k) by
minimization of a quadratic cost function. Define the following matrices:

F =

⎡⎢⎢⎢⎣
Ām

Ā2
m
...

Ā
Np
m

⎤⎥⎥⎥⎦ ,Φ =

⎡⎢⎢⎢⎣
B̄m 0 . . . . . . 0

ĀmB̄m B̄m 0 . . . 0
...

Ā
Np−1
m B̄m Ā

Np−2
m B̄m . . . . . . Ā

Np−Nc
m B̄m

⎤⎥⎥⎥⎦ , (29)

where F ∈ Rn·Np×n and Φ ∈RNp·n×Nc·ns . Let Δ x̄(k+ 1) = x̄(k+ 1)− x̄(k). Then the
vector containing the predicted states X ∈ Rn·Np within the prediction horizon can
be built by

X = FΔ x̄(k)+ΦΔU. (30)

In the MPC framework constraints can be formulated for the input and the states.
The goal is to formulate the constraints dependent on the incremental control ΔU .
For the control input we have

νavail,min ≤M1ν(k− 1)+M2ΔU ≤ νavail,max, (31)
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where M1 =

⎡⎢⎣ I
...
I

⎤⎥⎦ ∈ RNc·nS×nS and M2 =

⎡⎢⎢⎢⎣
I 0 . . . . . . 0
I I 0 . . . 0

...
I . . . I

⎤⎥⎥⎥⎦ ∈ RnS·Nc×nS·Nc . The input

constraints are placed by the vectors νavail,min and νavail,max, each consisting of Nc

elements of the minimum and maximum control input. Equation (31) can also be
expressed in matrix form:[−M2

M2

]
ΔU ≤

[−νavail,min +M1νavail(k− 1)
νavail,max−M1νavail(k− 1)

]
. (32)

Similarly, constraints on the states can be placed by

Xmin ≤ FΔ x̄(ki)+ΦΔU ≤ Xmax. (33)

Similar to equation (31), Xmin and Xmin are vectors containing the lower and upper
constraints for the states. Written in matrix form we have[−Φ

Φ

]
ΔU ≤

[−Xmin +FΔ x̄(k)
Xmax−FΔ x̄(k)

]
. (34)

There exists a functional relationship between the predicted system state and the
incremental control input Δνavail . Using hard constraints on input and the states si-
multaneously can cause constraint conflicts. Introducing a slack variable s > 0 and
relaxing the constraints Xmin/max solves this problem. Let RS ∈Rn·Np be a vector con-
taining the reference command r(k) with Rs = [1, ...,1]r(k) and define the following
quadratic cost function, which reflects the control objective:

J = (Rs−X)T Q̄(Rs−X)+ΔUTR̄ΔU. (35)

Here R̄ and Q̄ denote positive definite diagonal matrices. Inserting equation (30)
into equation (35) the problem of model predictive control is finding the control
sequence ΔU which minimizes the cost function

J = (Rs−Fx̄(k))T Q̄(Rs−Fx̄(k))− 2ΔUT ΦT Q̄(Rs−FΔ x̄(k))

+ΔUT (ΦT Q̄Φ + R̄)ΔU,
(36)

subject to the inequality constraint⎡⎢⎢⎣
−M2

M2

−Φ
Φ

⎤⎥⎥⎦ΔU ≤

⎡⎢⎢⎣
−νavail,min +M1νavail(k− 1)
νavail,max−M1νavail(k− 1)

−Xmin +FΔ x̄(k)
Xmax−FΔ x̄(k)

⎤⎥⎥⎦ . (37)

Note that since Am is known a-priori, it may be possible to solve a significant portion
of this problem off-line to create the optimal value-function which can be directly
used on-line for an approximate optimal solution.
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5 Trajectory Tracking in the Presence of Wing Rock Dynamics

Modern highly swept-back or delta wing fighter aircraft are susceptible to lightly
damped oscillations in roll angle known as “Wing Rock”. Wing rock often occurs at
low speeds and at high angle of attack, conditions commonly encountered when the
aircraft is landing (see [34] for a detailed discussion of the wing rock phenomena).
Hence, precision control of the aircraft in the presence of wing rock dynamics is
critical in order to ensure safe landing. In this section we use concurrent learning
adaptive control and the proposed MPC framework to track a sequence of roll com-
mands in the presence of wing rock dynamics. Let φ denote the roll attitude of an
aircraft, p denote the roll rate and δa denote the aileron control input . Then a model
for wing rock dynamics is ([26]):

φ̇ = p (38)

ṗ = δa +Δ(x), (39)

where Δ(x) = W0 +W1φ +W2 p +W3|φ |p +W4|p|p +W5φ3. The parameters for
wing rock motion are partly adapted from [36, 38, 7]; they are W1 = 6.2314,W2 =
2.1918,W3 =−0.6245,W4 = 0.0095,W5 = 0.0214. In addition to these parameters,
a trim error is introduced by setting W0 = 0.8. A simple inversion model has the
form ν = δa. The linear part of the control law is given by νpd =−4φ − 2p for the
exclusive adaptive as well as the MPC part of the control framework of Figure 1.
These values are chosen as they result in good baseline control performance without
exciting high-gain oscillations. Furthermore, in the MPC part the feedforward gain
is chosen to be KB = 4. The reference model is chosen to be of second order with
natural frequency of 2rad/sec and a damping ratio of 0.5. This choice results in
reasonably smooth trajectories without large transients and without exceeding the
constraints when baseline or CL-MRAC controllers are used. The learning rate is
set to ΓW = 6 for both the instantaneous update and the update based on stored data.

For the concurrent learning adaptive controller only points which increase the
rank of the history stack are considered for storage. As long as the history stack
does not contain at least as many linearly independent data points as the dimension
of the regressor vector, a σ -modification term with gain κ = 0.01 is added to the
update law. Once the history stack is full, an algorithm is employed which increases
its minimum singular value ([10]).

The simulation runs for a total of 60s with a time step of 0.01s. The reference
signal r(t) is comprised out of several step inputs. The first two steps start at 5s and
15s, each having an amplitude of 30◦ and lasting 5s. The next two step inputs occur
after 25s and 35s, each having an amplitude of 45◦ and also lasting 5s. After 50s
more aggressive commands shall be tracked. Therefore consecutive steps with an
amplitude of −45◦ or 45◦ are commanded, alternating every 3s.

Figure 2 shows the performance of the proposed control architecture. During
the first step the plant states still deviate from the reference model significantly.
However, the tracking performance increases quickly, the plant tracks the reference
model at the second step nearly perfectly. After about 30s the switching condition
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is met and the system automatically switches to the MPC part of the control frame-
work. It can be observed that the performance increases drastically. This is attributed
to the fact that the CL-MPC architecture leverages available control authority fully
while simultaneously ensuring that the constraint on the roll rate is not violated.

Figure 3 shows the evolution of the adaptive weights. As soon as the history
stack meets the rank condition after about 6s the weights start to converge to their
optimal values, thus increasing the tracking performance significantly. At the switch
to the MPC framework the weights have already nearly converged to their optimal
weights. Still, the resulting parameter error is further reduced by the CL update law
of Lemma 1 which learns only on stored data.

Figure 4 shows the trajectory of the system in the phase plane during the simula-
tion. It can be seen that, once the MPC is switched on, the region the states reside
in increases drastically. This is attributed to the fact that the full available control
authority is used, thus increasing the roll rate in transient phases. In addition, de-
spite the increased performance, the chosen state constraints on the roll rate are not
violated.

Finally, Figure 5 shows the control input. As long as only the adaptive controller
is used, the available control authority is not completely leveraged. Once the MPC
is switched on, the complete available control authority is used. Additionally, the
constraints placed on the input are not violated.
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Fig. 2 Performance of the proposed control architecture. At the beginning of the simula-
tion a distinct deviation tracking error is observed. Due to the concurrent learning adap-
tive controller the performance increases drastically over time. After the switch to the MPC
framework, instead of tracking the suboptimal reference model, the plant tracks the command
optimally. The constraints on the roll rate are not violated.
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Fig. 3 Evolution of the adaptive weights. Once the history stack meets a condition of linearly
independence on the stored data the weights start to converge to their optimal values. Even
after the switch to the MPC framework learning based on stored data continues using the
algorithm in Lemma 1 and the parameter error is further reduced.
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Fig. 4 Phase portrait of the system trajectory. Once the controller switches to the MPC frame-
work the region in which the states evolve is drastically increased as the controller can execute
optimal commands w.r.t. the constraints. In addition, MPC ensures that aggressive commands
can be tracked without violating the constraints on the roll rate.
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Fig. 5 Control input with constraints. In the beginning of the simulation the controller is
concerned with letting the uncertain system behave like the reference model. For this, only
a part of the available control authority is used as a conservative reference model is used to
ensure constraints are not vioalated. Once the controller switches to the MPC framework the
complete control authority is leveraged without violating input constraints.

6 Conclusion

Initial transients often observed during online learning can result in undesirable per-
formance of (receding horizon) online optimal control architectures such as Model
Predictive Control. This could make it difficult to implement adaptive MPC on
aerospace systems that have fast dynamics. We proposed an adaptive-optimal con-
trol architecture in which a concurrent learning adaptive controller is used to guar-
antee system stability while parameters are adaptively learned. The online-learned
model is used to feedback linearize the system and transform its behavior to an
ideal feedback-linearized system for which a feasible optimal MPC can be formu-
lated. The MPC takes over after an online metric has gauged sufficient confidence
in the learned parameters. It was shown that the states of the feedback linearized
system stay exponentially mean square bounded around those of the ideal system,
and sufficient conditions were provided to guarantee asymptotic convergence. Sim-
ulation results were presented on a wing-rock dynamics system with fast dynamics.
These results establish the feasibility of the CL-MPC architecture. Furthermore,
these results indicate that learning in adaptive controllers can be used to improve
the performance of the system.



Concurrent Learning Adaptive Model Predictive Control 45

Acknowledgements. This research was supported in part by ONR MURI Grant
N000141110688.

References

1. Adetola, V., DeHaan, D., Guay, M.: Adaptive model predictive control for constrained
nonlinear systems. Systems and Control Letters 58(5), 320–326 (2009)

2. Aström, K.J., Wittenmark, B.: Adaptive Control, 2nd edn. Addison-Weseley, Readings
(1995)

3. Aswani, A., Sastry, S.S., Humberto, G., Tomlin, C.: Provably safe and robust learning-
based model predictive control. arxiv arXiv:1107.2487v2, UC Berkley (2011)

4. Bemporad, A., Morari, M.: Robust model predictive control: A survey. In: Garulli, A.,
Tesi, A. (eds.) Robustness in Identification and Control. LNCIS, vol. 245, pp. 207–226.
Springer, Heidelberg (1999)

5. Bouffard, P., Aswani, A., Tomlin, C.: Learning-based model predictive control on a
quadrotor: Onboard implementation and experimental results. In: 2012 IEEE Interna-
tional Conference on Robotics and Automation (ICRA), pp. 279–284 (May 2012)

6. Boyd, S., Sastry, S.: Necessary and sufficient conditions for parameter convergence in
adaptive control. Automatica 22(6), 629–639 (1986)

7. Calise, A., Yucelen, T.: Enforcing a linear constraint in adaptive control: A kalman filter
optimization approach. In: Proceedings of the AIAA Guidance Navigation and Control
Conference, held at Chicago, IL (2009)

8. Chowdhary, G.: Concurrent Learning for Convergence in Adaptive Control Without Per-
sistency of Excitation. PhD thesis, Georgia Institute of Technology, Atlanta, GA (2010)

9. Chowdhary, G., Johnson, E.N.: Concurrent learning for convergence in adaptive control
without persistency of excitation. In: 49th IEEE Conference on Decision and Control,
pp. 3674–3679 (2010)

10. Chowdhary, G., Johnson, E.N.: A singular value maximizing data recording algorithm
for concurrent learning. In: American Control Conference, San Francisco, CA (June
2011)

11. Chowdhary, G., Johnson, E.N.: Theory and flight test validation of a concurrent learning
adaptive controller. Journal of Guidance Control and Dynamics 34(2), 592–607 (2011)

12. Duarte, M.A., Narendra, K.S.: Combined direct and indirect approach to adaptive con-
trol. IEEE Transactions on Automatic Control 34(10), 1071–1075 (1989)

13. Dunbar, W.: Distributed receding horizon control of dynamically coupled nonlinear sys-
tems. IEEE Transactions on Robotics 52, 1249–1263 (2007)

14. Dunbar, W.B., Murray, R.: Model predictive control of coordinated multi-vehicle forma-
tions. In: IEEE Conference on Decision and Control (CDC), pp. 4631–4636 (2002)

15. Dunbar, W.B., Murray, R.M.: Receding horizon control of multi-vehicle formation: A
distributed implementation. In: IEEE Conference on Decision and Control, CDC (2004)

16. Durham, W.: Constrained control allocation. AIAA Journal of Guidance, Control, and
Dynamics 16, 717–772 (1993)

17. Fukushima, H., Kim, T.-H., Sugie, T.: Adaptive model predictive control for a class of
constrained linear systems based on the comparison model. Automatica 43(2), 301–308
(2007)

18. Gelb, A.: Applied Optimal Estimation. MIT Press, Cambridge (1974)



46 G. Chowdhary et al.

19. Ioannou, P., Sun, J.: Theory and design of robust direct and indirect adaptive-control
schemes. International Journal of Control 47(3), 775–813 (1988)

20. Kerrigan, E.C.: Robust Constraint Satisfaction Invariant Sets and Predictive Control. PhD
thesis, University of Cambridge, Department of Engineering (November 2000)

21. Kim, N.: Improved Methods in Neural Network Based Adaptive Output Feedback Con-
trol, with Applications to Flight Control. PhD thesis, Georgia Institute of Technology,
Atlanta Ga (2003)

22. Kim, Y.H., Lewis, F.L.: High-Level Feedback Control with Neural Networks. Robotics
and Intelligent Systems, vol. 21. World Scientific, Singapore (1998)

23. Kingravi, H.A., Chowdhary, G., Vela, P.A., Johnson, E.N.: Reproducing kernel hilbert
space approach for the online update of radial bases in neuro-adaptive control. IEEE
Transactions on Neural Networks and Learning Systems 23(7), 1130–1141 (2012)

24. Lavretsky, E.: Combined/composite model reference adaptive control. IEEE Transac-
tions on Automatic Control 54(11), 2692–2697 (2009)

25. Mayne, D.Q.: Nonlinear Model Predictive Control: Challenges and Opportunities. In:
Nonlinear Model Predictive Control. Progress in Systems and Control Theory, vol. 26,
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Model Reference Adaptive Control of
Mildly Non-Linear Systems with Time
Varying Input Delays – Part I

James P. Nelson, Mark J. Balas, and Richard S. Erwin

Abstract. In this paper, we develop a Direct Model Reference Adaptive
Tracking Controller for mildly non-linear systems with unknown time varying
input delays. This controller can also reject bounded disturbances of known
waveform but unknown amplitude, e.g. steps or sinusoids. In this paper a
robustness result is developed for DMRAC of mildly non-linear systems with
unknown small constant or time varying input delays using the concept of un-
delayed ideal trajectories. We will show that the adaptively controlled system
is globally stable, but the adaptive tracking error is no longer guaranteed to
approach the origin. However, exponential convergence to a neighborhood
can be achieved as a result of the control design. A simple example will be
provided to illustrate this adaptive control method. The proof of the corollary
for the application and further examples are provided in the paper: Model
Reference Adaptive Control of Mildly Non-Linear Systems with Time Varying
Input Delay - Part II.

1 Introduction

Time delay affects many engineering, physics and biological systems [1]-[5].
These manuscripts present a firm motivation for the study of time delay
systems and a brief overview of the different control approaches commonly
used when delays are present. In this overview the open problem of control via
the delay and constructive use of the delayed inputs is presented [5]. Further,
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many control systems suffer from unknown delays [6]-[7]. Often these are
introduced via systems controlled through a network, e.g in [7].

In previous work [8]-[11] direct model reference adaptive control (DM-
RAC) and disturbance rejection with very low order adaptive gain laws for
MIMO systems was accomplished. Feuntes and Balas developed an ultimate
bounded-ness theorem for DMRAC in [11]. When systems are subjected to
an unknown internal delay, the adaptive control theory can be modified to
handle this situation [12]. However, delays appearing in the inputs or outputs
of systems seem to cause more system sensitivity to the delay. A robustness
result for the Direct Adaptive Control (DAC) or input delay systems was
developed in [13]. A robustness result for the DMRAC of linear systems with
“small” input/output delays was developed in [14] using the concept of un-
delayed ideal trajectories for the development of the adaptive error system.
Using the concept of un-delayed ideal trajectories and this “small-ness” as-
sumption the results of [13] can achieved for the DMRAC of mildly non-linear
systems. We will show that the adaptively controlled system is globally sta-
ble, but the adaptive error is no longer guaranteed to approach the origin.
However, exponential convergence to a neighborhood can be achieved as a
result of the control design. A simple example will be provided to illustrate
this adaptive control method. The proof of the corollary for the application
and further examples are provided in the paper: Model Reference Adaptive
Control of Mildly Non-Linear Systems with Time Varying Input Delay -
Part II.

2 Development of the Adaptive Error System Using
“Undelayed Ideal Trajectories”

Our Mildly Non-Linear Plant with Unknown Delay will be modelled by the
following mildly non-linear system with an input delay term and an external
persistent disturbance:{

ẋ(t) = Ax(t) +Bu(t− τ(t)) + ΓuD(t) + f(x)
y(t) = Cx(t) ; x(0) = x0

(1)

where the plant state, x(t), is an N-dimensional vector with M-dimensional
control input vector, u(t), and M-dimensional sensor output vector, y(t), i.e.
the plant is square. The delay τ(t) > 0 is time varying and unknown. The
disturbance input vector uD(t) is ND-dimensional and will be thought to
come from the following Disturbance Generator:{

uD = Θ zD
żD = F zD ; zD(0) = z0

(2)
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The objective of control in this paper will be to cause the output y(t) of the
plant to asymptotically track the output ym (t) of an un-delayed Reference
Model: {

ẋm = Amxm +Bmum + fm(xm)
ym = Cmxm; xm(0) = xm

0
(3)

where the reference model state xm (t) is an Nm-dimensional vector with
reference model output ym(t) having the same dimension as the plant output
y(t). In general, the plant and reference models need not have the same
dimensions. The excitation of the reference model is accomplished via the
vector um (t) which is generated by:

u̇m = Fmum; um(0) = um
0 (4)

The reference model parameters (Am, Bm, Cm, Fm) will be completely known.
We define the output error vector:

ey ≡ y − ym −→
t→∞ 0 (5)

and this control objective will be accomplished by an Adaptive Control Law
of the form:

u = Gmxm +Guum +Geey +GDϕD (6)

2.1 Ideal Trajectories

We define the “Un-Delayed Ideal Trajectories” for (1) in the following way:{
x∗ = S∗

11xm + S∗
12um + S∗

13zD
u∗ = S∗

21xm + S∗
22um + S∗

23zD
(7)

where the ideal trajectory x∗ (t) is generated by the ideal control u∗ (t) from{
ẋ∗ = Ax∗ +Bu∗ + ΓuD + f(x∗)

y∗ = Cx∗ = ym
. (8)

If such ideal trajectories exist, they will be linear combinations of the refer-
ence model state and input (3) and they will produce exact output tracking
in a delay-free plant (8).

By substitution of (7) into (8) using (3)-(4), we obtain the Model Matching
Conditions:

AS∗
11 +BS∗

21 = S∗
11Am (9)

AS∗
12 +BS∗

22 = S∗
12Fm + S∗

11Bm (10)

CS∗
11 = Cm (11)
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CS∗
12 = 0 (12)

AS∗
13 +BS∗

23 + ΓΘ = S∗
13F (13)

BS∗
23 = 0 (14)

CS∗
13 = 0 (15)

f(S∗
11xm + S∗

12um + S∗
13zD) = S∗

11fmxm (16)

These conditions (9)-(16) are necessary and sufficient conditions for the ex-
istence of the ideal trajectories in the form of (7).

2.2 Fixed Gain Controller

In this section only we will assume that all parameters (A,B,C, Γ,Θ, F ) are
known, as well as the solutions to the Model Matching Conditions (9)-(16).
This section will help to explain the development of the adaptive scheme; it is
not meant to be used in place of such a scheme. We define the state tracking
error:

e∗ ≡ x− x∗ (17)

and, from (5) and (8) , we obtain

ey ≡ y − ym = y − y∗ = Cx− Cx∗ = Ce∗. (18)

Furthermore, from (1) and (8) , we have⎧⎪⎪⎨⎪⎪⎩
e∗ ≡ x− x∗
Δu ≡ u− u∗
ey = y − y∗

Δf ≡ f(x)− f(x∗)

⇒
⎧⎨⎩

ė∗ = Ae∗ +B(u(t− τ(t)) − u∗) +Δf
Δu ≡ u(t− τ(t)) − u∗ = u(t− τ(t)) − u+ u− u∗

ey = Ce∗

(19)

We define a Fixed Gain Controller:

u = (S∗
21xm + S∗

22um + S∗
23LϕD) +G∗

eey = u∗ +G∗
eey. (20)



MRAC of Mildly Non-Linear Systems 53

From (19) and (20), we have⎧⎨⎩
ė∗ = ACe∗ +B(u(t− τ(t)) − u) +Δf

AC ≡ A+BG∗
eC

Δf ≡ f(x)− f(x∗)
. (21)

The above can be summarized as:
If (A,B,C) is output feedback stabilize-able with a gain G∗

e and the delay
equation (21) is stable, then the fixed gain controller (20) will produce local
output tracking, i.e.:

lim
t→∞ ey < R∗ (22)

Note that output feedback stabilization can be accomplished when

M + P +ND > N (23)

and (A, B, C) is controllable and observable; see [14]. Since (23) does not
require detailed knowledge of the parameter matrices, this suggests that an
adaptive control scheme might be possible.

2.3 The Adaptive Controller

The form of our adaptive controller remains (6). In this we must develop the
gain adaptation laws to make asymptotic output tracking possible. We form⎧⎪⎪⎨⎪⎪⎩

ΔGu ≡ Gu − S∗
22

ΔGm ≡ Gm − S∗
21

ΔGe ≡ Ge −G∗
e

ΔGD ≡ GD − S∗
23L

(24)

where the starred gains come from (9)-(16) and (20). Now, from (6), and
(20),

Δu = u− u∗ = ΔGuum +ΔGmxm + (G∗
e +ΔGe)ey +ΔGDϕD (25)

Then, via (18) and (25), with appropriate definitions, we have

ė∗ = Ae∗ +B(u(t− τ(t)) − u) +BΔu+Δf
=(A+BG∗

eC) e∗ +B(u(t− τ(t)) − u)+B
[
ΔGu ΔGm ΔGe ΔGD

]
η +Δf

= ACe∗ +B(u(t− τ(t)) − u) +BΔGη +Δf
(26)

where,
η ≡ [uT

mxT
meTy ϕ

T
D]T

is the vector of known available signals.
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We combine (18) and (26) to obtain the Tracking Error System:{
ė∗ = ACe∗ +B(u(t− τ(t)) − u) +BΔGη +Δf

ey = Ce∗
. (27)

Now we specify the Adaptive Gain Laws:

Ġ = −eyηTH − aG(t) (28)

where

H ≡ diag[h11, h22, h33, h44] > 0

is an arbitrary, diagonal, positive definite matrix. This yields⎧⎪⎪⎨⎪⎪⎩
Ġu = −eyuT

mh11 − aGu(t)

Ġm = −eyxT
mh22 − aGm(t)

Ġe = −eyeTy h33 − aGe(t)

ĠD = −eyϕT
Dh44 − aGD(t)

(29)

3 Robustness of the Adaptive Error System

Our closed loop Adaptive Error System becomes (27) with the above adaptive
gain laws (29)⎧⎨⎩

ė∗ = ACe∗ +B(u(t− τ(t)) − u) +BΔGη +Δf
ey = Ce∗

ΔĠ = Ġ = −eyηTH − aG(t)
. (30)

With the development of the above adaptive error system, recall the theorem
developed in [13]

Theorem: Consider the nonlinear, coupled system of differential equations,⎧⎨⎩
ė = Ace+ f(e) +B (G(t)−G∗) z + ν + f(x)

ey = Ce

Ġ(t) = −eyzTγ − aG(t)
. (31)

where G* is any constant matrix and is any positive definite constant matrix,
each of appropriate dimension. Assume the following:

1. the delay-free linear part (Ac, B, C) is SPR (see [15]),
2. ∃Mg > 0 �√tr(G∗G∗T ) ≤MG

3. ∃Mv > 0 � sup
t≥0

‖ν(t)‖ ≤Mν

4. ∃a > 0 � a ≤ β
2pmin

;β ≡ qmin− 2μfpmax > 0where pmin, pmax are the min-
imum and maximum eigenvalues of P and qmin is the minimum eigenvalue
of Q with respect to the Kalman-Yacubovich equations,
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5. the positive definite matrix γ satisfies

tr(γ−1) ≤
(

Mν

aMG

)2

6. the nonlinear term f(x) is Lipshitz continuous at 0, i.e.

‖f(x)‖ ≤ μf ‖x‖

with
μf <

qmin

2pmax

Then the gain matrix, G(t), is bounded, and the state, e(t) exponentially
with rate approaches the ball of radius

R∗ ≡
(
1 +

√
pmax

)
a
√
pmin

Mν

We can obtain a corollary of the above theorem for the adaptive error system
(30) with the following assumptions:

We will say that the unknown time varying delay τ(t) is small when{ |τ(t)| ≤ τ∗ <∞
‖u(t)− u(t− τ(t))‖ � M(τ∗) →

t∗→0
0 (32)

the above system must have output tracking to a neighborhood:

ey →
t→∞ R∗ (33)

The adaptive controller will have the form:⎧⎪⎪⎨⎪⎪⎩
Ġu = −eyuT

mh11 − aGu(t)

Ġm = −eyxT
mh22 − aGm(t)

Ġe = −eyeTy h33 − aGe(t)

ĠD = −eyϕT
Dh44 − aGD(t)

. (34)

Using the above, we have the following corollary about the corresponding
direct adaptive control strategy for the adaptive error system in 30:

Corollary: Assume the following:

1. There exists a gain, G∗
esuch that the triple (AC ≡ A + BG∗

eC,B,C) is
SPR (this is known to be equivalent to CB > 0 and the open loop transfer
function

P (s) ≡ C(sI −A)−1B (35)

is minimum phase),
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2. (32) is satisfied
3. Span(Γ ) ⊆ Span(B)

with a positive constants, then the output y exponentially approaches a
neighborhood with radius proportional to the magnitude of the disturbance,
v, for sufficiently small a and γi. Furthermore, each adaptive gain matrix is
bounded.

This corollary provides a control law that is robust with respect to persis-
tent disturbances and, exponentially with rate e−at, produces:

lim
τ→∞ ‖e(t)‖ �

(
1 +

√
pmax

)
a
√
pmin

‖B‖M(τ) →
t→0

0.

The Proof of the Corollary is provided in the paper: Model Reference Adap-
tive Control of Mildly Non-Linear Systems with Time Varying Input Delay -
Part II.

4 Simulation and Results

We will illustrate the above robust adaptive controller on the following plant:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ẋ =

[
x2

0.3 ∗ sin(x1)

]
︸ ︷︷ ︸

A(x)

+

[
0
1

]
︸︷︷︸
B

u(t− τ) +

[
0
1

]
︸︷︷︸
Γ

uD

y =
[
1 0.1

]︸ ︷︷ ︸
C

x

(36)

We use step disturbances to provide simulation results for various small time
varying values of delay τ(t). An adequate reference model must be developed
for output tracking. The open loop output response to a step disturbance of
magnitude 1 can be seen in Fig. 1(a). The desired reference model output,
ym(t), for the closed loop reference model linear plant and lead controller to a
step disturbance of magnitude 1 can be seen in Fig. 1(b). This reference model
output was created by designing a lead controller to stabilize the plant and
achieve the desired temporal response characteristics. Further simulations
to illustrate this adaptive control method are provided in the paper: Model
Reference Adaptive Control of Mildly Non-Linear Systems with Time Varying
Input Delay - Part II.

4.1 Step Disturbances

The waveform of time varying delay τ(t) = |0.56∗sin(10t)+0.34|(s) is shown
in Fig. 2(a). The response to a step disturbance of magnitude 10 of the output
response, y(t), control effort u(t), and the adaptive gains for the input delay
time, τ(t) = |0.56 ∗ sin(10t) + 0.34|(s) are shown in Fig. 2(b), 2(c) and 2(d)



MRAC of Mildly Non-Linear Systems 57

0 5 10 15 20 25 30
0

100

200

300

400

500

600

700

800

900

1000

O
ut

pu
t o

f O
pe

n 
Lo

op
 P

la
nt

 y

Time,s

(a) Output response, y(t)

0 5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

1.2

1.4

R
es

po
ns

e 
of

 R
ef

er
en

ce
 M

od
el

 O
ut

pu
t y

m

Time,s

(b) Output response, ym(t)

Fig. 1 Output response, (a) y(t), for the open loop plant and (b) ym(t), for the
closed loop reference model plant and lead controller to a step disturbance of mag-
nitude 1
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Fig. 2 (a)Delay waveform, τ (t), (b) Output response, y(t), (c) Control Effort, u(t)
and (d) Response of adaptive gains for a step disturbance of magnitude 10 and
τ (t) = |0.56 ∗ sin(10t) + 0.34|(s)

respectively. This simulation has shown that the adaptive controller can force
a simple midly-nonlinear plant to adequately track a linear reference model.
The adaptive controller can operate in the presence of “small” constant and
time varying delays without any knowledge of the delay.
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5 Conclusions

In this paper, we developed a Direct Model Reference Adaptive Tracking Con-
troller for mildly non-linear systems with unknown time varying input delays.
This controller can also reject bounded disturbances of known wave form but
unknown amplitude, e.g. steps or sinusoids. In this paper a robustness result
was developed for DMRAC of mildly non-linear systems with unknown small
constant or time varying input delays using the concept of un-delayed ideal
trajectories. We showed that the adaptively controlled system is globally sta-
ble, but the adaptive tracking error is no longer guaranteed to approach the
origin. However, exponential convergence to a neighborhood can be achieved
as a result of the control design. A simple example was provided to illustrate
this adaptive control method. The proof of the corollary for the application
and further examples are provided in the paper: Model Reference Adaptive
Control of Mildly Non-Linear Systems with Time Varying Input Delay -
Part II.
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Model Reference Adaptive Control of
Mildly Non-Linear Systems with Time
Varying Input Delays – Part II

James P. Nelson, Mark J. Balas, and Richard S. Erwin

Abstract. In this paper, a proof for the corollary developed for the Direct
Model Reference Adaptive Tracking Control of mildly non-linear systems
with unknown time varying input delays found in Model Reference Adaptive
Control of Mildly Non-Linear Systems with Time Varying Input Delays - Part
I is completed. The adaptive error system was developed for the DMRAC of
mildly non-linear systems with unknown small constant or time varying input
delays using the concept of un-delayed ideal trajectories. We will show that
the adaptively controlled system is globally stable, but the adaptive tracking
error is no longer guaranteed to approach the origin. However, exponential
convergence to a neighborhood can be achieved as a result of the control
design. A simple example will be provided to illustrate this adaptive control
method.

1 Introduction

This paper is the companion to Model Reference Adaptive Control of Mildly
Non-Linear Systems with Time Varying Input Delays - Part I. The introduc-
tion and some of the theoretical development will be restated so it can be
read as a stand alone paper. Time delay affects many engineering, physics
and biological systems [1]-[5]. These manuscripts present a firm motivation
for the study of time delay systems and a brief overview of the different con-
trol approaches commonly used when delays are present. In this overview the
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open problem of control via the delay and constructive use of the delayed
inputs is presented [5].Further, many control systems suffer from unknown
delays [6]-[7]. Often these are introduced via systems controlled through a
network, e.g in [7].

In previous work [8]-[11] direct model reference adaptive control (DM-
RAC) and disturbance rejection with very low order adaptive gain laws for
MIMO systems was accomplished. Feuntes and Balas developed an ultimate
bounded-ness theorem for DMRAC in [11]. When systems are subjected to
an unknown internal delay, the adaptive control theory can be modified to
handle this situation [12]. However, delays appearing in the inputs or outputs
of systems seem to cause more system sensitivity to the delay. A robustness
result for the Direct Adaptive Control (DAC) or input delay systems was
developed in [13]. A robustness result for the DMRAC of linear systems with
“small” input/output delays was developed in [14] using the concept of un-
delayed ideal trajectories for the development of the adaptive error system.
Using the concept of un-delayed ideal trajectories and this “small-ness” as-
sumption the results of [13] can achieved for the DMRAC of mildly non-linear
systems. We will show that the adaptively controlled system is globally sta-
ble, but the adaptive error is no longer guaranteed to approach the origin.
However, exponential convergence to a neighborhood can be achieved as a
result of the control design.

2 Robustness of the Adaptive Error System

In the paper: Model Reference Adaptive Control of Mildly Non-Linear Sys-
tems with Time Varying Input Delay - Part I the concept of “undelayed ideal
trajectories” was used to develop the adaptive error system:⎧⎨⎩

ė∗ = ACe∗ +B(u(t− τ(t)) − u) +BΔGη +Δf
ey = Ce∗

ΔĠ = Ġ = −eyηTH − aG(t)
. (1)

Recall the theorem developed in [13]

Theorem: Consider the nonlinear, coupled system of differential equations,⎧⎨⎩
ė = Ace+ f(e) +B (G(t)−G∗) z + ν + f(x)

ey = Ce

Ġ(t) = −eyzTγ − aG(t)
. (2)

where G* is any constant matrix and is any positive definite constant matrix,
each of appropriate dimension. Assume the following:

1. the delay-free linear part (Ac, B, C) is SPR (see [15]),
2. ∃Mg 0 �

√
tr(G∗G∗T ) ≤MG
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3. ∃Mv 0 � sup
t≥0

‖ν(t)‖ ≤Mν

4. ∃a 0 � a ≤ β
2pmin

;β ≡ qmin − 2μfpmax > 0where pmin, pmax are the mini-
mum and maximum eigenvalues of P and qmin is the minimum eigenvalue
of Q with respect to the Kalman-Yacubovich equations,

5. the positive definite matrix γ satisfies

tr(γ−1) ≤
(

Mν

aMG

)2

6. the nonlinear term f(x) is Lipshitz continuous at 0, i.e.

‖f(x)‖ ≤ μf ‖x‖

with
μf <

qmin

2pmax

Then the gain matrix, G(t), is bounded, and the state, e(t) exponentially
with rate approaches the ball of radius

R∗ ≡
(
1 +

√
pmax

)
a
√
pmin

Mν

We can obtain a corollary of the above theorem for the adaptive error system
in (1) with the following assumptions:

We will say that the unknown time varying delay τ(t) is small when{ |τ(t)| ≤ τ∗ <∞
‖u(t)− u(t− τ(t))‖ � M(τ∗) →

t∗→0
0 (3)

the above system must have output tracking to a neighborhood:

ey →
t→∞ R∗ (4)

The adaptive controller will have the form:⎧⎪⎪⎨⎪⎪⎩
Ġu = −eyuT

mh11 − aGu(t)

Ġm = −eyxT
mh22 − aGm(t)

Ġe = −eyeTy h33 − aGe(t)

ĠD = −eyϕT
Dh44 − aGD(t)

. (5)

Using the above, we have the following corollary about the corresponding
direct adaptive control strategy the adaptive error system in 1:
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Corollary: Assume the following:

1. There exists a gain, G∗
esuch that the triple (AC ≡ A + BG∗

eC,B,C) is
SPR (this is known to be equivalent to CB > 0 and the open loop transfer
function

P (s) ≡ C(sI −A)−1B (6)

is minimum phase),
2. (3) is satisfied
3. Span(Γ ) ⊆ Span(B)

with a positive constants, then the output y exponentially approaches a
neighborhood with radius proportional to the magnitude of the disturbance,
v, for sufficiently small a and γi. Furthermore, each adaptive gain matrix is
bounded.

This corollary provides a control law that is robust with respect to persis-
tent disturbances and, exponentially with rate e−at, produces:

lim
τ→∞ ‖e(t)‖ �

(
1 +

√
pmax

)
a
√
pmin

‖B‖M(τ) →
t→0

0.

Proof
We form the Energy Storage Functions:

V =
1

2
eTPe+

1

2
tr
[
ΔGγ−1ΔGT

]
(7)

where tr Q ≡
N∑
i=1

qii and P > 0 is the solution of the following pair of

equations: {
AT

c P + PAc = −Q < 0

PB = CT
(8)

These equations are usually known as the Kalman-Yacubovic Conditions.
The existence of a symmetric positive definite solution of (8) is known to be
equivalent to the following condition:

Tc(s) ≡ C(sI −Ac)
−1

B (9)

strict positive realness (SPR). TC(s) (SPR) means, for some σ > 0,

ReTC(−σ + jω) � 0 (10)

for all ω real. When the open-loop system (A, B, C) can be made SPR by
output feedback AC ≡ A + BG∗

eC, we say the open-loop system is almost
strictly positive real (ASPR). This is known to be equivalent to CB > 0

and the open-loop T (s) ≡ C(sI −A)
−1

B being minimum phase, i.e. all



MRAC of Mildly Non-Linear Systems 65

transmission zeros stable; for example, see [16]. If we calculate the derivatives
along the trajectories of (7), we have, using (1), that

V̇ = eTPAc e+ eTPBw + eTPΔf + tr
[
ΔĠγ−1ΔGT

]
+ νTPe;

where
w ≡ ΔGη

and
v ≡ B(u(t− τ(t)) − u).

Invoking the equalities in the definition of SPR and substituting into the last
expression, we get

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

V̇ = − 1
2
eTQe+ 〈ey, w〉+ eTPΔf − a · tr

[
Gγ−1ΔGT

]
− tr(eyz

TΔGT )︸ ︷︷ ︸
〈ey ,w〉

+νTPe

≤ − 1
2
(qmin − 2μfpmax)︸ ︷︷ ︸

β

‖e‖2 − a · tr
[
(ΔG+G∗)γ−1ΔGT

]
+ νTPe

≤ −( 1
2
β‖e‖2 + a · tr

[
ΔGγ−1ΔGT

]
) + a ·

∣∣tr [G∗γ−1ΔGT
]∣∣+ ∣∣vTPe

∣∣
≤ −( β

2pmin
eTPe+ 2a • 1

2
tr
[
ΔGγ−1ΔGT

]
) + a ·

∣∣tr [G∗γ−1ΔGT
]∣∣+ ∣∣vTPe

∣∣
≤ −2aV + a ·

∣∣tr [G∗γ−1ΔGT
]∣∣+ ∣∣vTPe

∣∣
.

Now, using the Cauchy-Schwartz Inequality∣∣tr [G∗γ−1ΔGT
]∣∣ ≤ ‖G∗‖2‖ΔG‖2

and ∣∣vTPe
∣∣ ≤ ∥∥∥P 1

2 ν
∥∥∥ ∥∥∥P 1

2 e
∥∥∥ = √

vTPν •
√
eTPe

We will say that the unknown delay τ(t) is small when (3) is satisfied so,

‖ν‖ ≡ ‖B‖ ‖u(t)− u(t− τ(t))‖ � ‖B‖M(τ).

We have

V̇ + 2aV � a · ‖G∗‖2‖ΔG‖2 +
√
pmax ‖ν‖

√
eTPe

� a · ‖G∗‖2‖ΔG‖2 + (
√
pmax‖B‖M(τ))

√
eTPe

� (a‖G∗‖2 +
√
pmax‖B‖M(τ))

√
2 [

1

2
eTPe+

1

2
‖ΔG‖22]

1
2

︸ ︷︷ ︸
V

1
2

∴ V̇ + 2aV

V
1
2

� (a‖G∗‖2 +
√
pmax‖B‖M(τ))

√
2 .
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Now, using the identitytr [ABC] = tr [CAB] ,

‖G∗‖2 ≡ [tr(G∗γ−1(G∗)T )]
1
2 = [tr((G∗)TG∗γ−1)]

1
2

≤ [(tr((G∗)TG∗(G∗)TG∗)
1
2 (tr(γ−1γ−1)

1
2 ]

1
2

= [tr(G∗(G∗)T )]
1
2 [trγ−1]

1
2 ≤ ‖B‖M(τ)

aMG
•MG = ‖B‖M(τ)

a

⇒ V̇ + 2aV

V
1
2

≤ (1 +
√
pmax)‖B‖M(τ))

√
2, (11)

from

d

dt
(2eatV

1
2 ) = eat

V̇ + 2aV

V
1
2

≤ eat(1 +
√
pmax)‖B‖M(τ))

√
2.

Integrating this expression we have:

eatV (t)1/2 − V (0)1/2 ≤
(
1 +

√
pmax

) ‖B‖M(τ)

a

(
eat − 1

)

∴ V (t)1/2 ≤ V (0)1/2e−at +

(
1 +

√
pmax

) ‖B‖M(τ)

a

(
1− e−at

)
(12)

The function V is a norm function of the state e(t) and matrix G(t): so, since

V
1
2 is bounded for all t, then e(t) and G(t) are bounded. We also have the

following inequality: √
pmin ‖e(t)‖ ≤ V (t)1/2.

Substitution of this into (12) gives us an exponential bound on state e(τ):

‖e(t)‖ ≤ e−at

√
pmin

V (0)1/2 +

(
1 +

√
pmax

) ‖B‖M(τ)

a
√
pmin

(
1− e−at

)
(13)

Taking the limit superior of (13), we have

lim
τ→∞ ‖e(t)‖ ≤

(
1 +

√
pmax

)
a
√
pmin

‖B‖M(τ) ≡ R∗ (14)

#

3 Simulation and Results

We will illustrate the above robust adaptive controller on the following plant:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ẋ =

[
x2

0.3 ∗ sin(x1)

]
︸ ︷︷ ︸

A(x)

+

[
0
1

]
︸︷︷︸
B

u(t− τ) +

[
0
1

]
︸︷︷︸
Γ

uD

y =
[
1 0.1

]︸ ︷︷ ︸
C

x

(15)
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We use step disturbances to provide simulation results for various small time
varying values of delay τ(t). An adequate reference model must be developed
for output tracking. The open loop output response to a step disturbance of
magnitude 1 can be seen in Fig. 1(a). The desired reference model output,
ym(t), for the closed loop reference model linear plant and lead controller to
a step disturbance of magnitude 1 can be seen in Fig. 1(b). This reference
model output was created by designing a lead controller to stabilize the plant
and achieve the desired temporal response characteristics.
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(a) Output response, y(t)
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(b) Output response, ym(t)

Fig. 1 Output response, (a) y(t), for the open loop plant and (b) ym(t), for the
closed loop reference model plant and lead controller to a step disturbance of mag-
nitude 1

3.1 Step Disturbances

The response to a step disturbance of magnitude 10 of the output response,
y(t), control effort u(t), and the adaptive gains for no input delay are shown
in Fig. 2(a), 2(b) and 2(c) respectively.The response to a step disturbance
of magnitude 10 of the output response, y(t), control effort u(t), and the
adaptive gains for the input delay time, τ = 0.09s are shown in Fig. 3(a),
3(b) and 3(c) respectively. The response to a step disturbance of magnitude
10 of the output response, y(t), control effort u(t), and the adaptive gains
for the input delay time, τ = 0.115s are shown in Fig. 4(a), 4(b) and 4(c)
respectively. It can be seen that the adaptive error system adequately tracks
the desired reference model output for the delay free system and the “small”
delay case. As the constant delay grows, the adaptive system still tracks the
desired reference model output, albeit with poor temporal characteristics.
The waveform of time varying delay τ(t) = |0.56∗sin(10t)+0.34|(s) is shown
in Fig. 5(a). The response to a step disturbance of magnitude 10 of the output
response, y(t), control effort u(t), and the adaptive gains for the input delay
time, τ(t) = |0.56 ∗ sin(10t) + 0.34|(s) are shown in Fig. 5(b), 5(c) and 5(d)
respectively. This simulation has shown that the adaptive controller can force
a simple midly-nonlinear plant to adequately track a linear reference model.
The adaptive controller can operate in the presence of “small” constant and
time varying delays without any knowledge of the delay.
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(b) Control Effort, u(t)
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(c) Response of adaptive gains

Fig. 2 (a) Output response, y(t), (b) Control Effort, u(t) and (c) Response of
adaptive gains for a step disturbance of magnitude 10 and no delay
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(b) Control Effort, u(t)
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(c) Response of adaptive gains

Fig. 3 (a) Output response, y(t), (b) Control Effort, u(t) and (c) Response of
adaptive gains for a step disturbance of magnitude 10 and τ = 0.09s



MRAC of Mildly Non-Linear Systems 69

0 5 10 15 20 25 30
−8

−6

−4

−2

0

2

4

6

8

10

12

R
es

po
ns

e 
of

 O
ut

pu
t y

Time,s
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(b) Control Effort, u(t)
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(c) Response of adaptive gains

Fig. 4 (a) Output response, y(t), (b) Control Effort, u(t) and (c) Response of
adaptive gains for a step disturbance of magnitude 10 and τ = 0.155s
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(a) Delay waveform, τ (t)
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(c) Control Effort, u(t)
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(d) Response of adaptive gains

Fig. 5 (a)Delay waveform, τ (t), (b) Output response, y(t), (c) Control Effort, u(t)
and (d) Response of adaptive gains for a step disturbance of magnitude 10 and
τ (t) = |0.56 ∗ sin(10t) + 0.34|(s)



70 J.P. Nelson, M.J. Balas, R.S. Erwin

4 Conclusions

In this paper, a proof for the corollary developed for the Direct Model Refer-
ence Adaptive Tracking Control of mildly non-linear systems with unknown
time varying input delays found in Model Reference Adaptive Control of
Mildly Non-Linear Systems with Time Varying Input Delays - Part I was
completed. The adaptive error system was developed for the DMRAC of
mildly non-linear systems with unknown small constant or time varying in-
put delays using the concept of un-delayed ideal trajectories. It has been
shown that the adaptively controlled system is globally stable, but the adap-
tive tracking error is no longer guaranteed to approach the origin. However,
exponential convergence to a neighborhood is achieved as a result of the con-
trol design. A simple example was provided to illustrate this adaptive control
method.
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Flight Control Algorithms for a Vertical Launch
Air Defense Missile

Raziye Tekin, Ozgur Atesoglu, and Kemal Leblebicioglu

Abstract. The necessity of high maneuverability and vertical launching require
thrust vector control additional to aerodynamic control. That hybrid usage of aero-
dynamic and thrust vectoring controls effectively increases the agility of the missile
against air defense threats. This requirement and the rapidly changing dynamics
of this type of missiles renders the guidance and control design critical. However,
the findings suggest that classical guidance and control design approaches are still
valuable to apply and can have successful performance within the effective flight
envelope. It is very rare that a study concerns from detailed dynamics and analysis
of the dynamics covering flight mission and algorithms. In this study, together with
the modeling of the agile dynamics of a vertical launch surface to air missile and
the corresponding thrust forces and moments depending on linear supersonic the-
ory, the application of the flight control algorithms are presented. Two classic linear
autopilot structures are studied. During autopilot design process, an additional term
related to short period dynamics of boost phase is proposed and the drastic effect
of this term is shown. In addition to control algorithms, guidance algorithms are
also defined to fulfill the mission of the missile. Body pursuit algorithm is applied
for rapid turnover maneuver and midcourse guidance. Proportional navigation guid-
ance is chosen for terminal phase. In addition, an alternative maneuvering technique
is proposed to reduce further side slip angle during vertical flight.
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1 Introduction

This paper presents the practical application of guidance and control methods for
a vertical launch surface to air missile (VLSAM). Through the paper, the challeng-
ing dynamics of the mentioned missile is briefly presented with the modeling of
the thrust vector control forces and moments, that are formed by the jet vane de-
flections, originating from the linear supersonic theory. There are many advanced
control methods for such a rapidly varying dynamics. However, the authors of this
papers advocate from a practical point of view that developing advanced con-
trol techniques should be an option only after classical control techniques have
been proven to be inadequate. Hence, classical control techniques and ad-hoc gain
scheduling is applied for the VLSAM. The autopilot design is pursued separately
for the mid-course and terminal guidance phases of the flight. Angle autopilots are
designed for the mid-course, including the rapid turnover maneuver and accelera-
tion autopilot for terminal guidance phase respectively. The gains of the autopilot
are scheduled with respect to time during boost phase and Mach for the post boost
phase. The performance of the autopilots are analyzed within nonlinear simulation.

The effect of the axial acceleration during the boost phase is emphasized. Recent
studies covering boost phase do not present such a term. The effect is illustrated
within the simulation results regarding the comparison of schedules linearized sys-
tem with the nonlinear system. The second important issue is to define a constant
hybrid control ratio that interconnects the thrust vector with aerodynamic control; a
singular value analysis of the linear control influence is conducted for that reason.

In addition, autopilots are integrated with body pursuit and proportional naviga-
tion guidance (PNG) guidance schemes. The overall guidance and control design
is tested for a defense maneuver to defeat an approaching target. In literature, a
study regarding the initial roll maneuver for interceptors based on fuzzy guidance
has been found [1]. Here an alternative maneuver based on a basic approach: initial
roll command generation to minimize side slip angle during vertical flight is studied
which is very practical and efficient to implement.

2 Modeling of the Vertical Launch Missile Dynamics

Dynamic modeling of the VLSAM is carried out by implementing the well known
Newton-Euler equations with rigid body assumption. The VLSAM, analyzed in this
paper, is axi-symmetric and has a blunt nose. It is a tail controlled missile and uses
both the aerodynamic tail fins and jet vanes. Two main coordinate systems as the
body coordinate system (B) and the earth fixed inertial coordinate system (E) are
defined and the equations of motion are derived with respect to them. The origin of
the body axis system is assumed to be at the final center of gravity location after
burnout. Also, since the propellant of the missile is burning throughout the flight,
the mass, inertia and the position of center of gravity are formulized as a function
of thrust and total impulse values and included in the model. Hence, since the thrust
and impulse are modeled as a function of time, the mass, inertia and center of gravity
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position of the missile change as a function of time. Hence, the translational and
rotational motion of the missile can be written as Eq. 1. Detailed information about
the dynamics and aerodynamics can be found in [2].⎡⎢⎢⎢⎢⎢⎢⎣

u̇
v̇
ẇ
ṗ
q̇
ṙ

⎤⎥⎥⎥⎥⎥⎥⎦=

⎡⎢⎢⎢⎢⎢⎢⎣
rv− qw+(FAx+FGx +FTx)/m
pw− ru+(FAy+FGy +FTy)/m
qu− pv+FAz+(FGz +FTz)/m

(MAx +MTx)/Ixx

(MAy +MTy− pr(Ixx− Iyy))/Iyy

(MAz +MTz− pq(Ixx− Iyy))/Iyy

⎤⎥⎥⎥⎥⎥⎥⎦ (1)

Here, F̄ (B)
A(x,y,z), F̄ (B)

T (x,y,z) and F̄ (B)
G(x,y,z) are the Cartesian components of the aerody-

namic, thrust and gravity forces. M̄(B)
A(x,y,z), M̄(B)

T (x,y,z) and are the Cartesian compo-
nents of the aerodynamic and thrust moments. u,v,w are the components of missile
velocity in body coordinates, p,q,r are the missile body rates, m is mass. As, the
VLSAM in this study is axi-symmetric and has cruciform geometry, Iyy = Izz .

As for the calculation of the rates of the Euler angles, to avoid the singularity
when the pitch angle is equal to ∓90◦, direction cosine matrix (DCM) formulation
is rather preferred to the Euler angle formulation to avoid the singularity problem.
Although the quaternion formulation is computationally more efficient, it is not cho-
sen because the DCM is more practical to apply and interpret physically.

2.1 Aerodynamic Forces and Moments

The aerodynamic forces/moments are functions of dynamic pressure (Qd), missile
reference area (S ) and the aerodynamic force coefficients, i.e. Ci ’s. Hence the aero-
dynamic force vector in matrix representation can be written:

F̄(B)
A =

[
FAx FAy FAz

]
= QdS

[
Cx Cy Cz

]
M̄(B)

A = QdS
[
Cl Cm Cn

]
+

⎡⎣ 0
(xcgre f − xc(t))FAz

(xcgre f − xc(t))FAy

⎤⎦ (2)

The aerodynamic force/moment coefficients as nonlinear functions of flight vari-
ables; Ma,α,β ,δa,δe,δr where Ma is the Mach number, α is the angle of attack
and β is the angle of sideslip, δa, δr, δr are the aileron, elevator, rudder deflections
of aerodynamic control surfaces. xcre f is the final, i.e. after the propellant burn-out,
and xc(t) is the instantaneous position of the center of gravity, Qd is the dynamic
pressure, S is reference surface. the VLSAM has high angle of attack flight regime,
so that an aerodynamic database is created including±90 degrees of angle of attack
and cross coupling terms. The details of the aerodynamic modeling and analysis of
the VLSAM can be found in [2].
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2.2 Thrust Forces and Moments

The thrust forces and moments, are generated by deflecting the thrust vector by the
jet vanes located at the nozzle exit of the missile. The magnitude of thrust force (T ),
duration of the boost phase, the time to reach the maximum thrust level and the ge-
ometrical properties of the jet vanes are the critical parameters for thrust vectoring.
These parameters are adapted to achieve desired maneuvering capabilities for the
VLSAM [3]. The maximum thrust vectoring forces and moments are dependent on
the maximum jet vane deflection angle and vane characteristics such as thickness
(tk ), chord (c) and thrust motor characteristics as nozzle exit pressure (P) and flow
velocity (M∞). To determine the lift and drag forces, linear supersonic theory is di-
rectly applied. The area of the jet vane is not changing or may be neglected. There
are studies that include the jet vane erosion phenomenon which effects the lift and
drag forces created by vane deflections, [4], [5], [6] and [7].

L =
PCLγM2

∞S jv

2
, D =

PCDγM2
∞S jv

2
(3)

Here, lift and drag force coefficients (CL and CD) are functions of deflection of jet
vanes (δJV ), nozzle exit pressure, thickness and chord of the jet vanes:

CL =
4δJV√
M2

∞− 1
, CD =

4√
M2

∞− 1
(δ 2

JV +(
tk
c
)2) (4)

Within the scope of this paper, the area of the jet vanes are assumed to be fixed.
Linear supersonic theory may sometimes overestimate the lift and drag forces, and
it has to verified with 3D computational fluid dynamics analysis and experiments.
However, it is known that the accuracy of linearized theory is high when jet vanes
are located at enough distance to with respect to each other and outside the nozzle
[8]. Also, the dynamics between the jet vane deflection and total thrust deflection
is taken as unity, because of the high the inflow rate [9]. The moments created by
the deflection of the jet vanes are calculated by using the forces and the moment
arms which are the distance between the nozzle exit diameter and jet vane center of
pressure and the distance between the jet vane center of gravity and missile center
of gravity.

3 Autopilot Model

There are studies on different algorithms for the control techniques applied at high
angle of attack flight regimes. They can be mentioned as the robust control design
for IRIS-T [10], the sliding mode controller [11], the adaptive control [12] and some
nonlinear control strategies comparison with classical control [13]. As mentioned
earlier, the aim of this study is to investigate the applicability of the classical control
design techniques on that challenging VLSAM dynamics and identify the possible
advantages and disadvantages. Other control techniques may then come into picture
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to defeat the discrepancies that the classical control design techniques cannot han-
dle. In what follows, it will be demonstrated that autopilots designed with classical
control techniques can meet the mission requirements of the VLSAM.

3.1 Linearized Systems

The state space matrix calculated with the Jacobian linearization of the nonlinear
missile dynamics, at different instants of the vertical flight, can be written in the
following form to express the control efficiency originating from the control surfaces
separately:

Δ ˙̄x = ÂΔ x̄+ B̂AūA + B̂ūT (5)

where ūA = [δAa δAe δAr] and ūT = [δTa δTe δTr], and B̂A, B̂T are the control matrices
for the aerodynamic and thrust vector control. Here, Δ x̄ =[ΔU α β p q r φ Δ θ ] is
in general form. The eigenvalues and system matrices of vertical flight at different
velocities and altitudes before and after burnout are given in [14].

To apply linear control techniques, nonlinear missile dynamics is decoupled into
three simplified representations of the overall motion since there is no clear distic-
tion between lateral and longitudinal dynamics because of its axi-symmetry prop-
erty. The pitch plane state space equations can be formulated as:[

α̇
q̇

]
=

[
Zα − u̇/U 1+Zq

Mα Mq

][
α
q

]
+

[
ZAδe

ZTδe

MAδ e
MTδ e

][
δAe

δTe

]
(6)

where Mα = Qd Sd
Iyy

Cmα , Zα = Qd S
mU Czα , Mq = Qd Sd2

2UIyy
Cmq , Zq = Qd Sd

2U2m
Czq , MAδe

=
Qd Sd

Iyy
CmAδe

, ZAδe
= Qd S

mU CzAδe
, MTδe

= Tzlx
Iyy

, and ZTδe
= Tz

mU including aerodynamic
derivatives e.g. Cmα , Czα etc.

3.1.1 Enhanced Short Period Approximation

The addition of the term u̇/U as seen in Eq. 6 enhances short period approximation
[15]. Conventional short period approximation assumes that the directional velocity
component of the air vehicle is constant (u̇ = 0), however the missile under study,
especially accelerates rapidly in the boost phase. Thus, the u̇/U becomes significant
especially at the beginning of the vertical climb.

In Fig. 1, the normal acceleration time histories for a given longitudinal control
input is presented to show the comparison between linearized and nonlinear mod-
els. Here, the linearized systems are scheduled with respect to time in the boost
phase. As it is seen from the figure, the linear system behavior is drastically sepa-
rated from the nonlinear system behaviour especially where u̇/U is high, i.e. at the
beginning of the boost phase. Thus, as for the acceleration autopilot design, it is cru-
cial to add u̇/U compensation to the short period approximation when the missile
velocity is comparably low. Otherwise, the normal acceleration controller, designed
without u̇/U compensation, may show either inadequate performance or unstable
behavior [15].
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Fig. 1 Effect of missile axial acceleration in linearized missile acceleration dynamics

3.2 Thrust Vector-Aerodynamic Control Effectiveness

Control surfaces of such missiles are generally actuated using the same servo ac-
tuator. The challenging design problem is to set the ”hybrid control ratio” which
is directly related with the desired control capability. This ratio has to be consid-
ered together with the mission requirements and the control effectiveness. A static
control effectiveness analysis is conducted for that purpose. As expected, at low ve-
locities aero control is less effective than TVC and becomes powerful as the speed
increases. However, it looses control efficiency at high angle of attack values and
also at relatively high altitudes. The control effectiveness analysis of the aerody-
namic and thrust vectoring controls for the VLSAM at different altitudes is shown
in Fig. 2. Here, the singular values of the B̂ matrices are computed. TVC efficiency
stays nearly constant. This is an expected result that only the total mass of the missile
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Fig. 2 Maximum singular value of B matrix
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is decreasing while thrust level is nearly constant and it does not effect the TVC ef-
ficiency much. Further, the aerodynamic control becomes more effective than TVC
after 0.7 or 0.9 Mach depending on the altitude. In order to have maximum maneu-
verability, the control allocation between the two control schemes is distributed as
1, but a detailed analysis and optimization study is done for this purpose [14].

3.3 Autopilot Simulations

In order to be used for the mid-course guidance, autopilot is designed to operate
on roll and pitch angles [16]. In that phase, autopilot gains are time scheduled. The
performance of autopilot for pitch/roll angle reference commands and deflection
histories of aileron and elevator deflections are presented in Fig. 3(a) and Fig. 3(b).
Time histories of critical parameters are also depicted in Fig. 4. Although large angle
difference (45◦) are demanded for both the roll and pitch attitudes, autopilot results
are quite successful considering high variation of parameters such as α (0− 30◦),
speed (0-3 Ma) and drastic increase in dynamic pressure.
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Fig. 3 Angle autopilot nonlinear simulations
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For the terminal guidance, acceleration autopilot is designed using the 3-loop
acceleration autopilot scheme [13]. Autopilot gains are scheduled with respect to
Mach. The performance of the autopilot to square command input of 15g is illus-
trated in Fig. 5(a) and the elevator deflection in Fig. 5(b). Since the speed is decreas-
ing and demand stays constant in magnitude (15g), control commands increase to
compensate this kinetic energy loss.
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Fig. 5 Tracking performance of acceleration autopilot

4 Guidance Algorithms

One of the main advantages of vertical launching is the engagement capability to
the targets in all possible directions that brings the necessity to direct the missile to
the plane of motion of target as soon as possible. Here, body pursuit guidance is a
possible candidate, and simple to apply, to align the missile body axis to the line
of sight. This procedure tries to minimize the look angle and effectively increases
the target detection possibility. The aim of the body pursuit guidance algorithm is to
produce reference body angle commands to be processed in the previously designed
angle command controller. As for the terminal guidance after the boost phase, the
conventional PNG guidance methodology is chosen for its proven performance and
ease of application.

In this study, the design of the guidance algorithms are divided into two phases
as the mid-course and the terminal guidance. The mid-course guidance starts in the
launch phase and operates until the hand-over to the terminal guidance phase. The
switching condition from mid-course to terminal guidance generally depends on
the current state of the missile and the target, trajectory constraints and the target
detection sensor, i.e. seeker, properties. A simple switching condition is defined and
set to occur when the lock-on range is less than 5 km and the field of view is less than
3 degrees. Intercept condition is defined based on the achievable minimum value of
the closing distance as 1 m.



Flight Control Algorithms for a Vertical Launch Air Defense Missile 81

4.1 Guidance and Control Simulations

The proposed flight control algorithms are implemented in a defense scenario on a
closing target that has a velocity of 1 Mach and starts a pull-up maneuver with 7g
when the target to missile range becomes less than 3 km. The initial position of the
target with respect to the missile is pT = [10, 2,−2] km. In Fig. 6(a), the acceleration
time histories are presented. Fig. 6(b) illustrates time histories of the look angle,
angle of attack, sideslip angle of the missile. Look angle is decreasing from 80◦ to 0
during the mid-course guidance phase. Whenever the guidance algorithm switches
to PNG, look angle starts increasing again (the behavior of the look angle at the
end is not a numerical but dynamical trend). More maneuvers on different type of
targets are simulated, see [14]. In all of the target types, flight control algorithms are
succesfull. Besides, the flight envelope has to be clarified and the overall success of
the flight control algorithms has to be examined.
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Fig. 6 Engagement simulations

5 Turnover Strategy

In the previous section, the turnover strategy used in mid-course guidance was skid-
to-turn strategy in which missile does not roll and yaw/pitch channel commands
are applied together to maneuver the missile towards the desired direction. Here,
the proposed turn-over strategy is actually a mixed ascend that turnover maneuver
composed of an initial roll followed by skid-to-turn (Fig. 7). That kind of maneu-
vering is also used in the mid-course guidance of air to air missiles [17] and [18].
[1] discusses a turn over strategy implemented with back to turn and roll maneu-
vers, however a direct comparison of skid-to-turn and skid-to-turn with initial roll
maneuver, and their advantages and disadvantages are not explicitly conducted.

In this turn-over strategy, the missile has an initial roll maneuver and then starts
turning towards the target. The objective of the initial roll maneuver is to align the
pitch plane of motion of the body of the missile to the same vertical plane with the
target. Thus, after the initial roll maneuver that aligns the missile’s pitch plane of
motion, a maneuver in that single plane is required to head on towards the target.
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Fig. 7 Turnover with initial roll maneuver
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This brings the advantage of flying with less control effort and reduces the side slip
angle values. In order to analyze the differences between standard turn-over and the
turnover with initial roll maneuver, they are implemented for different simulations
for the same static target which is at pT = [1, 1, −0.2] km with respect to the
missile. This necessitates a roll angle command of 45 degrees. Upon executing the
roll maneuver, the engagement will become planar; so, only pitching control can
be used to capture the target. Fig. 8 shows angle of attack and side slip angle time
histories compared for the standard skid-to-turn and skid-to-turn with initial roll
maneuvers. With the proposed maneuver, yaw maneuver is not required to head on
the target. However, as a draw back, it necessitates higher angle of attack than the
standard skid-to-turn maneuver as also seen in Fig. 8.
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6 Discussion and Conclusion

The paper illustrates practical flight control algorithms for an advanced missile, the
VLSAM. First, six degrees of freedom flight dynamics is briefly introduced. An en-
hancing linearization term for the short period approximation which has not directly
mentioned in literature is proposed. Its drastic effect to similarity of scheduled lin-
earized systems and nonlinear dynamics is shown. Two different autopilots, angle
and acceleration, are designed using classical control techniques for the flight enve-
lope of the VLSAM in co-operation with guidance algorithms requirements. Aero-
dynamic and thrust vector control capabilities are blended in 1 : 1 ratio to have more
agility. The scheduled autopilots demonstrate satisfying performance in a highly
nonlinear, rapidly parameter and time varying environment which is a promising
start up for design process of industrial applications.

There are also advanced guidance techniques for agile missiles, but the analysis
and numerical results show that a body pursuit guidance for midcourse guidance
phase and proportional guidance for terminal guidance can be directly applied to
the VLSAM. Moreover, a turnover maneuver, which is the initial roll maneuver, is
also accomplished for midcourse guidance phase that decreases maneuver require-
ments in lateral direction. To sum up, classical approaches are still applicable for
such an agile system. In order to start up a design, from industrial point of view,
the flight control algorithms which are applied in this paper can be implemented
easily and effectively. For further studies, maneuvers and autopilots are going to be
optimized in order to maximize total energy and increase flight time. Regarding the
optimization results, advanced flight control algorithms may be considered.
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LFT Model Generation via �1-Regularized
Least Squares

Harald Pfifer and Simon Hecker

Abstract. The paper presents a general approach to approximate a nonlinear sys-
tem by a linear fractional representation (LFR), which is suitable for LFT-based
robust stability analysis and control design. In a first step, the nonlinear system will
be transformed into a quasi linear parameter varying (LPV) system. In the second
step, the nonlinear dependencies in the quasi-LPV, which are not rational in the pa-
rameters, are approximated using polynomial fitting based on �1-regularized least
squares. Using this approach an almost Pareto front between the accuracy and com-
plexity of the resulting LFR can be efficiently obtained. The effectiveness of the
proposed method is demonstrated by applying it to a nonlinear missile model of
industrial complexity.

1 Introduction

Linear fractional transformations (LFTs) can be considered a standard form for
many modern robust control methods. In literature, a plethora of algorithms based
on LFTs exist for analysis or synthesis, see e.g. [1]. In general, control problems are
dealing with nonlinear systems of the form

ẋ = f (x, p,u)

y = g(x, p,u),
(1)
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where x∈X ⊂Rns is the state vector, y∈Rny the output vector and u∈Rnu the input
vector. In addition the system can depend on a parameter vector p ∈Π . In order to
apply modern robust control methods on them, an efficient approach to approximate
(1) by a linear fractional representation (LFR) needs to be available.

As an intermediate step on the way of obtaining an LFR of (1), the system is first
transformed into an LPV system of the form

ẋ = A(δ )x+B(δ )u
y =C(δ )x+D(δ )u.

(2)

In (2), δ can not only consist of the parameter vector p but also includes state-
dependent nonlinearities, i.e. δ ∈ (X ×Π) ⊂ Rnδ , see [2]. In the latter case, the
system is called quasi-LPV. Various techniques have been proposed in literature to
perform the transformation of (1) into an quasi-LPV system (see for example [3, 4]).

If the quasi-LPV system (2) depends only rationally on δ , the transformation into
a linear fractional representation (LFR) of the form

ẋ = Ax+B1w+B2u

z =C1x+D11w+D12u

y =C2x+D21w+D22u

w = Δ(δ )z
Δ = diag(δ1Is1 , . . . ,δnδ Isnδ

)

(3)

is straightforward.
Many sophisticated methods have been proposed in literature to obtain low order

LFRs of a given LPV system, see [5] and the references therein. Usually, three
steps are applied in the transformation process. First, a symbolic preprocessing of
the LPV model is performed. Second, the actual transformation is conducted via
object oriented LFT realization. Finally, numerical order reduction can be utilized
to further reduce the order of the resulting LFR.

In several cases one may directly derive an analytic quasi-LPV (2) suitable for
transforming into an LFR from a nonlinear system (1) via symbolic calculations.
However, especially in aeronautical applications the models usually include highly
nonlinear functions (neural networks, tables) or may only be given for a discrete
set of conditions (linear aeroelastic models). In such cases the quasi-LPV model
obtained via function substitution cannot be directly transformed into an LFR. The
highly nonlinear functions or the discrete set of conditions have to be approximated
by rational functions first.

It is largely an open question, how a function approximation is obtained, which
is suitable for transformation of (2) into an LFR. Note that the minimal achievable
LFR order depends mainly on the complexity (order of rational or polynomial ap-
proximations) and the structure of (2). In [6], we proposed a method to generate
optimal LFT models achieving a good accuracy while keeping the complexity low.
It involves directly minimizing a weighted sum of the LFR order and some error
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metric via a complex non-convex optimization. While this procedure provides good
results as shown in [7] and [8], it is rather cumbersome and time consuming. The
major contribution of this paper is a convex relaxation of the optimization of [6],
which allows to efficiently obtain an (almost) Pareto front representing the compro-
mise between the LFR order and accuracy.

In Section 2, the general problem formulation is stated. In Section 3, an overview
over �1-regularized least squares and its application to polynomial fitting will be
presented. Then the LFR generation problem is reformulated in the �1-regularized
least squares framework in Section 4. Finally, in Section 5 the proposed algorithms
are applied to a nonlinear missile model of industrial complexity with a nonlinear
dynamic inversion based controller. It is shown that the approach allows to transform
the highly nonlinear system into an LFR of sufficient accuracy, which still possesses
a complexity suitable for performing LFT based stability analysis.

2 Problem Statement

The starting point of the LFT model generation is a quasi-LPV model (2), which
can for instance be obtained via a function substitution technique as introduced by
[3]. It is assumed that (2) does not depend rationally on the parameter vector δ .
More precisely, there are {si(δ )}p

1 elements in (2) which need to be approximated
by a rational/polynomial function, in order to transform (2) into an LFR. In a typical
aerospace application the set {si(δ )}p

1 would contain for example the aerodynamic
forces and moments coefficients. In the present work due to its simplicity only poly-
nomial functions will be considered to approximate the original functions si(δ ).

The first step is to generate a grid of values si,k for each function si at a set of
pre-specified parameter values. The value si,k represents the ith function evaluated
at the kth point and δk is the corresponding parameter vector. For each index value
k an LTI system with transfer function Gk =Ck(sI−Ak)

−1Bk +Dk can be built by
evaluating the quasi-LPV model (2) at δ = δk.

The goal is now to calculate a polynomial approximation of the elements si, such
that (2) can be transformed into an LFR of low complexity. It should, however,
still represent the original nonlinear system (1) adequately. The problem can be
conceptually described by

min
Gl f r∈Sl f r

d(Gl f r,{Gk}m
1 )+w c(Gl f r), (4)

where d(., .) is the notation of distance or model error between the approximate
model Gl f r which is restricted to the class of LFT-based LPV models Sl f r, see (3),
and the grid point LPV model {Gk}m

1 . In addition, c(.) describes the complexity of
the resulting LFR and w is a weighting factor to balance complexity and accuracy.

As a measurement of the LFR’s quality the ν-gap metric, as specified by [9],
between the {Gk}m

1 and the LFR evaluated at {δk}m
1 is applied. The ν-gap met-

ric can take values between zero and one with zero meaning that two plants match
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closely and one that they are far apart. In general, any system norm can be used,
e.g. H2-norm. The ν-gap metric has a decisive advantage over other system norms,
though, as an error measurement for LPV model generation: It is also defined for
unstable systems. Since in many practical cases the plant may be at least partially
unstable in the admissible parameter set, special care has to be taken when choosing
other system norms.

The complexity of the resulting LFR is estimated by the lower bound on its order
as defined in [5], which is computationally faster than using the actual achievable
order. For a given linear parametric model S(δ ) with δ ∈ Rnδ the lower bound can
be calculated as follows: Substitute all but one parameter δi with random values and
compute a minimal order, one parametric LFR with order mi. Note, that for sin-
gle parametric systems one can always calculate a minimal order LFR. Repeat this
procedure for all parameters. Finally, the lower bound is given by mLB = ∑nδ

i=1 mi.

3 Polynomial Approximation by �1-Regularized Least Squares

The algorithm for finding polynomial approximations of the single matrix elements
is based on a regularized least squares fitting. In the following x j,k denotes the nu-
merical values of the jth parameter at the kth grid point, y is a vector including the
m grid point values of an element si and b is a vector including the polynomial co-
efficients. In a first step, a matrix X will be built, which considers all possible bases
for a multivariable polynomial of a given order evaluated at the m grid points.

In function approximation, it is often desired to choose from a set of potential
bases one subset, which offers the best approximation of all subsets of the same
cardinality, see [10]. The aim is to find a solution to the least squares problem with
a sparse coefficient vector b, i.e with a small cardinality card(b), which is defined
as the number of nonzero elements in the vector b. Considering a coefficient vector
b ∈ Rn and k < n, it can be described as

min
b
‖Xb− y‖2

2 , s.t. card(b)≤ k. (5)

As shown in [10] this is a hard combinatorial problem. However, there exists a good
heuristics to approximate (5), which is called �1-regularized least squares. In (6)
‖b‖1 = ∑n

i=1|bi| is the �1-norm and λ the regularization parameter.

min
b
‖Xb− y‖2

2+λ‖b‖1 (6)

For a given λ this problem is actually convex and can be easily solved. By
performing a sweep over λ a Pareto front is obtained, which presents the trade-off
between card(b) and the residual ‖Xb− y‖2. Various techniques exist in literature
to solve the convex problem (6), e.g. specialized interior-point methods as proposed
in [11].



LFT Model Generation via �1-Regularized Least Squares 89

4 Procedure for the Generation of LFT Models

A weighted form of (6) can be used to simultaneously approximate all {si(δ )}p
1 by

polynomials.

min
b

p

∑
i=1

w1,i‖Xβi− yi‖2
2 +λ wT

2 |b|, (7)

where b is a vector containing the polynomial coefficients over all elements that
should be approximated. The vectors {βi}p

1 consist of those coefficients which are
used in the approximation of the ith element. The weightings w1 and w2 will be used
later on to bring (7) closer to the original problem of minimizing the LFR order and
an error metric between the LFR and the quasi-LPV.

Since all elements and especially all polynomial coefficients over all elements are
considered in the cost function, scaling them is important. In the presented approach,
the data is normalized so that each column of X and y has unit length and zero mean
[12].

m

∑
i=1

yi = 0
m

∑
i=1

Xi, j = 0

m

∑
i=1

y2
i = 1

m

∑
i=1

X2
i, j = 1 for j = 1, . . . ,n

(8)

Note that making use of orthogonal polynomials as e.g. Chebyshev polynomials and
the standardization (8) results in X being orthonormal, i.e. XT X = I. This simplifies
solving the �1-regularized problem (7).

The regularization parameter λ in (7) is employed as a weighting between the ac-
curacy and the complexity of the polynomial approximation as described in Section
3. The Pareto front between card(b) and the polynomial fit serves as an approxima-
tion of the trade-off between the LFR order and the accuracy of the LFR model.

The starting value of λ is is chosen in accordance with the following proposition.

Proposition 1. Setting λ in (7) to

λ0 = 2max
i

(
w1,i max

j

( |(XT yi) j|
w2, j

))
(9)

yields a constant approximation, i.e. b = 0.

For the proof the reader is referred to [11]. Incrementally decreasing λ will result in
steadily better fits with higher card(b).

An advantage of this approach is that a lot of computations can be done upfront
and reused at each iteration. Additionally, the solution of the last iteration is used
as the starting point of the new iteration. Hence, performing a sweep over λ is
computationally comparably cheap.

To demonstrate the validity of the convex approximation some brief results of
the polynomial approximation used in the missile model with nonlinear dynamic
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Fig. 1 Results of �1-Regularized Least Squares Problem for LFR Model Generation

inversion controller are presented (see Section 5 for more details). The elements that
require approximation in the missile model are the aerodynamic force and moment
coefficients.

In Fig. 1, the difference between the cost function of the convex problem (7)
and the lower bound of the LFR order as well as the maximum ν-gap metric δν,max

is presented. As shown in the upper figure the number of polynomial coefficients
and the lower bound LFR order mLB follow a similar trend. However, it can be
seen that it is possible to increase the cardinality of the coefficient vector b without
increasing mLB.
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A likewise statement can be made about the relation between the sum of the resid-
uals ∑i‖Xbi− yi‖2

2 and the maximum ν-gap metric between the LFR and the grid-
point LPV model. Minimizing the residual in general seems to also lower δν,max.
Still, it has to be kept in mind that this is only a heuristics and no direct relation
between the residual and some system metric can be established.

4.1 Weighting of the Elements

The quality of the LPV approximation is only accounted for in the weighted sum of
the polynomial approximation errors in a least squares sense. Since not all elements
si have the same significance for the LPV model, equally weighting them would not
reflect the major aim to find an LFR of good accuracy and low order. Hence, for
each element si a so-called influence coefficient ICi is determined.

An element si has a low influence coefficient if its variation among the set of
grid point models does not significantly influence the transfer matrix of the frozen
models in terms of a specified error metric. For each si a set of transfer matrices
{Gki}m

1 is generated, which is equal to the set {Gk}m
1 except that for si the mean

value of the m grid point values yi is chosen. Finally, the influence coefficient ICi of
si is defined as

ICi = max
k

(δν(Gk,Gki)), k = 1, . . . ,m, (10)

where δν denotes the ν-gap metric between Gk and Gki .
The IC can be directly used as weighting w1 in the convex approach. Hence, the

algorithm is biased towards minimizing the approximation errors of elements with
a high IC.

In order to show the advantage of using the influence coefficient as weighting
w1, a comparison between a weighted sum and weighting each elements equally is
made. The example uses again the data from the missile model. In Fig. 2 the max-
imum error in terms of the ν-gap metric δν,max is shown over the lower bound on
the LFR order for a sweep over the regularization parameter λ . The case, where
each approximation error is weighted equally, is depicted by the circles. The crosses
represent the results of the approximation with using the influence coefficients of
the elements as weightings w1 in (7). As can be seen in the figure, the weighted
�1-regularized problem yields much better results for most λ in comparison to the
unweighted problem. Note, that in both cases not each point is actually Pareto opti-
mal in terms of ν-gap and LFR order.

In addition to its usage to weight the elements, the influence coefficients are also
used to determine which elements can be considered constant in the proposed ap-
proach. Is the influence coefficient of an element below a specified threshold, the
respective element will be approximated by its constant mean value over all grid
points.
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4.2 Weighting of the Polynomial Coefficients

Instead of minimizing the lower bound LFR order a weighted �1-norm over all pos-
sible polynomial coefficients is used. The weighting w2 shall be chosen such as to
penalize polynomial bases which would lead to higher order LFRs. A good heuris-
tics for choosing w2 is to set w2, j to the degree of the respective polynomial basis
g j(x). For instance considering the monomial basis g j(x) = x2

1x2
2, the corresponding

weighting factor w2, j would be four. This also coincides with the minimum achiev-
able LFR order of g j.

5 Example: Missile Model

The example is based on a nonlinear model of a modern air defense missile. The
missile is in a cruciform configuration with four fins at the tail. It is axis symmetric
with a slender body. A controller based on nonlinear dynamic inversion has been
designed for the missile model within [13]. The aim of this work is to obtain an
LFR of the closed loop missile, which is suitable for modern LFT based robust
stability analysis.

The mathematical model has six states, namely the velocities in y- and z-direction
v and w respectively, the roll rate p, pitch rate q, yaw rate r and the bank angle around
the velocity vector ΦV . The inputs are the deflections angles in aileron ξ , elevator η
and rudder ξ . As outputs the accelerations in y- and z-direction ay and az, ΦV and
the angular velocities Ω = [p,q,r]T are available. The parameter vector δ consists
of the Mach number Ma, the angle of attack α and the side slip angle β .

In the following, the general differential equations of momentum and angular
momentum are given in the body-fixed coordinate system. F and M represent the



LFT Model Generation via �1-Regularized Least Squares 93

external forces and moments respectively acting on the missile and IT the inertial
tensor. ⎡⎣ u̇

v̇
ẇ

⎤⎦= 1
m ∑F−

⎡⎣p
q
r

⎤⎦×
⎡⎣u

v
w

⎤⎦ (11)

⎡⎣ṗ
q̇
ṙ

⎤⎦= I−1
T

⎛⎝∑M−
⎡⎣p

q
r

⎤⎦×
⎛⎝IT

⎡⎣p
q
r

⎤⎦⎞⎠⎞⎠ (12)

Note that the acceleration in x-direction u̇ has been neglected in the quasi-LPV
model, as the control has no influence on them.

In the following equations the Ci are the aerodynamic coefficients which are non-
linear functions of δ . In addition, ρ is the air density, V = Maa is the absolute
velocity with a being the speed of sound. The other parameters are the reference
area Sre f , reference length lre f , mass m and moments of inertia Ixx, Iyy and Izz. For
the sake of brevity the auxiliary variables K1 = ρVSre f /(2m), K2 = ρVSre f lre f /2
and K3 = ρVSre f l2

re f /4 are introduced.
In the quasi-LPV model the forces and moments will be described by their re-

spective dimensionless coefficients, which is common practice in aerospace. These
aerodynamic coefficients are nonlinear functions of the parameter vector δ and are
only available as discrete table data.[

FY

FZ

]
= mK1V

[
CY 0(δ )+CY ζ (δ )ζ
CZ0(δ )+CZη(δ )η

]
⎡⎣L

M
N

⎤⎦= K2V

⎡⎣ CL0(δ )+CLξ (δ )ξ
CM0(δ )+CMη (δ )η
CN0(δ )+CNζ (δ )ζ

⎤⎦+K3

⎡⎣CLp(δ )p
CMq(δ )q
CNr(δ )r

⎤⎦ (13)

The state equations are given in (16), where A1(δ ) is obtained via a function substi-
tution of the aerodynamic coefficients. The following substitutions have been used:

C̄i0 =

{
0, if β = 0

Ci0/sinβ , otherwise
for i = Y,L,N (14)

C̄i0 =

{
0, if α = 0

Ci0/(sinα cosβ ), otherwise
for i = Z,M (15)

⎡⎢⎢⎢⎢⎢⎢⎣
v̇
ẇ

Φ̇V

ṗ
q̇
ṙ

⎤⎥⎥⎥⎥⎥⎥⎦= A(δ )

⎡⎢⎢⎢⎢⎢⎢⎣
v
w

ΦV

p
q
r

⎤⎥⎥⎥⎥⎥⎥⎦+B(δ )

⎡⎣ξ
η
ζ

⎤⎦ (16)
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A(δ ) =

⎡⎢⎢⎢⎢⎢⎢⎣
K1C̄Y 0 0 0 V sin α cosβ 0 −V cosα cosβ

0 K1C̄Z0 0 −V sinβ V cosα cosβ 0
0 0 0 cosα cosβ sinβ sinα cosβ

K2/IxxC̄L0 0 0 K3/IxxCLp 0 0
0 K2/IyyC̄M0 0 0 K3/IyyCMq 0

K2/IzzC̄N0 0 0 0 0 K3/IzzCNr

⎤⎥⎥⎥⎥⎥⎥⎦
(17)

B(δ ) =

⎡⎢⎢⎢⎢⎢⎢⎣

0 0 K1VCY ζ
0 K1VCZη 0
0 0 0

K2V/IxxCLξ 0 0
0 K2V/IyyCMη 0
0 0 K2V/IzzCNζ

⎤⎥⎥⎥⎥⎥⎥⎦ (18)

Note that as a requirement for the application of the inversion based control method,
the system has to be minimum phase. This is not the case when considering the
accelerations at the center of gravity. As a remedy, in [13], it has been proposed to
use accelerations ay and az at a virtual point P instead. If the point P is sufficiently far
in front of the center of gravity the system is minimum phase. The output equations
for the accelerations at P can be written as

ay =
q̄Sre f

m
CY + ṙxgp az =

q̄Sre f

m
CZ − q̇xgp (19)

with xgp being the distance between P and the center of gravity. Using the same
function substitution (19) can be written in a suitable form to fit into the quasi-LPV
framework. The equations for the remaining outputs, namely ΦV and Ω , are easily
obtained, as both ΦV and Ω are states of the system.

In addition to the quasi-LPV parameters defined above also uncertainties in the
aerodynamic data are considered in the model. For the moment and control surface
coefficients (δCL, δCM , δCN and δCctrl ) these are ±20 percent and for the force
coefficients (δCY and δCZ) ±5 percent.

The controller is a standard nonlinear dynamic inversion based one. It is separated
into three parts: the inversion of the rotational dynamics Ω , the inversion of the
outer dynamics az, ay and ΦV and a reference model, which is only used in the feed
forward path. A classical PI-controller has been developed for the inverted plant. A
detailed description of the controller is found in [13].

5.1 Generation of the LFR Model

In order to transform (16) into an LFR the aerodynamic coefficients need to be
approximated by polynomials. The results of this �1-regularized least squares fitting
are shown in Fig. 3. An approximate Pareto front between the lower bound of the
LFR order and the approximation error in terms of the ν-gap metric for the plant can
be seen. Both the maximum error (dashed red line) and the mean error (solid blue
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Fig. 3 Results of the �1-regularized Least Squares Fitting

line) over all grid points are provided. The black vertical line designates the chosen
iteration for the LFR generation. This iteration has a maximum error δν,max = 0.11,
a mean error δν,mean = 0.054 and a lower bound of LFR order of mLB = 35.

The nonlinear dynamic inversion controller is already in LPV form. The same
polynomial approximations for the aerodynamic coefficients can be used for it. The
trigonometric functions in (17) can simply be approximated by a Taylor series ex-
pansion and truncation after a sufficient high order.

At this point, the closed loop of the missile benchmark is available as a symbolic
description of an LPV model in its general form (2). It only depends rationally on
the parameter vector δ . This is a requirement for transforming the system into an
LFR. By employing the sophisticated techniques of [14] the resulting closed loop
LFR has a dimension of 65, with the Δ -Block having the following structure:

Δ = diag(MaI25×25,αI19×19,β I11×11,δCy,δCz,δCl ,δCm,δCn,δCctrl I5×5) (20)

5.2 Model Assessment

In order to show that the closed loop LFT system still closely matches the origi-
nal nonlinear system, a Monte-Carlo simulation is conducted. To estimate the error,
which has been introduced due to the various approximation steps, the LFT system
is run in a parallel setup with the fully nonlinear model. The error is then measured
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in terms of the maximum of a relative L2-norm over a finite time horizon, which is
defined as

error = max
i

(∫ t1
t0 (ynls,i− yl f r,i)

2dt
)0.5

(∫ t1
t0 y2

nls,idt
)0.5 (21)

with ynls = [ΦV,nls,az,nls,ay,nls]
T and yl f r = [ΦV,l f r,az,l f r,ay,l f r]

T .
Simultaneous sinusoidal sweeps in all three command channels are applied as

input signals for the nonlinear simulation. The amplitude of the signals are 10◦,
20m/s2 and 10m/s2 for the ΦV -, az- and ay-channel respectively. The frequencies
from the sinusoidal sweeps range from 0.1 Hz to 10 Hz.

Sample size: 1000
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Fig. 4 Statistical Results of the Monte-Carlo Simulation

The only parameters considered in the Monte-Carlo simulation are Ma, α and β .
All parameters corresponding to model uncertainty are set to their respective max-
imum values. The results of the Monte-Carlo run with 1000 samples are shown in
Fig. 4 in form of the cumulative distribution function (CDF). The CDF gives the per-
centage of simulation runs which are less than a specified error. The samples are uni-
formly distributed over the considered flight envelope spanned by Ma = [0.9,4.4],
α = [0,25]◦ and β = [0,10]◦. In the CDF, it is seen that in 90 percent of the cases
the error is less than 5 percent. The worst case found in the Monte-Carlo run is 10.2
percent.

The time history of the worst case found in the Monte-Carlo simulation is shown
in Fig. 5, i.e. the error is 10.2 percent. It can be seen in the figure that the LFR model
still matches the original nonlinear model well.
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6 Conclusion

A very general algorithm for generating LFT models has been developed, which
can be applied to arbitrary nonlinear systems, as long as the system behavior can
be accurately described/approximated with polynomial or rational parametric state-
space systems. In order to efficiently generate LFT models, a convex relaxation has
been proposed. It is very time efficient and can compute an almost Pareto front
between the LFR order and accuracy.

In the present work, this algorithm has been successfully applied to an industrial
benchmark problem. LFRs of high accuracy and reasonable order could be gener-
ated for a highly nonlinear missile model. The quality of the LFRs has been assessed
using Monte-Carlo simulations.

In the future, it is contemplated incorporating the approximation error made dur-
ing the polynomial fitting as a dynamic unstructured uncertainty. Methods as the
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ones described in [15] can likely be adopted for this purpose. Such mixed para-
metric dynamic uncertainty models might be better suited for controller synthesis
purpose.
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An Impulsive Input Approach to Short Time
Convergent Control for Linear Systems

Martin Weiss and Yuri Shtessel

Abstract. The paper considers the problem of bringing the state of a controllable
linear system to the origin in a very short time. It takes the approach of considering
an “ideal” control input consisting of a linear combination of the Dirac delta func-
tion and its derivatives that realizes this goal instantaneously. Three schemes are
introduced to approximate the impulsive input with physically realizable functions:
a smooth approximation with compact support, a Gaussian function approximation
and a step approximation. It is shown using a numerical example that all approxi-
mations work reasonably well, with the Gaussian approximation providing slightly
worse results. It is also shown that a direct approach to obtain a state nulling input
by solving an integral equation runs quicker into numerical problems than the im-
pulsive input approach as the convergence time decreases. Finally, an application to
an orbital rendez-vous problem is presented.

1 Introduction and Motivation

The interest in impulsive control theory has steadily increased over the past few
years with many new books and articles being added to an already impressive list.
Without any ambition to be exhaustive we may cite here books like [1, 2, 3, 4] and
numerous journal and conference contributions such as [5, 6, 7]. The idea of us-
ing the delta distribution and its derivatives in control synthesis is not new. This
approach seems to be first considered in [8]. Another work that takes a similar ap-
proach is [9]. More recent publications such as [7] have even extended the problem
to the case of linear descriptor systems. In the paper [5] a dynamic programming
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approach is proposed for optimal impulsive control laws that turn out to be linear
combinations of delta and delta derivatives. Another recent contribution [6] uses
delta and delta derivative state feedback for the adaptive stabilization of a second
order nonlinear system.

There are numerous practical situations in which impulsive control is not just an
option, but the only solution to achieve the required performance. In general, this is
the case in all situations that large deviations from equilibrium need to be corrected
in very short time. An example in this direction are the reaction control systems for
steering and attitude control of space vehicles. For instance, see the works [10], [6]
and [11]. For exo-atmospheric missiles, reaction control based on solid fuel rocket
thrusters is an attractive solution, but they are not throttable and deliver a large
impulse during a short time period. The action of small thrusters on the missile can
largely be approximated by an impulsive signal.

Let us illustrate the approach of this paper using a simple example of a perturbed
double-integrator

ẋ1 = x2,

ẋ2 = f (t)+ u, (1)

with a control input u and an unknown disturbance f (t). This may be the model of a
high precision positioning system of a point mass, with x1, the position, and x2, the
velocity. Typically a fine positioning control system will use high accuracy sensors
and actuators to ensure that the disturbing force is effectively rejected. However,
high accuracy sensors and actuators typically have a limited range. The system is
designed in such a way that, most of the time, the disturbance will not bring the
system out of the range of the fine positioning control system, except if a peak in
the disturbing force occurs. These occurrences may be rare, but a fine positioning
control system will be poorly equipped to deal with these situations, so an additional
system needs to be in place.

In this situation it is important to restore as quickly as possible the system to the
neighborhood of the origin, so that the fine control system can take it over. This is
in essence the problem that we consider in this paper.

As the occurrence of peaks in the disturbance is assumed to be a rare event, we
are not very much concerned with limitations in the energy necessary to perform
the correction. We will even allow for impulsive inputs. For example, an impulsive
input of the form

u = x2(0)δ0 + x1(0)δ̇0

brings the double integrator (1) instantaneously to the origin. Of course, this input
needs to be practically implemented, and we are examining this problem in this
paper too. We limit ourselves here to the open loop control problem, leaving the
feedback control for future work.

One of the main problems in impulsive control consists is in the approximation
of the delta function and its derivatives. The most popular approximation is one
based on the Gaussian bell function as used in [9] and [7]. In this paper, we com-
pare this approximation with two other approximations that have the advantage of
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having finite support. The main goal and the contribution of this paper is to present
a theoretical and practical study of these approximations of the delta function and
its derivatives and to compare these approximations with a direct approach to bring
the state of the system to the origin that is based on a solution of an integral Volterra
equation. We will see that the Gaussian function approximation provides slightly
worse results in practice, whereas the direct approach runs into serious numerical
problems as the convergence time decreases.

The structure of the paper is as follows. Next section formulates the problem
that we consider in this paper: nulling the state of the system in very short time us-
ing an impulsive type of input. Section 3 presents the main theoretical contribution
of the paper, deriving the formula’s for the ideal impulsive input, as well as offer-
ing three different solutions to approximate the impulsive inputs with practically
implementable signals. These solutions are compared to a conventional solution
both qualitatively, as on a numerical example in Section 4. In Section 5, the pro-
posed techniques are illustrated on a satellite rendezvous problem. Finally, Section
6 presents some concluding remarks and ideas for future work.

2 Problem Formulation

Consider the following linear system with n states and m inputs:

ẋ = Ax+Bu, x(0) = x0. (2)

The problem that we consider in this paper can broadly be formulated as: Find an
input signal u that brings the state to the origin in a short time. Of course, the
problem formulated in this way has very many solutions. In fact, it has many ways
to approach it.

One of the well-known approaches is the Minimum Time Optimal Control Prob-
lem, often used as an application of the Optimum Principle of Pontriaghin. In this
case, it is assumed that there is a bound on the magnitude of the control signal u
and the problem is to find an admissible input u that brings the state in the origin in
minimum time.

This is not however the approach that we take here. In fact, we will not put any
bound on the magnitude of u, but we will rather fix a time interval within which
the state should be nulled. By making this time interval arbitrarily short, we hope to
achieve the stated objective. Even under this formulation of the problem, there are
infinitely many solutions. The most straightforward approach, that we will call the
direct approach, consists of determining an input that solves the integral equation
of Volterra-type

0 = exp(Aε)x0 +

ˆ ε

0
exp(A(ε− s))Bu(s)ds, (3)

that can be deduced directly by imposing x(ε) = 0 and using the variations of con-
stants formula for (2). If the system (2) is controllable (an obviously necessary
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condition for the problem to have a solution at all), there are infinitely many so-
lutions of this equation that can be generated in the following way: Let Q(·) be an
m×m-matrix valued function such that

Wε =

ˆ ε

0
exp(A(ε− s))BQ(s)BT exp(AT (ε− s))ds (4)

is invertible. Then

u(t) =−Q(t)BT exp(AT (ε − t))W−1
ε exp(Aε)x0 (5)

is a solution of (3), as can be easily verified. In this way, we constructed an entire
set of solutions for the equation (3). Each of them represent an input function that
brings the state of (2) in the origin at time ε .

The approach that we introduce in this paper and that we call the impulsive in-
put approach is based on starting with an input u that brings the state in the origin
instantaneously. Of course, such an input signal necessarily has an impulsive char-
acter. In fact, it is a sum of Dirac delta derivatives. By approximating the Dirac delta
derivatives, we can determine practical input signals that “almost” bring the state in
the origin. We will actually present two different systematic ways of determining an
approximation for the impulsive input.

3 The Impulsive Input Approach

As explained before, we are looking for an input of the form

u(t) =
n−1

∑
k=0

δ (k)
ε (t)αk, (6)

where δ (k)
ε are the generalized derivatives of the Dirac-delta distribution centered in

ε > 0, defined (see e.g. [12, Sec. 2.2]) as
ˆ

δ (k)
ε (t)φ(t)dt = (−1)kφ (k)(ε),

for any test function φ , and αk are vectors of dimension m, that need to be deter-
mined. By substituting (6) in the variation-of-constants formula for system (2), we
have

x(t) = exp(At)x0 +
n−1

∑
k=0

[

ˆ t

0
exp(A(t− s))Bδ (k)

ε (s)ds]αk.

Using familiar properties of derivatives of the Dirac-delta distribution, this is equiv-
alent to

x(t) = exp(At)x0 +
n−1

∑
k=0

exp(A(t− ε))AkBαk,
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for t ≥ ε . Requiring that x(ε) = 0, the coefficients αk need to satisfy

[
B AB . . . An−1B

]
⎡⎢⎢⎢⎣

α0

α1
...

αn−1

⎤⎥⎥⎥⎦=−exp(Aε)x0. (7)

Notice that the matrix in the left hand side of (7) is the controllability matrix of the
pair (A,B). If system (2) is controllable, (7) has a least one solution for every x0 and
every ε . For each such solution, the input (6) will make x(ε) = 0.

Obviously, to make such an approach practical, it is necessary to approximate the
impulsive input with a regular input. Fortunately, this is possible. In fact, there are
infinitely many ways to do this. We will propose here two types of approximations:
using smooth functions (one with bounded support and one using the Gaussian func-
tion) and using step functions.

3.1 A C∞ Approximation with Bounded Support

Consider the following kernel function

ωh(t) =

{
1

κh e
t2

t2−h2 , |t|< h,
0 |t| ≥ h,

where κ =
´ 1
−1 e

t2

t2−1 dt is a normalization factor, and h > 0 is arbitrary. It is well
known that the functions ωh are C∞ smooth, and as h→ 0, these functions approxi-
mate in a special sense the Dirac-delta distribution (i.e. they weakly converge to the
delta distribution, see e.g. [13, pag. 13 and following]).

We propose to replace the input (6) by

uh(t) =
n−1

∑
k=0

ω(k)
h (t− ε)αk. (8)

For any ε > h> 0, this function is smooth and is null everywhere outside the interval
[ε − h,ε + h]. Due to the approximation property of the kernel function, it is to be
expected that the state response will come close to the origin for t ≥ h+ ε.
Proposition 1. Let xh(·) denote the solution of (2) for u = uh, for some positive h.
Then

lim
h→0

xh(h+ ε) = 0.

Proof. Introducing (8) into

xh(h+ ε) = exp(A(h+ ε))x0

+

ˆ h+ε

0
exp(A(h+ ε− s))Buh(s)ds,
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and using the formula

ˆ h+ε

0
exp(A(h+ ε− τ))Bαω(k)

h (τ− ε)dτ =

ˆ h+ε

0
exp(A(h+ ε− τ))AkBαωh(τ− ε)dτ,

that can be proven by using integration by parts and induction, we obtain

xh(h+ ε) = exp(A(h+ ε))x0

+

ˆ h+ε

0
exp(A(h+ ε− τ))

n−1

∑
k=0

AkBαkωh(τ− ε)dτ.

By substituting here formula (7) we obtain

xh(h+ ε) = exp(A(h+ ε))x0

−
ˆ h+ε

0
exp(A(h+ 2ε− τ))x0ωh(τ − ε)dτ.

Because of the finite support of the function ωh, the limits of integration in the
previous expression can be extended to the entire axis. Now, using the fact that, for
every continuous function φ(t)

lim
h→0

ˆ ∞

−∞
φ(t− τ)ωh(τ)dτ = φ(t),

we can take directly the limit in the last expression of xh(h+ ε) and the assertion is
readily proved.

3.2 A Gaussian Function Approximation

The approximation of the impulsive input by the Gaussian function approximation
was proposed and studied in quite a few references (e.g. [8, 7]). In this case, the
Dirac delta function is approximated as

Φh(t) =
1√
2πh

e
t2

2h2 .

Although, this is a C∞ function, unlike the previous approximation, this function
does not have compact support. A similar result as Proposition 1 holds for this ap-
proximation, but we will not state here since this approximation was extensively
studied in the literature.
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3.3 A Piecewise-Constant Function Approximation

The function

δ [0]
h (t) =

{
1
2h , |t| ≤ h
0, rest.

(9)

is clearly a piecewise constant approximation of the Dirac delta function. The first
order derivative of the delta function can be approximated by the following “sym-
metric finite difference” relation

δ [1]
h =

δ [0]
h
2
(t + h

2 )− δ [0]
h
2
(t− h

2 )

h
=

⎧⎨⎩
1
h2 , −h≤ t ≤ 0,
− 1

h2 , 0 < t ≤ h,
0, rest.

(10)

Notice that the support of δ [1]
h as defined above, just as the support of δ [0]

h is [−h,h].
Approximations of the higher order derivatives are defined iteratively as

δ [k]
h (t) =

δ [k−1]
h
2

(t + h
2 )− δ [k−1]

h
2

(t− h
2 )

h
, (11)

for all k ≥ 1.
We propose to replace the input (6) by

uh(t) =
n−1

∑
k=0

δ [k]
h (t− ε)αk. (12)

Just as the approximation (8), for any ε ≥ h > 0, this function is null everywhere
outside the interval [ε−h,ε +h]. The next result shows that this input is also bring-
ing the state close to the origin for t ≥ h+ ε for h small enough.

Proposition 2. Let xh(·) denote the solution of (2) for u = uh, for some positive h.
Then

lim
h→0

xh(h+ ε) = 0.

Proof. Introducing (12) into

xh(h+ ε) = exp(A(h+ ε))x0 +

+

ˆ h+ε

0
exp(A(h+ ε− s))Buh(s)ds,

while taking into account that the support of uh is [h+ ε,ε− h],

xh(h+ ε) = exp(A(h+ ε))x0

+
n−1

∑
k=0

αk

ˆ h+ε

−h+ε
eA(h+ε−s)Bδ [k]

h (s− ε)ds,
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and after a simple change of variable

xh(h+ ε) = eA(h+ε)x0 +
n−1

∑
k=0

αk

ˆ h

−h
eA(h−s)Bδ [k]

h (s)ds.

From the last relation and from (7), it is clear that the assertion is proved if we show
that

lim
h→0

ˆ h

−h
exp(A(h− s))Bδ [k]

h (s)ds = AkB. (13)

We prove this relation by induction. First of all, for k = 0, the relation

lim
h→0

1
2h

ˆ h

−h
exp(A(h− s))Bds = B

follows from the properties of the matrix exponential.
Let us denote by

Ik(h) =
ˆ h

−h
exp(A(h− s))Bδ [k]

h (s)ds. (14)

By hypothesis
lim
h→0

Ik−1(h) = Ak−1B.

Using the recursive definition (11), we can write

Ik(h) =
1
h

ˆ h

−h
eA(h−s)B[δ [k−1]

h
2

(s+
h
2
)− δ [k−1]

h
2

(s− h
2
)]ds.

Taking into account that the support of δ [k−1]
h
2

is [− h
2 ,

h
2 ], we have

Ik(h) =
1
h
[

ˆ 0

−h
exp(A(h− s))Bδ [k−1]

h
2

(s+
h
2
)ds

−
ˆ h

0
exp(A(h− s))Bδ [k−1]

h
2

(s− h
2
)ds],

and translating the variable in each integral,

Ik(h) =
1
h
[

ˆ h
2

− h
2

exp(A(
3h
2
− s))Bδ [k−1]

h
2

(s)ds

−
ˆ h

2

− h
2

exp(A(
h
2
− s))Bδ [k−1]

h
2

(s)ds],
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that is

Ik(h) =
1
h
[exp(Ah)− I]

ˆ h
2

− h
2

eA( h
2−s)Bδ [k−1]

h
2

(s)ds

=
1
h
[exp(Ah)− I]Ik−1(

h
2
).

Since

lim
h→0

1
h
[exp(Ah)− I] = A,

it is clear that
lim
h→0

Ik(h) = AkB,

and the proof is completed.

4 Comparing the Impulsive Input Approach with the Direct
Approach

The approach based on approximating the impulsive input requires very simple
computations, and they are independent of the convergence time h. Formula (12)
can be computed by solving a linear equation (7) and using analytic functions such
as the function ωh and its derivatives that can be even computed off-line. Simi-
larly, the approximation using piecewise constant function and the approximation
using Gaussian functions can easily be implemented using appropriate data com-
puted off-line. The piecewise constant approximation may be easier to implement
in a practical situation, and presents a definite advantage that it allows a good es-
timate of the maximum value of the control input. On the other hand, formula (5)
requires numerical integration to compute Wh and then matrix exponentials are also
required.

However, formula (12) is only an approximate solution of the state nulling prob-
lem, whereas formula (5) is an exact solution. Also, any choice of Q(t) that keeps
Wh invertible generates a solution to the state nulling problem. Notice that equation
(7) may also have an infinity of solutions in case m > 1, that is, if there are more
than a single input.

So far the qualitative analysis. We tested the various approximations of the im-
pulsive control as well as the direct approach on a few numerical examples. Due to
space limitation, we present only a single example of a third order system with one
input:

A =

⎡⎣ 0 1 0
3 −2 1
3 0 0

⎤⎦ , B =

⎡⎣ 0
0
1

⎤⎦ , x0 =

⎡⎣ 30
−20
42

⎤⎦ .
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The results for the first, impulsive input approach are represented in Figures 1 and
2 for the case of the C∞ approximation and in Figures 3 and 4 for the case of the
piecewise constant approximation. The results for the Gaussian approximation are
represented in Figures 5 and 6. Notice that the Gaussian approximation provided
worse results than the other two approximations especially as the convergence time
decreases. We have seen this for all the examples considered, and it is probably due
to the fact that the Gaussian function has no compact support, but we do not have at
this time a rigorous argument to explain this observation.

Fig. 1 State value after applying the impulsive input approach with C∞approximation for
different times h

Fig. 2 Input and state response using the impulsive input approach with C∞approximation
for different times h
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Fig. 3 State value after applying the impulsive input approach with piecewise constant ap-
proximation for different times h

Fig. 4 Input and state response using the impulsive input approach with piecewise constant
approximation for different times h
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Fig. 5 State value after applying the impulsive input approach with Gaussian approximation
for different times h

Fig. 6 Input and state response using the impulsive input approach with Gaussian approxi-
mation for different times h

Applying the direct approach on the same example, we obtain the results repre-
sented in Figures 7 and 8. This is much worse than expected. Actually, the state is
effectively brought close to the origin only for the case of h = 0.1, in which case the
state coordinates are of the order 0.01. However, this is not visible in Figure 7 due
to the very bad performance for the other two values of h.

Analyzing the cause of the failure of the direct approach in this case, we no-
tice that formula (5) involves the inverse of the matrix Wh, which even if invertible
for all h > 0 in case that the pair (A,B) is controllable, may actually be quite poorly
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Fig. 7 State value after applying the nulling input for different times h

Fig. 8 Input and state response using the direct approach

conditioned. In this case, the computation of the nulling input will be challenging.
Let us consider

W̃h =

ˆ h

0
exp(−As)BBT exp(−AT s))ds,

which is related to Wh by the relation

Wh = exp(Ah)W̃h exp(AT h).

Therefore, inverting Wh is just as difficult as inverting W̃h. Figure 9 represents the
condition number of W̃h, that is defined as the ratio of the largest and the smallest
singular value. It is well known that a large value of the condition number is indi-
cating that the matrix is badly conditioned numerically, and it is easy to see that for
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Fig. 9 Numerical condition number of W̃h as a function of h

h = 0.01, the condition number is 1010, whereas for h = 0.001, the condition num-
ber is around 1015. This explains the failure of the direct approach for these values
of h, whereas the impulsive input approach is clearly not affected by this issue.

The phenomenon illustrated in this example is generic. Even in the two dimen-
sional case, we show that the condition number of Wh tends to infinity as h decreases
to zero. Indeed let

A =

[
a1 0
0 a2

]
, B =

[
b1

b2

]
.

It is easy to compute the expression of Wh in this case explicitly as

Wh =

[
w1(h) w12(h)
w12(h) w2(h)

]
(15)

=

[
e2a1h−1

2a1
b2

1
e(a1+a2)h−1

a1+a2
b1b2

e(a1+a2)h−1
a1+a2

b1b2
e2a2h−1

2a2
b2

2

]
,

where can see that, as h→ 0

w1(h)
h

→ b2
1,

w2(h)
h

→ b2
2,

w12(h)
h

→ b1b2.

The two eigenvalues of Wh are

λ1(h) =
1
2
(w1 +w2 +

√
(w1−w2)2 + 4w2

12),
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λ2(h) =
1
2
(w1 +w2−

√
(w1−w2)2 + 4w2

12).

Using repeatedly the fact that limh→0
eah−1

ah = 1, and the expressions in (15), we
readily deduce that

lim
h→0

λ1(h)
h

= b2
1 + b2

2,

which is not zero unless the system is uncontrollable. On the other hand

lim
h→0

λ2(h)
h

= 0.

Consequently

lim
h→0

λ1(h)
λ2(h)

= ∞,

which shows that Wh becomes badly conditioned as h becomes small. It is very likely
that this result holds true for the higher dimensional case, but it is already clear that
the example presented in this section is not isolated in the sense that the impulsive
control approach is better suited than the direct approach to drive the state quickly
to the origin.

5 Application to an Orbital Rendezvous Problem

We consider the linearized model for orbital rendezvous that is well-known as the
Clohessy-Wiltshire equations [14] that expresses the relative motion of a chasing
spacecraft in the coordinate system fixed to the target spacecraft, as represented in
Figure 10,

ẍ− 2ω ẏ− 3ω2x = ux,

ÿ+ 2ω ẋ = uy, (16)

z̈+ω2z = uz,

where ω is the orbital rate, x, y and z are the components of the relative displacement
between chasing spacecraft and the target, and ux, uy and uz are the components of

the thrust acceleration of the chasing spacecraft. If we denote by X =
[

x y z ẋ ẏ ż
]T

the state space vector of this model, and by U =
[

ux uy uz
]T

the input vector, the
motion equations (16) can be written as

d
dt

X = AX +BU, (17)
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Fig. 10 Schematic representation of the satellite rendez-vous problem

where

A =

⎡⎢⎢⎣
O3 I3

3ω2 0 0
0 0 0
0 0 −ω2

0 2ω 0
−2ω 0 0

0 0 0

⎤⎥⎥⎦ , B =

[
O3

I3

]
.

Clearly, the rendezvous problem can be formulated as bringing the initial state X(to)

to a final state X(t f ) =
[

x f y f z f 0 0 0
]T

, where x f , y f and z f are the final relative
displacements between the two spacecrafts. We seek inputs of the form

U(t) = δ (t− ti)αo + δ ′(t− ti)α1,

where αo and α1 are constant vectors in R3. The state at final time t f is

X(t f ) = eA(t f−to)X(to)+ eA(t f−ti)Bαo + eA(t f−ti)ABα1.

If the initial and the final states are known, this relation can readily be solved for the
impulse coefficients[

α1

αo

]
=
[

AB B
]−1

[eA(ti−t f )X(t f )− eA(ti−to)X(to)].

This expression can be used to give an analytic expression for the impulse coeffi-
cients if we notice that [

AB B
]−1

=

[
I3 O3

−Ao I3

]
,
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Table 1 Numerical values of the parameters for the rendez-vous problem

Parameter Symbol Value
Major semi-axis target RT 9000 km
Orbital inclination target −50 deg

Orbital rate of the target ω =
√ μ

R3
T

7.39444 10−4 rad/s

Initial semi-axis chaser RI 12000 km
Orbital inclination chaser −30 deg
Final time t f 1500 s
Impulse application time ti 1000 s
Rendez-vous position (Hill coordinates) x f ,y f ,z f 10,10,10 km
Time step for impulse approximation h 200, 100, 20 s

(a) Three dimensional orbits.

(b) Positions, velocities and thrust accelerations of chaser in Hill coordinates.

Fig. 11 Simulation results for the case of pulse width h = 200 s
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(a) Three dimensional orbits.

(b) Positions, velocities and thrust accelerations of chaser in Hill coordinates.

Fig. 12 Simulation results for the case of pulse width h = 100 s

with Ao =

⎡⎣ 0 2ω 0
−2ω 0 0

0 0 0

⎤⎦ and that

eAτ =

⎡⎢⎢⎢⎢⎢⎢⎣
2− cosωτ 0 0 sinωτ

ω
2(1−cosωτ)

ω 0

6(sinωτ−ωτ) 1 0 2(cosωτ−1)
ω

4sinωτ−3ωτ
ω 0

0 0 cosωτ 0 0 sinωτ
ω

3ω sinωτ 0 0 cosωτ 2sinωτ 0
6(cosωτ− 1) 0 0 −2sinωτ 4cosωτ− 3 0

0 0 −ω sin ωτ 0 0 cosωτ

⎤⎥⎥⎥⎥⎥⎥⎦ .

By applying these relations and the approximations schemes proposed here, it is
possible to devise efficient online algorithms for computing the steering thrust for
solving the rendezvous problem. For illustration purposes, we consider a numerical
example with the parameter values given in Table 1. Only the piecewise constant
approximation approach is considered as it is better suited for the case of solid fuel
thrusters. The time h was succesively varied from 200 s, 100 s, and 20 s. The results
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(a) Three dimensional orbits.

(b) Positions, velocities and thrust accelerations of chaser in Hill coordinates.

Fig. 13 Simulation results for the case of pulse width h = 20 s

of the simulations are represented in Figure 11, Figure 12, and respectively Figure
13. As expected, the necessary thrust acceleration level is increasing as h becomes
smaller. However, the vectors αo and α1 are independent of h. It is therefore easy to
determine, using our approach, a minimum h that is compatible with the maximum
achievable thrust acceleration.

The proposed impulsive control technique, combined with a robust feedback con-
trol, including traditional and higher order sliding mode control algorithms (see e.g.
[15, 16]) can also be applied to the satellite formation control problem considered
in [17]. However, such a closed loop implementation will be the subject of future
work.

6 Conclusions and Way Forward

An impulsive input approach to the problem of driving the state of a linear system
to the origin in very short time is studied in this work. The control input was derived
as a linear combination of the Dirac delta function and its derivatives. Subsequently,
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two approximation schemes were proposed for approximating the impulsive input
and theoretical results were proven to confirm their validity. Using a numerical ex-
ample, we have shown that a direct approach to obtain a nulling input by solving an
integral equation runs into numerical problems for short time intervals, whereas the
solutions obtained by the impulsive input approach are not affected. For the second
order case, we showed that the numerical problems are generic and not particular to
the chosen example. Another observation is that the approximation using the Gauss
function may give poor results due to the unbounded support, although this seems
to be the approximation most studied in the literature.

Future work will concentrate on combining the proposed approach with robust
feedback control, including adaptive output feedback sliding mode estimation and
control.
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Model Formulation of Pursuit Problem
with Two Pursuers and One Evader

Sergey S. Kumkov, Stéphane Le Ménec, and Valerii S. Patsko

Abstract. We study a model differential zero-sum game, which can be re-
garded as an idealized variant of the final stage of a space pursuit, in which
two pursuing objects and one evader are involved. Results of numeric con-
structions of level sets of the value function for qualitatively different cases
of the game parameters and results of simulation of optimal motions are
presented.

1 Introduction and Problem Formulation

1) In the paper, a model differential zero-sum game with two pursuers and
one evader is studied. Three inertial objects moves in the straight line. The
dynamics descriptions for pursuers P1 and P2 are

z̈P1 = aP1 , z̈P2 = aP2 ,

ȧP1 = (u1 − aP1)/lP1 , ȧP2 = (u2 − aP2)/lP2 ,

|u1| ≤ μ1, |u2| ≤ μ2,

aP1(t0) = 0, aP2(t0) = 0.

(1)
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Here, zP1 and zP2 are the geometric coordinates of the pursuers; aP1 and
aP2 are their accelerations generated by the controls u1 and u2. The time
constants lP1 and lP2 define how fast the controls affect the systems.

The dynamics of the evader E is similar:

z̈E = aE , ȧE = (v − aE)/lE, |v| ≤ ν, aE(t0) = 0. (2)

Let us fix some instants T1 and T2. At the instant T1, the miss of the first
pursuer with respect to the evader is computed, and at the instant T2, the
miss of the second one is calculated:

rP1,E(T1) = |zE(T1)− zP1(T1)|, rP2,E(T2) = |zE(T2)− zP2(T2)|. (3)

Assume that the pursuers act in coordination. This means that we can join
them into one player P (which will be called the first player). This player
governs the vector control u = (u1, u2). The evader is regarded as the second
player. The resultant miss is computed by the following formula:

ϕ = min{rP1,E(T1), rP2,E(T2)}. (4)

At any instant t, both players know exact values of all state coordinates zP1 ,
żP1 , aP1 , zP2 , żP2 , aP2 , zE, żE , aE . The vector composed of these components
is denoted by z. The first player choosing its feedback control minimizes the
miss ϕ, the second one maximizes it.

Relations (1)–(4) define a standard antagonistic differential game. One
needs to construct the value function (t, z) �→ V(t, z) of this game and optimal
(or quasioptimal) strategies of the players.

2) Up to now, there are a lot of publications dealing with differential games
where one group of objects pursues another group; concerning games with
linear dynamics see, for example, works [1, 4, 6, 11, 12]. The problem under
consideration has two pursuers and one evader. So, from the point of view
of number of objects, it is the simplest one. On the other hand, strict math-
ematical studies of problems “group-on-group” usually include quite strong
assumptions onto the dynamics of objects, dimension of the state vector, and
conditions of termination. Unlike, this paper considers the problem without
any assumptions of these types.

3) Let us describe a practical problem, whose reasonable simplification gives
the model game (1)–(4). Suppose that two pursuing objects attack the evad-
ing one with high velocities. They can be rockets or aircrafts in the horizontal
plane (Fig. 1). A nominal motion of the first pursuer is chosen such that at
the instant T1 the exact capture occurs. In the same way, a nominal motion
of the second pursuer is chosen (the capture is at the instant T2). But indeed,
the real positions of the objects differ from the nominal ones. Moreover, the
evader using its control can change its trajectory but not essentially, without
sharp turns. Coordinated efforts of the pursuers are computed during the
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Fig. 1 Scheme of the nominal motions in the pursuit problem with weak-
maneuvering objects

process by the feedback method to minimize the resultant miss, which is the
minimum of the distances at the instants T1 and T2 from the first and second
pursuers, respectively, to the evader.

Assume that we can choose a line (in Fig. 1, it is a horizontal line) such that
the major components of velocities of all three objects are directed along it.
Then, the misses at the instants T1 and T2, can be computed along a direction
orthogonal to such a line ignoring difference of positions along this line.

The passage from the original non-linear dynamics to a dynamics, which
is linearized with respect to the nominal motions, gives [13, 14] the problem
under consideration.

2 Passage to Two-Dimensional Differential Game

At first, let us pass to the relative geometric coordinates

y1 = zE − zP1 , y2 = zE − zP2 (5)

in dynamics (1), (2), and payoff function (4). After this, we have the following
notations:

ÿ1 = aE − aP1 , ÿ2 = aE − aP2 ,

ȧP1 = (u1 − aP1)/lP1 , ȧP2 = (u2 − aP2)/lP2 ,

ȧE = (v − aE)/lP1 , |u2| ≤ μ2,

|u1| ≤ μ1, |v| ≤ ν, ϕ = min{|y1(T1)|, |y2(T2)|}.

(6)

State variables of system (6) are y1, ẏ1, aP1 , y2, ẏ2, aP2 , aE ; u1 and u2 are
controls of the first player; v is the control of the second one. The payoff
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function ϕ depends on the coordinate y1 at the instant T1 and on the coor-
dinate y2 at the instant T2.

A standard approach to study linear differential games with fixed termi-
nal instant and payoff function depending on some target coordinates of the
state vector at the terminal instant is to pass to new state coordinates (see,
for example, [7, 8]) that can be treated as values of the target coordinates
forecasted to the terminal instant under zero controls. Often, these coordi-
nates are called the zero effort miss coordinates [13,14]. In our case, we have
two instants T1 and T2, but coordinates computed at these instants are inde-
pendent; namely, at the instant T1, we should take into account y1(T1) only,
and at the instant T2, we use the value y2(T2). This fact allows us to use
the mentioned approach when solving the differential game (6). With that,
we pass to new state coordinates x1 and x2, where x1(t) is the value of y1
forecasted to the instant T1 and x2(t) is the value of y2 forecasted to the
instant T2.

The forecasted values are computed by formula

xi = yi + ẏiτi − aPi l
2
Pi
h(τi/lPi) + aEl

2
Eh(τi/lE), i = 1, 2. (7)

Here, xi, yi, ẏi, aPi , and aE depend on t; τi = Ti− t. Function h is described
by the relation h(α) = e−α + α − 1. Emphasize that the values τ1 and τ2
are connected to each other by the relation τ1 − τ2 = const = T1 − T2. It is
very important that xi(Ti) = yi(Ti). Let X(t, z) be a two-dimensional vector
composed of the variables x1, x2 defined by formulae (5), (7).

The dynamics in the new coordinates x1, x2 is the following [9]:

ẋ1 = −lP1h(τ1/lP1)u1 + lEh(τ1/lE)v, |u1| ≤ μ1, |u2| ≤ μ2,

ẋ2 = −lP2h(τ2/lP2)u2 + lEh(τ2/lE)v, |v| ≤ ν.
(8)

The payoff function is ϕ
(
x1(T1), x2(T2)

)
= min{|x1(T1)|, |x2(T2)|}.

The first player governs the controls u1, u2 and minimizes the payoff ϕ;
the second one has the control v and maximizes ϕ.

Note that the control u1 (u2) affects only the horizontal (vertical) compo-
nent ẋ1 (ẋ2) of the velocity vector ẋ = (ẋ1, ẋ2)

T. When T1 = T2, the second
summand in dynamics (8) is the same for ẋ1 and ẋ2. Thus, the component
of the velocity vector ẋ depending on the second player control is directed at
any instant t along the bisectrix of the first and third quadrants of the plane
x1, x2. When v = +ν, the angle between the axis x1 and the velocity vector
of the second player is 45◦; when v = −ν, the angle is 225◦. This property
simplifies the dynamics in comparison with the case T1 
= T2.

Let x = (x1, x2)
T and V (t, x) be the value of the value function of game (8)

at the position (t, x). From general results of the differential game theory,
it follows that V(t, z) = V

(
t,X(t, z)

)
. This relation allows one to compute

the value function of the original game (1)–(4) using the value function for
game (8).
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Fig. 2 Variants of the solvability set evolution in an individual game

For any c ≥ 0, a level set (a Lebesgue set) Wc =
{
(t, x) : V (t, x) ≤ c

}
of

the value function in game (8) can be treated as the solvability set for the
considered game with the result not greater than c, that is, for a differential
game with dynamics (8) and the terminal set

Mc =
{
(t, x) : t = T1, |x1| ≤ c

}⋃{
(t, x) : t = T2, |x2| ≤ c

}
.

When c = 0, one has the situation of the exact capture. The exact capture
means equality to zero, at least, one of x1(T1) and x2(T2). Let Wc(t) = {x :
(t, x) ∈ Wc} be the time section (t-section) of the set Wc at the instant t.
Similarly, let Mc(t) for t = T1 and t = T2 be the t-section of the set Mc at
the instant t.

Comparing dynamics capabilities of each of pursuers P1 and P2 and the
evader E, one can introduce the parameters [9, 14] ηi = μi/ν, εi = lE/lPi ,
i = 1, 2. They define the shape of the solvability sets in the individual games
P1–E and P2–E. Namely, depending on values of ηi and ηiεi (which are
not equal to 1 simultaneously), there are 4 cases [14] of the solvability set
evolution (see Fig. 2):

• expansion in the backward time (a strong pursuer);
• contraction in the backward time (a weak pursuer);
• expansion until some backward time instant and further contraction;
• contraction until some backward time instant and further expansion (if

the solvability set still has not broken).

Respectively, given combinations of pursuers’ capabilities in individual games
and durations T1, T2 (equal/different), there are significant number of vari-
ants for the problem with two pursuers and one evader.

The ideology of solving the game used by us is the following. Choose the
parameters ηi, εi, and, also, the instants Ti, i = 1, 2; then, using some fine
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grid for values of c, we compute the level sets Wc of the value function. After
that, we can build optimal or quasioptimal strategies of the first and second
players.

Nowadays, different workgroups suggested many algorithms for numeric
solution of differential games of quite general type (see, for example, [2, 3, 5,
10, 15]). Problem (8) has the second order on the state variable and can be
rewritten as

ẋ = D1(t)u1 +D2(t)u2 + E(t)v, |u1| ≤ μ1, |u2| ≤ μ2, |v| ≤ ν. (9)

Here, x = (x1, x2)
T; vectors D1(t), D2(t), and E(t) look like

D1(t) =
(−lP1h((T1 − t)/lP1)

T, 0
)
, D2(t) =

(
0, −lP2h((T2 − t)/lP2)

)T
,

E(t) = (lEh((T1 − t)/lE), lEh((T2 − t)/lE)
)T

.

The control of the first player has two independent components u1 and u2.
The vector D1(t) (D2(t)) is directed along the horizontal (vertical) axis. The
second player’s control v is scalar. When T1 = T2, the angle between the axis
x1 and the vector E(t) equals 45◦; when T1 
= T2, the angle changes in time.

Due to peculiarity of our problem, we use special methods for constructing
level sets of the value function.

3 Maximal Stable Bridge: Control with Discrimination

A level set Wc of the value function V is a maximal stable bridge (MSB)
breaking on the terminal set Mc [7, 8].

Let T1 = T2. Denote Tf = T1. Using the concept of MSB from [7, 8], we
can say that Wc is the set maximal by inclusion in the space t ≤ Tf , x such
that Wc(Tf ) = Mc(Tf ) and the stability property holds: for any position
(t∗, x∗) ∈ Wc(t∗), t∗ < Tf , any instant t∗ > t∗, t∗ ≤ Tf , any constant
control v of the second player, which obeys the constraint |v| ≤ ν, there
is a measurable control t → (

u1(t), u2(t)
)
of the first player, t ∈ [t∗, t∗),

|u1(t)| ≤ μ1, |u2(t)| ≤ μ2, guiding system (8) from the state x∗ to the set
Wc(t

∗) at the instant t∗.
The stability property assumes a discrimination of the second player by

the first one: the choice of the first player’s control in the interval [t∗, t∗) is
made after the second player announces his control in this interval.

It is known (see [7, 8]) that any MSB is close. The set W ′
c(t) = cl

(
R2 \

Wc(t)
)
(the symbol cl denotes the operation of closure) is the time section

of MSB W ′
c for the second player at the instant t. The bridge terminates

at the instant Tf on the set M ′
c(Tf ) = cl

(
R2 \Mc(Tf )

)
. If the initial po-

sition of system (8) is in W ′
c and if the first player is discriminated by the

second one, then the second player is able to guide the motion to the set
M ′

c(Tf ) at the instant Tf . Thus, ∂Wc = ∂W ′
c. It is proved that for any



Model Formulation of Pursuit Problem 127

initial position (t0, x0) ∈ ∂Wc, the value c is the best guaranteed result for
the first (second) player in the class of feedback controls.

Due to symmetry of dynamics (8) and the set Wc(Tf ) with respect to the
origin, one gets that for any t ≤ Tf the time section Wc(t) is symmetric also.

If T1 
= T2, then there is no any appreciable complication in constructing
MSBs for the problem considered in this paper in comparison with the case
T1 = T2. Indeed, let T1 > T2. Then in the interval (T2, T1] in (8), we take into
account only the dynamics of the variable x1 when building the bridge Wc

backwardly from the instant T1. With that, the terminal set at the instant T1

is taken as Mc(T1) = {(x1, x2) : |x1| ≤ c}. When the constructions are made
up to the instant T2, we add the set Mc(T2), that is, we take

Wc(T2) = Wc(T2 + 0)
⋃{

(x1, x2) : |x2| ≤ c
}
,

and further constructions are made on the basis of this set.
So, our tool for finding a level set of the value function in game (8) corre-

sponding to a number c is the backward procedure for constructing a MSB
with the terminal set Mc. Presence of an idealized element (the discrimi-
nation of the opponent) allowed us to create effective numeric methods for
backward construction of MSBs.

The solvability set with the index equal to c in the individual game P1–E
(P2–E) is MSB built in the coordinates t, x1 (t, x2) and terminating at the
instant T1 (T2) on the set |x1| ≤ c (|x2| ≤ c). Its t-section, if it is non-empty,
is a segment in the axis x1 (x2) symmetric with respect to the origin. In the
plane x1, x2, this segment corresponds to a vertical (horizontal) strip of the
same width near the axis x2 (x1). It is evident that when t ≤ T1 (t ≤ T2),
such a strip is contained in the section Wc(t) of MSB Wc of game (8) with
the terminal set Mc.

4 Results of Numeric Constructions of Maximal Stable
Bridges

Case of Strong Pursuers. In the case of two strong pursuers, the t-sections
of MSBs in individual games P1–E and P2–E grow with increasing of the
backward time. This gives that for any c ≥ 0 and any t ≤ t̄ = min{T1, T2}
the set Wc(t) includes a cross near the axes x1, x2, which expands with
decreasing t.

Let us give results of constructing t-sections Wc(t) for the following values
of the game parameters: μ1 = 2, μ2 = 3, ν = 1, lP1 = 1/2, lP2 = 1/0.857,
lE = 1.

Equal terminal instants. Let T1 = T2 = 6. Fig. 3 shows results of constructing
the set W0 (that is, with c = 0). In the figure, one can see several time
sections W0(t) of this set. The bridge has a quite simple structure. At the
initial instant τ = 0 of the backward time (when t = 6), its section coincides
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with the target set, which is the union of two coordinate axes. Further, at the
instants t = 4, 2, 0, the cross thickens, and two triangles are added to it. The
widths of the vertical and horizontal parts of the cross correspond to sizes
of MSBs in the individual games with the first and second pursuers. These
triangles are located in the II and IV quadrants (where the signs of x1 and
x2 are different, in other words, when the evader is between the pursuers).
They give the zone where the exact capture is possible only under collective
actions of both pursuers.

Time sections Wc(t) of other bridges Wc, c > 0, have a shape similar
to W0(t).

Different terminal instants. Let T1 = 7, T2 = 5. Results of constructing the
set W0 are given in Fig. 4. When t < 5, time sections W0(t) grow both
horizontally and vertically; two additional triangles appear, but in this case
they are curvilinear. In Fig. 5, the set W0 is shown in the three-dimensional
space t, x1, x2.

The given results are typical for the case of strong pursuers. When T1 = T2,
the sets Wc(t) can be described analytically. This was done in paper [9]. Also,
there the case T1 
= T2 was studied. But for it, only an upper approximation
of the sets Wc(t) was obtained.

Case of Weak Pursuers. Since in the case of weak pursuers the t-sections
of MSBs in individual games P1–E and P2–E contract with growth of the
backward time and become empty at some instant, the setWc(t) for any c ≥ 0
with decreasing of t loses infinite sizes along axes x1 and x2.

Fig. 3 Two strong pursuers, equal ter-
minal instants: time sections of the max-
imal stable bridge W0

Fig. 4 Two strong pursuers, different
terminal instants: time sections of the
maximal stable bridge W0
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Fig. 5 Strong pursuers, different terminal instants: 3D-view of the set W0

The most surprising fact discovered during the numeric study was that
the connected set Wc(t) with decreasing of t loses connectedness and disjoins
into two separate parts.

Take the parameters μ1 = 0.9, μ2 = 0.8, ν = 1, lP1 = lP2 = 1/0.7,
lE = 1. Let us show results for the case of different terminal instants only:
T1 = 9, T2 = 7. Since in this variant the evader is more maneuverable than
the pursuers, the first player cannot guarantee the exact capture.

The set Wc in the space t, x1, x2 for c = 2.0 is shown in Fig. 6. During
evolution of the sections W2.0(t) in t, they change their structure at some
instants. These places are marked by drops in the constructed surface of the
set.

One Strong and One Weak Pursuers. Let us take the following parame-
ters: μ1 = 2, μ2 = 1, ν = 1, lP1 = 1/2, lP2 = 1/0.3, lE = 1. Now the evader
is more maneuverable than the second pursuer, and an exact capture by this
pursuer is unavailable. Assume T1 = 5, T2 = 7.

In Fig. 7, a three-dimensional view of MSB W5.0 is shown. The part along
the axis x1 of its time section W5.0(t) contracts with decreasing of τ , and
breaks further. The part along the axis x2 grows. After breaking the indi-
vidual MSB P2–E (and respective collapse of the part of the cross along the
axis x1), there is a strip along the axis x2 only with two additional parts
determined by the joint actions of both pursuers.

Varying Advantage of Pursuers. Consider a variant when both pursu-
ers P1 and P2 are equal, with that at the beginning of the backward time,
the bridges in the individual games contract and further expand. Choose the
game parameters in such a way that for some c the section Wc(t) of MSB Wc



130 S.S. Kumkov, S. Le Ménec, and V.S. Patsko

Fig. 6 Two weak pursuers, different terminal instants: 3D-view of the set W2.0

Fig. 7 One strong and one weak pursuers, different termination instants: 3D-view
of the set W5.0

with decreasing of t disjoins into two parts, which join back with further
decreasing of t.

Parameters of the game are μ1 = μ2 = 1.5, ν = 1, lP1 = lP2 = 1/0.25,
lE = 1. Termination instants are equal: T1 = T2 = 15.

A three-dimensional view of MSB W1.315 is shown in Fig. 8.
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Fig. 8 Varying advantage of the pursuers, equal termination instants: 3D-view of
the maximal stable bridge W1.315

5 Control on the Basis of Switching Lines

A control based on the switching lines assumes separation of the state space
x1, x2 to some cells at instants from some grid in time. In each cell, every
scalar control keeps some extreme value. The time grid should contain intants,
when a player chooses its control in a discrete scheme. Under a discrete control
scheme [7,8] with the step Δ, a control chosen at the instant ts is kept until
the instant ts+1 = ts+Δ. At the position

(
ts+1, x(ts+1)

)
, a new control value

is chosen, etc.

1) In the game under consideration, the first player has two scalar controls u1,
u2, which are bounded by the inequalities |u1| ≤ μ1, |u2| ≤ μ2. The com-
ponent of the velocity of system (9), which is affected by the control u1,
is connected to the vector D1(t) and is horizontal in our case. The compo-
nent corresponding to the control u2 is connected to the vector D2(t) and is
directed vertically.

To separate the plane x1, x2 into parts, in which the control u1 takes one
of the extreme values u1 = +μ1 or u1 = −μ1, we study the change of the
value function at the instant t in lines parallel to the vector D1(t), that is, in
horizontal lines.

In the problem that we investigate, the following property is true (except
situations of varying advantage of the pursuers) for each horizontal line. The
restriction of the value function V (t, ·) to a horizontal line is a function having
only one interval of local minimum, which is either a point, or a segment, or
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the entire line. With that, the restriction grows when the argument goes from
the interval of minimum.

Considering an arbitrary horizontal line, we can gather the points of mini-
mum of the restriction of the value function to this line. We take an arbitrary
point from such an interval of minimum as a point for the switching line of
the control u1. Taking points from all horizontal lines in such a way, we ob-
tain a switching line Π1(t) separating the plane x1, x2 into two parts. In the
part, where the vector D1(t) is directed from the switching line, we define the
control u∗

1 equal to −μ1, and in the another part, it is equal to +μ1. During
numeric constructions, the switching line Π1(t) is built on the basis of some
number (quite great, but finite) of time sections Wcj (t) of the level sets of
the value function for some collection {cj} of values of the parameter c.

In the same way using corresponding objects, the switching line Π2(t) can
be built for the control u2.

The control of the first player based on the switching linesΠ1(t) andΠ2(t),
we call quasioptimal because we assume that in the switching lines, the con-
trol u1 (u2) is taken arbitrary from the interval [−μ1,+μ1] ([−μ2,+μ2]). For
the cases of “strong” and “weak” pursuers, it can be proved that such a choice
is optimal indeed. But for the case of varying advantage of the pursuers, it
is possible that for some small neighborhood of the switching lines we need
some additional information about the value function. The authors have not
studied this question yet.

Fig. 9 The case of varying advantage of the pursuers. The typical picture of the
switching lines for the first player; the dark green line is for the control u1, the light
green one is for the control u2.
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Fig. 10 The case of varying advantage of the pursuers. The typical picture of the
switching lines for the second player for the same instant t = 12.5 as in Fig. 9.

Fig. 9 shows the typical picture of the time sections Wc(t) of the level sets
and switching lines Π1(t) and Π2(t) for the case of varying advantage of the
pursuers.

Emphasize once more that the switching lines depend on time t, and the
choice of the control is defined by the current state position of the system
with respect to the corresponding switching line. The vectors D1(t) and D2(t)
are used. Drawing a ray from the point x(t) with the directing vector Di(t),
one can decide whether it crosses the switching line Πi(t). If it does not, then
u∗
i

(
t, x(t)

)
= −μi, if it crosses, then u∗

i

(
t, x(t)

)
= +μi.

Thus, to organize computations of the discrete control scheme of the first
player, we should keep in memory of the computer a collection of the switch-
ing lines in some time grid.

2) The direction of the action of the second player’s scalar control v is defined
by the vector E(t). Its direction is constant in the case T1 = T2 and changes
in time if T1 
= T2. When constructing the switching lines for the second
player, we analyze points of local maxima and minima of restrictions of the
value function to lines parallel to the vector E(t). For each of these lines,
the collection of all points of minima and maxima can consists, generally
speaking, of several intervals. Nevertheless, their number is small. This allows
us to take corresponding points from them and to constitute some lines, which
separate the plane x1, x2 into parts, in which the control v keeps one of its
extreme values −ν or +ν.

To construct v∗
(
t, x(t)

)
, we use the vector E(t). Compute how many times

(even or odd) a ray with the beginning at the point x(t) and the directing
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vector E(t) crosses the second player switching lines. If the number of crosses
is even (absence of crosses means that the number equals zero and is even),
then we take v∗

(
t, x(t)

)
= +ν; otherwise, v∗

(
t, x(t)

)
= −ν.

The typical picture of the switching lines of the second player is given
in Fig. 10 for the case of varying advantage of the pursuers. Here, one can
see 6 domains of constancy of the second player’s control v. Direction of
its action are shown by arrows. In the lines, which are composed of points
of local maxima of the value function, the control can be taken arbitrary
from the interval [−ν,+ν]. But in the lines consisting of the point of local
minima, from the theoretic point of view, only extreme values −ν and +ν
are allowed, which push the system from the switching line. Due to errors of
numeric construction of the swiching lines, this way of control can lead to a
motion in a sliding regime along the switching line (that changes in time).
Such a motion can be unoptimal from the point of view of the second player.
Assuming this situation to be almost impossible, we regard the suggested
method of the second player’s control as a quasioptimal one.

6 Optimal Motion Simulation Results

Let the pursuers P1, P2, and the evader E move in the plane. This plane is
called the original geometric space. At the initial instant t0, velocities of all
objects are parallel to the horizontal axis and sufficiently larger than the pos-
sible changes of the lateral velocity components. The components of object
velocities, which are parallel to the horizontal axis, are constant. Magnitudes
of these components are such that the rendezvous of the objects P1 and E
happens at the instant T1, and the objects P2 and E encounter at the in-
stant T2. The dynamics of lateral motion is described by relations (1), (2);
the resultant miss is given by formula (4).

The initial lateral velocities and accelerations are assumed to be zero:

ż0P1
= ż0P2

= ż0E = 0, a0P1
= a0P2

= a0E = 0.

Fig. 11 Optimal trajectories in the case of varying advantage of the pursuers; large
initial deviations
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Fig. 12 Optimal trajectories in the case of varying advantage of the pursuers;
small initial deviations

The simulation is made for the following parametes of the game:

μ1 = μ2 = 1.1, ν = 1, lP1 = lP2 = 1/0.6, lE = 1, T1 = T2 = 20.

The parameters are such that the pursuers can achieve a higher acceleration
than the evader, but they are more inertial, that is, the achievement of the
extreme acceleration lasts longer than the evader’s one. We have

ηi = μi/ν = 1.1 > 1, ηiεi = ηi · lE
lPi

= 1.1 · 0.6 = 0.66 < 1, i = 1, 2.

So, we consider the case of varying advantage of the pursuers. In this situaton,
the exact capture is not guaranteed.

In Figs. 11 and 12, the horizontal axis is denoted by the symbol d. The
coordinate d shows the longitudinal position of the objects. Controls of the
objects affect the vertical (lateral) coordinate.

Fig. 11 shows the optimal trajectories of the objects for the following initial
positions at the instant t0 = 0:

z0P1
= −130, z0P2

= 100, z0E = 0.

The initial deviations are so large that the second pursuer (the upper one)
is unable reach the evader, even applying its extremal control. But the first
pursuer (the lower one) has a quite small miss, which, nevertheless, is still
non-zero.

In Fig. 12, the optimal trajectories are given for the initial positions

z0P1
= −20, z0P2

= 10, z0E = 0.

Now, both pursuers have small terminal misses, but they are non-zero due
to the advantage of the evader at the final stage of the pursuit. Note that
the evader is just in the middle between the pursuers at the instant T1 = T2:
such a position provides the maximal possible payoff value for him.
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7 Conclusion

For a model zero-sum differential game with two pursuing ond one evading
objects, a numeric solution is obtained: the level sets of the value function,
quasioptimal strategies on the basis of switching lines, simulation of motions
using the suggested strategies. A complete investigation of the problem can be
made because the original formulation allows an equivalent presentation with
two-dimensional state vector in the plane of coordinates of one-dimensional
forecasted misses (zero-effort miss coordinates). Similar problems are much
harder if the miss between each pursuer and the evader are computed in a
two-dimensional geometric space.
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Nonlinear Output-Feedback H∞ Control
for Spacecraft Attitude Control

Alon Capua, Nadav Berman�, Amir Shapiro, and Daniel Choukroun

Abstract. In this paper, a novel computational scheme is proposed in order to solve
the output-feedback H∞ control problem for a class of nonlinear systems with poly-
nomial vector field. By converting the resulting Hamilton-Jacobi inequalities from
rational forms to their equivalent polynomial forms, we overcome the non-convex
nature and numerical difficulty. Using quadratic Lyapunov functions, both the state-
feedback and output-feedback problems are reformulated as semi-definite optimiza-
tion conditions, while locally tractable solutions can be obtained through sum of
squares (SOS) programming. A numerical example shows that the proposed com-
putational scheme results in a better disturbance attenuation closed-loop system, as
compared to standard methods, by using classical quadratic Lyapunov functions.
The novel methodology is applied in order to develop a robust spacecraft attitude
regulator.

1 Introduction

In the past decade, there has been substantial interest in H∞ control of nonlinear
systems [23, 8]. Interpreting nonlinear H∞ control in terms of dissipativity and
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differential game [2, 24] where the solution has been related to an appropriate
Hamilton-Jacobi inequality. For hyperbolic nonlinear systems whose linearized
plant is stabilizable, the solution of the Hamilton-Jacobi inequality was character-
ized by an invariant manifold of Hamiltonian vector fields using differential geo-
metric theory [23, 24].

In linear systems, it is well known that the Hamilton-Jacobi partial differential
inequality reduces to the Riccati inequality, which can be solved easily by efficient
numerical algorithms. However, in the nonlinear case, there is no systematic numer-
ical algorithm currently available for the solution of this partial differential inequal-
ity. Therefore, the key difficulty of nonlinear H∞ control theory is the solvability of
the Hamilton-Jacobi inequality. To this end, various approaches have been proposed
to solve the Hamilton-Jacobi inequality numerically. One of the suggested methods
is a Taylor series expansion of the storage function [10, 29], in an iterative fashion,
provided that the linearized model of the nonlinear system has a solution. However,
a numerically efficient solution remains an unsolved issue [1].

Isidori [8] showed, that the solution to the output-feedback control problem is
determined by a pair of coupled Hamilton-Jacobi inequalities. Parallel to linear H∞
control theory, a separation principle was also established under a detectability hy-
pothesis [9]. Obviously, there are major advantages of the output-feedback problem
for continuous-time nonlinear systems over linear systems [1], despite the fact that
the output-feedback problem for nonlinear systems has not been studied as widely
as for linear systems. Although there are studies of the static output-feedback for
nonlinear systems, the dynamic output-feedback for nonlinear systems was studied
much less; one of the reasons is the non-complex structure rather than the dynamic
output-feedback case. In addition, it preserves the controllers structure, based on
the physical intuition from the actual system. Yet, the dynamic output-feedback re-
sults in high order controllers [8] which are more accurate. The dynamic output-
feedback problem has been investigated while parameterized as a nonlinear frac-
tional transformation on locally contractive and stable nonlinear operators [12]. A
solution based on allowing nonhyperbolic equilibria for the Hamiltonian systems
associated with the two Hamilton-Jacobi-Isaacs equations: the state-feedback and,
respectively, output-injection design problems are presented in [8, 25]. However, the
solutions from these approaches do not have a closed form and therefore may not
converge to an analytic solution, due to their non-convex nature.

A recent computational relaxation based on the sum of squares (SOS) decom-
position for multivariable polynomials and semidefinite programming [16, 4] pro-
vides potentially effective ways for the analysis and synthesis of nonlinear systems.
In nonlinear system design, the verification of the non-negativity of the Lyapunov
conditions is a complex task. However, the new computationally tractable analysis
methodology provides a new way of searching for SOS decomposition to relax the
original problem. This crucial property of the SOS based methodology finds appli-
cations successfully in several nonlinear control problems. For example, the stabil-
ity analysis and synthesis problem have been studied in [19, 3, 18, 27] for nonlinear
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systems. In [31] local stability analysis was considered, and the region of attrac-
tion inner-bound enlargement problem was presented for polynomial systems with
uncertain dynamics. A semidefinite programming approach based on state depen-
dent inequalities is proposed in [17] to obtain global stability and performance ob-
jective by using quadratic Lyapunov functions.

As a result, a convex parametrization of the nonlinear H∞ control problem was
derived in [13] based on a pair of positive definite matrix functions. Prempain [21]
formulated the L2-gain analysis problem for polynomial nonlinear systems as a
convex state-dependent LMI, which can be recasted as a SOS optimization problem.
This approach was shown promising to overcome the numerical difficulty in solving
the Hamilton-Jacobi inequality and provides an analytic solution at the same time.
Wei et al. [32] proposed an iterative method based on SOS programming [18], [7]
to solve a special case of the state-feedback H∞ control problem. As a powerful and
promising technique, SOS programming has also been applied to solve nonlinear
analysis [15], [28] and stabilization [17], [20] problems. The main advantages of
SOS decomposition are the resulting computational tractability and the algorithmic
characteristics of the solution procedure [16]. This could help to provide coherent
methodology of synthesizing Lyapunov functions for nonlinear systems. In addi-
tion, the importance of SOS technique also lies in its ability to provide tractable
relaxations for many difficult optimization problems, such as the nonlinear output-
feedback H∞ controller.

Motivated by all of these developments, we propose a computational scheme for
solving the nonlinear dynamic output-feedback design problems for a class of affine
nonlinear systems. Moreover, the resulting output feedback controller will be con-
structed to achieve closed-loop stability as well as L2-gain performance. Specifi-
cally, we use polynomial type Lyapunov functions to convert the original Hamilton-
Jacobi inequalities into linear matrix inequalities for polynomial nonlinear systems.
As a result, the numerical difficulty in solving the nonlinear H∞ output-feedback
problem is overcome, and the output-feedback controllers and Lyapunov functions
are constructed in an efficient computational manner.

Spacecraft attitude control is a critical function in any space mission. The devel-
opment of nonlinear spacecraft attitude control algorithms has been following many
paths over the last four decades, from Lyapunov-based regulator [14], nonlinear
adaptive control [22], dynamic inversion [5], optimization [26], model predictive
control [11], to sliding mode control, State-Dependent-Riccati-Equation (SDRE)
control [6], and H∞ control [30]. Applying the proposed novel methodology, a robust
attitude controller will be developed in the final manuscript under the assumptions of
rigid body dynamics, three-axis control authority, and full state information. Using
the quaternion of rotation and the angular velocity vector as state variables yields a
polynomial structure of the dynamical model, enabling the novel H∞ control design.
Particular attention will be given to the quaternion properties, i.e., non-uniqueness
with regard to attitude and norm unity.
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2 Sum of Squares

A basic problem that appears in many areas of mathematics is that of checking
global non-negativity of a function of several variables. In particular, the problem is
to establish equivalent conditions or a procedure for checking the validity of:

F(x1, . . . ,xn)≥ 0, ∀x1, . . . ,xn ∈ R (1)

A polynomial F(x) ∈ R[x] is said to be nonnegative or positive semidefinite (PSD)
if F(x) ≥ 0 ∀ x ∈ Rn. Clearly, a necessary condition for a polynomial to be PSD is
that its total degree be even. We say that F(x) is sum of squares (SOS), if there exist
polynomials f1(x), . . . fm(x) such that:

F(x) =
m

∑
i=1

f 2
i (x) (2)

It is clear that F(x) being SOS implies that F(x) is PSD. We define a function
q : Rn →R as a monomial if:

q(x) = caxa, x ∈Rn,ca ∈R,a ∈ Nn (3)

such that q(x) = ca
(
xa1

1 xa2
2 · · ·xan

n

)
. Defining a function p = ∑r

i=1 qi(x) to be poly-
nomial if it is a sum of monomials q1,q2, . . . ,qr :Rn → R with finite degree. The
largest degree of the monomials q1,q2, . . . ,qr is defined to be the degree of p. A set
of polynomials p : Rn →R is denoted by P , where the polynomial with the largest
degree defines the degree of the family P . We define x{d} ∈ Rσ(n,d) with x ∈ Rn

as a vector of monomials for the polynomials in P of degree d, as a basis of P ,
where σ(n,d) is defined as, σ(n,d) = (n+d−1)!

(n−1)!d! in n scalar variables. The basic idea
of the method is the following: express the given polynomial as a quadratic form
in some new variables x{d}. These new variables are the original x ones, plus all
the monomials of degree less than or equal to d

2 , given by the different products of
the x variables, where d is the degree of the polynomial. Therefore, F(x) can be
represented as:

F(x) = x{d}T
Qx{d} (4)

where Q is a constant matrix called the Gramian matrix, not necessarily unique.
The following representation is also called the square matrix representation (SMR).
If in the representation above Q is positive semidefinite, then F(x) is also positive
semidefinite. Notice that in the case of quadratic forms, for instance, the two con-
ditions (nonegativity and sum of squares) are equivalent. The problem of checking
if a given polynomial may be written as a sum of squares can be solved via con-
vex optimization, in particular semidefinite programming. SOSTOOLS a free, third
party MATLAB toolbox provides a way of finding sum of squares, over an affine
family of polynomials. For instance, it can be used in the computation of Lyapunov
functions for proving stability of nonlinear systems.
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3 The Nonlinear H∞ Problem

Considering the following system where the plant is represented by an affine causal
state space system defined on a smooth n-dimensional manifold X ⊆ Rn in local
coordinates x = (x1, . . . ,xn):

Σ :
ẋ = f (x)+ g1(x)w+ g2(x)u
y = x
z = h1(x)+ k12(x)u, z ∈Rs

(5)

with two sets of inputs u and w and two sets of outputs y and z. Where x ∈ X is
the state vector, u ∈U ⊆ Rp is the p-dimensional control input, which belongs to
the set of admissible controls U , w ∈ W is the disturbance signal, which belongs
to the set W ⊂L2([t0,∞),Rr) of admissible disturbances. The output y ∈ Rn is the
states vector of the system which is measured directly, and z ∈ Rs is the output to
be controlled. The functions f : X → C∞(X ), g1 : X → M n×r(X ), g2 : X →
M n×p(X ), h1 : X → Rs, and k12 : X → M s×p(X ) are assumed to be real C∞-
functions of x. The H∞ control problem, is described as finding a controller K(x)
which produces a control input such that in the closed-loop configuration satisfies,∫ ∞

0
||z(t)||2dt ≤ γ2

[
||x0||2 +

∫ ∞

0
||w(t)||2dt

]
, ∀w ∈L2 (6)

then we can say that the closed loop system has an L2-gain≤ γ. Furthermore, the
closed-loop system should be stable.

A state-space system Σ is said to be dissipative with respect to the supply rate s
if there exists a function S : X → R+, called the storage function, such that for all
x0 ∈X , all t1 ≥ t0, and all disturbances w ∈L2.

S(x(t1))≤ S(x(t0))+
∫ t1

t0
s(w(t),z(t))dt (7)

The latter inequality is called the dissipation inequality. It expresses the fact that the
”stored energy” S(x(t1)) of Σ at any future time t1 is, at most, equal to the sum of the
stored energy S(x(t0)) at the present time t0 and the total externally supplied energy
is,
∫ t1

t0
s(w(t),z(t))dt, during the time interval [t0, t1]. Hence, there can be no internal

”creation of energy”, only internal dissipation of energy is possible.
By choosing a supply rate:

s(w,z) =
1
2

γ2 ‖w‖2− 1
2
‖z‖2 , γ ≥ 0 (8)

Σ is dissipative with respect to this supply rate if and only if there exists S≥ 0 such
that for all t1 ≥ t0, x(t0) and u valid the following:

1
2

∫ t1

t0

(
γ2 ‖w‖2−‖z‖2

)
dt ≥ S(x(t1))− S(x(t0)) (9)
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It follows that the system Σ has L2-gain ≥ γ if it is dissipative with respect to the

supply rate s(w,z) = 1
2

(
γ2 ‖w‖2−‖z‖2

)
.

We will consider a storage functions S as C1 functions. By letting t1 → t0 we see
that (7) is equivalent to:

Sxẋ ≤ s(w,z(x,u)), ∀x,u (10)

with Sx(x) denoting the vector of the partial derivatives Sx(x) =
(

∂S
∂x1

(x), ..., ∂S
∂xn

(x)
)

.

Furthermore, one can establish a direct link between dissipativity and Lyapunov
stability. Assume now that x∗ ∈ X is a strict local minimum of S. Then x∗, is a
stable equilibrium of the unforced system ẋ = f (x), i.e. w = 0, u= 0, with Lyapunov
function V (x) = S(x)− S(x∗) ≥ 0, for x around x∗ [24]. According to (10) we can
write for the above system as the following dissipation inequality:

Vx ( f (x)+ g1(x)w+ g2(x)u)− 1
2

γ2 ‖w‖2 +
1
2
‖z(x,u)‖2 ≤ 0 (11)

maximizing with respect to w results in w∗ = 1
γ2 gT

1 V T
x while minimizing with re-

spect to u results in u∗ = −gT
2 V T

x . Substituting these into the above inequality and
assuming that h1(x)T k12(x) = 0, yields the Hamilton Jacobi inequality (HJI):

HJI : Vx f (x)+
Vx

2

(
1
γ2 g1(x)g1(x)

T − g2(x)k12(x)
T k12(x)g2(x)

T
)

V T
x

+
1
2

h1(x)
T h1(x)≤ 0

(12)

which needs to be satisfied for all x ∈ X . Thus, if exists a V ≥ 0 which satisfies
the latter inequality, then it is said that Σ has an L2-gain ≤ γ . Therefore, sufficient
condition for a system to have L2-gain is the existence of a controller u(x) = K(x)
which renders a dissipative closed loop system. By taking t0 = 0 and assuming that
V (x(0))≤ γ2 ‖x(0)‖2 then the dissiptivity implies that L2-gain ≤ γ .

3.1 Sum of Square Based Nonlinear H∞ State-Feedback

Consider the following input-affine nonlinear time invariant system which is in a
state dependent linear-like representation:

ẋ = A(x)x{d}+B1(x)w+B2(x)u

z =C1(x)x
{d}+D12(x)u

y = x

(13)

where x{d} is an N× 1 vector of monomials in x satisfying the following
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Assumption 1. x{d} = 0 iff x = 0

Remark 1. It should be noted that, given f (x),h1(x)∈Pn, the representation f (x) =
A(x)x{d} and h1(x) =C1(x)x{d} is highly non-unique. Notice that for any E(x) with
E(x)x{d} = 0, A(x)+E(x) can also be used as a representation for f (x). A special
case of the representation corresponds to x{d} = x, while x{d} can be selected to
contain all the monomials in f (x), i.e. A(x) becomes a constant matrix.

Let M(x) be a N× n polynomial matrix whose (i, j)th entry are given by

Mi j =
∂x{d}

i

∂x j
, i = 1, . . . ,N, j = 1, . . . ,n (14)

Assumption 2. CT
1 (x)D12(x) = 0 and R2(x) = DT

12(x)D12(x)> 0

Theorem 1. Consider system (13), if exists X = XT > 0 and Y (x) such that the
following linear matrix inequality is satisfied while minimizing γ⎡⎢⎢⎢⎢⎣

Y T (x)BT
2 (x)M

T +M(x)B2(x)Y (x)
+XAT (x)MT +M(x)A(x)X M(x)B1(x) Y T (x) XCT

1 (x)
∗ −γ2I 0 0
∗ ∗ −R2(x) 0
∗ ∗ ∗ −I

⎤⎥⎥⎥⎥⎦≤ 0, (15)

then the control law u = K(x)x{d} stabilizes the system and achieves the H∞ perfor-
mance ‖z(x)‖2 ≤ γ ‖w(x)‖2 with

K(x) = Y (x)X−1 (16)

where ∗ indicates symmetric entries in a symmetric matrix.

Proof. Considering the closed-loop system of (13), a storage function V (x) =
x{d}T (x)Px{d} and controller matrix (16), then, according to the dissipation inequal-
ity (7) we obtain,

AT (x)MT P+P(x)M(x)A(x)+PYT (x)BT
2 (x)M

T P+P(x)M(x)B2(x)Y (x)P

+
1
γ2 PM(x)B1(x)B

T
1 (x)M

T P+CT
1 (x)C1(x)+PYT (x)DT

12(x)D12(x)Y (x)P ≤ 0

(17)

multiplying both sides by X = P−1, and applying the schur complement, then with
the zero initial condition, the system is stable and the H∞ performance is achieved
as ‖z(x)‖2 ≤ γ ‖w(x)‖2 with (16). ��
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4 Nonlinear H∞ Output-Feedback

For the output-feedback suboptimal H∞ control problem one wants to construct,
if possible, for a given attenuation level γ̂ ≥ 0 an output-feedback controller. We
begin by synthesizing a dynamic observer-based controller using the output mea-
surements. As before we consider an affine causal state space system defined on a
smooth n-dimensional manifold X ⊆ Rn in local coordinates x = (x1, . . . ,xn):

ẋ = f (x)+ g1(x)w1 + g2(x)u

z = h1(x)+ k12(x)u

y = h2(x)+ k21(x)w2

(18)

the output y ∈ Y ⊂ Rm is the measured output of the system, h2 : X → Rm and
k21 : X →M m×r(X ) are assumed to be real C∞-functions of x. The estimator and
control law are modeled as

ξ̇ = f (ξ )+ g1(ξ )w1 + g2(ξ )u+G(ξ )[y− h2(ξ )− k21(ξ )w2]

u = α2(ξ ), α2(0) = 0
(19)

Substituting into the observer the optimal control law u∗ = α2(ξ ), obtained from
the state-feedback problem and the worst disturbance w∗2 = α1(ξ ), obtained as well
from the state-feedback problem . Results in the following matrix formed dynamical
equations[

ẋ
ξ̇

]
︸︷︷︸

Ẋ

=

[
f (x)+ g1(x)α1(x)+ · · ·

G(ξ ) [h2(x)+ k21(x)α1(x)− h2(ξ )− k21(ξ )α1(ξ )]+ · · ·︸ ︷︷ ︸
F(x,ξ )

+g2(x)α2(ξ )
+ f (ξ )+ g1(ξ )α1(ξ )+ g2(ξ )α2(ξ )

]
+

[
g1(x)

G(ξ )k21(x)

]
︸ ︷︷ ︸

g(x,ξ )

(w−α1(x))

(20)

Similar to the case of the state-feedback, dissipativity results in,

Vxẋ+ ‖z‖2− γ2‖w‖2 = HJI+ ‖u−α2(x)‖2
R2(x)

− γ2‖w−α1(x)‖2 (21)

where the latter inequality can be written as,

Vx ( f (x)+ g1(x)w+ g2(x)α2(ξ ))+ ‖z‖2− γ2 ‖w‖2 ≤ ‖v‖2
R2(x)

− γ2 ‖r‖2 (22)

where, v = u−α2(x), R2(x) = kT
12(x)k12(x) and r(x) = w−α1(x). Implementing the

above supply rate such that the L2-gain will be sustained for the nonnegative C1

storage function W (X) yields,

WX [F(X)+ g(X)r]≤ γ̂2 ‖r‖2−‖v‖2
R2(x)

. (23)



The Output-Feedback H∞ Control Problem 147

While, substituting the essential supremum of r(x) into the (23) results in the Hamil-
ton Jacobi inequality for the unified system,

WX F(X)+
1

4γ2 WX g(X)gT (X)W T
X + vT (X)R2(x)v(X)≤ 0. (24)

This approach has essentially two disadvantages. The Hamilton Jacobi has twice
as many independent variables as that of the state-feedback Hamilton Jacobi. The
second disadvantage is the fact that the inequality is not convex since G(ξ ) is a
design parameter. An alternative set of sufficient conditions for the solution of the
problem are proposed in order to solve the problem of disturbance attenuation via
measurement-feedback. The solution is based on an additional Hamilton Jacobi in-
equality which has the same number of independent variables as the Hamilton Ja-
cobi inequality for the state-feedback problem. Assuming W (X) = Q(x− ξ ) we
have,

HJIq : Qx[ f̂ (x)−G(x)ĥ(x)]+αT
2 (ξ )R2(x)α2(ξ )

+
1

4γ̂2 Qx[g1(x)−G(x)k21(x)][g1(x)−G(x)k21(x)]
T QT

x ≤ 0
(25)

where, f̂ (x) = f (x)+ g1(x)α1(x), ĥ(x) = h2(x)+ k21(x)α1(x).
By completion to square of the HJIq we obtain,

Qx f0(x)+
1

4γ̂2 Qxg0(x)g
T
0 (x)Q

T
x +T0 ≤ 0 (26)

where,

f0(x) = f̂ (x)− g1(x)k
T
21R−1

1 (x)ĥ(x)

T0(x) = αT
2 (x)R2(x)α2(x)− γ2ĥT (x)R−1

1 (x)ĥ(x)

g0(x) = g1(x)[I− kT
21R−1

1 (x)k21(x)]

R1(x) = kT
21(x)k21(x)

(27)

This is valid if and only if

QxG(x) = [2γ̂2ĥT (x)+Qxg1(x)k
T
21(x)]R

−1
1 (x) (28)

so that,
G(x) =

(
2γ̂2L(x)+ g1(x)k

T
21(x)
)

R−1
1 (x) (29)

if and only if Q satisfies ĥT (x) = QxL(x), for some matrix L(x) of smooth function
of x.
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4.1 Sum of Square Based Nonlinear H∞ Output-Feedback

Consider the following input-affine nonlinear time invariant system which is in the
state dependent linear-like representation:

ẋ = A(x)x{d}+B1(x)w1 +B2(x)u

z =C1(x)x
{d}+D12(x)u

y =C2(x)x
{d}+D21(x)w2

(30)

where the dynamics of the estimator describes as,

ξ̇ = A(ξ )ξ {d}+B1(ξ )w1 +B2(ξ )u+G(ξ )[y−C2(ξ )ξ {d}−D21(ξ )w2] (31)

Assumption 3. The system matrices are such that R1(x) = DT
21(x)D21(x) > 0 and

D21 : X → M m×m(X ), W ⊂ L2([t0,∞),Rm) or D21 : X → M m(X ), W ⊂
L2([t0,∞),R).

Theorem 2. Consider system (30), if exists T = T T > 0 , such that the following
linear matrix inequality is satisfied while minimizing γ̂⎡⎢⎢⎢⎢⎣

AT
0 (x)M

T (x)T +TM(x)A0(x)
−γ2CT

2 (x)R
−1
1 (x)C2(x) PMB2(x) PMB1(x)DT

21(x) T M(x)B̂1(x)
∗ −R2(x) 0 0
∗ ∗ −γ2R1(x) 0
∗ ∗ ∗ −γ̂2I

⎤⎥⎥⎥⎥⎦≤ 0

(32)

then the measurement-feedback nonlinear H∞ control problem for the system is solv-
able with the controller (16), (31) iff G(.) is selected as

G(x) =
(
2γ̂2L(x)+B1(x)D

T
21(x)
)

R−1
1 (x) (33)

for some n×m smooth C2 matrix function L(x) which satisfies the condition

(MT (x)T−1x{d}+ x{d}T T−1M(x))L(x) = ĈT (x) (34)

Where P,γ are obtained from the solution of the state-feedback problem (13), and
A0(x), B̂1(x),ĈT (x) are defined as,

A0(x) = A(x)+
1
γ2 B1(x)B

T
1 (x)M

T P−B1(x)D
T
21(x)R

−1
1 (x)

(
C2(x)+

1
γ2 D21(x)B

T
1 (x)M

T P
)

B̂1(x) = B1(x)[I−DT
21(x)R

−1
1 (x)D21(x)]

Ĉ(x) =
(
C2(x)+

1
γ2 D21(x)B

T
1 (x)P

)
x{d}

(35)
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Proof. Suppose exists a negative definite function S(x) for each nonzero x,

S(x) =Qx[A(x)x
{d}+B1(x)α1(x)−G(x)

(
C2(x)x

{d}+D21(x)w
)
]+αT

2 (x)R2(x)α2(x)

+
1

4γ̂2 Qx[B1(x)−G(x)D21(x)][B1(x)−G(x)D21(x)]
T QT

x ≤ 0

(36)

such that its Hessian matrix ∂ 2S(x)
∂x2 is nonsingular, where Q(x) is a C3 positive-

definite function Q : N1 ⊂X → R+ locally defined in a neighborhood N1 of x = 0,
and vanishing at x = 0. In order for Q to satisfy HJIq (25), i.e. Q(x− ξ ) = W (X),
is to proof that a function K(x,ξ ) is non-positive, for

K(x,ξ ) =WX F(X)+ vT (X)R2(x)v(X)+
1

4γ̂2 WX g(X)gT (X)W T
X

=
[
Wx(X) Wξ (X)

]
F(X)+ heT (X)R2(x)h

e(X)

+
1

4γ̂2

[
Wx(X) Wξ (X)

][g1(x)gT
1 (x) 0

0 G(ξ )R1(x)GT (ξ )

][
W T

x (X)
W T

ξ (X)

]
.

(37)

By setting e = x− ξ and defining

F(e,ξ ) = K(x,ξ )
∣∣∣
x=e+ξ

(38)

then by a second order Taylor expansion we obtain,

F(e,ξ )≈ F(0,ξ )+ eT ∂F(e,ξ )
∂e

∣∣∣
e=0

+ eT ∂ 2F(e,ξ )
∂e2

∣∣∣
e=0

e (39)

It can be shown that,

F(0,ξ ) =
∂F(e,ξ )

∂e

∣∣∣
e=0

=0 (40)

and that
∂ 2F(e,ξ )

∂e2

∣∣∣
e,ξ=0

=
∂ 2S(x)

∂x2

∣∣∣
x=0

. (41)

Since we set S(x) to be non-positive we obtain that

∂ 2S(x)
∂x2

∣∣∣
x=0

< 0 (42)

which results in F(e,ξ ) being non-positive in the neighbourhood of (e,ξ ) = (0,0).
Thus the function Q(x−ξ ) satisfies HJIq (25). By completion of the squares it can
be shown that the function S(x) satisfies the following inequality,
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S(x)≥Qx
[
A(x)x{d}+B1(x)α1(x)−B1(x)D

T
21(x)R

−1
1 (x)

(
C2(x)x

{d}+D21(x)w
)]

+
1

4γ̂2 QxB1(x)
[
I−DT

21(x)R
−1
1 (x)D21(x)

]
BT

1 (x)Q
T
x +αT

2 (x)R2(x)α2(x)

− γ̂2
(

C2(x)x
{d}+D21(x)w

)T
R−1

1 (x)
(

C2(x)x
{d}+D21(x)w

)
(43)

The latter inequality becomes an equality when,

QxG(x) =
[
2γ̂2
(

C2(x)x
{d}+D21(x)w

)T
+QxB1(x)D

T
21(x)
]
R−1

1 (x) (44)

As a result we can conclude that in order for S(x) to be non-positive, it is suffices
to assume that the right hand side of inequality (43), which does not contain G(x),
is negative for each nonzero x. The right hand side of (43) can be written as,

QxA0(x)+
1

4γ̂2 QxB0(x)B
T
0 (x)Q

T
x + T̂0(x)≤ 0 (45)

where A0(x), B0(x) and T̂0(x) are similarly defined in (27) . Assuming that Q =
x{d}T (x)T−1x{d}, and by the use of the schur complement we obtain (32) ��
Remark 2. It seems that the latter result is true for G(x) and not for G(ξ ), although
it can be easily shown that G(x) and G(ξ ) are dual. This is done proving that

Q(e) = Q(x− ξ ) = Q(ξ − x) = Q(−e) (46)

i.e. (45), (33) can be written for ξ and not x. Thus, to show that W (X) = Q(ξ − x)
satisfies the Hamilton Jacobi inequality (24), is to show that the function K(ξ ,x) is
non-positive. Therefore, similar to the proof which was presented before, by setting
e =−e and defining

F(−e,x) = K(ξ ,x)
∣∣∣
ξ=−e+x

(47)

results in F(−e,x) being non-positive in the neighbourhood of (−e,x) = (0,0). Thus
the function Q(ξ − x) satisfies the HJI (24).

If we conclude, in order to solve the H∞ control via output-feedback with the use
of SOS, the following convex optimization problems needs to be solved, for the
state-feedback

minimize γ ∀ ζ
subject to V (x) ∈ SOS

− ζ T HJIζ ∈ SOS

(48)
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and for the output measurement-feedback

minimize γ̂ ∀ ζ
subject to Q(x) ∈ SOS

− ζ T HJIqζ ∈ SOS

(49)

Thus, in order to implement the algorithm, ones needs to compute:

• The state-feedback problem (48), which result in K(x), P and γ .
• The output-feedback problem (49) for K(x), P and γ , which result in T and γ̂ .
• Compute a suitable matrix L(x) which satisfies (34).
• Compute the estimators dynamic gain G(x) from (33).
• Solve the estimator dynamics (31) for w1 = w2 =

1
γ2 BT

1 (ξ )Pξ {d}.

The following example will present the advantages of the use of SOS over the tra-
ditional solution; where by the use of SOS, the acceptable domain of suitable Lya-
punov functions is much larger.

Example 1. Considering the following non linear system:[
ẋ1

ẋ2

]
=

[
0 1

−0.01− 0.1x2
1 −1

][
x1

x2

]
+

[
0

0.8

]
w1 +

[
0

1+ 0.13x2
1

]
u[

z1

z2

]
=

[
0.6 0.3
0 0

][
x1

x2

]
+

[
0
1

]
u

y =

[
1.61 0

0 1.38

][
x1

x2

]
+

[
1 0
0 1

][
w1

w2

] (50)

Solving the output-feedback H∞ problem for a second order Lyapunov function
yields γ̂ = 1.55 and storage function,

Q(x) = 1.53x2
1 + 1.3x1x2 + 1.62x2

2

while the solution of output-feedback H∞ problem for a fourth order Lyapunov func-
tion yields γ̂ = 1.02 and a storage function,

Q(x) = 0.38x4
1 + 1.87x2

1+ 1.93x1x2 + 1.13x2
2

The above example reveals the advantages of the use of SOS, where a better distur-
bance attenuation closed-loop system is achieved.

5 Spacecraft Attitude Control

Consider a rigid body spacecraft which rotates around its center of mass under
the influence of control and perturbations torques. Let B denote a spacecraft body
frame, i.e., a Cartesian coordinates frame with the origin at the center of mass. Let
R denote the Earth Centered Earth Inertial reference frame (ECEI). Let q denote
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the quaternion of rotation from R to B, with vector part e and scalar part q [33, p.
758], and ω denote the angular velocity of B with respect to R expressed in B.
The rotational dynamics and kinematics of the rigid body spacecraft are governed
by the following differential equations [33, Chap. 16]

d
dt

⎡⎣ω
e
q

⎤⎦=
⎡⎣ −J−1[ω×]Jω

1
2 (qI3 +[e×])ω

− 1
2 eT ω

⎤⎦+[ J−1

04×3

]
Tb (51)

where J denotes the spacecraft tensor of inertia matrix in B, [ω×] denotes the cross-
product matrix related to ω , and Tb is the vector of total external torques applied to
the spacecraft, i.e.

Tb = ub +wb (52)

where ub denote the 3× 1 vector of control torques and wb denote the 3× 1 vector
of disturbance torques. It is assumed that the Attitude Control System is equipped
with a triad of three orthogonal reaction wheels, providing full control authority in
all axes. The perturbation torques, modeled via wb, typically include the gravity
gradient torque, the aerodynamic torque, a residual magnetic torque, and the solar
pressure torque. Equation (51) is re-written as follows

ẋ = f (x)+Gub +Gwb (53)

where x � {ω ,q}. Notice that f (x) is a polynomial function of the state variables.
Also notice that f ,G are Ck with k ≥ 2, and that the unforced system has two equi-
librium points:

(ω ,e,q) = (0,0,± 1) (54)

where both q1,2 = (0,0,0,±1) correspond to the null attitude. It is assumed that the
Attitude Determination and Control System is equipped with a suite of sensors that
guarantee full observability of the state, such that q and ω can be estimated. As
a first step, before applying more realistic assumptions, it is further assumed that
the estimation errors can be neglected, i.e., that there is full state information. The
attitude control objectives consist in globally stabilizing the system state Eq. (53)
with respect to the equilibrium point (0,0,1), while attenuating the influence of the
exogenous inputs wb on the system dynamics.

5.1 Spacecraft Attitude Control Simulation

Considering the rotational dynamics and kinematics of a rigid body spacecraft by
the differential equations governed in (51). The disturbance torque, wb, is simu-
lated as the sum of a torque caused by a impact collision and the aerodynamic drag.
The impact collision, which is caused by the impact of a 1 gr particle, is described
as a impulse function of 1.5 Nm with a duration of 0.1 sec. The particle hits the
spacecraft at a velocity of 10 km/s and at a distance of 1 cm from the center of
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mass. The aerodynamic drag disturbance torque will be modeled as a first order
Markov process, which has the worst case magnitude for approximately 5% of the
orbital period,

Td+1 = αdN +(1−αd)Td

If ‖Td‖> 1.89 ·10−3Nm

Then Td = Td
2.89 ·10−3

‖Td‖

(55)

where αd = 1/6000 is a filter constant, which determines the speed of the random
walk, where a smaller value means a smaller speed. The variable N is a Gaussian
white noise with a standard deviation of 0.75 · 10−5 Nm. The initial value Td is
chosen as a random unit vector with a magnitude of 2.89 ·10−5 Nm.

The measurement noise wn is described as a finite energy Gaussian white noise.
Let σω (t) denote the time-varying variance intensity of the gyro’s angler velocity
measurements, which are equal to 0.25 · 10−3, and σq(t) as a time-varying vari-
ance intensity of the line-of-sight quaternion’s measurements noise, which is equal
to 0.25 · 10−4. The inertia matrix which was chosen is similar to a typical micro-
satellite system and is equal to

J =

⎡⎣ 0.06 1 ·10−3 6 ·10−4

1 ·10−3 0.05 5 ·10−4

6 ·10−4 5 ·10−4 0.015

⎤⎦kgm2. (56)

In order to use a quadratic Lyapunov function such that x{d} = x and such that
the equilibrium vector is

[
01×3 01×3 0

]T
and not

[
01×3 01×3 1

]T
we shall perform

a change in variables, i.e q̃ � q− 1 which result in the following tracking error
dynamic system,

d
dt

⎡⎣ω
ẽ
q̃

⎤⎦=

⎡⎣−J−1[ω×]J 03×4

0.5 ·
[

I3×3

03×1

]
0.5 ·
[−[ω×] ω
−ωT 0

]⎤⎦⎡⎣ω
ẽ
q̃

⎤⎦+[13×1

04×1

]
wb +

[
J−1

04×3

]
ub

z =

⎡⎣ub

ẽ
q̃

⎤⎦=C1

⎡⎣ω
ẽ
q̃

⎤⎦+D12ub

y = I7×7

⎡⎣ω
ẽ
q̃

⎤⎦+[ σq
σω 3×1
σq3×1

]
wn

(57)

where 1 denotes a vector of ones. The measurements of
[
ẽ q̃
]T

are obtained

from the line-of-sight quaternion’s measurements
[
e q
]T

. Several simulation were
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Fig. 1 Closed-loop angular velocities based on three different controllers. All three con-
trollers use the nonlinear H∞ estimator. It can be clearly seen that the H∞ controller achieves
a better disturbance attenuation closed-loop system.

performed, in order to measure the performance of the H∞ output-feedback con-
troller which was derived. The attenuation level which was obtained from the semi-
definite optimization problem was γ = 0.08 and γ̂ = 4.9, where the matrix L was
chosen by minimizing its Euclidean norm, while satisfying (34). In addition the
Lyapunov functions which where obtained are,

V (x) =114.2q2+ 114.26e2
1+ 114.23e2

2+ 0.014qe3+ 114.2e2
3+ 4.07qω1

+ 0.1e3ω1 + 0.07ω2
1 + 0.11qω2+ 0.0801e3ω2 + 0.03ω1ω2 + 0.13ω2

2

+ e2 (0.14q+ 0.0409e3+ 0.11ω1+ 0.067ω2+ 0.06ω3)

+ e1 (0.09q+ 0.099e2+ 0.11e3+ 0.122ω1+ 0.15ω2+ 0.11ω3)

+ 0.13qω3+ 0.053e3ω3 + 0.09ω1ω3 + 0.08ω2ω3 + 0.08ω2
3

(58)
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Fig. 2 Closed-loop attitude quaternion time histories for three different controllers. All three
controllers use the nonlinear H∞ estimator.

Q(x) =15.61q2+ 14.57e2
1+ 15.55e2

2+ 0.05qe3+ 14.56e2
3+ 0.12qω1

+ 0.15e3ω1 + 0.01ω2
1 + 0.064qω2+ 0.07e3ω2 + 0.08ω1ω2 + 0.02ω2

2

+ e2 (0.11q+ 0.14e3+ 0.81ω1+ 0.05ω2+ 0.042ω3)

+ e1 (0.19q+ 0.14e2+ 0.14e3+ 0.09ω1+ 0.13ω2+ 0.12ω3)+ 0.11qω3

+ 0.92e3ω3 + 0.11ω1ω3 + 0.06ω2ω3 + 0.07ω2
3

(59)

It is of great interest to compare the H∞ performance with a standard proportional
controller [34, 14], and with an optimal nonlinear control law, for example the state
dependent Riccati equality (SDRE) controller [6]. The proportional controller, PD∞,
was derived based on the H∞ controller. While, in both cases the SDRE and the pro-
portional controller used the H∞ estimator. The initial conditions for the simulations
were considered as

[
1 0.5 −0.5 0 1 0 0

]T
. An extended Kalman filter (EKF) was

implemented as well for the SDRE controller, but was not capable to cope with the
disturbances and as a result did not converge. It can be seen from Fig. 1 and Fig. 2
that the H∞ controller achieves a better disturbance attenuation closed-loop system
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Fig. 3 Control signals time histories obtained from three different controllers

than the SDRE and the proportional controllers. Moreover, the measurement noise
is better attenuated, and the control effort is reduced, despite the fact that they are
both based on the H∞ estimator.

6 Conclusions

A novel computational scheme was presented in order to solve the output-feedback
H∞ control problem for a class of nonlinear systems with polynomial vector field.
By converting the resulting Hamilton-Jacobi inequalities from rational forms to
their equivalent polynomial forms, we overcome the non-convex nature and nu-
merical difficulty. Using quadratic Lyapunov functions, both the state-feedback and
output-feedback problems were reformulated as semi-definite optimization condi-
tions, while locally tractable solutions were obtained through sum of squares (SOS)
programming. A numerical example and a spacecraft attitude control simulation
showed that the proposed computational scheme result in a better disturbance atten-
uation closed-loop system, and more robust, while compared to standard methods.
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Estimation and Navigation



Rotorcraft System Identification: An Integrated
Time-Frequency Domain Approach

Marco Bergamasco and Marco Lovera

Abstract. The problem of rotorcraft system identification is considered and a novel,
two step technique is proposed, which combines the advantages of time domain and
frequency domain methods. In the first step, the identification of a black-box model
using a subspace model identification method is carried out, using a technique which
can deal with data generated under feedback; subsequently, in the second step, a-
priori information on the model structure is enforced in the identified model using
an H∞ model matching method. A simulation study is used to illustrate the proposed
approach.

1 Introduction

The problem of system identification of helicopter aeromechanics has been studied
extensively in the last few decades, as identification has been known for a long time
as a viable approach to the derivation of control-oriented dynamic models in the ro-
torcraft field (see for example the recent books [21, 12] and the references therein).
Model accuracy is becoming more and more important, as progressively stringent
requirements are being imposed on rotorcraft control systems: as the required con-
trol bandwidth increases, accurate models become a vital part of the design problem.

In the system identification literature, on the other hand, one of the main novelties
of the last two decades has been the development of the so-called Subspace Model
Identification (SMI) methods (see for example the books [22, 25]), which have
proven extremely successful in dealing with the estimation of state space models
for Multiple-Inputs Multiple-Outputs (MIMO) systems. Surprisingly enough, even
though SMI can be effectively exploited in dealing with MIMO modelling prob-
lems, until recently these methods have received limited attention from the rotorcraft
community, with the partial exception of some contributions such as [24, 7, 16]).
SMI methods are particularly well suited for rotorcraft problems, for a number of

Marco Bergamasco · Marco Lovera
Dipartimento di Elettronica, Informazione e Bioingegneria, Politecnico di Milano
e-mail: {bergamasco,lovera}@elet.polimi.it
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reasons. First of all, the subspace approach can deal in a very natural way with
MIMO problems; in addition, all the operations performed by subspace algorithms
can be implemented with numerically stable and efficient tools from numerical lin-
ear algebra. Finally, information from separate data sets (such as generated during
different experiments on the system, i.e., different test flights) can be merged in a
very simple way into a single state space model. Recently, see [15], the interest in
SMI for helicopter model identification has been somewhat revived and the perfor-
mance of subspace methods has been demonstrated on flight test data. However, so
far only methods and tools which go back 10 to 15 years in the SMI literature (such
as the MOESP algorithm of [23] and the bootstrap-based method for uncertainty
analysis of [8]) have been considered. Therefore, the further potential benefits of-
fered by the latest developments in the field have not been fully exploited. Among
other things, present-day approaches can provide:

• unbiased model estimates from data generated during closed-loop operation, as is
frequently the case in experiments for rotorcraft identification (see, e.g., [9, 11]);

• the possibility to quantify model uncertainty using analytical expressions for the
variance of the estimates instead of relying on computational statistics (see [9]);

• the direct estimation of continuous-time models from (possibly non-uniformly)
sampled input-output data (see [6] and the references therein).

Some preliminary results in the application of continuous-time SMI to the rotorcraft
problem have been presented in [5].

The only, well known, downside of the SMI approach to state space model iden-
tification, on the other hand, is the impossibility to impose a fixed basis to the
state space representation. This, in turn, implies that it is hard to impose a param-
eterisation to the state space matrices in this framework, and therefore recovering
physically-motivated models is a challenging problem. This, to date, prevents the
successful application of SMI methods to the problem of initialising iterative meth-
ods for the identification of structured state space representations and constitutes a
major stumbling block for the application of such methods in communities in which
physically motivated models represent the current practice.

In this paper the problem of bridging the gap between ”unstructured” models
obtained using SMI and structured ones deriving from flight mechanics is addressed
as an input-output model matching one, in terms of the H∞ norm of the difference
between the two models (see also [3]). The solution of the problem is then computed
using recent results in non-smooth optimisation techniques, see [1], which yield
effective computational tools (see [10]).

In view of the above discussion, this paper has the following objectives. First,
a set of methods suitable for time-domain, continuous-time identification of rotor-
craft dynamics using SMI is presented. The proposed technique can deal with data
generated in closed-loop operation as it does not require restrictive assumptions in
this sense. Subsequently, a frequency-domain H∞ approach to the problem of deriv-
ing a structured model from the unstructured one is proposed. Finally, the achiev-
able model accuracy is illustrated by means of simulation results for a full-scale
helicopter.
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The paper is organised as follows. In Section 2 the problem statement is given
and some definitions are provided. Section 3 provides a summary of the proposed
two-step approach. Finally, some simulation results are presented in Section 4 to
illustrate the performance of the proposed method.

2 Problem Statement and Preliminaries

Consider the linear, time-invariant continuous-time system

Ms(λ ) :

{
ẋ(t) = A(λ )x(t)+B(λ )u(t)+w(t), x(0) = x0

y(t) =C(λ )x(t)+D(λ )u(t)+ v(t)
(1)

where x∈Rn, u∈Rm and y∈Rp are, respectively, the state, input and output vectors
and w∈Rn and v∈Rp are the process and the measurement noise, respectively, with
covariance given by

E

{[
w(t1)
v(t1)

][
w(t2)
v(t2)

]T
}

=

[
Q S
ST R

]
δ (t2− t1).

The system matrices A(λ ), B(λ ), C(λ ), and D(λ ) are dependent on the constant pa-
rameter vector λ∈Rnλ such that (A(λ ),C(λ )) is observable and (A(λ ), [B(λ ),Q1/2])
is controllable.

Assume now that a dataset {u(ti),y(ti)}, i ∈ [1,N] of sampled input/output data
(possibly associated with a non equidistant sequence of sampling instants) obtained
from system (1) is available. Then, the problem is to provide an estimate of the
parameter λ on the basis of the available data. Note that unlike most identification
techniques, in this setting incorrelation between u and w, v is not required, so that
this approach is viable also for systems operating under feedback.

In the following Sections a number of definitions will be used, which are sum-
marised hereafter for the sake of clarity (see, e.g., [26, 13, 17, 2] for further details).

Definition 1. (Laguerre basis) Let L2(0,∞) denote the space of square integrable
and Lebesgue measurable functions of time 0 < t < ∞. Consider the first order all-
pass (inner) transfer function

w(s) =
s− a
s+ a

, (2)

a > 0. w(s) generates the family of Laguerre filters, defined as

Li(s) = wi(s)L0(s) =
√

2a
(s− a)i

(s+ a)i+1 . (3)

Denote with �i(t) the impulse response of the i-th Laguerre filter. Then, it can be
shown that the set

{�0, �1, . . . , �i, . . .} (4)
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is an orthonormal basis of L2(0,∞), i.e., all signals in L2(0,∞) can be represented
by means of the set of their projections on the Laguerre basis.

Definition 2. (H∞ norm) Consider an asymptotically stable, linear time-invariant
system with transfer function G(s). Then the H∞ norm of the system is defined as

‖G‖∞ = sup
α>0

{
sup

ω
σ̄ (G(α + jω))

}
= sup

ω
σ̄ (G( jω)) , (5)

where σ̄ is the maximum singular value.

Identifiability is an important issue in system identification problems; for the
purpose of this study we adopt the following definitions:

Definition 3. (Local identifiability) Let λ o ∈Λ ⊂ Rnλ , the model structure is said
to be locally identifiable in λ o if ∀λ1,λ2 in the neighborhood of λ o it holds that

Ms(λ1) = Ms(λ2)⇒ λ1 = λ2.

Definition 4. (Global identifiability) The model structure Ms(λ ) is said to be glob-
ally identifiable if it is locally identifiable ∀λ ∈ Λ , i.e., over the entire parameter
space.

In the following the model structure Ms(λ ) is considered globally identifiable.

3 An Integrated Time-Frequency Domain Approach

The problem formulated in the previous Section can be faced using a two-steps
approach: in the first step a black-box model is identified using a continuous-time
SMI method, which can deal with data generated under feedback but generates an
”unstructured” model; in the subsequent step a-priori information on the model
structure is enforced in the model using an H∞ model matching method.

In Section 2 the gray-box model Ms(λ ) was introduced, while a generic ”un-
structured” black-box model Mns can be described as the linear time-invariant
system

Mns :

{
ẋ(t) = Âx(t)+ B̂u(t)+w(t), x(0) = x0

y(t) = Ĉx(t)+ D̂u(t)+ v(t)
(6)

where x, u, y, w, and v are defined as in Section 2. The system matrices Â, B̂, Ĉ and D̂
have been estimated from a dataset {u(ti),y(ti)}, i ∈ [1,N] of sampled input/output
data using the continuous-time predictor-based subspace model identification al-
gorithm introduced in the Section 3.1. Suppose Mns belonging to the same model
structure of Ms(λ ), and that (1) and (6) describe the same system with different state
space basis. Therefore the problem becomes to provide estimates of λ such that the
input-output behaviors of Mns and Ms(λ ) are equivalent under some criterion, and
it is faced using an H∞ approach described in Section 3.2.
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3.1 Continuous-Time Predictor-Based Subspace Model
Identification

3.1.1 From Continuous-Time to Discrete-Time Using Laguerre Projections

The main issue in the application of subspace model identification methods to
continuous-time model identification is the need of computing the high order deriva-
tives of input-output measurements arising from the continuous-time data equation.
This problem can be faced using a method, based on the results first presented in
[19, 17], and further expanded in [14, 18], that transforms a continuous-time system
and signals to their discrete-time representations. First note that under the assump-
tions stated in the previous section, (6) can be written in innovation form as

ẋ(t) = Ax(t)+Bu(t)+Ke(t)

y(t) =Cx(t)+Du(t)+ e(t) (7)

and it is possible to apply the results of [19] to derive a discrete-time equivalent
model, as follows. Note that the notation ˆ(·) has been dropped for clarity. Consider
the first order inner function w(s) defined in (2) and apply to the input u, the output
y and the innovation e of (7) the transformations

ũ(k) =
∫ ∞

0
�k(t)u(t)dt

ỹ(k) =
∫ ∞

0
�k(t)y(t)dt (8)

ẽ(k) =
∫ ∞

0
�k(t)e(t)dt,

where ũ(k) ∈ Rm, ẽ(k) ∈ Rp and ỹ(k) ∈ Rp. Then (see [19] for details) the trans-
formed system has the state space representation

ξ (k+ 1) = Aoξ (k)+Boũ(k)+Koẽ(k), ξ (0) = 0

ỹ(k) =Coξ (k)+Doũ(k)+ ẽ(k) (9)

where the state space matrices are given by

Ao = (A− aI)−1(A+ aI)

Bo =
√

2a(A− aI)−1B

Ko =
√

2a(I−C(A− aI)−1K)−1(A− aI)−1K (10)

Co =−
√

2aC(A− aI)−1

Do = D−C(A− aI)−1B.

It is worth to underline that in this context k is not a time index, but refers to the
projection of the signals onto the k-th basis function.
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3.1.2 Predictor-Based Subspace Model Identification

In this Section a summary of the continuous-time PBSID algorithm proposed in
[4, 6], called CT-PBSIDo, is provided, and its implemention is discussed. More pre-
cisely, starting from system (7), a sketch of the derivation of a PBSID-like approach
to the estimation of the state space matrices Ao, Bo, Co, Do, Ko is presented. Consid-
ering the sequence of sampling instants ti, i = 1, . . . ,N, the input u, the output y and
the innovation e of (7) are subjected to the transformations

ũi(k) =
∫ ∞

0
�k(τ)u(ti + τ)dτ

ỹi(k) =
∫ ∞

0
�k(τ)y(ti + τ)dτ (11)

ẽi(k) =
∫ ∞

0
�k(τ)e(ti + τ)dτ

(or to the equivalent ones derived from (8)), where ũi(k) ∈ Rm, ẽi(k) ∈ Rp and
ỹi(k) ∈ Rp. Then (see [19] for details) the transformed system has the state space
representation

ξi(k+ 1) = Aoξi(k)+Boũi(k)+Koẽi(k), ξi(0) = x(ti)

ỹi(k) =Coξi(k)+Doũi(k)+ ẽi(k) (12)

where the state space matrices are given by (10).
Letting now

z̃i(k) =
[
ũT

i (k) ỹT
i (k)
]T

and

Āo = Ao−KoCo

B̄o = Bo−KoDo

B̃o =
[
B̄o Ko

]
,

system (12) can be written in predictor form as

ξi(k+ 1) = Āoξi(k)+ B̃oz̃i(k), ξi(0) = x(ti)

ỹi(k) =Coξi(k)+Doũi(k)+ ẽi(k), (13)

to which the PBSIDopt algorithm, summarised hereafter, can be applied to compute
estimates of the state space matrices Ao, Bo, Co, Do, Ko. To this purpose note that
iterating p− 1 times the projection operation (i.e., propagating p− 1 forward in the
index k the first of equations (13), where p is the so-called past window length) one
gets
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ξi(k+ 2) = Ā2
oξi(k)+

[
ĀoB̃o B̃o

][ z̃i(k)
z̃i(k+ 1)

]
... (14)

ξi(k+ p) = Āp
oξi(k)+K pZ0,p−1

i

where

K p =
[
Āp−1

o B̃0 . . . B̃o

]
(15)

is the extended controllability matrix of the system in the transformed domain and

Z0,p−1
i =

⎡⎢⎣ z̃i(k)
...

z̃i(k+ p− 1)

⎤⎥⎦ .
Under the considered assumptions, Āo has all the eigenvalues inside the open unit
circle, so the term Āp

oξi(k) is negligible for sufficiently large values of p and we have
that

ξi(k+ p)�K pZ0,p−1
i .

As a consequence, the input-output behaviour of the system is approximately given
by

ỹi(k+ p)�CoK
pZ0,p−1

i +Doũi(k+ p)+ ẽi(k+ p)

... (16)

ỹi(k+ p+ f )�CoK
pZ f ,p+ f−1

i +Doũi(k+ p+ f )+

+ ẽi(k+ p+ f ),

so that introducing the vector notation

Y p, f
i =

[
ỹi(k+ p) ỹi(k+ p+ 1) . . . ỹi(k+ p+ f )

]
U p, f

i =
[
ũi(k+ p) ũi(k+ p+ 1) . . . ũi(k+ p+ f )

]
E p, f

i =
[
ẽi(k+ p) ẽi(k+ p+ 1) . . . ẽi(k+ p+ f )

]
Ξ p, f

i =
[
ξi(k+ p) ξi(k+ p+ 1) . . . ξi(k+ p+ f )

]
Z̄ p, f

i =
[
Z0,p−1

i Z1,p
i . . . Z f ,p+ f−1

i

]
(17)

equations (14) and (16) can be rewritten as

Ξ p, f
i �K pZ̄ p, f

i

Y p, f
i �CoK

pZ̄ p, f
i +DoU p, f

i +E p, f
i . (18)
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Considering now the entire dataset for i = 1, . . . ,N, the data matrices become

Y p, f = [ỹ1(k+ p) . . . ỹN(k+ p) . . .

ỹ1(k+ p+ f ) . . . ỹN(k+ p+ f )], (19)

and similarly for U p, f
i , E p, f

i , Ξ p, f
i and Z̄ p, f

i . The data equations (18), in turn, are
given by

Ξ p, f �K pZ̄ p, f

Y p, f �CoK
pZ̄ p, f +DoU p, f +E p, f . (20)

From this point on, the algorithm can be developed along the lines of the discrete-
time PBSIDopt method, i.e., by carrying out the following steps. Considering p = f ,
estimates for the matrices CoK p and Do are first computed by solving the least-
squares problem

min
CoK p,Do

‖Y p,p−CoK
pZ̄ p,p−DoU p,p‖F , (21)

where by ‖ · ‖F we denote the Frobenius norm of a matrix. Defining now the ex-
tended observability matrix Γ p as

Γ p =

⎡⎢⎢⎢⎣
Co

CoĀo
...

CoĀp−1
o

⎤⎥⎥⎥⎦ (22)

and noting that the product of Γ p and K p can be written as

Γ pK p �

⎡⎢⎢⎢⎣
CoĀp−1B̃o . . . CoB̃o

0 . . . CoĀB̃o
...
0 . . . CoĀp−1B̃o

⎤⎥⎥⎥⎦ , (23)

such product can be computed using the estimate ĈoK p of CoK p obtained by
solving the least squares problem (21).

Recalling now that
Ξ p,p �K pZ̄ p,p (24)

it also holds that
Γ pΞ p,p � Γ pK pZ̄ p,p. (25)

Therefore, computing the singular value decomposition

Γ pK pZ̄ p,p =UΣV T (26)
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an estimate of the state sequence can be obtained as

Ξ̂ p,p = Σ1/2
n V T

n = Σ−1/2
n UT

n Γ pK pZ̄ p,p, (27)

from which, in turn, an estimate of Co can be computed by solving the least squares
problem

min
Co
‖Y p,p− D̂oU p,p−CoΞ̂ p,p‖F . (28)

The final steps consist of the estimation of the innovation data matrix E p,p

E p,p = Y p,p− ĈoΞ̂ p,p− D̂oU p,p (29)

and of the entire set of the state space matrices for the system in the transformed
domain, which can be obtained by solving the least squares problem

min
Ao,Bo,Ko

‖Ξ̂ p+1,p−AoΞ̂ p,p−1−BoU
p,p−1−KoE p,p−1‖F . (30)

The state space matrices of the original continuous-time system can then be retrieved
by inverting the (bilinear) transformations (10).

3.2 From Unstructured to Structured Models with an H∞
Approach

Suppose that the linear continuous-time time-invariant system Mns has been esti-
mated from a dataset of sampled input/output data using the CT-PBSIDo algorithm
presented in the previous Section. Consider now the model class Ms(λ ) introduced
in Section 1. Mns and Ms(λ ) should have the same input-output behavior. This
problem can be faced in a computationally effective way by defining the input-
output operators associated with Mns and Ms(λ ) and seeking the values of the
parameters corresponding to the solution of the optimisation problem

λ � = argmin
λ
‖Mns−Ms(λ )‖ (31)

for a suitably chosen norm. In the linear time-invariant case, the input-output oper-
ators can be represented as the transfer functions Ĝns(s) and Gs(s;λ ) and the H∞
norm is considered, so that the model matching problem can be recast as

λ � = argmin
λ
‖Ĝns(s)−Gs(s;λ )‖∞. (32)

Note that the open-loop dynamics of a helicopter is unstable in most flight condi-
tions and so the H∞ norm is undefined. In this case the eigenvalues of Ms(λ ) and
Mns are shifted on the real axis by a suitable value μ as follows
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G̃s(s;λ ) =C(λ )((s− μ)I−A(λ ))−1B(λ )+D(λ ) (33)

G̃ns(s) = Ĉ((s− μ)I− Â)−1B̂+ D̂, (34)

where μ is chosen such that all eigenvalues of Mns have negative real part. Then the
model matching problem is reformulated as

λ � = argmin
λ
‖G̃ns(s)− G̃s(s;λ )‖∞. (35)

As mentioned in the Introduction, this is a non-convex, non-smooth optimisation
problem, which has been studied extensively in recent years in the framework of
the fixed-structured controller design problem and for which reliable computational
tools (see [10]) are presently available.

4 Simulation Study: Model Identification for the BO-105
Helicopter

The simulation example considered in this paper is based on the BO-105 helicopter.
Possibly it is the most studied helicopter in the rotorcraft system identification liter-
ature. The BO-105 is a light, twin-engine, multi-purpose utility helicopter.

It is considered in forward flight at 80 knots, a flight condition which corresponds
to unstable dynamics, with the aim of demonstrating the identification of a nine-
DOF state-space model with test data extracted from a simulator based on the nine-
DOF model from [20]. As described in the cited reference, the model includes the
classical six-DOF and some additional states to account for some additional effects,
namely:

• the BO-105 exhibits highly coupled body-roll and rotor-flapping responses; their
interaction is represented in the model with a dynamic equation that describes
the flapping dynamics using the cyclic controls.

• A second order dipole is appended to the model of roll rate response to lateral
stick in order to account for the effect of lead-lag rotor dynamics.

Therefore, the simulator includes a nine-DOF linear model including the six-
DOF quasi steady dynamics, the flapping equations and the lead-lag dynamics mod-
elled with a complex dipole. Delays at the input of the model are also taken into
account in the simulation, though they are not estimated. The state vector and the
trim values are

x =
[

u v w p q r φ θ a1s b1s x1 x2
]

and, respectively,

u0 = 40 m/s, v0 = 3 m/s, w0 =−5 m/s, φ0 = 0 rad, θ0 = 0 rad. (36)

In details, the state vector includes the longitudinal flapping a1s, the lateral flapping
b1s and two state variables x1 and x2, coming from the lead-lag dynamics complex
dipole. The corresponding equations of motion are
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u̇ = Xuu+Xww+Xpp+(Xq−w0)q+ v0r− gθ +Xδlon
δlon +Xδcol

δcol

v̇ = Yvv+Yww+(Yp +w0)p+Yqq+(Yr− u0)r− gφ +Yδlat
δlat +Yδcol

δcol

ẇ = Zuu+Zww+(Zp− v0)p+ u0q+Zδcol
δcol

ṗ = Luu+Lvv+Lww+Lqq+Lδb1s
b1s +Lδlon

δlon +Lδped
δped +Lδcol

δcol (37)

q̇ = Mvv+Mww+Mpp+Mrr+Mδa1s
a1s +Mδped

δped +Mδcol
δcol

ṙ = Nvv+Nww+Nqq+Nrr+Nδlon
δlon +Nδlat

δlat +Nδped
δped +Nδcol

δcol

φ̇ = p

θ̇ = q

ȧ1s =−q− 1
τ f

a1s +
Ka1s

τ f
δlon,

ḃ1s =−p− 1
τ f

b1s +
Kb1s

τ f
δlat +Kx1x1 +Kx2x2

ẋ1 = x2

ẋ2 =C1x1 +C2x2 + δlat .

Finally, the output vector is

y =
[

u v w p q r ax ay az φ θ
]
,

where

ax = u̇+w0q− v0r+ gθ
ay = v̇−w0 p+ u0r− gφ
az = ẇ+ v0 p− u0q,

i.e., the state variables related to quasi-steady dynamics and the linear accelera-
tions are measured. Considering (37), λ contains the stability derivatives, the con-
trol derivatives, the flapping and lead-lag rotor dynamics parameters, for a total of
47 parameters.

The identification experiment is performed in closed-loop because of the insta-
bility of the model, with the helicopter operating under feedback from an LQG
controller tuned in order to maintain the helicopter close enough to trim to justify
the identification of a linear model. In the experiment, additive perturbations have
been applied to the input variables (δlat ,δlon,δped ,δcol) computed by the controller;
in particular, all the channels have been excited in the same experiment with pseu-
dorandom binary signals with a duration of 60 s and a dwell time of 0.8 s. The per-
turbation of the control inputs has a 1% amplitude and the sampling time is 0.008s.
For the purpose of the present preliminary study, measurement noise has not been
included in the simulated data. The parameters of the algorithm presented in the
previous Section have been chosen as p = 40 and a = 45. The obtained results are
illustrated in Table 1.
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Table 1 Comparison between simulator and black-box identified eigenvalues

Simulator Identified Model (CT-PBSIDo)
Real Imag Omega Zeta Real Imag Omega Zeta

Pitch phugoid 0.119 0.278 0.302 -0.394 0.119 0.278 0.302 -0.394
Dutch roll -0.571 2.546 2.609 0.219 -0.571 2.546 2.609 0.219

Roll/flapping -9.904 7.740 12.569 0.788 -9.901 7.7399 12.568 0.788
Lead-Lag -0.868 15.567 15.592 0.0557 -0.867 15.566 15.590 0.0556

Spiral -0.0510 -0.0507
Pitch1 -0.448 -0.448
Pitch2 -5.843 -5.844

Long. flapping -15.930 -15.901

As can be seen from the Table, the CT-PBSIDo algorithm is able to identify the
dynamics of the system with a slight loss of accuracy at high frequency.

The study in the reconstruction of the above described structured state-space rep-
resentation has been carried out by applying the approach presented in Section 3 to
estimate the relevant parameters. In order to evaluate the performance of the pro-
posed method the relative estimation error is defined as follows

λerr =
λ 0− λ̄

λ 0 , (38)

where λ̂ and λ 0 are respectively the estimated and the actual value of the parameter
λ . In this example the relative errors of the estimated physical parameters in (37)
are below 0.03%. It is clear from Table 2, where the eigenvalues of the real system
and the identified gray-box model are shown, that using a-priori information, i.e.,
exploting the model structure, the estimation accuracy increases.

Table 2 Comparison between simulator and gray-box identified eigenvalues

Simulator Identified Model (Gray-box)
Real Imag Omega Zeta Real Imag Omega Zeta

Pitch phugoid 0.119 0.278 0.302 -0.394 0.119 0.278 0.302 -0.394
Dutch roll -0.571 2.546 2.609 0.219 -0.571 2.546 2.609 0.219

Roll/flapping -9.904 7.740 12.569 0.788 -9.903 7.740 12.568 0.788
Lead-Lag -0.868 15.567 15.592 0.0557 -0.868 15.566 15.590 0.557

Spiral -0.0510 -0.0507
Pitch1 -0.448 -0.448
Pitch2 -5.843 -5.843

Long. flapping -15.930 -15.929
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Table 3 Relative errors norm

Output RMSCT−PBSIDo RMSGray−Box

u 0.0013 0.0013
v 0.0044 0.0044
w 0.0026 0.0026
p 0.0002 0.0002
q 0.0003 0.0003
r 0.0003 0.0003
ax 0.0013 0.0013
ay 0.0017 0.0017
az 0.0077 0.0077
φ 0.0001 0.0001
θ 0.0001 0.0001
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Finally, a time-domain validation of the identified models has been also carried
out, by measuring the simulation accuracy of the models in response to a doublet
input signal on each input channel. The input sequence used in the validation exper-
iment is illustrated in Figure 1, while the time history for two of the outputs (u and
w) is presented in Figure 2. Again, even though the open-loop system is unstable,
the simulated outputs obtained from the identified models (dashed lines: black-box;
cross: gray-box) match very well the ones computed from the nine-DOF model
(solid lines).

In quantitative terms, considering the root mean square error, defined as

RMS =

√
1
N

N

∑
i=1

(y(i)− ŷ(i))2, (39)

where y is the real output and ŷ is the estimated one, its value is below 0.01 on all
the considered output variables as shown in Table 3. Note that most of the error is
due the unestimated input delays, as can be seen in Figure 2.
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Finally, in Figures 3-14 the magnitude of the frequency response of the error
transfer function defined as

Es(s) = Gs(s;λ 0)−Gs(s; λ̂ )

is shown, where G(s;λ 0) is the true transfer function of the BO-105 model and
Gs(s; λ̂ ) is the gray-box estimated one. As can be seen from the figures, the magni-
tude of the error frequency response is always several orders of magnitude smaller
than the one for the true transfer function.
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dashed line)

5 Concluding Remarks

The problem of rotorcraft system identification has been considered and a two step
technique combining the advantages of time domain and frequency domain methods
has been proposed. A simulation study based on a model of the BO-105 helicopter
has been used to illustrate the proposed approach. Simulation results show that the
proposed schemes are viable for rotorcraft applications and can deal successfully
with data generated during closed-loop experiments. Future work will focus on the
analysis of the impact on the solution of (35) of an identified model that has been
obtained under noisy conditions.
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Air Data Sensor Fault Detection
Using Kinematic Relations

Laurens van Eykeren and Qiping Chu

Abstract. This paper presents a Fault Detection and Isolation (FDI) method for Air
Data Sensors (ADS) of aircraft. In the most general case, fault detection of these
sensors on modern aircraft is performed by a logic that selects one of, or combines
three redundant measurements. Such a method is compliant with current airwor-
thiness regulations. However, in the framework of the global aircraft optimization
for future and upcoming aircraft, it could be required, e.g. to extend the availabil-
ity of sensor measurements. So, an improvement of the state of practice could be
useful. Introducing a form of analytical redundancy of these measurements can in-
crease the fault detection performance and result in a weight saving of the aircraft
because there is no necessity anymore to increase the number of sensors. Further-
more, the analytical redundancy can contribute to the structural design optimization.
The analytical redundancy in this method is introduced using an adaptive form of
the Extended Kalman Filter (EKF). This EKF uses the kinematic relations of the
aircraft and makes a state reconstruction from the available measurements possible.
From this estimated state, an estimated output is calculated and compared to the
measurements. Through observing a metric derived from the innovation of the Ex-
tended Kalman Filter (EKF), the performance of each of the redundant sensors is
monitored. This metric is then used to automatically isolate the failing sensors.

1 Introduction

In this paper a newly developed architecture for Air Data Sensors (ADS) moni-
toring is proposed. The method deals with the Fault Detection and Isolation (FDI)
of measurements required for the Electronic Flight Control System (EFCS) of air-
craft and is part of the work performed for the Advanced Fault Diagnosis for
Sustainable Flight Guidance and Control (ADDSAFE) project. The goal of the
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ADDSAFE project is to research and develop model-based Fault Detection and Di-
agnosis (FDD) methods for aircraft flight control systems, mainly sensor and actua-
tor malfunctions [12]. Furthermore, the ADDSAFE project aims at closing the gap
between the academic field of research of FDD and the practical application of these
methods in industry.

1.1 Motivation

In Fig. 1 an overview is given of the typical architecture of EFCS of an aircraft.
As can be noticed, one way of how faults can be introduced in the control loop
is by sensor faults, indicated as Air Data and Inertial Reference System (ADIRS)
faults in the figure. Faulty measurements which are fed back to the flight control
laws can create unwanted control signals, leading e.g. to higher loads on the aircraft
structure. For that reason, the aircraft structures are designed to withstand these
unwanted loads up to a level at which it is guaranteed that the faults can be detected
and appropriate actions can be taken.

However, for upcoming and future aircraft one important aspect is the structural
design optimization. This can lead to a substantial decrease in the weight of the
aircraft, which again leads to an increase in the aircraft’s performance, including a
decrease in fuel consumption, a decrease of produced noise and an increased range.
Furthermore, these advantages also satisfy the newer societal imperatives toward an
environmentally friendlier aircraft.

Sensor fault detection for flight parameter measurements, like e.g. air data and
inertial measurements in modern aircraft is generally achieved through the use of
typically three redundant measurement units (e.g. Air Data and Inertial Reference
Units (ADIRUs) [22]). Through a decision logic, also called consolidation process,
the correct measurement is selected and used by the EFCS [10],[22].

Objectives
Flight Control

Laws

Consolidation
Aircraft state

ADIRS faults

ADIRU

Fig. 1 Flight control architecture of an aircraft
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Improving the FDD performance of the aircraft’s EFCS allows to optimize the
aircraft structural design and performance, resulting in a lower operating cost and
decreased environmental impact [13], as explained above.

Another motivation for the development of analytical redundancy for aircraft pa-
rameter measurements is to extend the availability of the sensor measurements. In-
stead of adding one or several new sensors, the option of adding a “virtual” sensor,
i.e. analytical redundancy, gives the advantage no additional weight is required. This
results again in the same advantages as described in the previous paragraph.

These two main reasons indicate the need to create new advanced FDD methods
and to close the gap between academic research and industrial application.

1.2 Antecedents and Main Contribution

In this work a model-based FDD approach is presented for the fault detection of
Air Data Sensors (ADS), in particular applied to the angle-of-attack measurements.
Different methods have been investigated for mitigating the effects of failing ADS,
such as: signal based diagnosis [16],[9], alternative sensing methods which are fault
tolerant [4], robust fault detection approaches [11], finding ways to operate without
traditional ADS[6]. Other solutions for the problem of ADIRS monitoring dealing
with oscillatory faults are presented in [3],[2].

In this paper a method is introduced based on the general kinematic relations
of aircraft. By relating different available measurements in the ADIRU, it becomes
possible to perform FDD of the ADS. For this purpose, an adaptive modification
of the EKF is applied to the kinematic equations. The Kalman Filter (KF) and its
numerous modifications have been used in the field of aerospace engineering since
it was developed in the 1960s [14]. In this way, the EKF has also been used for
sensor fault detection [7].

The EKF was originally formulated for state estimation of dynamic systems when
the dynamics and measurement equations are nonlinear, but linearizable [17] and
has been widely used for sensor monitoring and fusion techniques [1]. The method
that will be proposed here directly builds on this principle, i.e., using the redundant
measurements available form the multiple ADIRUs the state of the aircraft is re-
constructed by means of a adaptive version of an EKF which was first introduced
by [19]. [15] proposes sensor fault detection by evaluating the innovation sequence
of the filter. This information can furthermore be used to fuse the measurements in
such a way that failing sensors are detected and isolated.

1.3 Structure of the Paper

In the next section the FDD problem to solve is introduced, giving the system de-
scription and the fault scenarios. In Section 3 the proposed FDD method is described
and in Section 4 the simulation results are presented. The paper ends with a conclu-
sion in Section 5.
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2 Problem Definition

2.1 System Definition

One of the key elements of this method is the use of the kinematic equations that
describe the aircraft’s behavior, i.e., the state reconstruction is achieved using the
measurements of the Inertial Reference Unit (IRU). When the load factors and the
rotational rates are used as inputs to the EKF, the state of the aircraft can be recon-
structed ([5]). The big advantage of this approach lies in the following three points:

1. The method developed is valid over the whole flight envelope of the aircraft. This
means that no special measures need to be taken such as gain scheduling, etc.

2. Secondly, the method can be applied to any aircraft, without large modifications
(except for the location of the sensors). So the developed method is general for
aircraft.

3. The method is insensitive to other types of faults, e.g. actuator faults, control
surface jamming, etc.

The aircraft kinematics can be represented by the following nonlinear system:

ẋ(t) = f(x(t))+G(x(t))(u(t)+w(t))

z(t) = Cx(t)

zm(t) = Cx(t)+ v(t)

(1)

Where x represents the state of the system, u the input and z the measurable output
of the system. w(t) and v(t) represent Gaussian white noise sequences and are the
measurement noise of respectively the measured input and output. In this particular
case, the state description can be reduced to a five state system, and these states are
measurable:

x =
[
VTAS α β φ θ

]�
(2)

u =
[
Ax Ay Az p q r

]�
(3)

z =
[
VTAS α β φ θ

]�
(4)

Where VTAS is the true airspeed, α the angle-of-attack, β the side-slip angle, φ the
roll angle and θ the pitch angle. Ax, Ay, and Az are the accelerations at the center
of gravity, p, q, and r the rotational rates. Note that a transformation is necessary
to convert the measured load factors at the IRU to accelerations at the center of
gravity. Furthermore, note that C = I. In fact, both the inputs to this system and the
outputs are measured from the aircraft and can be assumed available in the EFCS
for each modern aircraft. Although the position of an aircraft can be considered a
part of the state, it is not required for the purpose of fault detection of the ADS.
Having only these five states, will decreases the computational load of the proposed
method. Furthermore, no wind influences are accounted for in this work. However,
according to [20] it is possible to estimate the wind, giving a more precise estimate
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of the state of the aircraft if necessary, at the cost of a larger state vector and so
increased computational load.

According to [8], the kinematic state update equations can be described by:

V̇ = g(−sinθ cosα cosβ + sinφ cosθ sinβ + cosφ cosθ sinα cosβ )
+Ax cosα cosβ +Ay sin β +Az sinα cosβ (5)

α̇ =
g

V cosβ
(cosφ cosθ cosα + sinθ sinα)

+
1

V cosβ
(Az cosα−Ax sinα)+ q− tanβ (pcosα + r sinα) (6)

β̇ =
g
V
(sinθ cosα sinβ + sinφ cosθ cosβ − cosφ cosθ sin α sinβ )

+
1
V
(−Ax cosα sinβ +Ay cosβ −Az sinα sinβ )+ psinα− r cosα (7)

φ̇ = p+ qsinφ tanθ + r cosφ tanθ (8)

θ̇ = qcosφ − r sinφ (9)

which defines f(x) and G(x) in Eq. (1).

2.2 Fault Scenario

The definition for the fault scenario follows from the ADDSAFE project [12]. All
faults investigated in this paper are related to the measurement of the angle-of-attack
α , however the method developed can be extended to the monitoring of the measure-
ments of the true airspeed VTAS and the side-slip angle β , without losing generality.
Different types of faults are considered, such as oscillating faults, runaway faults
and increased noise faults, of which examples are shown in Fig. 2. Note that in this
graph, and all other graphs in this paper, all values are normalized to the operational
range of the measurements. Furthermore, also the time axis will be normalized for
each simulation.

Each of the different type of faults can occur on one or simultaneously on two
sensors. Whereas the fault detection of the case of only one failing sensor is a trivial
task, the fault detection when two sensors fail at the same time is less obvious with-
out incorporating any kind of analytical redundancy. An overview of the different
faults investigated and there amplitudes is shown in Table 1.

3 FDD Approach

The general idea of the approach taken here is to fuse the redundant measurements
based on the quality of the measurement. This is achieved by filtering the available
measurements using an EKF and comparing the state estimates with the redundant
measurements based on a so-called “R-adaptation” [21], which will be explained in
Section 3.2.
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Fig. 2 Different types of faults

Table 1 Fault Amplitudes (for the runaway, the rate is expressed as a percentage of αmax, for
the extra noise the standard deviation of the noise as a percentage of αmax)

Scenario Fault type Amplitude (% of αmax)
1 Oscillation 1 sensor 4
2 Oscillation 2 sensors 11
3 Runaway slow 2 sensors 9
4 Runaway fast 2 sensors 33
5 Extra noise 1 sensor 2
6 Extra noise 2 sensors 14

For this purpose, first the basic principles of the EKF are briefly explained, which
is essential in understanding the method. Then the sensor monitoring algorithm is
addressed, which is used to perform the FDD.
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3.1 Extended Kalman Filter

The standard EKF exists of two main steps. The first step can be called the predic-
tion of the estimated mean of the state of the system, and uses the system dynamic
equations. Also the covariance of the estimate is predicted. This step can be repre-
sented by:

x̂k|k−1 = x̂k−1|k−1 +

∫ tk

tk−1

[f(x̂(τ))+G(x̂(τ))um(τ)] dτ (10)

Pk|k−1 = ΦkPk−1|k−1Φ�
k +Qd (11)

Where x̂k|k−1 is the estimated state at time t = tk, knowing the measurement at time
t = tk−1. um(t) represents the measured input to the system. The matrix Pk−1|k−1
represents the covariance matrix of the estimated state at time t = tk−1. The matrix
Φk is the discretized version of the Jacobian matrix Fk, both defined as follows:

Φk = eFkΔ t =
∞

∑
n

Fn
k (Δ t)n

n!
(12)

with: Fk =
∂ (f(x)+G(x)u)

∂x

∣∣∣∣
x=x̂k|k

(13)

and from [18] we can approximate Qd as:

Qd(k) = ΓkQΓ�k (14)

with: Γk =

(∫ k

k−1
ΦkΔ t

)
G(x̂k|k) (15)

where Q = E
[
w(t)w�(t)

]
represents the input noise covariance matrix.

The second step is the measurement update. It is represented by:

Kk = Pk|k−1H�
(

HPk|k−1H�+R
)−1

(16)

x̂k|k = x̂k|k−1 +Kk
(
zm−h(x̂k|k−1)

)
(17)

Pk|k = [I−KkH]Pk|k−1 [I−KkH]�+KkRK�
k (18)

Where K is the Kalman gain, H = ∂h
∂x = I, and R = E

[
v(t)v�(t)

]
the measure-

ment noise covariance matrix. Furthermore, from these equations we can define the
innovation as zmk − ẑk and the innovation covariance matrix as:

Vek = HPk|k−1H�+R (19)

This standard EKF can be applied to the system described in Section 2.1 with the
triple measurement of the angle-of-attack α augmented in the measurement vec-
tor. Note that is was chosen for this approach in favor of a dedicated filter for each
ADIRU, as to reduce the computational load. In this case, a simulation was chosen
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with a double runaway fault, i.e., sensor 1 and 2 experienced the same runaway fault
at t = 0.03. In Fig. 3 the result of the estimated angle-of-attack (α̂) can be seen com-
pared to the three different measurements. As can be noticed, the estimated value
of the angle-of-attack is in between the measured values. This is logical, as the as-
signed variances to the different sensors, through the matrix R, are equal. Therefore,
each measurement of the same variable is equally weighted by the filter. From the
figure it is clear that it cannot be decided on this information which sensor is failing,
and which sensor is providing a correct value. In this we find a motivation to modify
the algorithm such that FDI becomes possible by monitoring the performance of the
sensors.
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Fig. 3 α̂ compared with measurements for runaway fault of sensor 1 and 2 (equal fault value),
regular EKF

3.2 Adaptive Fusion

Instead of using all redundant measurements as separate observations in an adaptive
EKF [23], here is chosen to fuse the redundant measurements based on their per-
formance. For this, a certain metric is introduced which represents the performance
(fault-free/fault) of the sensor.

The theoretical innovation covariance of the EKF is represented by (19). This
value can also be estimated online:

V̂ek =
1
N

k

∑
i=k−N+1

(zmi − ẑi)(zmi − ẑi)
� (20)

where N represents the moving window width. In the case a sensor fails, for each
diagonal value, the estimated value will exceed the theoretical value, i.e.:
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V̂ek(i,i)
≥
[
HPk|k−1H�

]
(i,i)

+R(i,i) (21)

where the subscript . . .(i,i) means the value on the ith diagonal. Now one can intro-
duce the diagonal scale factor matrix S(k) ([21]) such that:

V̂ek(i,i)
=
[
HPk|k−1H�

]
(i,i)

+ Sk(i,i)R(i,i) (22)

And therefore the values of S(k) can be calculated as:

Sk(i,i) =

(
V̂ek(i,i)

−
[
HPk|k−1H�

]
(i,i)

)
R−1
(i,i) (23)

In the fault free case, the matrix S(k) will approximate the unity matrix I, in a faulty
case, the diagonal value related to the failing sensor will increase and become bigger
than 1. To perform the fusion of the redundant measurements, the scale factors are
calculated for the different sensors. Then a weighted average of the three measure-
ments is taken using the reciprocals of S(k) as weights:

αc =
1

∑3
i=1

1
S∗αi

3

∑
i=1

1
S∗αi

αi (24)

As can be noticed, in the case one or two sensors give a bad measurement, the related
value of S(k) will increase and the faulty measurement will be given a lower weight.
As will be shown in the results, the scale factor of the faulty measurement is much
larger than 1, so S(k)� 1, and as such the faulty measurements will have almost no
influence on αc. The detection and isolation signal will then be based on whether
the value of S(k) will exceed a preset threshold. Another approach would be to set a
threshold, and disregard any measurement with a scale factor above this threshold.

Note that the method as presented here is limited to the detection of measurement
faults related to the signals in z, as defined in Eq. (4). It is assumed that the input
measurements u are fault-free.

4 Simulation Results

The method described above is applied to the system described in Section 2.1. Sim-
ulations were run on the ADDSAFE benchmark. Two main tuning parameters are
required to be determined for the application of the filter. First of all, there is the
time window N, over which the estimate of the innovation covariance is calculated.
This parameter depends on the system dynamics and the required detection perfor-
mance. However, setting this parameter is trivial, and is done by trial and error. The
second tuning parameter is the threshold T introduced in the previous paragraph.
This parameter can be set based on the amplitude of the residuals in fault-free cases.
Although the matrices Q and R can be considered as tuning variables, they are re-
lated to the performance of the sensors measuring the input and output vectors u and



192 L. van Eykeren and Q. Chu

 

 

α3

α2

α1

α̂

Time [-]

α
/α

m
ax

[-
]

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Fig. 4 α̂ compared with measurements for runaway fault of sensor 1 and 2 (equal fault value),
EKF with adaptive fusion
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Fig. 5 Sα for the different sensors for runaway fault of sensor 1 and 2 (equal fault value),
EKF with adaptive fusion

z. Therefore, both matrices should be based on the real sensor performances which
are considered to be known.

First, the method was applied to the same simulation as shown in Fig. 3. The
result is shown in Fig. 4. As can be noticed, the estimated α̂ now follows the correct
measurement α3 and α1 and α2 are discarded. Fig. 5 shows the values of Sαi , i =
1,2,3. The scale factors related to sensor 1 and 2 clearly show an increase in value
after the fault occurred. Other typical results for the different scenarios described in
Table 1 are shown in Figs. 6, 7, 8 and 9.

A simulation campaign was set-up to test the proposed FDI method. This cam-
paign existed of fault-free simulations in which different maneuvers were performed
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to test the false alarm rate. These simulations included sudden pitch up maneuvers
with high angle-of-attack attitudes and lateral maneuvers including substantial side
slipping of the aircraft. The introduction of faults occurred during simulations of the
cruise condition of the aircraft, for the faults presented in Table 1.

The simulation campaign involved changing the following parameters of the sim-
ulations: the flight parameters (altitude, velocity), geometric parameters (mass, posi-
tion of center of gravity), uncertainties in the measurements (mass, velocity, center
of gravity, altitude) and the aerodynamic coefficients. All these parameters were
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adjusted in two different ways: using the extreme values (all uncertainties on the
minimum or maximum value at the same time) and using Monte Carlo simulations.
In this way, a large part of the flight envelope of the aircraft was covered.

In Table 2 an overview is given of the detection performance of these simulations,
consisting of 252 simulations (152 parametric variations and 100 Monte Carlo vari-
ations) for each scenario. In this table, “DTP” stands for “Detection Time Perfor-
mance” and is expressed in function of the maximal allowed detection time for that
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Table 2 Summary of obtained simulation results

# Detection DTP DTP DTP
(%) mean max min

1 100 0.0063 0.0068 0.0062
2 100 0.16 0.18 0.14
3 100 0.41 0.95 0.32
4 100 0.16 0.20 0.13
5 100 0.0035 0.0042 0.0030
8 100 0.06 0.06 0.06

type of fault. As can be noticed, for the different fault scenarios considered, a 100%
fault detection performance was achieved, i.e., no missed detections and no late de-
tections. The low values for scenario 1 and 5 are due to different maximum allowed
detection times. It can be noted that the absolute detection times for both one or two
sensors failing were in the same magnitude order, i.e., the absolute detection time is
not influenced by the amount of sensors (one or two) that are failing. Furthermore,
no false alarms were obtained during the simulation of fault-free maneuvers. Here
only results are presented for the detection of faults in the angle-of-attack sensors.
However, it should be noted that this FDI method can be extended to the other vari-
ables in the measurement vector z without losing any functionality. As these types
of faults can be detected and accounted for by the same methodology, it can be
stated that the fault detection of one specific variable is insensitive to other faults.
The detection of measurement faults of the variables in the input vector u, being the
accelerations and rotational rates, is not considered in this work, and so these mea-
surements are assumed to be fault-free, i.e., FDI for these measurements is covered
by a different methodology.

5 Conclusion

This paper presented an algorithm based on an adaptive modification to the EKF
that is capable of providing mathematical redundancy for the purpose of sensor
fault detection. The main advantages of this method are the independence from the
dynamics of the aircraft and it’s low tuning complexity. In fact, the only aircraft spe-
cific knowledge required is the exact location of the IRU and the sensor performance
characteristics. Because only kinematic and no dynamic (forces and moments) rela-
tions are used, no special measures need to be taken to make to method valid over
the whole flight envelope of the aircraft. This results in a very low tuning complex-
ity, limited to setting a time window and one threshold. Furthermore, it should be
noted that this method can be extended to other air data measurements, which will
be investigated in future work.
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A Multiple-Observer Scheme for Fault 
Detection, Isolation and Recovery  
of Satellite Thrusters 

Antoine Abauzit and Julien Marzat1 

Abstract. The method proposed in this paper aims at automatically detecting, iso-
lating and identifying faults on actuators of a satellite model and also aims at auto-
matically reconfiguring the reference input once the fault has been isolated. The 
method uses two sliding mode observers to detect and reconstruct the fault. A 
cusum test on the output of the detection observer triggers a bank of Unknown 
Input Observers in order to isolate the faulty actuator. The reference input is  
automatically reconfigured in order to pre-compensate the fault, which makes the 
satellite capable of fulfilling its mission with the desired performances and good 
precision. Monte Carlo analysis, based on performance criteria, is carried out to 
assess the performance of the strategy. The combination of these different types of 
filters might provide better detection, isolation and identification capabilities than a 
single filter that would be forced to achieve a trade-off between fast detection and 
accurate estimation. 

1 Introduction 

During the last decades, fault detection, isolation and recovery (FDIR) has met a 
growing interest in the scientific community. The higher levels of automation 
expected from modern systems require a higher reliability. Hardware redundancy 
is usually employed to achieve this reliability yet it implies added complexity and 
higher costs. For satellite systems, hardware redundancy is particularly cumber-
some since each actuator should be built several times, and the cumulated mass 
leads to a much higher launch cost. Furthermore, it is almost impossible to repair 
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the satellite if a fault occurs after launch. Therefore, methods avoiding hardware 
redundancy and making it possible for the satellite to fulfil its mission in spite of a 
fault are highly recommended. 

By using a mathematical model of the system, model-based fault diagnosis 
(also called analytical redundancy) can be able to detect and isolate faults on ac-
tuators or sensors. Thus, the reliability of the system can rely less heavily on 
hardware redundancy and more on software efficiency. 

Different model-based methods have been studied for satellite models: parity 
space [10], neural-network [8], parameter estimation techniques [4], observer-
based techniques [1], bank of Kalman filters [12] and techniques based on un-
known input observer (UIO) [6]. 

When a fault occurs, the system has to be able to carry on its mission. A Fault-
Tolerant Control System (FTCS) is a closed-loop system that has the ability to 
tolerate faults without threatening its performances or its stability. The reader may 
refer to the excellent bibliographical review [13], which explains the existing ap-
proaches on this topic. 

The method presented in this paper aims at automatically detecting a fault on an 
actuator of a satellite model, isolate it, and reconfigure the control input in order to 
carry on the mission. This allows the assessment of the performance of a whole 
FDIR loop on a realistic aerospace model, which is seldom addressed in the litera-
ture. The detection and the reconstruction of the fault are achieved via sliding 
mode observers like in [3]. The obtained residuals are analyzed by cusum tests in 
a decision-making scheme. Once the fault is detected, a bank of UIOs isolates the 
actuator on which the fault occurred. An interesting feature of the proposed 
method is to make use of observers with different dynamics for the detection and 
estimation of faults to escape from the classical trade-off between reliable detec-
tion (few false alarms) and fast estimation. Finally, the reference input is modified 
in order to compensate for the effect of the fault like in [9]. This way, the dynam-
ics of the feedback laws remain unchanged and a good precision can be achieved, 
without the need to reconfigure entirely the controller. The performance of the 
fault diagnosis method is evaluated with Monte-Carlo (MC) simulations. 

2 Satellite Modelling   

2.1 Satellite Dynamics 

The vehicle considered is a deep-space satellite with 12 thrusters (organized in 4 
sets), similar to the one presented in [12]. The state of the satellite is described  
in Eq. (1). p is the inertial position, v, the inertial velocity, q the quaternion de-
scribing the rotation from the inertial frame to the body frame, and ω the angular 
velocity of the satellite. 
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The sensitivity matrix BF represents the force due to each thruster input. The jth 
column of BF refers to the direction of the jth thrust of the satellite, dj, described in 
the body frame. 
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The input from the thrusters is defined by the vector u. Thereby the input of the ith 
thruster is the ith component of the vector, ui. It is a positive scalar value between 0 
and 100 N. 

In the end, the net force of all the thrusters, in the body frame, simply is: 
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The dynamics of the inertial position and the inertial velocity are described in  
Eq. (4): 
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where RB→I is the rotation matrix that turns a vector described in the body frame into 
a vector described in the inertial frame. The mass of the vehicle is denoted by m.  

The rotational dynamics are generally described by [7]:  
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The inertia of the satellite in the body frame is defined as I. The sensitivity matrix 
BT represents the torque of each thruster input. The jth column of BT refers to the 
direction of the torque due to the jth thruster in the body frame. 

 T1 T2 T12[ ]=TB d d d  (8) 

with Ti i i= ×d GA d  where Ai is the point where the thrust applies and G is the 

center of mass of the satellite. 

Table 1 Description of the parameters of the satellite model (from [12]) 

Parameter Value Unit 

Mass 879 [kg] 

Ixx 2787 [kg.m²] 

Iyy 2836 [kg.m²] 

Izz 2266 [kg.m²] 

2.2 Control Allocation 

Two state feedback laws are used to control the state of the satellite. The first one 
is dedicated to the control of the position and the velocity while the second one is 
for the attitude and the angular velocity. The outputs of the linear controller and 
the attitude controller are respectively linear and angular accelerations. 

A nonlinear iterative control allocation procedure [11] is used to compute the 
reference thrust for each actuator, in order to respect the commands coming from 
the feedback laws. The output of the allocator is a desired thrust level for each 
actuator, which is assumed to be achieved instantaneously. 

2.3 Measurement Model 

Star trackers assumed to be faultless measure the attitude of the satellite relative to 
the inertial frame. Let q be the actual attitude of the satellite. The measurement of 
the star trackers is corrupted by a rotation error qerr. The measured quaternion qm 
is given by the quaternion product: 
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 m err= ⊗q q q  (9) 

For the measurement of the angular velocity, the quaternion between the previous 
measured quaternion qp and the current measured quaternion is first computed: 

 m
1

p qqδq ⊗= −  (10) 

The attitude variation is: 
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where e is a unit vector that gives the axis of the rotation. In the end, we have an 
angular increment of φ around the axis e between two steps. 

The angular velocity estimation is then: 

 
t

ϕ=
Δest eω  (12) 

where Δt is the time step of the control system. In the following, we assume that 
the measurement of the angular velocity is given by ωmes = ωest. It is of course 
worth mentioning that more refined methods may lead to a better estimation of the 
angular velocity, yet it seemed to be a sufficient modelling level to assess the in-
terest of the proposed method. 

3 FDIR Methodology 

The objective of the proposed method is to quickly detect, then isolate, and finally 
compensate a fault on a thruster when it happens. Since two thrusters can have the 
same force direction but different torque directions, we assume that it is easier to 
get explicit residuals from the angular velocity than from the linear velocity. If 
two thrusters have the same force and torque directions, it is necessary to study the 
linear velocity too in order to determine the sign of the fault and isolate the faulty 
actuator. 

Two sliding mode observers are used to detect and to reconstruct the fault sig-
nals. The design of these observers is based on [3]. This kind of non-linear ob-
server generates an output estimate ŷ  and a state estimate x̂  such that the estima-

tion error converges to zero in finite time. In [3], this observer is written in the 
form: 
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 vGeGBuxAx nyl +−+= ˆ̂  (13) 

where yyey −= ˆ  is the output error, v is a non-linear switched function of the 

output error and Gl and Gn are gain matrices. It is shown that once the sliding 

motion 0ey =  and 0ey =  is attained, it becomes possible to estimate actuator 

or sensor faults from the equivalent output injection signal required to maintain 
sliding motion.  

The two observers only differ in their tuning since opposite properties are re-
quired for them: one has to provide explicit residuals while the other has to 
quickly reconstruct the disturbance. 

Once a detection flag has been raised, a bank of Unknown Input Observers 
(UIO) is used to isolate the faulty thruster as in [6]. 

All these observers only reconstruct the angular velocity of the satellite from 
ωmes and the satellite model. The computational cost is then reduced, since there is 
no need to process the entire state vector. 

Figure 1 depicts the interaction between the satellite dynamics and the on-board 
algorithms including navigation, state feedback, the control allocation procedure, 
the FDI functions and the reconfiguration of the input command. 

 

 

Fig. 1 Control system and FDIR methodology 

Figure 2 is a detailed illustration of the FDI block from the previous diagram. It 
depicts the faulty actuator isolation process and the estimation of the torque dis-
turbance due to the fault. 
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Fig. 2 Detailed FDI scheme 

3.1 Detection Observer 

In order to decide if a fault happened or not, a detection observer is designed. For 
computational complexity, the detection observer is the same as the reconstruction 
observer described further, but with a different tuning. 

The dynamics of this observer are chosen to be slow, as a result, when a fault 
occurs, the error between the measured angular velocity and the output of the ob-
server quickly increases. 

3.2 A Cusum Test to Trigger the Isolation Process 

The decision is based on a cusum test [2] on the angular velocity estimation error. 
The mean error of this state is supposed to be small when no fault occurs. If a fault 
happens, the mean value of the estimation error evolves. When a threshold is 
crossed on the cusum statistics, the test indicates that an actuator may be faulty. It 
is then time to isolate the fault. 

3.3 Fault Isolation: A Bank of UIOs 

For real-time applicability, the UIOs are triggered only when the decision criterion 
indicates that a fault has occurred. Even if only the angular velocity is estimated, 
keeping the UIOs switched off before the fault is detected seems to be a good 
strategy, regarding the number of actuators of the satellite studied here.  

The isolation of the actuator is based on a bank of observers like in [6]. Un-
known Input observers have been chosen here because of their decoupling capa-
bilities. Once again, the angular velocity measurement is used by the observers, 
but this time for isolation. 
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For each thruster, an UIO is designed. The tuning is the same for all the actua-
tors. Each UIO is such that it can fully reconstruct the angular velocity with all the 
inputs but one. As a result, the UIO dedicated to the faulty actuator will not be 
affected by the fault while all the others will be. 

A UIO can be written in the form: 

 
ˆ

=
= +

z Fz + TBu + Ly

x z Hy


 (14) 

For the state to be observable despite an unknown input, the design of the UIO has 
to respect some constraints. 

In our case, the output equation of the state space representation simply is: 

 y = Cx = x, i.e. C = I3 (15) 

Thus, for each UIO, the matrix H is such than T = I3-H is orthogonal to the direc-
tion of the "missing" thruster, i.e.:  

 (I3-H)dTi = 0 (16) 

Here, the matrix F is very simple: 

 F = -K (17) 

where K is a feedback matrix designed by pole placement. This matrix should be 
stable in order to ensure the convergence of the estimation error ˆ= −e x x . 

Finally, the last condition to ensure the convergence is to design the matrix L as 
follows: 

 L = K(I3-H) (18) 

Since we are not trying to reconstruct the fault here – we just want to isolate the 
faulty actuator – a classical observer design is proposed for the UIOs. 

The UIO bank has to indicate clearly which actuator is faulty. Since the UIO 
dedicated to the faulty actuator is insensitive to the fault, the residuals of the other 
UIOs have to be very sensitive to input errors. The tuning of the UIO is such that 
the error estimation rapidly increases when the fault appears, while the residuals 
on the faulty UIO stay small. One drawback of this method is that even if an UIO 
can fully reconstruct the state, it can take time to have a small estimation error in 
the direction of the "missing" actuator. 

To overcome this drawback, the residuals on the angular velocity are described 
in a specific frame for each UIO: the rotation matrix is such that the first axis of 
the new frame is the direction of the torque of the dedicated actuator. This means 
that the transient phase only happens on the first component while the others are 
quickly fully reconstructed. This is closely related to projections used in the con-
text of parity space techniques for enhancing sensitivity to faults. 
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As a result, the residuals on the first component of each UIO will always con-
verge to 0, with or without fault. On the other hand, the residuals on components 2 
and 3 of all the UIO but the faulty one will increase when the fault appears. 

It is now possible to study the norm of the residuals on components 2 and 3. 
The UIO that minimizes the norm of the residual on components 2 and 3 indicates 
which actuator is faulty. 

3.4 Disambiguation Process 

The UIOs use the direction of the torque due to the thrusters to isolate the faulty 
actuator. However, among the 12 thrusters of the satellite, two pairs of actuators 
have opposite directions making a disambiguation process necessary if the fault 
happens on one of these thrusters. We have: 

 
T2T4

T1T3

dd

dd

−=
−=

 (19) 

As a result, isolating the faulty thruster between actuators 1 and 3 or 2 and 4 re-
quires the knowledge of the sign of the fault. 

These four thrusters have the same force direction that is, described in the body 
frame: 

 4321 dddd ===  (20) 

The sign of the fault can be determined by comparing the commanded linear ac-
celeration (i.e. the output of the control law on position and velocity) with the 
estimate of the linear acceleration computed from velocity measurement. Once the 
sign is known, the fault is easily isolated. 

3.5 Reconstruction Observer 

The design of this observer is based on the sliding mode observer proposed by [3] 
where the sliding motion is maintained even in the presence of faults. An estimate 
of the fault can be computed thanks to the equivalent output injection signal that 
maintains the sliding motion. 

The reconstruction observer proposed here only deals with the angular velocity 
of the satellite. The state estimation follows the dynamics: 

 1 1ˆ − −= − × + +T yI B u I y Iy We vω  (21) 

where W is a stable design matrix and the vector v is defined as: 

 arctanM= − yv e  with M>0 (22) 
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When an additive fault Δu occurs, the dynamics of the angular velocity become: 

 1 1( )− −= + − ×TI B u u I Iω Δ ω ω  (23) 

The state estimation error is defined as ˆ= −ye ω ω , so its dynamics are: 

 1 1 1− − −= + − − × + ×y y Te We v I B u I y Iy I I Δ ω ω  (24) 

It has been shown by [3] that during the sliding motion, =ye 0  and =ye 0 , so if 

no fault happens, v→0 and if a fault occurs v→ 1−
TI B uΔ . 

Thanks to the reconstruction observer, it is possible to compute an estimation of 
the torque disturbance due to the fault. If the fault has been correctly isolated, it is 
now possible to estimate it. 

3.6 Reconfiguration of the Input Command 

Once that the faulty actuator has been isolated and that the torque disturbance due 
to the fault has been reconstructed, it is possible to compute the value of the fault 
on the actuator thanks to the method of least squares. 

Let Fpert and Tpert be the estimation of the disturbance due to the actuator fault 
on the force and the torque respectively, and let Fco and Tco the output of the con-
trol laws. 

Once that a fault is detected, the input of the allocator becomes: 

 
alloc co pert

alloc co pert

= −

= −

F F F

T T T
 (25) 

The disturbance is directly pre-compensated in the control laws; therefore, even if 
the disturbance is not perfectly rejected because of the model errors, the "actual" 
commands Fco and Tco can be respected. 

4 Simulations 

4.1 An Example 

The proposed method has been applied to the satellite model described in  
Section 2.1. The method is first illustrated on one example. For our scenario, the 
faulty actuator is the number 12. Figure 3 shows the residuals of the detection  
observer. The residuals clearly increase after the occurrence of the fault. The 
cusum test on the residuals of the detection observer triggers the bank of UIO. 

The UIO dedicated to the 12th actuator is insensitive to faults on this actuator. 
Its residuals remain close to zero, despite the model errors that we considered 



A Multiple-Observer Scheme for Fault Detection, Isolation and Recovery  209 

 

here, while the residuals of the 11th UIO quickly increase (Figure 4). The UIO that 
minimizes the residuals on components 2 and 3 indicates which actuator is the 
faulty one. The faulty actuator is automatically detected and isolated (Figure 5). 
The amplitude of the fault is estimated (Figure 6) then pre-compensated by the 
reconfiguration of the reference input. 
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Fig. 3 Output of the detection observer 
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Fig. 4 Residuals of the 11th and the 12th UIOs 
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Fig. 5 Index of the faulty actuator                           Fig. 6 Fault estimation 
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4.2 Influence of the Tuning of the SMOs 

In order to highlight the interest of using different tunings for the detection and the 
reconstruction observers, the previous example is run again twice. The difference 
of tuning between the detection and the reconstruction observers lies in the scalar 
parameter M from equation 22. Let MD be the parameter for the detection observer 
and MR the parameter for the reconstruction observer. 

In the tuning presented above, the mixed tuning, the parameter MR is equal to 
ten times the parameter MD since the dynamics of the detection are chosen to be 
slow while fast dynamics are required to estimate the fault quickly. The tuning 
where the detection and the reconstruction observers both have slow dynamics is 
referred as case 1 in the table below while the tuning where both have fast dynam-
ics is referred as case 2. 

Table 2 SMOs parameter M tuning 

 MD MR 

Case 1: slow tuning M1 M1 

Case 2: fast tuning 10 M1 10 M1

Mixed tuning M1 10 M1

 
Since the detection observer is the same for the case 1 and the mixed tuning, 

the detection happens at the same date. However, in case 1, the fault estimation 
converges much slower to the actual fault (Figure 7) because of the slow dynamics 
of the reconstruction observer. As a result, the input command can not be recon-
figured efficiently. 

For the case 2, the fault estimation is as fast as with the mixed tuning since the 
reconstruction observers are the same. Unfortunately, the detection time is longer 
than with the mixed tuning, by 2.3 s on this example. Indeed, once the fault has 
appeared, the residuals of the detection observer do not grow as fast as with the  
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Fig. 7 Fault estimation for the three tunings 
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Fig. 8 Output of the detection observer for the fast tuning (case 2) 

mixed tuning. As a result, it takes more time to cross the threshold of the cusum 
test making the isolation process triggered later. Furthermore, since the final val-
ues of the residuals are smaller, it becomes harder to detect small faults (Figure 8 
compared to Figure 3) and the missed fault rate would be higher. 

The tuning of the cusum test could be adapted to the fast tuning of the detection 
observer, but there is a risk that the residuals disturbed by the model errors would 
trigger the detection observer, especially in the first seconds of flight, resulting in 
an increased false alarm rate. 

In the end, the use of two SMOs, one with slow dynamics dedicated to the de-
tection, and one with fast dynamics dedicated to the fault estimation makes it pos-
sible to circumvent the usually required trade-off between the two tunings. 

4.3 Performance Evaluation 

In order to evaluate the efficiency of the method and its robustness to model er-
rors, some performance indices should be defined. The fault isolation time indi-
cates the performance of the method while the missed fault rate and the false 
alarm rate allow the evaluation of its robustness. 

The fault isolation time is the difference between the moment the isolation is 
definitively done (the actuator indicator remains constant until the end of the sce-
nario) and the moment the fault occurs. 

The false alarm rate is the number of times a fault is detected while all the ac-
tuators are still healthy divided by the total number of scenarios. 

The missed fault rate is the number of time a fault was not detected at the end 
of the scenario divided by the total number of scenarios. 

To compute these indices, Monte-Carlo simulation tests have been carried out. 
For each simulation run, parameters of the model such as the position of the center 
of mass, the mass, the inertia, and the direction of the thrusters are altered. The 
value of the fault, the time of its appearance, and the index of the faulty actuator 
are randomly chosen. 
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All the model alterations follow a uniform distribution with bounds as de-
scribed in Table 3. 

Table 3 Summary table of the altered parameters of the satellite and their distribution 

Parameter Unit Lower bound – Upper bound 

Mass [kg] -10; +10 

Inertia (by axis) [kg.m²] -10; +10 

Center of mass (by axis) [m] -0.02; +0.02 

Thruster direction (by actuator) [°] -0.2; +0.2 

 
All the fault parameters follow a uniform distribution with bounds as described 

in Table 4. For each scenario, after the occurrence time, a bias appears on the 
faulty actuator until the end of the simulation. 

Table 4 Summary table of the fault parameters 

Parameter Unit Lower bound – Upper bound 

Value [N] -30; +30 

Actuator - 1; 12 

Occurrence time [s] 0; 100 

 
A number of 1000 MC simulation tests have been carried out. The false alarm 

rate and the missed fault rate can be directly computed. It appears that the appro-
priate tuning of the method allows avoiding false alarms since the false alarm rate 
is equal to zero. On the other hand, 49 faults were not detected among the 1000 
scenarios. This means that we have a missed fault rate of 4.9%. 

It might be possible to get a lower missed fault rate with different tuning of the 
cusum test but it could lead to a higher false alarm rate. It should however be 
noted that the values of the non-detected faults are small and have thus a very 
small effect on the system dynamics. 

Figure 9 presents the detection time for the different fault values met in the 
1000 scenarios. It clearly appears that the detection time depends on the value of 
the fault: the more the fault is important, the faster it is isolated. The smallest 
faults – less than 1.5N – are not detected. 

Figure 10 shows the required delay for the fault isolation once it is detected. It 
appears that 50 % of the faults are isolated less than 0.2s after detection, and that 
88 % are isolated within the second that follows the detection. In some cases - 
small fault, high model errors - the isolation time can be more important, however, 
the isolation is always achieved in the end. 
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Fig. 9 Detection time versus fault                         Fig. 10 Isolation time after detection 

5 Conclusion 

This paper has described a method to detect, isolate and compensate an actuator 
fault in a satellite system. The main challenge is to detect as soon as possible the 
fault and to reconstruct it rapidly among all the possible thrusters. The proposed 
method differs from the usual solutions by the use of two observers, one for detec-
tion, and one for reconstruction. The detection and the reconstruction observers 
use the same kind of sliding mode observer but with different tunings. The isola-
tion of the faulty actuator is performed with a bank of UIO that is triggered by the 
detection observer. Each of the UIO residuals are described in a specific frame 
bound to the dedicated actuator in order to get more "readable" residuals for an 
easier isolation. Once a fault is isolated and reconstructed, the input command is 
reconfigured in order to pre-compensate the disturbances due to the fault. 

The proposed method allows to successfully detect and isolate faults in  
most cases. Only the smallest faults are not detected but such faults lead to small 
disturbances, so the integrity of the system is not threatened. An optimal tuning 
thanks to a minimax optimization could allow to reduce the missed fault  
alarm without deteriorating the false alarm rate, taking into account the sources of 
uncertainty [5]. 
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A Spherical Coordinate Parametrization
for an In-Orbit Bearings-Only Navigation Filter
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Abstract. In-orbit rendezvous is a key enabling technology for many space mis-
sions. Implementing it employing only bearing measurements would simplify the
relative navigation hardware currently required, increasing robustness and reliabil-
ity by reducing complexity, launch mass and cost. The problem of bearings-only
navigation has been studied intensively by the Naval and Military communities.
Several authors have proposed that a polar or spherical coordinate parametrization
of the underlying dynamics produces a more robust navigation filter due to the in-
herent de-coupling of the observable and un-observable states. Nevertheless, the
complexity of this problem increases significantly when the underlying dynamics
follow those of relative orbital motion. This paper develops a spherical coordinate
parametrization of the linearized relative orbital motion equations for elliptical or-
bits and uses an approximation of these equations for circular orbits to develop an
Extended Kalman Filter (EKF) for bearings-only navigation. The resulting filter is
compared to its equivalent based on the well known Hill Equations in cartesian co-
ordinates via a Monte Carlo analysis for a given reference trajectory. Simulations
show that a spherical coordinate based EKF can perform better than its cartesian
coordinate counterpart in terms of long-term stability tracking of the reference tra-
jectory, with little additional computational effort.
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1 Introduction

In-orbit rendezvous is a key enabling technology for many space missions. Without
a technology allowing a chaser spacecraft to reach a target with high accuracy and
low collision risk, we could never achieve missions such as in-orbit assembly of
large structures (ISS); planetary exploration and return (Apollo and Mars Sample
Return); in-orbit servicing, refuelling and inspection (ATV, DEOS) and Active de-
orbiting (OTV).

While this topic has been widely researched and there exists significant heritage,
it currently requires complex and/or bulky hardware to measure the relative range
between the chaser spacecraft and the target [1]. This is especially the case with
un-cooperative targets at long distances, as the power requirements and complex-
ity of the range sensors increases exponentially without dedicated hardware on the
target [2]. There have been may efforts to simplify the required hardware for ren-
dezvous [1]. Nevertheless, most solutions only work at short ranges of less than a
few kilometres, such as those involving visual cameras using stereo vision (triangu-
lation along a well-known baseline) or estimation of the range from the relative size
of the target.

For these reasons there is a strong motivation to develop algorithms to perform
in-orbit rendezvous without requiring a direct measurement of the range between
the chaser and the target. Bearing measurements to an un-cooperative target are
easier to obtain, especially at long range, without the need of heavy or complex
hardware, for example by using a single optical camera to measure Line of Sight
to the target. Therefore, this would not only enable rendezvous missions with low
launch mass and cost, but would also provide a back-up strategy for contingency
cases in missions employing more advance sensors.

The problem of bearings-only navigation has been studied intensively by the
Naval and Military communities with applications to ship navigation and mis-
sile guidance assuming a constantly moving and non-maneuvering target [3–5]. In
particular, there have been several studies claiming that using a polar or spheri-
cal coordinate parametrization of the equations of motion to construct an EKF for
bearings-only navigation naturally decouples the un-observable states (range) from
the observable ones (angles). This prevents covariance matrix ill-conditioning and
filter instability, resulting in a more robust and unbiased filter [6, 7].

Nonetheless, the assumptions employed in the Naval and Military literature do
not apply to the in-orbit problem due to the complexity of orbital dynamics. Only
a few authors have treated the in-orbit bearings-only navigation problem [1] and to
the authors’ knowledge, none have attempted to test the potential advantages of a
spherical coordinate parametrization for a bearings-only navigation filter for in-orbit
rendezvous. This paper tackles this specific problem and for this purpose develops a
spherical coordinate parametrization for the equations of linearized relative orbital
motion for eccentric and circular orbits. The latter are equivalent to the well known
Hill Equations.
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2 Spherical Relative Motion Equations

In order to derive the equations of relative motion in Spherical coordinates, the
definition of the relative position vector in spherical coordinates (see Appendix) is
used in conjunction with the vectorial equation of relative motion (16) derived in the
Appendix. Solving for the desired accelerations in Spherical coordinates r̈, θ̈ and φ̈ ,
the final expressions for the Spherical Equations of Relative Motion emerge and are
shown in Equations 1 to 3. These equations are valid for elliptical orbits.

r̈ = ar + φ̇2r+ rω2 + 2krω
3
2 + rθ̇ 2c2

φ − rω2c2
φ + rω2c2

φ c2
θ − 3krω

3
2 c2

φ . . .

+ 2φ̇rωcθ + 2rθ̇ωsθ cφ sφ
(1)

θ̈ =
aθ − 2ṙωsφ sθ

rcφ
+

2φ̇ θ̇ sφ − ω̇sφ sθ

cφ
− 2ṙθ̇

r
− cθ sθ ω2− 2φ̇sθ ω (2)

φ̈ = − ω̇cθ − θ̇ 2sφ cφ +ω2sφ cφ s2
θ +

aφ − 2φ̇ ṙ− 2ṙωcθ

r
+ 3kω

3
2 sφ cφ . . .

+ 2θ̇ωsθ c2
φ

(3)

Here ci = cos(i) and si = sin(i) for i = φ or θ are used to simplify the notation.
Substituting the assumptions of constant orbital rate ω =

√
μ/r3

t into Equations 1
to 3, yields the Equations for Relative Motion in Spherical Coordinates for Circular
Orbits, shown in Equations 4 to 6. These are equivalent to the Hill Equations cited
in many references including [2], also shown in the Appendix.

r̈ = ar + rφ̇2 + 2rφ̇ωcθ + rθ̇ 2c2
φ + 2rsφ sθ θ̇ωcφ + rω2 (c2

φ c2
θ − 4c2

φ + 3
)

(4)

θ̈ =
aθ − 2ṙωsφ sθ

rcφ
+

2φ̇ θ̇ sφ

cφ
− 2ṙθ̇

r
− cθ sθ ω2− 2φ̇sθ ω (5)

φ̈ =
aφ − 2φ̇ ṙ− 2ṙωcθ

r
+ω2sφ cφ

(
s2

θ + 3
)− θ̇ 2sφ cφ + 2θ̇ωsθ c2

φ (6)

3 Validation of the Spherical Equations

In order to validate the equations of relative motion for circular orbits in Spherical
coordinates, a comparison of equations 4 to 6 with the Hill Equations (see Ap-
pendix) was performed via numerical simulations. Various test orbits were propa-
gated from a known initial condition using both sets of equations. The the result-
ing trajectories were then compared to verify the equivalence of the equations. The
propagation were carried out using the MATLAB R© ODE45 solver. In addition, for
some test cases the trajectories were validated using the linearized solution to the
Hill Equations, the Clohessy-Wiltshire (CW) equations [2]. Table 1 lists the trajecto-
ries tested as well as the resulting position and velocity errors between the Spherical
and Cartesian trajectories, over the whole simulation period. The errors for all the
trajectories tested were within numerical integration errors in the order of 1× 10−6

meters. An example of the validation trajectories, corresponding to the last row of
Table 1, is shown in Figure 1 and the corresponding errors in Figure 2.
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Table 1 Spherical relative motion equations validation results

Test Description (Compared with)
IC [m & m/s] ||xc(t)−xs(t) ||
(xc = [x y z ẋ ẏ ż]T ) Pos [m] Vel [m/s]

Arbitrary IC (CW) [100 10 150 0.01 0.1 0.2] 8.00e-08 4.77e-11
Arbitrary IC (Hill) [100 10 150 0.01 0.1 0.2] 7.23e-08 3.86e-11
Different Altitude (CW) [0 0 150 0.2617994 0 0] 2.31e-08 1.26e-11
Release at Z-Direction (CW) [0 0 150 0 0 0] 7.32e-08 8.04e-11
Release at Y-Direction (CW) [0 10 0 0 0 0] 3.31e-10 1.78e-09
Initial Velocity on X-Direction (CW) [ε∗ 0 0 0.01 0 0] 7.01e-09 6.07e-12
Initial Velocity Out of Plane (CW) [0 ε∗ 0 0 0.1 0] 9.51e-10 3.57e-10
Forced Motion with Accelerations∗∗ (Hill) [1000 10 15 0.01 0.01 0.02] 3.84e-05 3.37e-08

∗Note: ε = 2.22e-16 is used to avoid the numerical singularity at r = [000]T m
∗∗Constant acceleration used throughout the simulation: a = [123]T m/s2

4 In-Orbit Bearings-Only Navigation Filters

Two discrete Extended Kalman filters were formulated according to [8], using the
Cartesian and Spherical equations of motion. The propagation step within the filters
was implemented using a fourth order Runge-Kutta (RK4) integration of the state
equations, shown below.

The state vectors for the navigation filters in Cartesian xc and Spherical xs coor-
dinates are defined as in Equations 23 and 24 respectively. The state equations for
each filter, fc(xc) and fs(xs), were formulated from the relative motion equations
for circular orbits in Cartesian (18-20) and Spherical (4-6) coordinates respectively.
These are shown in Equations 7 and 8 below.
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⎡⎢⎢⎢⎢⎢⎢⎣
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r +ω2sφ cφ
(
s2
θ +3
)− θ̇ 2sφ cφ +2θ̇ωsθ c2

φ

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(8)



A Spherical Coordinate Parametrization 219

−3.5 −3 −2.5 −2 −1.5 −1 −0.5 0 0.5
x 108

−3

−2.5

−2

−1.5

−1

−0.5

0

0.5
x 107 In−Track Position [m]

V−bar (x) − [m]

R
−

ba
r 

(z
) 

−
 [m

]

 

 

Spherical Propagation
Analytical

−3 −2.5 −2 −1.5 −1 −0.5 0 0.5
x 107

0

0.5

1

1.5

2

2.5

3
x 106 Cross−Track Position [m]

R−bar (z) − [m]

H
−

ba
r 

(y
) 

−
 [m

]

 

 

Spherical Propagation
Analytical

Fig. 1 Validation Example Trajectory for the Spherical Relative Motion Equations

Finally, the angles-only measurement equations for each filter were developed from
the geometric relations in Figure 10. These are shown in Equation 9 and 10 for the
Cartesian and Spherical filters respectively.

hc(xc) =

[
arctan(y/x)

arcsin
(

z/
√

x2 + y2 + z2
)] (9)

hs(xs) =

[
θ
φ

]
(10)



220 J. Grzymisch et al.

0 0.5 1 1.5 2 2.5 3
−1

0

1
x 10

−6

V
−

ba
r 

(x
) 

−
 [m

] Downrange Errors [m]

0 0.5 1 1.5 2 2.5 3
−1

0

1
x 10

−6

H
−

ba
r 

(y
) 

−
 [m

]
Cross−Track Errors [m]

 

 

Position Errors
Velocity Errors

0 0.5 1 1.5 2 2.5 3
−5

0

5
x 10

−7

R
−

ba
r 

(z
) 

−
 [m

]

Altitude Errors [m]

Time [Orbits]

Fig. 2 Validation Errors for the Example Trajectory

4.1 Filter Stability Measure

Even though the stability of Extended Kalman Filters can not be guaranteed, EKFs
are attractive since their performance is near-optimal when the estimation errors are
small and the non-linearities are tightly cone bounded [9]. Several references includ-
ing [9] suggest that the performance of an EKF depends heavily on the coordinate
system used to formulate the filter. In order to aid in the selection of a suitable co-
ordinate system, Weiss and Moore [9] provide a “stability measure” test based on a
bound on the decay rate of a Lyapunov function. According to this test, the larger
the value of the “stability measure” μs in Equation 11, the more stable the system
will be over the range of state estimates. Here, R is the noise covariance matrix for
the measurements.

μs = hT R−1h− [Hkx−h]T R−1 [Hkx−h] (11)

where Hk =
∂h(x)
∂xT

∣∣∣∣
x=xk

Applying this stability measure to both the cartesian and spherical systems by sub-
stituting the corresponding measurement equations from 9 and 10 into Equation 11,
we obtain the following measures for each system, shown in equations 12 and 13.

μc
s = 0 (12)

μ s
s = (hs)T R−1hs =

φ2

Rφ
+

θ 2

Rθ
(13)
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Since μ s
s > 0 for any real value of hs, the stability measure test proposes that the

spherical coordinate formulation is a better candidate for an EKF than its cartesian
counterpart. Note that this is not in any way a guarantee of stability of the EKF. It
is only an indicator that in the linear case, or when the filter is operating near the
linearization set-point, the rate of decay of ”energy” in the system for the spherical
filter formulation would be positive and larger than the cartesian one. Therefore, this
supports the results of the simulations that are presented in the next Section.

5 Navigation Filter Simulations

A Simulink R© simulation was prepared where both the Cartesian and the Spherical
filters were used to estimate a trajectory propagated using the Hill equations. The
simulation model is shown in Figure 3.

Fig. 3 Simulation Block Diagram for Navigation Filters Comparison

The parameters and tunings used to initialize the simulations of the navigation
filters are summarized in Table 2. It is important to note that the same tunings and
initialization parameters were used for both filters by converting the cartesian quan-
tities into spherical ones, as explained in the Appendix.

5.1 Observability of the Bearings-Only Problem

The problem of estimating position and velocity from only angle measurements
is known to have reduced observability depending on the relative motion between
the satellites [10]. In addition, the range along the LOS direction is known to be not
observable in the bearings-only problem, unless a maneuver is executed in a suitable
direction [10].

In order to illustrate this point as well as to validate the functionality of the fil-
ters, a ‘noiseless’ simulation was performed. All sensor noises and un-modelled
disturbances in Table 2 were set to zero. The reference trajectory was gener-
ated by propagating the following initial condition for the position and velocity
x0 = [xyz ẋ ẏ ż]T = [10000 5 1 0.2 0.1 −2]T . As it can be seen on Figure 4 and 5,
both filters can track the reference trajectory fairly well.
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Table 2 Filter Comparison Simulation Parameters

Parameter Description Simulator Value Units

Environment
Orbital Period (T ) 90 min 54000 [s]
Fly-around IC (xc

0) [xyz ẋ ẏ ż] [10000 5 1 0 0 -2] [m & m/s]
Unmodelled Acceleration 100m/rev 3σ ([100/T2 100/T2 100/T2]/3)2 [m/s]
Time Step (Ts) 10 sec 10 [s]

Sensor
Measurement Noise 1 mrad/axis 3σ ([1e-3 1e-3]/3)2 [rad]
Measurement Bias None [0 0] [rad]

Filters
Spread of Initial Errors StDev 1σ [300 30 300 0.03 0.3 0.3]/3 [m & m/s]
Initial Covariance 300m, 0.3 m/s 3σ diag(([300 300 300 0.3 0.3 0.3]/3)2) [m & m/s]
Sensor Noise Covariance 1 mrad/axis 3σ diag(([1e−3 1e−3]/3)2) [rad]
Plant Noise Covariance 100 m/rev 3σ diag(([0 0 0 100 100 100]/3T)2)/Ts [m & m/s]
Orbital Rate (ω) 2π/T 0.0012 [rad/s]
Time Step (Ts) 10 sec 10 [s]

The filter covariance is also shown in Figure 4 for some points along the trajec-
tory. These ellipses, which are the filter’s estimate of its own errors, correspond to
the 3σ values from the error covariance matrices, scaled by a factor of 3 for easy
visualization. The covariances are very similar for both filters since they employ the
same tunning of their Plant and Sensor noise covariance matrices. Finally, it can be
seen that the uncertainty is always greater in the LOS direction to the target at [0,0],
as there is no observability in this direction when no maneuvers are performed.

5.2 Filter Comparison Monte Carlo

One hundred Monte Carlo Simulations were run in order to test the performance of
the filters over a range of different initialization errors employing noisy measure-
ments and subject to disturbances in the reference trajectory. In order to provide a
high dynamic relative motion that aids filter convergence, the relative initial condi-
tions were chosen to yield a ‘football’ or ‘fly-around’ periodic trajectory. Table 2 in
section 5 summarizes all the parameters used to initialize the Monte Carlo.

In addition, a maneuver was performed mid way through the simulation in or-
der to show how the filters gain observability in the range direction. This im-
pulsive maneuver was executed after two orbits via an acceleration pulse aman =
[0 0.005 − 0.005]T lasting 10 seconds, resulting in a total delta-V of 0.1 m/s in the
y and−z directions. Figure 6 shows the resulting trajectory estimates by both filters,
along with the reference trajectories for each of the Monte Carlo simulations. Note
the trajectory change due to the maneuver after two orbits.
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Fig. 4 Filter Comparison Trajectory

Statistical dispersions were computed from the trajectory errors of each simu-
lation in order to evaluate the 1σ performance of each filter. These are shown in
Figure 7 along with their percentage of the range to the target. This last measure is
very useful in spacecraft rendezvous since, as a rule of thumb, a relative position
estimate of around 1% of the range is required to achieve impulsive rendezvous [2].

Finally, the run-time of each filter was analyzed during the Monte Carlo simula-
tions. On a 1.8 GHz computer, the cartesian filter demanded on average 8.3× 10−4

seconds per call (propagation + update), while the spherical one demanded 9.1×
10−4 seconds per call. That is only about a 10% increase in average CPU run time
for the spherical filter.
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Fig. 5 Filter Comparison Velocities

5.3 Filter Comparison Results

The Monte Carlo analysis shows that for the reference trajectory chosen, the spheri-
cal filter statistically outperforms the cartesian one. This can be seen in the resulting
navigation dispersions shown in Figure 7. Note that both solutions slowly diverge
due to the inherent reduced observability of the bearings-only navigation problem.
However, when a maneuver is performed in a suitable direction [10], it provides the
necessary observability to reduce the estimated error in the LOS direction. Both fil-
ters take advantage of this and reduce their total estimation uncertainties when the
maneuver is performed.

In any case, the spherical filter tracks the reference trajectory with superiority
when no maneuvers are performed, diverging at a much slower rate. Conceptually,
this is due to the fact that in contrast to the cartesian filter, the spherical filter sep-
arates the observable (angles) and un-observable (range) states. Essentially, it only
needs to estimate the range and range-rate, as the other four states are directly the
measurements and their derivatives. On the other hand, the cartesian filter needs
to estimate all six states (position and velocities) from measurements that are non-
linearly related to its states, resulting in lower performance. Mathematically, this is
readily explained by noting where the filters employ key linearizations of the un-
derlying equations. The Extended Kalman filter relies on a linearization of the mea-
surement equation in order to calculate the Kalman Gain that is used to apply the
measurement update. In contrast to the spherical filter where this equation is already
linear, the measurement equation in the cartesian filter is highly non-linear (Refer
to Equations 9 and 10). Thus, the linearization required in the cartesian filter results
in a slightly less accurate measurement update. In addition, the linearized measure-
ment equation is also used in the update of the filter covariance matrix, introducing
further inaccuracies. Therefore, even though both filters rely on a linearized state
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Fig. 6 Monte Carlo Trajectories

transition matrix to propagate their covariance matrix, the cartesian filter also re-
lies on a linearized measurement equation. This introduces additional inaccuracies
compared to the the spherical filter, where the measurement equation is already lin-
ear. Hence, decoupling the observable and un-observable states results in a simple
measurement equation which reduces the linearization inaccuracies in the filter.

Several other simulations on top of the Monte-Carlo analysis were performed
during the characterization of the spherical filter implementation, which are not
shown here due to space constraints. Nevertheless, the general observation was that
the Spherical filter implementation was found to be more robust than the Cartesian
one in terms of changes to its tunning parameters as well as changes to the measure-
ment update frequency.
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Fig. 7 Monte Carlo Trajectory Dispersions

Finally, as mentioned in section 5.2, the increase in performance from the spher-
ical filter only comes with a small increase of about a 10% in CPU run-time.

6 Conclusions

In this paper, the linearized equations of relative orbital motion were derived in
spherical coordinates and a new in-orbit bearings-only navigation filter was imple-
mented using these equations.
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This work shows that a spherical coordinate based filter can perform better for
the bearings-only in-orbit navigation problem than a traditional Cartesian imple-
mentation. A more in depth characterization of the robustness of the spherical filter
implementation with respect to different measurement errors, update frequencies
and and filter tunings is required. Nevertheless, these results show the potential ad-
vantages in performance and robustness that can result from the use of a coordinate
system parameterization that acquires the measurements as its own states. This re-
sults in simple measurement equations, essentially shifting the non-linearities inside
the EKF from the measurement update, where linearizations are heavily relied upon,
to the propagation, where the full state equations can be partly employed. This was
shown in the construction of the spherical filter.

Even though this filter implementation implies more development effort due to
the complex and longer equations required to model the relative motion dynamics,
there is little additional on-line computational effort required to perform the actual
trajectory estimation. This makes the spherical filter a very interesting robust alter-
native for an on-board implementation.

Acknowledgements. The authors would like to thank the European Space Agency (TEC-
ECN Section at ESTEC) and Thales Alenia Space France (Research and Technology/Science
and Observation within the R&D department) for providing the funding that made this re-
search possible, through the ESA Networking/Partnering Initiative (NPI) program. In addi-
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Appendix

In-Orbit Relative Motion Background

A generic derivation of the in-orbit relative motion equations is presented here. A
more detailed derivation, but focused on the Cartesian coordinate parametrization
of the equations, can be found in [2] and [11].

Relative Motion in the Inertial Frame

Consider the general scenario of two point mass spacecraft subject to the effects of
a central Spherical gravity field and other external accelerations. Their geometry is
defined in Figure 8, where the spacecraft are denominated as a Target and a Chaser
with position vectors rt and rc respectively. In inertial space, the relative acceleration
is directly the second time derivative of the relative position vector r̈.

The motion of each of these spacecraft can be described by Newton’s Second Law
Fi = mr̈i, where Fi must include all external forces for each vehicle. Considering
only the influence of a central gravity force given by Newton’s law of Gravitation
as well as control thrust accelerations from the chaser vehicle aext = Fext/mc, the
linearized differential equation for relative motion in the inertial frame is:
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Fig. 8 Definition of the
chaser, target and relative
position vectors in the iner-
tial frame
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where the jacobian of fg (ri) comes from the linearization by Taylor expansion of
the gravitational force of the chaser around the target location, which expressed with
respect to a generic vector ri = [xi yi zi]

T is as follows:

dfg(ri)

dri
=

μ
r3

i

⎡⎢⎢⎢⎣
3x2

i
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i
− 1 3xi yi
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i
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3y2
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3xi zi
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i

3yi zi
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i

3 z2
i

r2
i
− 1

⎤⎥⎥⎥⎦ (15)

where ri =
√

x2
i + y2

i + z2
i .

Relative Motion in the Local Orbital Frame

The Local Orbital Frame (Flo), fixed to the orbital motion of the target spacecraft,
is centered at the target position rt and rotates with respect to the inertial frame at
a rate ωωω equal to the instantaneous orbital rate of the target, as depicted in Figure
9. Here, the z-axis always points towards the center of the orbit; the y-axis is in the
opposite direction of the angular momentum and the x-axis completes the triad.

Fig. 9 Definition of the
local orbital frame
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In order to obtain the equations of relative motion in the Flo frame, Equation 14
can be expressed in this frame by using the second derivative of the relative position
vector r in the rotating frame:

r̈lo + 2ωωω× ṙlo + ω̇ωω × rlo +ωωω×ωωω× rlo− dfg(ri)

dri

∣∣∣∣
ri=rlo

t

rlo = alo
ext (16)

In addition, from the definition of the Flo frame, the following assumptions apply to
Equation 16:

rlo
t =

⎡⎣ 0
0
−rt

⎤⎦ , ωωω =

⎡⎣ 0
−ω

0

⎤⎦ , h = rt
2ω and k =

μ
h

3
2

(17)

where the constant h is the orbital momentum for the planar orbital motion of the
target spacecraft and the constant k is defined as done in [11] in order to remove the
orbital radius rt from the equations.

The Hill Equations

The Hill equations, shown below, can be obtained by substituting into Equation 16
the assumptions related to a cartesian position vector r = [x y z]T along with the
assumptions for circular orbits described in Section 2.

ẍ = ax + 2ω ż (18)

ÿ = ay−ω2 y (19)

z̈ = 3zω2− 2 ẋω + az (20)

Definition of the Spherical Coordinates

In the Flo frame, we can define the relative position vector in terms of the Spherical
coordinates r, θ and φ as shown in Figure 10.

Fig. 10 Definition of the
Relative Position Vector
in terms of the Spherical
Coordinates in the Flo frame
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The relative position vector in terms of these Spherical coordinates is:

rlo =

⎡⎣ x
y
z

⎤⎦=
⎡⎣ rcφ cθ

rcφ sθ
rsφ

⎤⎦ (21)

where ci = cos(i) and si = sin(i) for i = φ or θ is used to simplify the notation.
It is also useful to express the external accelerations alo

ext in terms of the spherical

variables alo
sph =

[
ar aθ aφ

]T :

alo
ext = Csc

T alo
sph where Csc =

⎡⎣ cφ cθ cφ sθ sφ
−sθ cθ 0
−cθ sφ −sφ sθ cφ

⎤⎦ (22)

Coordinate Transformations

In order to compare the Spherical coordinate results with the Cartesian ones, the
following coordinate transformations were defined. These were used to compute the
equivalent initial conditions in Spherical coordinates as well as to translate the re-
sulting trajectories to Cartesian coordinates. Each position-velocity vector expressed
in Cartesian xc

i or Spherical coordinates xs
i , can be transformed back and forth be-

tween the coordinate systems by using the relationships in Equations 23 and 24.
These relations were obtained from the geometric definitions of Figure 10 as well
as their time derivatives.

xc
i =

⎡⎢⎢⎢⎢⎢⎢⎣
x
y
z
ẋ
ẏ
ż

⎤⎥⎥⎥⎥⎥⎥⎦≡ Fcs(xs
i ) =

⎡⎢⎢⎢⎢⎢⎢⎣
rcφ cθ
rcφ sθ
rsφ

ṙcφ cθ − rθ̇cφ sθ − φ̇rcθ sφ
ṙcφ sθ − φ̇rsφ sθ + rθ̇cφ cθ

ṙsφ + φ̇rcφ

⎤⎥⎥⎥⎥⎥⎥⎦ (23)

xs
i =

⎡⎢⎢⎢⎢⎢⎢⎣
r
θ
φ
ṙ
θ̇
φ̇

⎤⎥⎥⎥⎥⎥⎥⎦≡≡≡ Fsc(xc
i ) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

√
x2 + y2 + z2

arctan
( y

x

)
arcsin

(
z/
√

x2 + y2 + z2
)

x ẋ+y ẏ+z ż√
x2+y2+z2

x ẏ−ẋ y
x2+y2

ż x2−ẋ z x+ż y2−ẏ z y√
1− z2

x2+y2+z2 (x2+y2+z2)
3
2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(24)

Note that the singularity arising when x and y are zero in the calculation of θ and
θ̇ can be resolved by using the atan2 function. The velocities ṙ, θ̇ and φ̇ are then
solved for using the expressions in Equation 23.
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The covariance matrices can be transformed back and forth between the coordi-
nate systems via a similarity transformation [12]. For example, to convert a Carte-
sian covariance matrix Pc

i into a spherical one Ps
i , the transformation is as follows:

Ps
i = Msc Pc

i MT
sc where Msc =

dFsc(xc)

dxc

∣∣∣∣
xc=xc

i

where the matrix Msc is the Jacobian of the transformation function Fsc in Equa-
tion 24 with respect to the cartesian coordinates xc = [x y z ẋ ẏ ż], evaluated at the
corresponding position-velocity point xc

i where the covariance matrix is sampled.
The inverse transformation is constructed in a similar way, using the transformation
function Fcs in Equation 23.

Finally, the accelerations can be transformed back and forth betwen the cartesian
[ax ay az] and spherical

[
ar aθ aφ

]
representations via the simple rotation matrix

defined in Equation 22.
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A New Substitution Based Recursive B-Splines
Method for Aerodynamic Model Identification

Liguo Sun, Coen de Visser, and Qiping Chu

Abstract. A new substitution based (SB) recursive identification method, using mul-
tivariate simplex B-splines (MVSBs), has been developed for the purpose of reduc-
ing the computational time in updating the spline B-coefficients. Once the struc-
ture selected, the recursive identification problem using the MVSBs turns to be a
constrained recursive identification problem. In the proposed approach, the con-
strained identification problem is converted into an unconstrained problem through
a transformation using the orthonormal bases of the kernel space associated with
the constraint equations. The main advantage of this algorithm is that the required
computational time is greatly reduced due to the fact that the scale of the identi-
fication problem, as well as the scale of the global covariance matrix, is reduced
by the transformation. For validation purpose, the SB-RMVSBs algorithm has been
applied to approximate a wind tunnel data set of the F-16 fighter aircraft. Compared
with the batch MVSBs method and the equality constrained recursive least squares
(ECRLS) MVSBs method, the computational load of the proposed SB-RMVSBs
method is much lower than that of the batch type method while it is comparable to
that of the ECRLS-MVSBs method. Moreover, the higher the continuity order is,
the less computational time the SB-RMVSBs method requires compared with the
ECRLS-MVSBs method.

1 Introduction

The control performance of a model-based automatic control system, like for ex-
ample the adaptive nonlinear dynamic inversion (ANDI) flight control system [4, 7]
and the module based adaptive backstepping flight control system [7], heavily re-
lies on the accuracy of the object model that is identified in real-time. Recently, de
Visser et al. [11] proposed a novel batch type identification method using multivari-
ate simplex B-splines. Comparing with the ordinary polynomial basis (OPB) based

Liguo Sun · Coen de Visser · Qiping Chu
Delft University of Technology, Delft, The Netherlands, 2600GB
e-mail: {L.sun,c.c.devisser,q.p.chu}@tudelft.nl
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method, this simplex spline basis (SSB) based method can provide a relatively more
stable basis and enjoys a higher approximation power owing to the fact that mul-
tiple local modules are identified instead of identifying a single overall model[10].
Another main merit of the multivariate simplex B-splines (MVSBs) is that they are
capable of using the scattered dataset as training data. This is a property that the
multivariate sensor product splines method does not have [11].

Later, de Visser and Chu et al. [12] developed an equality constrained recur-
sive least squares (ECRLS) based MVSBs identification method after combining
the linear regression formulation of the spline bases from [11] with the recursive
least squares identification method from [15]. The recursive identification method
presented in [15] can convert a constrained identification problem into a free-of-
constraint identification problem . In this recursive identification method, the con-
strained recursive identification process is circumvented by merely injecting the
equality constraint information into the general least square solution calculated us-
ing an initial training data collection.

However, in order to enable the real-time aerodynamic model identification, it is
still necessary to reduce the computational load of the recursive MVSBs method.
This paper is aimed at providing a more effective recursive identification method
than the ECRLS-MVSBs method developed in [12]. The new method should enjoy
a much lower computational load than the batch MVSBs, and have a lower computa-
tional load than the ECRLS-MVSBs method. In this paper, a new substitution based
multivariate simplex B-splines (SB-MVSBs) method is developed. The kernel-space
bases based transformation can greatly cut down the computational time required by
the SB-MVSBs method.

This paper is structured as follows. The preliminaries on the multivariate sim-
plex B-splines are introduced in section 2. The SB-MVSBs method is developed
in section 3. In section 4, the proposed SB-RMVSBs method is applied to a wind
tunnel data set of the F-16 fighter aircraft, and the selection of the spline function
structure is investigated. Subsequently, the proposed method is compared with both
the batch method and the ECRLS-MVSBs method in section 5. Finally, this paper
is concluded by section 6.

2 Preliminaries on Multivariate Simplex B-Splines

The basic principles for simplex splines are briefly introduced in this section. With-
out this introduction, the formulation of the SB-MVSBs method will be incomplete.

2.1 Simplex and Barycentric Coordinates

Let t be an n-simplex formed by the convex hull of its n+ 1 non-degenerate ver-
tices (v0,v1, ...,vn) ⊂ Rn. The normalized barycentric coordinates of some evalua-
tion point x ∈ Rn with respect to simplex t are defined as

b(x) := (b0,b1, ...,bn) ∈ Rn+1, x ∈ Rn (1)
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which follows from the following implicit relation:

x =
n

∑
i=0

bivi,
n

∑
i=0

bi = 1 (2)

2.2 Triangulations of Simplices

The approximation power of the multivariate simplex spline is partly determined by
the structure of the triangulation. A triangulation T is a special partitioning of a
domain into a set of J non-overlapping simplices:

T :=
J⋃

i=1

ti, ti∩ t j ∈ {∅, t̃} ,∀ti, t j ∈ T (3)

with the edge simplex t̃ a k-simplex with 0 ≤k≤ n− 1. High quality triangulations
can be obtained using constrained Delaunay triangulation (CDT) methods, such as
the 2-dimensional CDT method presented by Shewchuk [8].

2.3 Basis Functions of the Simplex B-splines

According to [3] and [11], the Bernstein basis polynomial Bd
κ (b(x)) of degree d in

terms of the barycentric coordinates b(x) = (b0,b1, ...,bn) from Eq. (2) is defined
as:

Bd
κ(b(x)) :=

{ d!
κ0!κ1!···κn! bκ0

0 bκ1
1 · · ·bκn

n ,x ∈ t
0 ,x /∈ t

(4)

where κ = (κ0,κ1, ...,κn) ∈ Nn+1 is a multi-index with the following properties:
κ! = κ0!κ1!...κn! and |κ |= κ0 +κ1 + ...+κn. In Eq. (4) we use the notation bκ =
bκ0

0 bκ1
1 ...bκn

n . Given that |κ |= d, the total number of valid permutations of the multi-
index κ is:

d̂ =
(d + n)!

n!d!
(5)

In [2], it was proved that any polynomial p(b) of degree d on a simplex t can
therefore be written as a linear combination of d̂ basis polynomials in what is known
as the B-form as follows:

pt(b(x)) :=

{
∑|κ |=d ct

κ Bd
κ(b(x)) ,x ∈ t

0 ,x /∈ t
(6)

with ct
κ the B-coefficients which uniquely determines pt(b(x)), where the super-

script ’t’ indicates that p is defined on the simplex ’t’. The total number of basis
function terms is equal to d̂, which is the total number of valid permutations of κ .
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2.4 Vector Formulations of the B-Form

As introduced in [12], the vector formulation, according to Eq. (6), for a B-form
polynomial p(b(x)) in barycentric Rn+1 has the following expression:

pt(x) :=

{
Bd

t (b(x)) · ct ,x ∈ t
0 ,x /∈ t

, (7)

with b(x) the barycentric coordinates of the Cartesian x. The row vector Bd
t (b(x))

in Eq. (7) is constructed from individual basis polynomials which are sorted
lexicographically[12].

The simplex B-spline function sm
d (b(x)) of degree d and continuity order m, de-

fined on a triangulation consisting of J simplices, is defined as follows:

sm
d (x) := Bd(b(x)) · c ∈ R, (8)

with Bd(b(x)) the global vector of basis polynomials which has the following full
expression:

Bd(b(x)) := [Bd
t1(b(x)) Bd

t2 (b(x)) · · · Bd
tJ (b(x)) ] ∈ R1×J·d̂ (9)

Note that according to Eq. (7) we have Bd
t j
(b(x)) = 0 for all evaluation locations

x that are located outside of the triangle t j. This results in that Bd is a sparse row
vector.

The global vector of B-coefficients c in Eq. (8) has the following formulation:

c :=
[

ct1� ct2� · · · ctJ�
]� ∈ RJ·d̂×1 (10)

with each ct j a per-simplex vector of lexicographically sorted B-coefficients.
For a single observation on y we have:

f = Bd(b(x))c+ ε (11)

with ε the residue. Then, for all the N observations, we have the following well-
known formulation:

f = X(b(x))c+ ξ ∈ RN×1 (12)

with X(b(x)) ∈ RN×J·d̂ a collection matrix of the row vector Bd from Eq. (9), and
ξ = [ε1,ε2, ...εN ]

T the residue vector. For writing convenience, X(b(x)) will be writ-
ten as X in the remainder of this paper.
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2.5 Global Continuity Constraints

The formulation for the continuity conditions from [1] and [3] is used:

cti
(κ0,...,κn−1,m)

= ∑
|γ|=m

c
t j

(κ0,...,κn−1,0)+γBm
γ (v) , 0≤ m≤ r (13)

with v the Bernstein coordinates of the vertex which only belongs to the ith simplex,
γ = (γ0,γ1, ...,γn) a multi-index independent of κ , |(κ0, ...,κn−1,m)+ γ| = d. ti, t j

denote the i-th and j-th simplices separately.
Eventually, the following equality constraints should be maintained during the

calculation of the global B-coefficient vector c:

H · c = 0 (14)

with H ∈ R(E·R)×(J·d̂) the smoothness matrix [11], R is the number of continuity
conditions per edge. E is the number of edges in the specified triangulation. If all the
simplices’ surfaces connect smoothly on the edges within the whole triangulation,
we call the simplex splines globally continuous. Global continuity is determined by
Eq. (13) and Eq. (14).

2.6 Spline Function Space and a Polynomial Function Space

In this paper, we use a new type of definition of polynomial function space:

Pd (n) := {pk (x) : pk|x ∈ Pk, ∀x ∈ Rn and ∀k ≤ d} (15)

with x the input vector, Pk the space of polynomials of degree k.
We use the following definition of the spline space, which is a modified form of

the definition given by Lai et al. in [3]:

Sm
d (n) := {sm

d (x) ∈Cm : sm
d |x ∈ Pd , ∀x ∈ Rn} (16)

with Pd the space of polynomials of degree d, and n the dimension of function
inputs.

Note that, the former represents the ordinary polynomial function bases with the
order up to d. For example, if we select x = [x, y]T , then P2 (2) := c1 + c2x+ c4y+
c3x2 + c6xy+ c5y2 with x and y two elements of x.

3 Transformation Based Recursive Identification Method

The kernel space information of the equality constraint matrix H, formulated in
Eq. (14), has been utilized to transform the constrained recursive identification
problem into a free-of-constraint recursive identification problem.
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3.1 Transformation of Constraints

Once the triangulation and the spline function structure are chosen, the equality
constraints have the property that they are time invariant and known a priori. In this
case, a straightforward substitution method can be applied to remove the constraints
in each recursion step.

Following from Eq. (8), the original constrained recursive identification problem
has the following expression:

f = B · c+ ε (17)

s.t. H · c = 0 (18)

Assume that the singular value decomposition (SVD) result of H is as follows:

Hn×m = Vn×n

[
∑r×r 0r×(m−r)

0(n−r)×r 0(n−r)×(m−r)

]
U�

m×m (19)

where ∑ = diag
(
σ1 , · · · σr

)
is the diagonal vector of all singular values , σ1 ≥

·· · ≥ σr > 0 and r is the rank of H. V =
[
V1 V2

]
is an nth order orthogonal

matrix, V1 is an n by r matrix. U =
[
U1 U2

]
is a mth-order orthogonal matrix,

U1 is an m by r matrix. Because c ∈ null (H), one feasible general solution for the
homogeneous equation Eq. (18) is:

c = U2y (20)

where the column vectors of U2 form an orthonormal basis of null (H) [14, 5]. y is a
column vector which needs to be calculated (identified) later, and its length is m− r.
The feasibility of the above mentioned conversion will be proved later in theorem 1.

By introducing this general solution into Eq. (17), we get the following forma-
tion:

f = BU2y+ ε (21)

with U2 a basis for null (H). Since Eq. (21) only represents an unconstrained iden-
tification problem, a regular recursive least squares identification method becomes
capable to solve it. In order to obtain the final unknown parameters (B-coefficients),
we only need to substitute the identified vector y into Eq. (20). The computational
flow chart is concluded as follows.

Algorithm 1

step.1 determine the triangulation T , calculate the smoothness matrix H, and carry
out the SVD according to Eq. (19) to get U2.

step.2 calculate the spline basis vector according to Eq. (9).
step.3 identify the unknown vector y contained by Eq. (21) using regular recursive

least squares method.
step.4 reconstruct the B-coefficient vector c from the vector y using Eq. (20). Re-

turn to step.2 if a new data is available.
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Theorem 1: Optimal Approximation
Given y the unique and optimal least square estimation vector of problem Eq. (21),
c = U2y is the optimal least squares solution of the constrained problem Eq. (17).

Proof
Given U2 derived from Eq. (19), columns of matrix U2 constitute orthonormal bases
for the kernel space of H. Therefore, we have HU2 = 0. Hence, we can get HU2 ·
y = 0. Because c = U2y as shown in Eq. (20), we can get H · c = 0. The equality
constraints H · c = 0 are satisfied during parameter estimation.

Because Eq. (17) and Eq. (21) hold, we have

f−X · c= ξ = f−XU2y (22)

We define the cost function of the least square problem as C (c) = min
c

ξ T ξ , where

c is the vector to estimate. As y is the optimal and unique least square solution of
problem 21, we assume that it leads to a minimum residual vector ξd , so the mini-
mum cost function value can be written as C (y) = ξ T

d ξd . Because the two problems
described by Eq. (17) Eq. (18) and Eq. (21) are identical systems in view of the
output approximation, we can get the following result: C (c) = C (y) = ξ T

d ξd from
Eq. (22). �

3.2 Remarks

Note that, according to Eq. (21), the proposed recursive identification method has
cut down the scale of the original identification problem by multiplying the regres-
sion data matrix by U2 from the right hand side.

There exist some similarities between the SB-MVSBs method and the orthogo-
nal least squares based identification method presented in [9]. In theory, the singular
value decomposition allows to reduce the structure of the aerodynamic model. By
keeping all (non-zero) singular values, the SB-MVSBs method has removed the de-
pendent columns in the data matrix. However, it is not reasonable to cut out the
smallest singular values and further reduce the scale of the model because the con-
straints are originally added to the unknown parameters rather than to the regression
data matrix.

4 Validation Using Wind Tunnel Data of the F-16 Fighter
Aircraft

4.1 F-16 Aerodynamic Model Structure

According to the F-16 aerodynamic wind tunnel data presented in [6], the following
structure is a good option for X-direction aerodynamic force (moment) coefficient:
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Fx

(
α,β ,δe,δle f ,

qc
V

)
=f1 (α,β ,δe)+ f2 (α,β ) ·δle f

+f3 (α) · qc
V

+ f4 (α) · qc
V
·δle f

(23)

Note that the engine thrust is assumed to be constant and its related term is removed
from Eq. (23). According to Eq. (23), once the q, V and δle f are fixed, we can
derive the following linear regression formulation for a three dimensional MVSBs
function.

S (x) = B · c (24)

where B is the B-form spline vector calculated using Eq. (9).
According to de Visser [13], the global continuity matrix H for the three dimen-

sional MVSBs function should be calculated using Eq. (13).
In the simulation, an aerodynamic model of the F-16 aircraft was identified us-

ing simulated flight test data generated with a nonlinear F-16 simulator based on a
NASA wind tunnel dataset [6]. The training inputs of the simulated flight test dataset
were obtained by generating 20,000 uniformly distributed inputs within their own
valid regions. The inputs of the test dataset containing 4331 points are produced
by the grids determined by α and β . The system output were calculated through
the high resolution interpolation from the wind tunnel data provided by [6] with
δle f = 1◦,V = 600 f t/s, q = 0.1rad/s, c̄ = 11.32m. Moreover, the model outputs
of the aerodynamic model is contaminated artificially by adding a white noise with
a magnitude of 1% (relative to its maximum and minimum value).

4.2 Cross Validation Results in Determining the Structure

In the numerical simulation, we have chosen the MVSBs function to have only one
three dimensional sub-function. The notation Sm

d (n) from Sec. 2 has been used, and
the overall spline function becomes the following expression:
S (x) = Sm

d (n), where n = 3, while d, m are kept undetermined. The partitioning
vector of α is [−20 10 40]. The partitioning vector of β is [−25 25]. The partition-
ing vector of δe is [−20 20]. In order to enhance the approximation ability of this
algorithm, all the inputs are normalized into the closed range of [0 1]. In order to
select a suitable structure for the spline model of Cm (i.e. the nondimensional pitch
moment coefficient), the effects of the structural parameters (i.e. d and m) will be
investigated. To demonstrate the approximation power of the SB-MVSBs method,
we compared it with the batch MVSBs method.

Fig. 1 shows the root mean squared errors (RMSE) of the fitting outputs (Cm) us-
ing the ordinary polynomial basis (OPB) based recursive least squares identification
method.

Fig. 2(a) and Fig. 2(b) show the RMSE of the training data set using the batch
MVSBs method and the proposed SB-MVSBs method respectively. Comparing
these two figures, it has been found that the SB-MVSBs method enjoys the same
level of approximation power as that of the batch MVSBs.
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Fig. 3 Different combination of m and d for Sm
d (3), T12, Cm

Fig. 3(a) and Fig. 3(b) show the RMSE of the testing data set based on the B-
coefficients identified using the batch MVSBs method and the SB-MVSBs method
respectively. As can be seen from these two figures, the approximation power of
the batch MVSBs method and the SB-MVSBs method are very close. Moreover,
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compared with the results shown in Fig. 1, Fig. 3 indicate that both the batch MVSBs
method and the SB-MVSBs method enjoy a higher approximation power than the
OPB based recursive identification method.

5 Comparison with the ECRLS-MVSBs and the Batch MVSBs

5.1 Computational Complexity

The computational complexity of the substitution based MVSBs (SB-MVSBs)
method is split into two parts. Firstly, according to Eq. (21), the multiplication
between the B vector and the U2 matrix needs m · (m− r) with r the rank of
the continuity matrix, and m the length of the B-coefficient vector c. Similar to
the ECRLS method, the computational complexity for the pure regression pro-

cess using the recursive least squares is O
(

3(m− r)2
)

. By summing them up, we

can get the total computational complexity of the SB-MVSBs method: C (m,r) =
(m− r) ·(4m− 3r)= 3r2−7mr+4m2. The computational complexity in time of the
batch MVSBs method, the ECRLS-MVSBs method and the SB-MVSBs method are
tabulated in Table 1.

Given m, function C (m,r) monotonously increases as r < m. Therefore the mini-
mum computational complexity of the SB-MVSBs method is 4m2 when r = 0, while

its highest limit is 0. In addition, C (m,r) = 3n2 holds when r =
(7−√37)

6 m.

Table 1 Computational Complexity (CC) in time

Methods batch MVSBs ECRLS-MVSBs SB-MVSBs
CC O

(
m3
)

O
(
3m2
)

(m− r) · (4m−3r)

5.2 Computational Time Comparison with the ECRLS-MVSBs

In order to reveal the influence of the continuity order m on the computational com-
plexity in time, a numerical experiment is performed with different selection for
the continuity order m. In the remainder of this paper, we will always choose the
MVSBs function to have only one three dimensional sub-function in all of the

Table 2 Computational time for 20k data of Cm, T12, B-coefficient number 1008, Sm
6 (3)

condition S−1
6 (3) S0

6 (3) S1
6 (3) S2

6 (3) S3
6 (3) S4

6 (3)
ECRLS 104.5092 105.5291 105.0324 106.2780 106.2854 106.6970
SB-MVSBs(operated) 101.7709 33.2808 13.4270 5.3797 4.2410 3.7263
SB-MVSBs(normal) 139.4835 67.7009 24.0644 7.9068 6.0565 5.6464
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numerical experiments. The simulation results are listed in Table 2. In Table 2,
’operated’ means that the BU2 multiplication shown in Eq. (21) is executed in ad-
vance in a batch manner. According to Table 2, the SB-MVSBs method require
less computational time than the ECRLS-MVSBs method, and this advantage will
become more apparent with the increase of the continuity order m.

5.3 Evaluation Results on the Approximation Power

The OPB based recursive identification method, the batch MVSBs method and the
SB-MVSBs recursive identification method are utilized to fit the same training data
set of Cx respectively. The models identified using these three different methods re-
spectively are validated using the testing data that are located on the mesh grids. The
validation surfaces of Cx are shown in Fig. 4. Apparently, the SB-MVSBs method
enjoys an equal fitting accuracy to that of the batch MVSBs method while having a
higher approximation power than the OPB based recursive identification method.

The OPB based recursive identification method, the batch MVSBs and the SB-
MVSBs recursive identification methods are utilized to fit the same training data
set of Cm. The models identified using three different methods are validated using
the same testing data set as that mentioned previously. The validation surfaces of
Cm are plotted in Fig. 5. We can get a similar conclusion as that drawn from last
experiment that the SB-MVSBs method has the same fitting power as the batch
MVSBs method while having a higher approximation power than the OPB based
recursive identification method.

(a) Original wind tunnel data surface. (b) batch spline function surface.

(c) substitution spline function surface. (d) Polynomial fitting surface.

Fig. 4 Validation surface of Cx (δe = 2o), T12
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(a) Original wind tunnel data surface. (b) batch spline function surface.

(c) substitution spline function surface. (d) Polynomial fitting surface.

Fig. 5 Validation surface of Cm (δe = 2o), T12

6 Conclusions

A new substitution based recursive MVSBs method is proposed for the online
aerodynamic model identification. In view of the equality constraints contained
by the MVSBs, a SVD based transformation is empoyed to convert an originally
constrained recursive identification problem into a free-of-constraint identification
problem. The proposed recursive model identification method namely SB-MVSBs
method was applied to approximate a series of two wind tunnel data sets of F-
16 aircraft, and were compared with the batch MVSBs method and the ECRLS-
MVSBs method. The numerical simulation results show that the proposed SB-
MVSBs method requires less computational time than the batch MVSBs method
and the ECRLS-MVSBs method. In addition, the computational time required by
the SB-MVSBs decreases with the increase of the continuity order m. The reduction
of the computational time is caused by the fact that the kernel space bases based
transformation has cut down the scale of the original spline basis based model.
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Spacecraft Fault Detection and Isolation System
Design Using Decentralized Analytical
Redundancy

Saurabh Indra and Louise Travé-Massuyès

Abstract. Fault detection and isolation (FDI) functionality constitutes a critical ele-
ment of spacecraft fault protection system capabilities. The FDI schemes currently
implemented on board operational spacecraft suffer from a lack of systematic design
methods. This leads to issues of decreased robustness. While model based diagno-
sis techniques can resolve a number of these issues, their operational applicability
to spacecraft has been limited, largely due to an unfavourable net value proposi-
tion. This paper presents an approach integrating analytical redundancy based di-
agnosis into a conventional spacecraft FPS architecture. The approach centers on a
novel decentralized diagnosis architecture based on analytical redundancy relations.
A systematic procedure for designing such decentralized model based diagnosers
for spacecraft is discussed, with a focus on the attitude and orbit control system.
Analytical redundancy relation based error monitors and activation rules relying on
the corresponding fault signatures are derived during the design phase. A compari-
son with the diagnosis functionality as currently implemented in the Cassini attitude
and articulation control system fault protection is presented in terms of the design &
development effort. It is demonstrated that the presented diagnoser design approach
addresses several issues with the conventional methods, while having reasonable
additional costs

1 Introduction

The space missions of the future envisage autonomous spacecraft operation in chal-
lenging environments. Robust and capable fault protection is an enabling technology
for such missions. Fault protection is a mix of hardware and software mechanisms
aiming to increase the robustness of space systems. The elements of a fault protec-
tion system which detect and (possibly) isolate faults constitute the diagnoser.
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Traditionally, fault diagnosis onboard spacecraft has relied on rule based tech-
niques. Most of the fault monitors utilized rely on simple mappings from observed
symptoms to probable diagnosis, with other techniques being used on a case to case
basis. Certain key variables of the system are monitored, and a fault is signalled
when the variable is out of the expected nominal range. Activation rules respond to
subsets of the error monitor outputs and diagnose the cause of anomalous behaviour
at the component or functional level. This reliance on symptoms instead of an under-
lying model of behavior leads to opacity of structure and behavior. The possibility
of different symptoms triggered by the same underlying fault, different priorities
among faults, mission modes and other system wide considerations have to be taken
into account. Such considerations lead to a patchwork of monitors, activation rules
and the parameter sets associated with them.

With increasing ambitions for space missions and the associated rise in space
system complexity, scaling up such rule based diagnosers is proving difficult. The
core issue is the lack of transparency in requirements, design, structure and resulting
behavior as discussed by Rasmussen [1].

In contrast to rule based methods, the basic principle of model based diagnosis
(MBD) is to use a model of the system with sensed observations during operation to
detect and isolate faults. Basing diagnosis decisions on a system model can address
some of the crucial scalability and structural transparency issues associated with rule
based diagnosers. It would seem then, that utilizing model based techniques could
lead to more effective fault protection systems. However the actual use of MBD
techniques has been constrained due to the high associated costs and risks relative
to the benefits provided.

There are two main streams of MBD, originating from different communities.
While the DX or consistency based approach originates from work in the com-
puter science and artificial intelligence areas, the FDI stream is rooted in systems
and control theory. The two streams emphasize different diagnosis functionalities.
Livingstone and Livingstone 2, flown as experiments onboard the Deep Space 1
and Earth Observor 1 spacecraft are examples of diagnosers based on the DX ap-
proach to MBD. However, there has not been significant mission pull for adoption
of such consistency based techniques for fault diagnosis onboard operational space-
craft since then. The unfavourable net value proposition for the DX stream of MBD
is discussed in Kurien & Moreno [2].

Analytical redundancy based MBD is a technique utilizing the FDI approach.
Using observers to model nominal and faulty system dynamics is one way to realize
analytical redundancy. An early theoretical survey of these techniques and their util-
ity for aerospace systems can be found in Patton [3] and there are various examples
of operational systems [4].

The second route to implementing analytical redundancy is based on analyti-
cal redundancy relations (ARRs). This technique is based on using sensing and
structural redundancies in a system to compile consistency checks known as ARRs
offline. These ARRs are then evaluated online as residual generators using sensed
quantities from the system. We utilize as starting point in our work an ARR based
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approach to diagnosis based on an algorithm discussed in Krysander et al. [5], and
extended in Krysander et al [6].

The underlying concepts, assumptions and approaches of the DX and FDI streams
have recently been compared and proved to be equivalent under certain conditions
Cordier et al. [7]. However the emphasis in diagnosis functionality and conditions
for their optimal usage are different.

One of the most complex and capable FPS operational in space was developed
for the Cassini spacecraft and can be considered illustrative of the state of practice
of conventional design for interplanetary probes. This FPS is used both to illustrate
the challenges involved in FPS design, implementation and operation and to assess
the value of applying our decentralized diagnosis architecture. The driving system
level FP considerations for the Cassini spacecraft are discussed in Slonsky [8].

Our diagnosis approach is based on ARRs and is therefore relevant for continuous
state systems modelled for example with a system of differential-algebric equations
or as state space models. The behavior of the attitude and orbit control system is
usually modeled in such frameworks. Therefore we concentrate in particular on the
subsystem level FP monitoring the attitude and articulation control system of the
Cassini as discussed in Brown et al [9].

Instead of utilizing a patchwork of different techniques for the design of fault
monitors for different fault types as discussed in Lee [10] and Macala [11], the pre-
sented integrated design method utilizes a structural model of the ADCS to derive
ARR based fault monitors. The fault signatures associated with these monitors are
also derived during the design phase. The approach is based on a novel decentralized
ARR based diagnosis architecture. The hierarchically scalable nature of the archi-
tecture allows systematic design and analysis of fault monitors for different moni-
toring levels. The architecture thus addresses some of the structural and behavioral
transparency issues as discussed in Rasmussen [1] and Slonski [8]. Additionally, the
net value proposition of the ARR based diagnosers is demonstrated to be positive
compared to the conventional approaches.

The paper is structured as follows. The issues with conventional FPS design are
described in section 2, utilizing the fault protection of the attitude and articulation
control system of the Cassini as a case study. Section 3 starts with an discussion of
the ARR based approach to diagnosis followed by a description of the decentralized
diagnosis architecture. A comparison between this architecture and the conventional
diagnosis techniques used for the Cassini is then provided in section 4. The paper
concludes with a discussion of the contribution and perspective for future work in
section 5.

2 Fault Protection Systems

Mechanisms and strategies implemented for increased robustness constitute fault
protection. The scope and sophistication of onboard FP functionality is determined
by mission specific considerations such as the autonomy level required onboard,
communication possibilities with the ground segment etc.
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Most spacecraft implement standard FP functions which respond to system level
effects. Safe mode responses configure the spacecraft to a power positive, thermally
safe state. The safe mode(s) also ensures the availability of a robust link with the
ground segment, so that the ground segment has access to housekeeping telemetry.
Other examples of standard FP strategies are the command-loss and under-voltage
responses. Besides these standard system level responses, subsystem level FP is also
implemented depending upon the complexity of the spacecraft and mission require-
ments. The Cassini FP aims to ensure robustness of the mission to all probable single
point failures. We focus on the subsystem level fault protection of the attitude and
articulation control system (AACS) in the following discussion.

The conventional monitor-response architecture forms the basis of the AACS
fault protection system. This structure is illustrated in the figure 1. Error monitors
and activation rules make up the diagnosis elements, while response scripts and
the repair manager implement the reconfiguration functionality. Monitors compare
sensed values of quantities to expected values and output a health status. Activation
rules use subsets of monitor outputs together with the hardware configuration and
activity goals to diagnose the likely fault(s).

 

Fig. 1 The structure of the Cassini attitude and articulation control subsystem level fault
protection

It is interesting to study the techniques used to implement fault monitors for the
different components and control loops of the AACS as illustrated in figure 2. The
wide range of underlying diagnosis techniques for these fault monitors can be seen.
Component level monitoring is provided by thresholds on individual quantities such
as reaction wheel currents. Monitoring at the control loop level is implemented using
the control error and its derivative by monitors known as state-space fault monitors.
The functioning of the loop is classified as acceptable if the control error is below a
specified threshold. If the error is reasonably small and decreasing, the functioning
is tolerable. Large errors which are not decreasing indicate faulty functioning of the
control loop. These monitors are a simple form of model based diagnosis as there
is a system model encapsulated in the controller trying to minimize the loop error.
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Fig. 2 Different techniques utilized for the Cassini AACS FPS

Such monitors run piggyback on the model for control instead of a diagnostic model
developed seperately, avoiding additional costs.

The thruster leackage detection monitor is required to detect a leak on one of the
eight primary thrusters. Such a leak will cause fuel wastage due to the compensat-
ing control which will be triggered. Such leaks need to be detected even while the
spacecraft is executing a maneuver. A state space monitor could not be designed
as there is no one quantity in the control loop which could signal such a fault dur-
ing a maneuver. So a model based approach, relying on monitoring deviations from
the expected dynamics of the spacecraft was used instead. The resulting thruster
leackage monitors are analogous to analytical redundancy relations.

We identify now the issues with the conventional FPS structure and development
techniques. The basic problem is the application of various diagnosis techniques
and associated analysis methods depending on the detection requirements on a case
to case basis. The techniques utilized for the Cassini AACS fault monitors range
from rule to model based methods as discussed earlier and seen in figure 2. While
the various forms of analysis required for each of the techniques add to the develop-
ment effort, the resulting structure of the diagnosis elements suffers from a lack of
architectural pattern. The lack of an integrated architecture complicates the task of
setting parameters and working out activation rules. This effort is shifted to a large
extent to an ad hoc one based on simulation. With increasing system complexity
such an approach does not scale well, leading to opacity of diagnoser structure and
behaviour, the possibilty of emergent behavior, and consequently lower robustness.
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These issues are summarized briefly below:

• Absence of architectural pattern: A bottoms up approach of fitting techniques to
requirements & problems on a case to case basis.

• Lack of explicit models explaining what caused a monitor to be triggered.
• Distribution of state and behavioral information among complex parameter sets:

Thresholds, persistence counters, disable/enable flags, timers etc.

Many of these issues are connected to the special situation of fault protection ’sys-
tems’ as compared to functional subsystems like AOCS and power etc. Fault pro-
tection functionality for a system is a set of capabilities spread over the functional
subsystems. However, it is also necessary to view FP capability as constituting a vir-
tual subsystem in its own right, because the interactions among capabilities built into
seperate subsystems should be worked out as early as possible, and sound systems
engineering practices followed during development and testing.

The decentralized architecture developed in this thesis can serve to address a few
of these challenges, and this attempt is described in the following sections with the
decentralized architecture itself and then with its application to the Cassini FPS.

3 Decentralized Diagnosis with Analytical Redundancy
Relations

In order to describe the proposed decentralized diagnosis architecture based on
ARRs, we introduce first the basic notions associated with the structural approach to
ARRs. Given the emphasis of this paper, and the space constraints, both this intro-
duction and the following description of the decentralized architecture are developed
in an intutive rather than formal fashion. The reader can look to the references for
formal description of the concepts involved.

3.1 The Structural Approach to Analytical Redundancy Relations

Analytical redundancy relations rely on using redundancies in the system to compile
consistency checks known as residual generators offline. The particular approach to
ARR based diagnosis utilized here is based on designing residual generators based
on structural redundancies in the system. These residual generators serve as con-
sistency checks, using sensed quantites from the system to check whether monitored
sections of the system are functioning normally. A residual generator takes as input
the values of certain observed variables and, in an ideal case i.e without unmod-
eled behavior, noise or disturbances, gives a non-zero output when the behaviour
is inconsistent with the model. A detailed description of the structural approach to
ARRs can be found in [12].

The process of deriving ARRs begins with a model of the system in the form of
a system description as seen in figure 3. The system description consists of a set of
equations involving a set of variables. The set of variables is partitioned into a set of
known (or observed) variables denoted as Z and a set of unknown (or unobserved)
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variables denoted as X. We refer in the following discussion to the vector of known
variables as z and the vector of unknown variables as x. The system description
or model, denoted as M(z,x) or M, is then a set of equations relating the known
variables z and the unknown variables x. The class of models considered here are
differential-algebric equation systems. Therefore the equations mi(z,x) ⊆ M(z,x),
i = 1, . . . ,n, are differential or algebraic equations in z and x. For the model of
figure 3, {x1,x2,x3} is the set of unobserved variables, while {u,y} is the set of
observed variables. Obtaining ARRs for a model involves the elimination of unob-
served variables to arrive at a consistency check which can be evaluated based on
the sensed quantities.

The structure of a system is a representation of which variables are involved
in the equations which make up the model of the system. Such a structural ab-
straction facilitates deriving redundancies while disregarding the actual analytical
expressions of the equations making up the system model. Ignoring the analytical
expressions enables the consideration of nonlinear systems, and the use of efficient
algorithms while deriving possible redundancies. However, the results obtained with
such a structural representation are best case scenarios. Causality considerations
and the algebraic and differential loops in the DAE system ultimately determine
which of the theoretically possible structural redundancies can in fact be exploited
for the derivation of residual generators. A variable elimination technique and pro-
cedure must then be utilized to derive residual generators involving only observed
variables.

A bipartite graph can be used to represent the structure of the system and deduce
possible paths for variable substitution. To define a bipartite graph representation of
the structure of a system let us denote the sets of vertices as C and V , representing
the set of constraints and the set of variables respectively. A vertex ci ∈ C is con-
nected by an edge to the vertex v j ∈ V if and only if the constraint ci involves the

Fig. 3 Structural Modeling of a System
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variable v j. Referring to the system model M(z,x) introduced above, the equations
mi(z,x) ⊆ M(z,x), i = 1, . . . ,n constitute the set of constraints (C). The set of vari-
ables V is composed of the sensed and unsensed variables V = Z∪X. However for
the purpose of finding substitution paths, it is interesting to consider the bipartite
graph between the model equations and the unobserved variables - i.e. V = X.

It can be shown that ARRs correspond structurally to so called complete match-
ings between X and C on the bipartite graph G(M∪X ∪Z,A ), or equivalently on
G(M ∪X ,A), where A ⊆ A and A is a set of arcs such that a(i, j) ∈ A if and only
if variable xi is involved in relation m j. A complete matching between X and M,
provides a structural path to eliminate the unobserved variables and arrive at a con-
sistency check. A complete matching is denoted as M (X ,M), or simply M in case
there is no ambiguity.

Equivalently, ARRs correspond to minimal structurally over determined
(MSO) sets, which are sets of equations of the system with one more equation than
unknowns Krysander et al [5]. Unobserved variables can be eliminated, and then the
redundant equation used to check for consistency as seen in figure 4. While com-
plete matchings on bipartite graphs provide an intutive, graphical view of structural
redundancies, the biadjacency matrix and MSO sets approach is used to implement
efficient algorithms.

Fig. 4 The presence of redundancy in a structural sense: A Minimal Structurally Overdeter-
mined (MSO) Set and a Complete Matching

The number of MSO sets increases exponentially with the degree of structural
redundancy present in the system. Rather than deriving all possible MSO sets, the
idea of minimal test equation support (MTES), was introduced in Krysander et al.
[6] to limit the derived structural redundancies to those responsive to a set of inter-
esting faults. Corresponding to each MTES the corresponding fault sensitivity can
also be derived using the algorithm presented.

The (centralized) diagnosis scheme based on analytical redundancy relations can
be seen in figure 5. The structural model of the system serves as input to the diag-
noser design phase. An MSO or minimal test equation support (MTES) signifies the
theoretical presence of a structural redundancy which could be used to develop a
consistency check for a part of the system. The corresponding minimal test support
(MTS) represents the faults which can be detected with this consistency check. In
this way the MTS sets characterize the maximum possible fault isolability. Whether
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a residual generator can be analytically derived depends upon the causality restric-
tions on the equations in the set and the presence of algebraic and differential loops.
We use in our work the residual generator derivation method proposed in Svard et
al [13]. This method relies on deriving a computational sequence to successively
solve for the unknown variables involved in an equation set. One redundant equa-
tion together with the developed computational sequence constitutes a sequential
residual generator. After offline design, the diagnoser is implemented as a residual
generator bank.

Fig. 5 Diagnosis with Analytical Redundancy Relations

3.2 The Decentralized Diagnosis Architecture

Having discussed briefly the basic notions of the structural approach to ARR based
diagnosis, we present intutively here the decentralized diagnosis architecture. In
this architecture, local diagnosers rely on models of their subsystems to arrive at
local diagnosis. Ambiguities might arise as faults propogate between subsystems. A
supervisor at the higher level serves to resolve ambiguities and provide diagnosis at
a higher resolution than that possible with purely local information. The architecture
is hierarchically scalable as can be seen in figure 6. This means that the supervisor
of one level can function as the local diagnoser for the next higher level.

As discussed earlier, the structural approach to deriving analytical redundancy
relations can be viewed as one of finding complete matchings on the bipartite graph
representation of the structure.

The following model is used to illustrate the notions. It is composed of six equa-
tions r1−6 relating the unobserved variables X = {x1,x2,x3,x4,x5} and the observed
variables Z = {u,v,w}.

r1 : ẋ1 =−x2
1 + x3 + u (1)

r2 : ẋ2 = x2
4 (2)

r3 : x1 = 3 · x3
2 + v (3)
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Fig. 6 Illustration of the basic diagnoser structure

Fig. 7 Divison of a system model into subsystems

r4 : y = x4 + x5 (4)

r5 : ẍ3 = x2
4 + x5 (5)

r6 : w = x5 (6)

The biadjacency matrix and bipartite graph representations of the structure of this
model can be seen in figure 8.

To introduce the notions behind the decentralized architecture intutively, consider
the system is divided into two subsystems as in figure 7. While the variables x1,x2

are local to subsystem 1 and the variable x5 local to subsystem 2, the variables x3,x4

are shared between the two subsystems. The set of variables is therefore divided
into local and shared variables.

A complete matching for the global system can be seen in figure 8 both on the
bipartite graph and the biadjacency matrix. The use of the complete matching to
eliminate all unknown variables is also illustrated with a series of matchings and
substitutions. The relation r6 is used as the redundant relation to serve as the con-
sistency check. Also observe that the sensed variables u,v,y,w are only considered
implicitly in the structural representations.

Now consider the situation when we try to use the structural representation of the
subsystems as available to the local diagnosers working on the two subsystems as
seen in figure 9. The concepts of local complete matchings and shared relations have
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Fig. 8 Structural derivation of a redundancy relation at the global level

Fig. 9 Structural derivation of decentralized local and hierarchical redundancy relations

been formalized in Indra et al. [14] and Indra et al. [15]. From the perspective of a
local diagnoser, while local complete matchings involve only unknown variables
local to subsystems and sensed variables, relations involving shared variables can
not be evaluated at that level. Such so called hierarchical relations are sent to the
relevant supervisory level, by all local diagnosers. The supervisory layer attempts
to eliminate the unknown variables at its level using these hierarchical relations
and arrive at a consistency check if possible. It has been shown in Chanthery et al.
[16], that such a decentralized diagnoser is equivalent from the point of view of
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diagnosability to a centralized diagnoser even if the choice of local matchings differ
from the ones used in the global case. This has been demonstrated by showing that
the same set of ARRs will be available in both the decentralized and centralized
diagnosers from a structural perspective.

4 Application to the Cassini Attitude Control System:
A Qualitative Comparison

We present in this section a qualitative comparison between the conventional and
ARR based diagnosers in terms of the design and development effort. The applica-
tion of decentralized ARR based diagnosis to the Cassini AACS is used to facilitate
this comparison.

The community developing a class of techniques usually tends to take a relatively
narrow view encompassing only the quantitative technical benefits of the methods.
However, the decision of whether to use a novel technique for an actual spacecraft
and mission is determined by a much broader costs, benefit and risk analysis. It is
these net value considerations which often serve as bottlenecks in the adoption of
new techniques such as MBD.

The challenge of comparing design and development methods in terms of their
net value arises from the subjective nature of the considerations involved. However
some traction can be obtained by structuring the discussion around the key factors
which influence the effort involved in diagnoser design and verification and valida-
tion. Therefore the following discussion will be structured around the following two
factors :

• The models used for diagnoser design
• The diagnoser design process

4.1 Models Used for Diagnoser Design

Attempting to unravel the influences and factors involved in the design procedure,
we proceed by first discussing the inputs to the process - the models used for diag-
noser design.

A model is typically a set of instructions, equations or constraints which encap-
sulate knowledge about the expected behavior of a system. Models are abstractions
of reality, with a limited range of validity. Expected behavior is always modeled at
a certain level of granuality, and in a certain framework.

However in a more general sense, any knowledge about the expected behavior of
a system can be considered an implicit model of the system. A diagnosis results from
reasoning about the expected behavior of a system in the form of a model. However
as a model is always an approximate description of the behavior of a system, it has
to be made to fit and then validated with real data. The tunable parameters allow the
model to be adjusted to fit data from the actual system. A critical distinction there-
fore needs to be made between the model structure and the model parameters. To
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account for the unmodeled dynamics, i.e. behavior not accounted for by the model,
thresholds are used. This is the case for example with noise and disturbances.

So the distinction between model based diagnosis techniques and conventional
rule based methods does not lie in the presence of a model, but rather in the utiliza-
tion of explicit models with sophisticated structures. Traditional rule based diagno-
sis techniques such as thresholding and state-space monitors use very simple model
structures, and then rely on model parameters and thresholds to achieve satisfactory
response to actual behaviour.

Modeling is always performed for a certain purpose, which dictates the aspects
which need to be modeled, and also the required granuality. Different models are
required for example for simulation and for controller design. Given the consider-
able effort involved in modeling, keeping modeling costs down is a driving factor
when considering the use of new techniques. The conventional error monitor based
approach uses the expected behavior of the error signal encapsulated in the ’state-
space’ representation as a simple model as seen in figure 10. The qualitative status
- expected/unacceptable/tolerable of the control loop is determined based on the be-
havior of the error signal and its derivative. A fault on any of the components in the
control loop can affect the error signal, and consequently the monitors.

Fig. 10 Regions on the ’State Space’ plane model the behaviour of the error signal - in effect
modeling effort is the setting of the parameters

What about the models used for diagnoser design with the decentralized ARR
based approach presented in this thesis ? The structural model utilized contains in-
formation about the constraints and variables involved in the system. An example
of such a structural model can be seen in figure 11. While these models are more
sophisticated than the simple ’state-space’ models, the information encapsulated in
them is conceptually the same as that contained in control and simulation models
of the AOCS as seen in the constraints and variables of table 1. While control and
simulation models include the actual analytical expressions of the constraints, struc-
tural models represent the same information at a more abstract level. It is possible in
principle to extract structural information from the control and simulation models -
which are created during the normal engineering process.
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Fig. 11 An example of the structural models used for deriving analytical redundancy rela-
tions - the model structure plays a much greater role

Table 1 Example of constraints and variables of the structural model

Constraints and Variables Subsystem Description
Ccontrol/C1 ACS Control algorithm
CRW1/C2 ACS Reaction wheel motor dynamics
CRW2/C4 ACS Reaction wheel flywheel dynamics
CRW3/C3 ACS Reaction wheel angular momentum integration
Cdyn/C8 DYN (ADS) Satellite dynamic equations of motion
Ckin/C9 DYN (ADS) Satellite kinematic equations of motion
CRS/C11 ADS Rate sensors
CV S/C10 ADS Vector sensors
Cest1/C12 ADS State estimation with vector sensor alone
ḣw/x1 ACS Derivative of flywheel angular momentum
hw/x3 ACS Flywheel angular momentum
ωw/x2 ACS Flywheel angular speed
Tm/x4 ACS Magnetic torque
Xre f /z1 ACS Reference value of state vector
Tc/z2 ACS Reaction wheel control torques
ω̂w/z3 ACS Sensed value of reaction wheel flywheel angular speed

In conclusion, how do the two approaches compare in terms of the model used
for diagnoser design ? The model structure in the case of the ARR based approach
is more sophisticated, but contains the same information as control and simulation
models. In the case of the conventional error monitor based approach, the model
structure is very simple, being defined as regions on a plane. Much more of the
behavioral information is contained rather in the model parameters - for example
the parameters delimiting the regions considered ’normal’, ’tolerable’ or ’unaccept-
able’. This is a good example of ”behavioral information being spread over param-
eter sets” as described by Rasmussen [1].
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4.2 Diagnoser Design Process

Having discussed the input to the diagnoser design process, we consider now the
design procedure itself. What constitutes diagnoser design ? We define the design
process here as the derivation of the structure of the monitors which constitute the
diagnoser and then the setting of the diagnoser parameters to achieve optimal di-
agnosis. An optimal diagnosis for a given diagnoser would achieve the best pos-
sible performance in terms of the considered quantitative metrics. Some examples
of these quantitative metrics are detection time performance, false alarm rates and
missed detection rates.

A simulation of the system, with realistic noise and disturbance models is used to
tune the diagnoser, with the injection of realistic faults. The faults to be considered
would result from engineering analysis such as FMECA and FTA.

How do the two approaches compare ? We contrast first the derivation of the
structure of the diagnoser, and then the setting of the parameters.

In the case of the ARR based diagnoser, the structural model is utilized as input
to an algorithm which identifies the monitorable structural redundancies present
in the system, with the possiblity of focusing on a set of interesting faults. Then
an automatic derivation of the analytical expressions of the residual generators is
possible utilizing for example the algorithm proposed in Svard & Nyberg [13].

In contrast, as the structure of the conventional error monitors is the same for
the different components in the loop and various faults, the diagnoser design effort
for these monitors consists largely not in the derivation of monitor structure but in
parameter tuning which is discussed below. The thruster leackage monitors of the
Cassini AACS fault protection are conceptually the same as ARRs. But they were
used only because conventional error monitors were not able to satisfy requirements
and their derivation was not an automated process.

In the diagnoser derivation phase therefore, the possibility of systematic, inte-
grated design with the decentralized ARR based method provides a significant im-
provement over the conventional design approach as utilized for the Cassini AACS
FPS which consists of a patchwork of techniques.

And how about diagnoser parameter settings ? The setting of diagnoser parame-
ters aims to optimize (and trade off between) FDI performance and robustness for a
given diagnoser structure. Thresholds, counters and flags are examples of diagnostic
system parameters. The effort involved in tuning the diagnostic system is strongly
related to the clarity of the physical relation between the parameters to tune and the
underlying properties of the system.

The first difference is in terms of the degree and nature of the role of diagnoser
parameters. The extent of the role of diagnoser parameters is inversly proportional
to the sophistication of the model structure utilized for diagnoser design. Due to the
very simple model structure utilized in the conventional design approach, fitting the
diagnoser behavior to data from the system relies to a large degree on the model
parameters. The use of an explicit and relatively sophisticated model in ARR based
approaches implies less reliance on parameters.
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The second contrast is caused by the fact that the fault sensitivities of the residual
generators in the ARR based diagnoser are structurally decoupled and computed
in the design phase. The different techniques utilized in the conventional approach
could lead to a fault propogating and triggering monitors at different levels and loca-
tions. Studies such as FMECA provide a guide to work out the activation rules in this
case, followed by simulation runs with fault injection. Therefore, in the decentral-
ized ARR based approach considerable design effort is shifted from the simulation
to the design phase with the activation rules automatically derivable from the fault
sensitivities of the ARR based fault monitors. We can conclude that the presented
approach leads to diagnosers which are much more transparent and therefore easier
to tune compared to the conventional methods.

5 Conclusion

The conventional techniques used to design the diagnosis elements of spacecraft
fault protection systems suffer from various issues, severely restricting the scala-
bility of such methods as space systems increase in complexity. These issues are
illustrated using the example of the fault protection functionality of the Cassini atti-
tude and articulation control subsystem. We then present a decentralized analytical
redundancy relation based diagnosis architecture which can address some of them.
The application of this architecture is contrasted to the diagnosis elements of the
conventional Cassini FPS. The comparison is in terms of qualitative metrics such
as diagnoser design effort and system structure. Discussing such qualitative factors
is essential as it is ultimately these issues which have restricted the application of
model based diagnosis techniques for space systems previously. The benefits of the
proposed approach are demonstrated. The decentralized diagnoser enables the de-
ployment of varying levels of diagnosability, which is not possible with a monolithic
ARR based diagnoser. In future work we are focusing on possibilities related to op-
timizing the decentralized diagnoser structure and splitting such decentralized ARR
based diagnosers between the space and ground segments.
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Flight Test Oriented Autopilot Design
for Improved Aerodynamic Parameter
Identification

Matthias Krings, Karsten Henning, and Frank Thielecke

Abstract. In order to reduce development costs and time, model-based design is
widely introduced in the industry leading to a strong need for verified high-fidelity
simulation models. An inevitable, but challenging process step to obtain such sim-
ulation models for GNC-applications is the aerodynamic parameter identification
on the basis of real flight test data. The identification process requires distinct ex-
citation maneuvers in order to constrain the design space to a subset of model pa-
rameters reducing the complexity of the identification problem and the correlation
within the overall parameter set. Typically, manually flown excitation maneuvers
are not exact and fully reproducible concerning the requirements and therefore the
amount of rejected data points is significant. In case of remotely piloted aircraft sys-
tems, the decoupling of the aircraft and the ground pilot in charge leads to an even
less sensitive maneuver control, a further reduced disturbance suppression and even
greater difficulties in meeting the initialization requirements. This scenario calls for
an automation of aerodynamic parameter identification related flight tests. A practi-
cal approach to a flight test oriented autopilot for improved aerodynamic parameter
identification is proposed within this paper. The requirements for identification ex-
citation maneuvers and the corresponding design of the autopilot are emphasized
and flight test results are presented.

1 Introduction

Increasing automation of aircraft systems introduces a wide variety of complex is-
sues regarding novel system concepts and technologies of prospective aircraft. In or-
der to reduce development costs and time of such technologies, model-based design
is widely introduced in the industry leading to a strong need for verified high-fidelity
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simulation models. Especially the development of advanced flight control and en-
velope protection schemes [1, 2] as well as the development of methods for system
diagnosis and monitoring, e.g. loads observer for structural loads analysis and mon-
itoring [3, 4, 5, 6], call for qualified flight mechanical models for evaluation and
validation at an early design stage.

Although there is a strong trend towards numerical determination of model pa-
rameters, e.g. CAD, CFD, etc., system identification on the basis of real test data is
still inevitable, even though it is only for validation of numerical findings. Due to
the well known structure of flight mechanical simulation models the identification is
often narrowed to the aerodynamic parameters, but can be extended to an identifica-
tion of mass properties and actuator dynamics. Nevertheless, the effort of identifying
the plant properties disproportionally increases with the number of parameters to be
considered and with the data quality required. Therefore, distinct excitation maneu-
vers are required in order to constrain the design space to a subset of parameters
reducing the complexity of the identification problem and the correlation within the
overall parameter set [7, 8].

In the context of an identification of the aircraft’s aerodynamic properties, the
definition of these maneuvers shall aim on a separation of longitudinal and lateral
motion, on a specific magnitude and timing of the command inputs and on an ini-
tialization at a predefined point within the flight envelope. Typically, these manually
flown excitation maneuvers are not exact and fully reproducible concerning these
requirements and therefore the amount of rejected data points is significant [5, 6].
This problem is further exacerbated by identifying the aerodynamic parameters of a
remotely piloted aircraft system. The decoupling of the aircraft and the ground pilot
in charge leads to a less sensitive maneuver control, a reduced disturbance suppres-
sion and difficulties in meeting the initialization requirements. This scenario calls
for an automation of aerodynamic parameter identification related flight tests.

A practical approach to a flight test oriented autopilot for improved aerodynamic
parameter identification is therefore suggested within this paper, which is organized
as follows. First, a general description of the system identification process and a
specification of common maneuvers for identification of aerodynamic parameters
are given in Section 2, followed by the flight test oriented autopilot in Section 3. In
Section 4 an application example and related flight test results are presented.

2 System Identification and Maneuvers

System identification represents a process of determining a model structure and
related model parameter of a dynamic system with known system excitation and
response. This general approach is depicted in Fig. 1 and is denoted as Quad-M
process [7]. Herein, the four elements: maneuver design, measurement accuracy,
method and model definition are the key enablers to identification results with high
quality and reliability.

Among other a gray box approach is chosen defining a physically motivated
model structure of the flight dynamics. The classical representation, which can be
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Fig. 1 General process flow (Quad-M process acc. to Ref. [7])

found in Ref. [9], comprises the 6DOF equation of motion and a polynomial rep-
resentation of the aerodynamic properties. Actuator dynamics might be also taken
into account. The unknown model parameters are quantified by comparison of the
model and the measured aircraft system response. This procedure, widely known as
the output error method, is described in detail in several Ref. [5, 6, 7].

While the mass properties and the actuator dynamics are identified within labora-
tory test, e.g. weighing, the aerodynamic derivatives are determined on the basis of
flight tests. During these flight tests the designated aircraft is excited by well-defined
input signal sequences, which form the basis for an efficient, unambiguous solution
of the identification problem. Therefore, the input signal sequences are subject to
certain conditions, in particular [5, 6]:

• the cause variables of the aerodynamic model shall be excited,
• the excitation shall allow an identification of the parameters without correlation,
• the maneuvers shall be initialized based on a steady straight symmetric flight,
• the data basis shall contain at least one set of measurements for identification as

well as one for validation and
• the maneuvers shall be repeated with variable excitation magnitude and initial

flight condition in order to capture nonlinearities due to viscosity effects.

One might optimize the input signal sequences on the basis of the estimation error
criterion used within the identification process [7, 10, 11]. However, the optimality
of these input sequence heavily depends on the fidelity of the model and thus, in
an early phase of the identification process, these excitation maneuvers are quite
often not suitable [12]. Considering small and/or slow aircraft the circularity prob-
lem in defining optimal input sequences might be hard to resolve. Due to the low
Reynolds numbers the preliminary numerical findings from classical CFD methods
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are relatively poor and hence, the initial model might be inappropriate to break the
circularity problem. Therefore, the input design technique must be robust to un-
known errors in the a priori model. Here, a practical approach is suggested, which
comprises the well-known multistep input sequences with a low number of design
parameters and a good traceability of aircraft’s response.

In order to identify the full parameter set of the longitudinal and lateral aerody-
namics and the corresponding coupling effects seven maneuvers are recommended
in Ref. [5, 6, 7]. The maneuvers and their major properties are listed in Tab. 1 and
Tab. 2.

Table 1 Longitudinal aerodynamic parameter identification maneuvers

Maneuver name Maneuver requirements Maneuver commands

Short-period mode maneuver
(SPM)

no lateral motion,
constant thrust lever
position

Phugoid maneuver (PM) no lateral motion,
constant thrust lever
position

Level deceleration maneuver
(LD)

no lateral motion,
constant thrust lever
position, constant speed
break settings

The input signals as well as the corresponding aircraft response are measured
with high-precision. The recorded system response is then compared to the response
of the simulation model, based on the same input signal sequence. Due to the ini-
tial, insufficient knowledge of the model parameters, the response of the simulation
model differs considerably from the response of the real aircraft. A cost function, de-
fined by the principle of maximum likelihood estimation [7], and hence, the output
error, are minimized by manipulation of the uncertain model parameters. Detailed
information regarding implementation and specific optimization algorithms for sys-
tem identification problem formulations can be found in Ref. [5] to Ref. [8].
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Table 2 Lateral aerodynamic parameter identification maneuvers

Maneuver name Maneuver requirements Maneuver commands

Dutch roll maneuver (DR) remaining motivators in
trim position

Bank-to-bank maneuver (BTB) remaining motivators in
trim position

Steady heading steady sideslip
maneuver (SHSS)

maintaining track by
means of aileron
deflection, maintaining
speed by means of
elevator deflection,
constant thrust lever
position

Wings level sideslip maneuver
(WLS)

maintaining zero bank
angle by means of
aileron deflection,
maintaining constant
speed by means of
elevator deflection,
constant thrust lever
position

3 Flight Test Oriented Autopilot

The flight test oriented autopilot, presented in this paper, is required to provide three
different modes of operation:

• improving the flying qualities in manual flight mode,
• guiding the aircraft on the basis of predefined flight path parameters and
• performing identification maneuvers corresponding to Tab. 1 and Tab. 2.

Despite the multiple utilization and the implementation on various aircraft types the
autopilot itself is required to have an easy-to-handle design with lean overhead struc-
tures. A cascaded control strategy was selected with inner flight control loops im-
proving the flying qualities and the outer flight guidance loops regulating the aircraft
rigid body motion on the basis of predefined flight path parameters. With regard to
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Fig. 2 Autopilot structure

the previously defined identification maneuvers, the global controller structure has
a clear dissociation of longitudinal and lateral control tasks, as depicted in Fig. 2.

The inner control loops comprise not only stability augmentation systems (PS,
RS, YS) but also a turn coordination (TCO) and a turn compensation (TC). The
guidance part of the autopilot comprises on the one hand a flight path angle dis-
placement autopilot (FPA) and an autothrottle function (AT) occupying the lon-
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gitudinal motion, and on the other hand a bank angle displacement (BAA) and a
heading autopilot (HA) occupying the lateral motion of the aircraft. An alternative
in regulating the airspeed is inevitable due to the aerodynamic parameter identifi-
cation requirement of a steady straight descent with constant thrust lever position.
Therefore a speed controller (SC) is introduced in order to regulate the airspeed via
elevator deflections. The regulators of the inner loops are chosen to be proportional
only, whereas the regulators of the outer loops are designed as proportional-integral
controller. In conjunction with the chosen maneuver input sequences the overall
concept aims on an intuitive design of a minimal set of parameters and hence, leads
to reduced complexity and good traceability throughout flight testing. A minor per-
formance compared to more advanced controller structures and maneuver design
methods is therefore to be accepted.

A distributed state machine, depicted in Fig. 3, takes on the management of the
overall GNC-system not only controlling the mode switching solely but also moni-
toring the current flight and sensor conditions. In dependence on the available sensor
data and command channels, the requested system modes are executed. A transient-
free mode switching is ensured by a trimming routine capturing the current flight
condition and motivator commands. The general structure of the state machine re-
flects the structure of the overall GNC framework. Its modular design enables an
easy augmentation of the existing system with additional modes and control laws.
Alongside other, already existing control laws, e.g. a Default mode, which keeps the
motivators in neutral position, a RC Teacher mode, which is the safety pilot mode,

Default

Direct Link Law

Normal Law

RC Teacher

RCGC

RC
GC

APAP

Identification

Commanded

Default

Waypoint

Identification

Initialization

PM

SPM
BTB DR

SHSS

WLS

LD

Fig. 3 Autopilot state machine
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and a Direct Link Law mode, which is a direct feed-through of joystick (GC) and re-
mote control (RC) commands, the Normal Law mode accommodates the proposed
autopilot scheme. The Normal Law mode reflects the two stage approach of the pre-
ceding paragraph: a manual flight control part (GC and RC) and an automated flight
guidance part (AP). The latter part is divided into a Default mode capturing and
maintaining the current flight condition (airspeed, flight path angle and heading), a
Commanded and a Waypoint mode providing an interface to a manual and an auto-
mated set up of the flight path parameters, and an Identification mode comprising
the automated identification process (initialization and identification maneuvers).

4 Application Example and Comparative Flight Test Results

A first application case of the flight test oriented autopilot represents the un-
manned flight test platform ULTRA-Dimona, which is the most visible aspect of
the ULTRA-project founded by the TUHH-Institute of Aircraft Systems Engineer-
ing. A simulation model of this aircraft, e.g. required for software-in-the-loop and
hardware-in-the-loop simulations, comprises a preliminary set of aerodynamic pa-
rameters derived by vortex lattice methods. In order to enhance the fidelity of this
simulation model, identification flight test campaigns are required to determine
more accurate parameter sets.

This section briefly introduces the ULTRA-project environment and the un-
manned flight test platform ULTRA-Dimona. The subsequent presentation of flight
test results indicates the reliability and performance of the basic autopilot functions
for aerodynamic parameter identification. Due to uncertainties within the aerody-
namic modeling, these results should be seen as a preliminary evaluation of the
overall autopilot performance.

4.1 Unmanned Low-Cost Testing Research Aircraft at TUHH

Increasing automation of aircraft systems introduces a wide variety of complex
issues regarding novel systems concepts and technologies of prospective manned
aircraft. Facing these issues, the Institute of Aircraft System Engineering at Ham-
burg University of Technology founded the project ULTRA 1 (Unmanned Low-cost
Testing Research Aircraft). Establishing flight test capabilities, the ULTRA-project
conducts a representative framework for research and education adopting indus-
try standard software and hardware components. This framework includes not only
the ability of flight testing with the cost-effective, scaled, unmanned motorglider
ULTRA-Dimona (see Fig. 4), but also capabilities of a laboratory infrastructure,
enabling software-in-the-loop and hardware-in-the-loop simulations.

The ULTRA-Dimona is equipped with a precise navigation platform enabling
highly accurate measurements of the rigid-body motion. Air data sensors as well
as measurements of control surface positions and motor speed complete the

1 ULTRA-Project: www.fst.tu-harburg.de/ultra

www.fst.tu-harburg.de/ultra
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Fig. 4 Unmanned flight test
platform ULTRA-Dimona

instrumentation of the unmanned flight test platform providing an ideal basis for
aerodynamic parameter identification. An on-board dSPACE real-time system pro-
vides the capability of easily implementing, tuning and executing flight guidance
and control algorithms.

The flight test oriented autopilot approach for improved system identification
was implemented on this target system and first tested within a hardware-in-the-
loop simulation. The design of the controller parameters was based on a prelimi-
nary system model, where the mass properties of the flight test platform as well as
the motivator dynamics were already identified throughout laboratory tests and the
aerodynamic properties were determined on the basis of vortex lattice methods and
slightly adapted in order to match the experience of manually controlling the real
aircraft.

4.2 Flight Test Scenario for Aerodynamic Parameter
Identification

A typical flight test scenario for identification of the aerodynamic system parame-
ters is divided into manually and automatically flown parts. A safety pilot flies the
aircraft to a starting position characterized by a desired airspeed, altitude and head-
ing. Whereas the airspeed and altitude are defined by a specific flight point within
the envelope of the aircraft, the heading is typically chosen as the wind direction.
At this initialization position the aircraft is handed over to the autopilot. The current
airspeed and heading are captured and define the steady straight descent represent-
ing the trim condition of the identification maneuver. During this flight phase the
thrust lever position is kept constant and the airspeed is controlled by means of el-
evator deflections. The actual identification maneuver is accomplished out of this
trim condition. The point of maneuver completion, a predefined altitude threshold
or the range of vision respectively define the point in time, when the aircraft is
handed back to the safety pilot. A subsequent repetition of this procedure might be
carried out.
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4.3 Flight Test Results

The autopilot was tested throughout two flight test campaigns in 2012 according to
the previous procedure definition and the identification maneuvers defined in Tab. 1
and Tab. 2. Comparative identification maneuvers were flown manually. Represen-
tative for the enhancement of the flight test data quality two different identification
maneuvers, the phugoid maneuver (Fig. 5) and the bank-to-bank maneuver (Fig. 6),
are discussed hereinafter in detail.

(a) manually flown (b) automatically flown

Fig. 5 Flight trajectory and selected quantities of phugoid identification maneuver

Generally, the phugoid eigenmotion is easy to stimulate and hence, the phugoid
maneuver is one of the less complex maneuvers. Nevertheless, Fig. 5 shows signifi-
cant differences in manually and automatically flown phugoid maneuvers. One can
emphasize two decisive points: 1) the capability of establishing a steady straight de-
scent during the initialization phase and 2) the capability of successfully suppressing
any lateral movement of the aircraft during the maneuver phase. Due to the decou-
pling of the aircraft and the pilot in charge, the indirect and delayed estimation of
the velocity as well as the aircraft attitude leads to significant deviations compared
to the automatically performed identification maneuver. In the manual case a steady
straight descent was not achieved (flight path velocity increase of about 10m/s),
whereas the autopilot is capable to keep the velocity within a 1m/s band. Due to
the use of the autopilot, the bank angle variation is minimized around factor ten
compared to the manually flown maneuver.
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The comparison of manually and automatically flown bank-to-bank maneuvers,
depicted in Fig. 6, highlights another aspect. There is no clear indication to the pilot,
like a mechanical stop at the remote control, whether the input command is kept at
a predefined steady amplitude or not. As a result of this lack of information it is
hardly possible to keep the roll rate constant during different legs of the maneuver.
Furthermore, the probability of over excessive or too cautious maneuver inputs and
therefore, the probability of gathering unusable identification data is reasonable.
That this is not the case in automatically performing the identification maneuver
illustrates the right-hand side of Fig. 6.

(a) manually flown (b) automatically flown

Fig. 6 Flight trajectory and selected quantities of bank-to-bank identification maneuver

Particularly with the lateral maneuvers the autopilot suppresses not only distur-
bances but also regulates distinct flight conditions, e.g. steady heading or steady
bank angle. The performance of the flight test oriented autopilot is therefore in-
versely proportional to the modeling uncertainties and thus dependent on the accu-
racy of the controller design. Hence, an iterative process, compromising controller
design and aerodynamic parameter identification, has to be carried out in order to
achieve an optimal performance level. The evaluation of the automatically flown test
campaigns suggests, however, that the automation of identification maneuvers will
help to increase the reproducibility, reliability and accuracy of the overall aerody-
namic parameter identification process at an early stage.
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5 Conclusion

A flight test oriented autopilot design for improved aerodynamic parameter identifi-
cation has been presented. The distinct requirements on identification maneuvering
and resulting design rules have been discussed. Based on this analysis a generic au-
topilot scheme with easy-to-handle design and lean overhead structure was derived.
Comparative flight test results have shown the reliability and functionality of the
proposed autopilot scheme suggesting that the automation of identification maneu-
vers will help to increase the reproducibility and accuracy of the overall aerody-
namic parameter identification process.
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A Flight State Estimator that Combines
Stereo-Vision, INS, and Satellite Pseudo-Ranges

Franz Andert, Jörg Dittrich, Simon Batzdorfer, Martin Becker,
Ulf Bestmann, and Peter Hecker

Abstract. This paper presents a flight state estimator which couples stereo vision,
inertial (INS), and global navigation satellite system (GNSS) data. The navigation
filter comes with different operation modes that allow loosely coupled GNSS/INS
positioning and, for difficult conditions, improvements using visual odometry and
a tighter coupling with GNSS pseudo-range (PSR) data. While camera systems are
typically used as an additional relative movement sensor to enable positioning with-
out GNSS for a certain amount of time, the PSR data filtering allows to use satellite
navigation also when less than four satellites are available. This makes the filter even
more robust against temporary dropouts of the full GNSS solution. The application
is the navigation of unmanned aircraft in disaster scenarios which includes flights
close to ground in urban or mountainous areas. The filter performance is evaluated
with sensor data from unmanned helicopter flight tests where different conditions
of the GNSS signal reception are simulated. It is shown that the use of PSR data
improves the positioning significantly compared to the dropout when the signals of
less than four satellites are available.

1 Introduction

Positioning and navigation with limited satellite reception is one of the current chal-
lenges for unmanned vehicles. Global satellite navigation has its known drawbacks
such as a varying accuracy due to the satellite constellation, atmospheric errors, or
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possible signal interruption and reflection. Unmanned aircraft navigation becomes
problematic especially in the proximity of ground objects, for example in flights
through urban or natural canyons. Especially such scenarios require abilities to re-
duce the positioning uncertainty for safe flights without collisions. The combina-
tion of satellite navigation (GNSS), such as GPS or the upcoming Galileo system,
with inertial systems (INS) is quite common. But the ability to compensate longer
satellite signal dropouts depends on the accuracy and drift rates of the INS, and
the available technology for small and lightweight unmanned aircraft is presently
insufficient [6].

Fig. 1 DLR’s 13 kg helicopter with a stereo camera, onboard image processing and
GNSS/INS navigation filtering

The application context of this paper is low-altitude outdoor exploration flights
in disaster scenarios with the unmanned helicopter shown in fig. 1. Since cameras
are often on board these vehicles for various applications and their motion can be
obtained from image sequences, it is straightforward to use them for improving the
navigation solution here as well. The developed solution should be able to be run un-
der difficult conditions and also in unknown areas, this is why the usage of a-priori
knowledge from maps as proposed in [11, 14] is not suitable here. With that, only
relative movements are determinable from the camera images so that the presented
solution will be influenced by accumulating errors as soon as satellite navigation be-
comes unavailable. Contrary to many other approaches, this paper does not address
scaling issues that come with monocular cameras being solved by integrating inertial
measurements into the motion estimator [22, 27] which determines the scale with
respect to the observed accelerations, or by using additional sensors like a barometer
[1] or distance sensors like laser scanners as proposed by [25]. Instead, this approach
uses a calibrated stereo camera to determine relative 3D movements and rotations.
Similar approaches are used in [10, 13, 16]. However, the developed filter might be
further improved by the mentioned related work so that laser scanners, monocular
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cameras, barometers, and many other sensors can be combined with the presented
filter instead of the stereo camera.

Beside the usage of a camera as an additional sensor for the GNSS/INS naviga-
tion filter, the paper addresses the problem of partial GNSS signal dropouts. This
concerns signal receptions of three or less satellites which do not give the com-
plete position information by themselves. In these cases, a classical loosely coupled
GNSS position support of drifting inertial data would fail. However, the PSR data
give some hints about the position (e.g. a line in the case of three satellites) which
can be matched with the information from the inertial and vision system [29]. If now
the position can be recovered, the proposed navigation filter reduces the chance of
positioning dropouts, especially in cluttered outdoor environments where the num-
ber of visible satellites may be often low.

2 Related Work

The idea of including visual information into a navigation filter to localize a vehicle
in obstacle-prone or indoor environments is very promising. Within the last years,
many technical advances have been evolved from the off-the-shelf availability of
small and easily manageable aircraft (like quadrotors) and lightweight cameras and
computers with sufficient performance. This section gives a brief overview of the
different ideas that act as a basis for the principles developed in this paper.

2.1 Image Processing and Visual Odometry

Camera motion estimation is generally based on the motion visible in the image
sequences. This requires a scenery with mostly unmoved objects within the cam-
era’s field of view and some identifiable patterns to find homologous points in the
images representing the same stationary object points. Technically, this refers to
identifying a sparse set of homologous points determinable by feature detection and
tracking algorithms. In the stereo image case, corresponding points between two
image pairs are to be identified with the advantage that the absolute scale of motion
is determinable if the objects are within the usable range of stereo-based distance
measurements.

One common visual odometry principle breaks the camera positioning down to a
camera motion or relative orientation estimation between two images or image pairs.
For the stereo case that produces 3D image features, the transformation between
the two resulting point clouds can be determined by general registration algorithms
[5, 8] or those optimized for stereo vision [17]. The results are camera pose updates
that can be integrated into the camera trajectory. The easiest way would now be to
incrementally integrate all succeeding images, but due to the large amount of little
erroneous steps, the accumulation error will be rather large. Better results are to be
expected when keyframes are used. For each update step, this means to look back
in the image and feature history and find the oldest point cloud with enough overlap
with the newest one so that a registration is still possible.
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The other very common principle has its roots in photogrammetric triangulation
and resectioning as well as in simultaneous localization and mapping (SLAM), see
[25] for a recent overview within the aerial robotics domain. The idea is to project
the observed image points of all images into the same 3-D coordinate system, and
to get the current camera position by the registration between this map and the cur-
rent image points. The correspondences between map and image points are usually
known since all map points have been derived from the previous images. In addition
to this registration, the current image points are fused to the map, which means to
add new points and to reduce the statistical errors of the existing ones.

2.2 Vision-Based Navigation Filtering

Based on the different methods to measure the camera’s motion, there are a lot
of ways how vision data are integrated into INS or GNSS/INS navigation filters.
All presented approaches have in common that they are based on a constant and
known (but potentially biased) camera alignment on the vehicle. With that, camera
measurements can be transformed into the vehicle-relative system, yielding a sensor
that serves vehicle motion components.

An early approach for UAVs that is completely integrated into the navigation
and control system is presented in [18]. A monocular, downward-looking camera
is used, and image feature positions are directly integrated as measurements into
an Extended Kalman Filter (EKF) which estimates the flight state. This is simple
since no registration or other camera orientation estimation algorithms are applied,
but also effective since it is shown that GPS dropouts of more than one minute can
be handled including the stable control of an unmanned helicopter. However, the
approach only integrates in-plane translational movements from the camera images
and assumes a correct measurement of the ground distance.

The more complex image processing procedures such as the mentioned relative
motion estimation and SLAM methods are also promising to enhance existing flight
estimators. The main difference between both techniques is that relative motion con-
sists of translational and angular movements between two images and acts more as
a kind of speed sensor to be integrated into the flight state estimator [27]. Contrary
to that, SLAM directly returns the camera pose based on the current and all previ-
ous images, and especially the position seems to be integrable into the navigation
filter [1]. Both methods have been successfully integrated into aerial systems. How-
ever, all of these methods, including the direct use of image feature positions, are
all affected by accumulating errors over time. An exception is the case where longer
back-dated features are still visible in the current image so that a direct registration
is possible. This means for the practical use that accumulating errors can theoreti-
cally be eliminated as long as the vehicle is in hovering mode. For example, this is
confirmed by [3] where a vision-based and drift-free hover stabilization is presented.
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2.3 Positioning with a Low Number of Satellites

Navigation with three satellites would be easy if a precise, i.e. atomic clock is
present [23]. Since this is not an option for small unmanned aircraft and due to
the cost not even for most other applications, the data from other sensors are to be
brought in to get a plausible estimation of the current position. GNSS/INS naviga-
tion filters can generally handle dropouts of the GNSS signal by integrating inertial
data. For example, it is shown in [28] that the drift can be significantly reduced
when GNSS/INS raw data such as pseudo-ranges and phase information are tightly
coupled into the state estimator. Nevertheless, this is not free from drift given in-
complete satellite reception, which might still be insufficient for UAV navigation
where no tactical grade inertial measurement units are used.

3 Image-Based Motion Estimation

This section describes the method to determine relative motion estimates from cam-
era image sequences. As the principles are widely known from the related literature,
the basics are only briefly introduced. Focus of this section are supplementary im-
plementations, explained in more detail.

3.1 Determining Optical Movements

Visible disparities of a set of selected image points {p : (x,y)�} are the basis for
camera movement determination, see fig. 2. Based on an initial point set {pL

t } for the
left camera from corner detection or the previous tracking step, a tracking over time
{pL

t } → {pL
t+1} is performed, here with the Lucas-Kanade algorithm [19]. Stereo

comparison for every time stamp {pL
t } → {pR

t } is done in an analogous way. Fol-
lowing stereoscopic math (e.g. [20]), this returns a point cloud with 3D features
{q : (x,y,z)�} in camera coordinates for every image frame time stamp t. For fur-
ther calculations, these point clouds are transformed to the vehicle coordinate frame
by using an initially measured camera alignment.

3.2 Ego-motion Estimation

Generally, the relative motion is denoted as a 4× 4 transformation matrix T con-
taining the 3× 3 rotation matrix R and the translation vector t in the form

T =

[
R3×3 t3×1

01×3 1

]
. (1)

Let the matrix Tt1:t2 define the relative movements between the time stamps t1 and
t2. From stereo image points, it is determined through the rigid transform of the
point clouds {qt1} and {qt2}. Several algorithms which do or do not require initial
correspondences have been tested to do this job, and it turned out that the iterative
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Fig. 2 Relationship be-
tween the image sequence
and the optical movements.
The correspondence of
points is determined be-
tween different images of
the left camera (temporal
movement) and between
the two images from the
cameras (spatial disparities).
The circles and the lines
show the feature points and
their movement vector. correspondence
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closest point (ICP) algorithm with nonlinear optimization backend from the Point
Cloud Library [24] performs best if no other hints like inertial data are given. Since
the correspondence of points [qt1 ,qt2 ] is known from feature tracking, the input point
clouds are reduced to the corresponding elements that exist in both. This avoids false
convergence and improves the estimation results.

The fitness of the transformation is returned by the error covariance matrix
Cov({Tt1:t2 qt1},{qt2}) based on point distances between the point clouds trans-
formed to the same coordinate system. Here, the sets {qt1} and {qt2} only include
the points that remain relevant for transformation estimation, i.e. outliers are not
included. The matrix elements are e.g.

covxy =
1
n

n

∑
i=1

(xt1,i− xt2,i)(yt1,i− yt2,i), (2)

the other matrix elements are calculated analogously. Since the centroids of both
transformed point clouds are equal after an ICP transform, the mean distance is zero
and omitted in the equation.

3.3 Using Key Frames

While classic visual odometry is based on incremental transformations Tt−1:t , the
usage of key frames means to estimate the transformation Tt−τ:t between the current
frame t and the oldest possible frame t− τ (i.e. τ frames older) from the image se-
quence. As already mentioned, this will presumably reduce the accumulating error.
Transformations are determinable as long as an overlap exists between an older im-
age and the current one. Practically, this refers to the availability of corresponding
homologous points which were already detected in both images. Fortunately, this
does not mean that the image sequence has to be saved. It is sufficient to store the
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Fig. 3 Using key frames
to determine camera move-
ments. Comparing every
new frame with the first one
(a), jumping to the next key
frames (b,c), using the last
frame as key if no other key
frame is available (d). The
curved arrows show which
frames are being compared
during the sequence.
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features {qt} of the images. Because the probabilities of a successful transformation
determination between the current image and two older ones with the same feature
set are supposedly similar, it is further sufficient to store the features of those im-
ages where new features are added and mark them as a key frame. This results in a
reduced set of key frames with only the oldest frame from each sub-sequence where
the images have all the same tracked features.

Figure 3 illustrates how the key framing process works. In (a), the ideal case is
shown where the current image features are compared to the features from image 1.
Every time new features are added to the tracking list, a key frame (i.e. the list of
features) is stored. In the shown example, key frames from the time stamps 3 and 6
are saved. This does not mean that they are immediately used for comparison with
the next frames. Older key frames will still be used as long as the transformation
calculation is successful.

A key frame is not valid anymore and will be deleted if the number of feature
points having corresponding ones in the current frame becomes too low, or if the
attempt to estimate the relative transformation fails. In these cases, the next oldest
possible key frame will be used until a valid transformation returns. An example is
shown in (b) where frame 3 is used from now on as the oldest valid key frame. The
advantage of storing multiple key frames is shown in (c) where frame 6 is used as
the key frame for the time step 10 and 11, and after it becomes invalid, another rather
old frame 7 is available at time step 12. Beyond that, subfigure (d) shows the case
where no valid key frame is available at time step 13 and the last frame 12 will be
used as the new key from now on. Nevertheless, it remains the rather unlikely case
where no transformation to older frames is determinable at all. Resulting odometry
gaps are handled by the navigation filter.
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3.4 Using Feedback of the Predicted Flight State

In the presented setup illustrated in fig. 6, the predicted flight state is coupled back
to estimate relative motions. With the states corresponding to the images, the point
clouds are transformed to geodetic coordinates, and the ego-motion estimation di-
rectly returns the geodetic movement and rotation. In addition to that, the rotation
is already obtained from inertial data (i.e. both geodetic point clouds do not have
any rotation to each other in the ideal case), and it is sufficient to estimate the trans-
lational movement. This can easily be done by calculating the difference of the
point cloud centroids. Combined with an outlier filtering that removes correspond-
ing points with large distances remaining after transformation, this returns the cam-
era movement tt1:t2 . In the results section, it is shown from recorded image data that
this performs better than the estimation of all six degrees of freedom as described
before. Therefore, only the translational movement is being coupled with the flight
state estimation filter.

4 State Estimation

The flight state estimation follows the common principles described in [7, 9] which
is a part of the navigation research at the TU Braunschweig. The state x is denoted
as the vector

x = (p�,v�,q�,b�a ,b
�
ω )

� (3)

with WGS84 position vector p(3×1) (latitude φ , longitude λ , ellipsoidal height h),
velocity vector v(3×1), attitude quaternion q(4×1), and biases of acceleration ba (3×1)
and turn rates bω (3×1).

The Extended Kalman Filter (EKF) loop to estimate x contains the high-frequency
time update, i.e. the prediction step with inertial data

x̂−k = f (x̂k−1,uk)

P−k = Φk−1Pk−1Φ�
k−1 +Q

(4)

with the predicted state x̂−k and its covariance P−k at step k based on the previous
estimation and the input vector from inertial data uk (see sec. 4.1). Lower-frequency
GNSS and vision data are measurement vectors zk (see sec. 4.2 and 4.3). If zk is
available, the correction step is

Kk = P−k H�
k (HkP−k H�

k +Rk)
−1

x̂k = x̂−k +Kk
(
zk− h(x̂−k )

)
Pk = (I−KkHk)P

−
k

(5)

yielding the estimator gain matrix Kk, the corrected estimation x̂k and its covari-
ance matrix Pk. The other symbols are: measurement matrix Hk, nonlinear measure-
ment function h(x̂−k ), transition matrix Φk, process noise covariance matrix Q, and
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measurement noise covariance matrix Rk. There are two different update steps based
on either vision or GNSS, which are run in succession if data from both are avail-
able. This means that the vision update step yields a new state prediction, which is
updated by GNSS data afterwards. Detailed explanations about the prediction and
update steps are given in the next subsections.

4.1 Prediction with Strapdown Calculation

The inertial system measures three-dimensional body-fixed accelerations and turn
rates. This defines the vector u = (a,ω). Based on this information, the earth’s grav-
ity and known initialization values for position, velocity, and attitude, the so-called
strapdown calculation f (x̂k−1,uk) returns new values for every time stamp. The cal-
culation consists of differential equations implemented in the navigation software.
Basically, it integrates the accelerations to velocities and twice to positions and the
turn rates to the attitude angles. Further details such as the compensation for the
earth’s rotation and equations are given in [7].

4.2 Update with Image Data

As already mentioned, it turned out that visual odometry performs best when the
estimated flight state is coupled back to the image processing, which will then esti-
mate only position differences between two images. Let the vector tt1:t2 (see eq. 1)
be the estimated motion, pt1 “plus” tt1:t2 would return the current position estimate.
Although the cameras are triggered by the navigation clock based on inertial and
GNSS data, the times t1 and t2 may differ slightly from the filter update time stamps.
Hence, the closest time stamps tk1 and tk2 of filter updates k1 and k2 are the basis for
the measurement

zk = p2w(tt1:t2 ·
tk2 − tk1

t2− t1
,pk1) (6)

of the image-based position. The function p2w(t,p0) denotes the function which
converts a Cartesian coordinate translation vector t relative to a fundamental point
p0 to the geodetic system [21]. Since the values of zk directly give the position, the
corresponding measurement matrix is constant

Hk =

⎛⎝1 0 0 0 . . . 0
0 1 0 0 . . . 0
0 0 1 0 . . . 0

⎞⎠ (7)

and accordingly, h(x̂−k ) returns the first three values of the vector x̂−k .
The matrix Rk is taken from the covariance matrix as described in sec. 3.2. Like

the motion, it is “stretched” slightly with the quotient of the different time durations.
It is

Rk =

(
tk2 − tk1

t2− t1

)2

Cov({Tt1:t2 qt1},{qt2}). (8)
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4.3 Update with GNSS Data

The update step uses GPS pseudo-range data and follows the principles presented
e.g. in [12, 15]. Details of this method are described in the literature, the basic ap-
proach is the following: For the i-th satellite (i = 1, . . . ,n), the used data include the
pseudo-range ρi, its standard deviation σi as well as the time errors and satellite po-
sitions from the ephemeris data. To include this into the state filter, the measurement
vector zk is built by the measured ranges, it is

zk = (z1,z2, . . . ,zn)
�
k (9)

containing the corrected pseudo-ranges from the n visible satellites. It is

zi = ρi− c0 (Δ t− tSat,i +Δ ttropo,i +Δ tiono,i) (10)

with the measured pseudo-ranges ρ1,ρ2, . . . ,ρn and the time differences from clock,
tropospheric, and ionospheric errors multiplied by the speed of light c0.

The observation matrix H for the k-th update is the Jacobian matrix

Hk =

⎛⎜⎜⎜⎜⎜⎝
∂ρ1

∂φ
∂ρ1

∂λ
∂ρ1

∂h
0 . . . 0

...
...

...
...

. . .
...

∂ρn

∂φ
∂ρn

∂λ
∂ρn

∂h
0 . . . 0

⎞⎟⎟⎟⎟⎟⎠ (11)

of pseudo-range derivatives with respect to the geodetic position.
To map x̂−k onto a predicted measurement, the function h(x̂−k ) returns a vector

ẑ−k =
(
ẑ−1 , ẑ

−
2 , . . . , ẑ

−
n

)�
k with the predicted pseudo-ranges. It is the Euclidean dis-

tance
ẑ−i = ‖pSat,i−w2e(p̂−)‖2 (12)

between the cartesian earth-centered and earth-fixed (ECEF) i-th satellite position
pSat,i and the result of the function w2e(p̂−) which converts the predicted WGS84
position into the ECEF system [21].

The error covariance matrix Rk is defined by the standard deviations σi of the
pseudo-ranges, it is

Rk = diag(σ2
1 ,σ

2
2 , . . . ,σ

2
n )k. (13)

5 Experimental Setup

Goal of this work is the implementation of a vision-aided navigation filter and its
evaluation during flight test. This section gives an overview about the hardware,
general software architecture, and the reference system for validation.
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5.1 Flight Hardware

Testing vehicle (fig. 4) is the 13 kg helicopter ARTIS (Autonomous Rotorcraft
Testbed for Intelligent Systems) of the DLR Institute of Flight Systems [2]. The
navigation sensors are a ublox-6 GPS as the GNSS receiver and a custom-built IMU
with two 2-axis accelerometers (Bosch SMB 225) and and three 1-axis gyros (Bosch
SMG 074) including calibration and temperature compensation. Image sensors are
two digital global shutter firewire cameras (AVT Marlin F131B, resolution: max.
1280×960 px, framerate: max. 30 Hz, lens/focal length: 1265 px) with a baseline
of 30 cm. Synchronous image exposures are triggered with a signal based on the
pulse per second output from the GPS receiver. The navigation module (fig. 5) com-
bines GPS, INS, and navigation computer in a single box, separated from the image
processing computer.

Fig. 4 ARTIS helicopter
with navigation and image
processing payload

stereo
camera

vision
computer

navigation
module

LAN/WLAN
module

power
supply

1.5 kW
engine

Fig. 5 The navigation mod-
ule with its internal compo-
nents

IMU

GPS module

navigation computer
with Intel ATOM
processor
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5.2 Processing Software Architecture

As navigation and image processing are separated by the hardware, the tightly cou-
pled filter is based on two software frameworks with bidirectional data exchange.
Fig. 6 shows the core components.

Feature
Identification

Tracking
over Time

3D Stereo
Matching

Relative Motion
Estimation

3D Stereo
Matching

System Clock/
Trigger

IMU

State Prediction State Correction

GNSS
Navigation
Computer

Vision
Computer

Fig. 6 Navigation and image processing software components.

The flight state estimator follows Extended Kalman Filter (EKF) principles with
a state prediction based on high-frequency inertial measurements (here: 100 Hz up-
date) and a state correction with measurements from sensors with lower update rates.
These are the GPS pseudo-range (PSR) data and the camera-based relative motion.
Relative motions are estimated with six degrees of freedom (DoF) onboard the im-
age processing computer from homologous image points that are identified with a
feature tracking algorithm. The relative motion estimation is additionally supported
by the predicted flight state.

5.3 Reference Measuring

The computed solution with full and simulated limited GNSS reception is refer-
enced to an augmented high-precision positioning based on the raw satellite data
and post-processing corrections from state survey services [26]. The reference po-
sition has an accuracy of few centimeters when the availability of satellite data is
sufficient as in the flight tests on a model aircraft flight field. As anticipation for
future flights in urban environments with real signal dropouts, laser-based track-
ing and measuring was also established as a reference independently from GNSS
signals [4].

6 Flight Testing and Evaluation

The presented methods are tested with data recorded during remotely controlled
helicopter flights over a model airfield with a grass runway, some vegetation, and a
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small house at one side where the ground control station car is parked. The cameras
are looking downward, example images are shown in fig. 7. In the following section,
the development steps are tested constructively. First, it is shown whether the usage
of key frames from sec. 3.3 is a useful procedure within visual odometry. Second,
the visual relative movement calculation is improved with the feedback from the
flight state prediction from sec. 3.4. And finally, these movements are forwarded to
the state estimator from sec. 4.

Fig. 7 Examples of the analyzed image sequence. Images of the left camera of the stereo
rig at the edge of the airfield (left) and over the ground control station car next to the house
(right).

6.1 Visual Odometry without and with Key Frames

In this pre-test, the relative movements Tt1:t2 are integrated to absolute cartesian
vehicle orientations Xt2 (position and rotation). Analogous to eq. 1, X are 4× 4
matrices describing the vehicle position and attitude (direction cosine matrix) at
the indexed time. This integration can be done if an initial X0 is available. The
values of X0 are taken from the GNSS/INS flight state at the beginning of the image
sequence. The set {Xt : t = 1, . . . , tmax} denotes now the path calculated only from
accumulating image data.

In the incremental version, Xt is recursively

Xt = Tt ·Tt−1 · . . . ·T1 ·X0

Xt = Tt ·Xt−1,
(14)

which means to accumulate a number of t relative movement steps. Contrary to that,
the version with key frames calculates

Xt = Tt−τ:t ·Xt−τ . (15)

Depending of the size of τ−1 skipped frames within every accumulation step, much
fewer relative movements have to be accumulated. This means theoretically, that the
accumulation error is reduced and theoretically dissolved when the first frame can
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Fig. 8 Trajectory Xt by
accumulating relative ori-
entations from the Iterative
Closest Point (ICP) algo-
rithm, x-position coordinate.
The graph shows a succes-
sive accumulation of 150
image relations within 15
seconds. The other graph
shows the accumulation
with key frames and fewer
steps. Reference (solid):
GNSS/INS position. -40
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be kept as a key frame. This is the case when the current image is still overlapping
with the first one, for example in hovering flight. However, the benefit from key
frames should be decreasing when flying faster.

As a result from a recorded image sequence, fig. 8 shows the integrated positions
calculated from successive frames and with the use of key frames. Several trials
have suggested that the optical flow of 150 to 250 features should be measured by
the tracker for suitable results. The vision-based position starts without relative error
to the GNSS/INS path and drifts due to translational and rotational errors with every
update. The differences between both curves can be interpreted as follows: In the
successive accumulation, the relative steps are quite small, and thus the errors (e.g.
large jump at 13.5 s) are directly transferred to the next step (dashed curve). Contrary
to that, the relative steps are larger when referring to older key frames (short-dashed
curve) and since the current step can cause a jump from one key frame to the next,
some more fluctuation is transferred to the resulting positions. A positive effect is
that erroneous steps are not integrated in every case, which is visible through the
(removable) peaks (at 1 s, 4 s, 11 s) in the position coordinate. And the overall
accumulation error is as expected lower than with successive relative accumulation.
However, both methods accumulate errors so that a camera should not be used as
the only sensor for navigation.

6.2 Visual Position Estimation with State Feedback

This next evaluation takes a longer image sequence and couples the flight state back
to the visual motion estimation. Here, the GNSS/INS flight state is coupled back so
that the resulting absolute position by visual relative measurements is not accumu-
lating errors with regard to the GNSS/INS path. (Of course it is eventually drifting
when the state estimator drifts in cases where no satellite signals are available.) This
test only uses the key frame version of visual relative measurements. The relative
transformation Tt−τ:t is calculated by the transformed image point clouds into the
geodetic system, i.e. the sets {qg

t−τ} and {qg
t } with
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Fig. 9 Visual trajectory Xt

by back-coupling the esti-
mated state, x-coordinate.
The plot includes visual
6-DoF estimation (ICP), 3-
DoF estimation (translation
only), null transform, and
GNSS/INS reference.
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Fig. 10 Visual trajectory Xt

by back-coupling the esti-
mated state, y-coordinate.
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qg
t−τ = X̂t−τ ·qt−τ ,and

qg
t = X̂−

t ·qt
(16)

by using the transformation matrices containing the position and rotation of the
corrected old state X̂t−τ or the predicted current state X̂−

t .
Results from flight tests are shown in the figures 9–11. The plots show excerpts

from a 15-minute flight. It is examined whether a visual estimation of Tt−τ:t with
only three translational degrees of freedom (sec. 3.4) with the help of inertial ro-
tations gives additional performance compared to the previous visual estimation of
Tt−τ:t with the full six degrees of freedom by using the ICP algorithm. Contrary to
the vision-only method above, only 50 to 100 tracked features are required to get the
viable results that are presented here. This decreases the computation time for image
processing. For a better visualization where the state is fed back, a curve based on
null transforms Tt−τ:t = I4×4 is drawn into the plots. This results in horizontal lines
with jumps to the GNSS/INS comparison plot every time a new key frame is used.

In fact, the figures do not prove a drift-free state estimation with only the visual
odometry, but they indicate its behavior when used in combination with state feed-
back. The curves can be interpreted as the input of the vision-based positions into
the navigation filter. The plots show that the visual 3-DoF estimation performs sig-
nificantly better than the 6-DoF estimation, especially when the time between two
key frames is large such as in the time between 48880 s and 48885 s, or 48885 s and
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Fig. 11 Visual trajectory Xt

by back-coupling the esti-
mated state, z-coordinate.
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48893 s. The higher performance of the 3-DoF estimation (translation only) is visi-
ble for all three axes. The most obvious reasons are scene geometry and texturing,
and the rather narrow field of view of the cameras: The aircraft flies over a mostly
planar scenery while looking downward, and therefore it is hard to distinguish be-
tween forward movements and pitch rotations, or between sideward movements and
roll rotations from vision only. Here, the INS-based image feature point cloud trans-
formation helps, and the 3-DoF estimation does not have to deal with these ambi-
guities. Beside that, it was observed that the highest uncertainty and errors are with
the visual z-direction. This is mainly caused by the nature of stereo geometry with
increasing range errors.

6.3 Integration of Visual Movements into the Flight State
Estimator

The forward integration of stereo-based movements into the Kalman filter closes the
loop between the navigation and image processing components. The following re-
sults are again based on the recorded data presented in the previous section. Here, the
navigation EKF directly combines GPS pseudo-ranges, inertial data, and the visual
3-DoF movements that were improved with state predictions. With full satellite data
reception, it was observed that the GNSS/INS trajectory is only slightly changed
when visual data are included. This is due to the state estimator that weights satel-
lite data with a higher confidence.

To show the filter capabilities in the case of satellite signal dropouts, the path is
calculated again from the raw data but with partly and fully disabled satellite data.
Results are shown in the figures 12 to 14 where a visibility of less than four satellites
is simulated. The evaluation is based on two (seconds 48850 to 48870) or three
satellites (seconds 48870 to 48900). A further distinction between the reception of
zero and incomplete satellite signals allows to show the effects of the GNSS raw data
handling. Thus, the presented results give an idea how the filter handles incomplete
satellite constellations.

First of all, the results show that the inertial solution (solid curves) has a high
drift rate in all axes, its quadratic behavior is especially visible for the x- and the
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Fig. 12 Trajectory Xt from
full flight state estimation,
x-coordinate. GNSS sig-
nal dropout from 48850 s
to 48900 s. Data from full
dropout (0 satellites) with
GNSS/INS only, full and
partial dropout with visual
3-DoF estimation, and com-
plete data availability. -100
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Fig. 13 Trajectory Xt from
full flight state estimation,
y-coordinate -75
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Fig. 14 Trajectory Xt from
full flight state estimation,
z-coordinate -300
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z-coordinates. After the 50 second dropout, errors of roughly 150 m (north), 50 m
(east), and 250 m (down value) are observed with respect to a full satellite constel-
lation (dotted curve). If now the visual odometry is switched on (dashed curves),
the errors can be reduced, but still remain large at 50 m (north), 25 m (east), and
200 m (down value). Especially the down value has the largest error, probably due
to the nature of stereo cameras where the highest uncertainty is with the camera
z-coordinate along the optical axis.

For partial satellite dropouts, large improvements are produced by the usage of
GNSS pseudo-range data. The dash-dot curves show the estimated position in such
a case. If at least two satellites are visible (seconds 48850 to 48870), the error is
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slightly reduced but still too large to navigate correctly. If three satellites are avail-
able (seconds 48870 to 48900), the error can be significantly reduced compared to
the plot without satellites (dashed curve), and no typical drift or other error accu-
mulations are observed. With that, both visual odometry and satellite pseudo-range
data evaluation improve the state estimation under these conditions. In these tests,
at least three satellites are required to get a suitable state estimation.

7 Conclusion

Topic of this paper is the improvement of unmanned aircraft state estimation with
the help of cameras. Satellite navigation and inertial data fusion is quite common,
but comes with a lot of disadvantages like satellite signal errors especially in the
proximity of obstacles and the high drift rates of small inertial measurement units
which do not allow long integration times. However, this is the basis for the pre-
sented developments which use an extended Kalman filter solution for data fusion.
The paper analyzes a variety of approaches how to measure the ego-motion with
cameras by processing the image sequences. The presented option uses a stereo
camera to handle the metric scaling issue that comes with monocular vision and
computes the visible 3D movements within a sequence of such image pairs. The
ego-motion can now be extracted from the characteristics of such visible move-
ments, but it is often hard to decide whether the movements visible in the images
are caused by the camera’s rotation or by its displacement. To solve this ambiguity,
the presented approach estimates the rotation by the inertial measurements so that
the image processing part does only have to estimate the translational movement. It
is shown with the tests that this easier estimation of only three degrees of freedom
is significantly increasing the overall performance.

Similar to inertial data, visual information will accumulate errors over time be-
cause they are relative between two time stamps. Such errors can be reduced when
the current image is still overlapping with a rather old one that has been stored as
a key frame for movement determination, meaning a theoretical elimination of the
accumulation error during hovering mode. In the presented tests, this is drifting also
at slower movements, and it has to be tested whether this will drift in hover as well.
However, the combination of visual and inertial information is going to reduce the
accumulation error when no satellite data is available, being an option for navigation
with small unmanned vehicles.

Another aspect affects the absolute positioning with satellite data whose errors
and dropout times should be reduced. Since many robotic applications directly use
the position or velocity outputs from the receiver, no information is given when
less than four satellites are visible. On the other hand, the known coupling methods
of satellite pseudo-range with inertial data show that the positioning accuracy can
be highly improved in cases where no full satellite solution is possible. Based on
that, the presented filter also integrates the range data directly instead of using the
pre-computed positions, being able to improve the overall performance in partly
occluded areas.
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L1 Adaptive Control for Systems with Matched
Stochastic Disturbance

Toufik Souanef, Federico Pinchetti, and Walter Fichter

Abstract. This paper presents a stochastic state feedback L1 adaptive control for
systems with matched disturbances. The proposed approach is characterized through
the introduction of a Kalman type fixed gain in the predictor. The main contri-
bution of this work is that closed loop system analysis is demonstrated through a
deterministic-like approach that uses the stochastic Laplace transform. The control
is designed to accommodate and to be robust to unknown input gain as well as to
system uncertainties. Simulation results show good results for the pitch angle con-
trol of a small fixed wing UAV.

1 Introduction

L1 adaptive control was developed for various classes of uncertain systems [1] and
has shown good performance with uncertainties in the plant and external determin-
istic disturbances. However, in many real situations, disturbances and unmodeled
dynamics in physical systems are stochastic. Systems with such random dynamics
cannot be handled by deterministic analysis and design approaches. Consequently,
dedicated tools are required to treat this problem.

In this paper, is considered a L1 adaptive control method for systems with
matched random disturbances, i. e. systems corrupted by stochastic disturbance
which acts in the same direction as the control variable. A Kalman type gain is
introduced in the predictor architecture and it is shown that the estimation error is
exponentially ultimately bounded in the mean square. A deterministic-like approach
based on the stochastic Laplace transform [2, 3] is used to analyze the performance
bounds of the system.
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In order to show the application potential of this approach, simulation results of a
pitch rate control of a small fixed wing UAV with large uncertainties in aerodynamic
parameters are presented.

2 Problem Formulation

Let (Ω ,F ,P) denote a complete probability space and given the following system
represented as

ẋ(t) = Amx(t)+ b(μu(t)+θ�x(t)+σ(t)), x(0) = x0

y(t) = c�x(t)
(1)

where x(t) is the Rn-valued solution to (1), y(t) is the R-valued observation of the
output of the system, Am ∈Rn×n is a known Hurwitz matrix that defines the desired
dynamics of the system, b, c ∈ Rn are known constant vectors, u(t) ∈ R the control
input, θ ∈ Rn is a vector of constant unknown parameters, μ ∈ R is an unknown
constant input gain, σ(t) is assumed to be a colored noise, i.e. a linear time invariant
system driven by a white noise modeled by

ẋσ (t) = Aσ xσ (t)+ bσw(t), xσ (0) = 01×l

σ(t) = c�σ xσ (t)
(2)

where w(t) =w(t,ω) : [t0, t f ]×Ω →Rn is assumed to be zero mean Gaussian white
noise process with zero mean and variance ξ , xσ ∈ Rl is the state vector of the
disturbance, Aσ ∈ Rl×l is a known Hurwitz matrix that defines the dynamics of the
disturbance, bσ and cσ ∈ Rl are known constant vectors.

Furthermore, the unknown parameter θ is uniformly bounded i.e. θ ∈Θ where
Θ is a known compact convex set, furthermore L = maxθ∈Θ ‖θ‖1. The unknown
input gain μ is partially known, i.e. μ ∈ [μl ,μu] where 0 < μl < μu are given lower
and upper bounds of the input gain. The disturbance σ(t) is bounded i.e. |σ(t)|< Δ
where Δ ∈ R+.

Taking z(t) = (x(t) xσ (t))
� the system (1) can be written in augmented form as

ż(t) = Az(t)+ bu(μu(t)+θ�x(t))+ bww(t), z(0) = (x0 01×l)
� (3)

where A =

[
Am b cσ

0d×n Aσ

]
bu =

(
b

0n×1

)
and bw =

(
0l×1

bσ

)
The control objective is to design a state-feedback adaptive controller, such that

the system described in (1) follows the desired model given by

ẋm (t) = Amxm(t)+ bkgr(t), xm(0) = x0

ym(t) = c�xm(t)
(4)

where r(t) is is the reference input, xm(t) is the desired state vector and the static
gain kg is chosen kg =−1/(c�A−1

m b).
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3 L1 Adaptive Controller

Similar to the approach for systems with deterministic uncertainties [1] the proposed
approach of L1 stochastic adaptive control is composed of the state predictor, the
adaptation law and the control law Fig. 1.

Fig. 1 Block diagram of the control architecture

The expression of the state predictor, where a Kalman type gain is introduced, is
given by

˙̂z(t) = Aẑ(t)+ bu

(
μ̂u(t)+ θ̂�(t)x(t)

)
+ bwL�x̃(t), ẑ(0) = z0

ŷ(t) = (c� 0lx1)ẑ(t)
(5)

where ẑ(t) =
(
x̂(t) x̂σ (t)

)�
is the state vector of the predictor, x̃(t) = x̂(t)− x(t) is

the error prediction of the state vector, θ̂ is the estimate of the unknown parameter
θ and L ∈ Rn is the Kalman type static gain vector.

The control law is given by

u(s) = kD(s)(kgr(s)− η̂(s)−F(s)L�x̃(s)) (6)

where η̂(s) is the Laplace transformation of the term μ̂(t)u(t)+ θ̂�(t)x̂(t), F(s) =

c�σ (sI−Aσ )
−1

bσ is the transfer function of the disturbance model and D(s) is
a transfer function that leads to a strictly proper stable filter C(s) = μkD(s)/
(1+ μkD(s)) with C(0) = 1.
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The adaptation law is defined by

˙̂μ(t) = Γ Pro j
(

μ̂(t),−x̃�(t)Pbu(t)
)

˙̂θ (t) = Γ Pro j
(

θ̂ (t),−x̃�(t)Pbx(t)
) (7)

where Γ ∈ R is the adaptation rate, P = P� > 0 is the solution of the Lyapunov
equation A�mP+PAm =−Q with Q = Q� > 0 arbitrary and Pro j(·, ·) is the projec-
tion operator described by the following [8]

Definition 1. Suppose that f (θ ):Rn → R is a continuously differentiable smooth
convex function denoted by

f (θ ) =
(ε + 1)θ�θ −θ 2

max

εθ 2
max

with θmax is the norm bound imposed on the vector θ and ε > 0 is an arbitrary
tolerance bound. The gradient vector of f evaluated at θ is noted by � f (θ ). For a
constant δ > 0, consider a convex compact set with a smooth boundary given by

Ωc = {θ ∈ Rn| f (θ ) < δ}

the projection operator is defined by

Pro j(θ ,y) =

{
y− � f (θ)(� f (θ)�)

‖� f (θ)‖2 y f (θ ) if f (θ )> 0 and � f (θ )�y > 0

y if not

4 Analysis of the Control Architecture

Analysis of the properties of the control architecture involves showing bounded-
ness of the prediction error and demonstrating performance bounds, i. e. the error
between reference system and the closed-loop plant adaptive Controller.

4.1 Prediction Error Dynamics

In this section, the bound the estimation error is shown using mean square stochas-
tic stability, being minimum mean square a frequently used criterion in estimation
theory. First, the following definitions are recalled from [4].

Definition 2. Consider the continuous-time stochastic process described by the Itô
stochastic differential equation, with a global and unique time-continuous solution

dx(t) = f (x, t)dt + g(x, t)dW(t) (8)
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where W (t) is an independent Wiener process, defined on the probability space
(Ω ,F ,P). For any given V (x) > 0 ∈ C2, associated with the stochastic system (8),
the differential operator L is defined by:

LV (x, t) =
∂V (x, t)

∂x�
f (x, t)+

1
2

Tr

{
g�(x, t)

∂ 2V
∂x∂x�

g(x, t)

}
(9)

Definition 3. Consider the stochastic differential equation (8). Then x(t) is said to be
exponentially ultimately bounded in the mean square if there exist positive constants
c1, c2 and c3, such that for all t ≥ 0 the following expectation is true

E[‖x(t)‖]< c1 e−c2t + c3 (10)

where E(·) denotes the expected value operator.
Next, it is shown in the following theorem, that the prediction error is bounded

in mean square.

Theorem 1. The estimation error of the augmented system (3) with the state predic-
tor (5) and the adaptation law (7) is mean-square exponentially ultimately bounded.

Proof. From (3) and (5) the expression of the dynamics of the prediction error can
be written in Itô form as

dz̃(t) =
(

Az̃(t)+ bu

(
μ̃u(t)+ θ̃�(t)x(t)

)
+ bwL�x̃(t)

)
dt− ξ bwdW (t) (11)

where μ̃(t) = μ̂(t)− μ , θ̃ (t) = θ̂ (t)−θ and W (t) is an increment of a Wiener pro-
cess (Brownian motion) with zero-mean Gaussian distribution and variance given
by E[dW (t)dW�(t)] = 1.

Under the assumption that the unknown parameters μ and θ are constant, using
the adaptation law (7) it can be written

dμ̃(t) = Γ Pro j (μ̂(t),−x̃(t)Pbu(t))dt

dθ̃ (t) = Γ Pro j
(
θ̂ (t),−x̃(t)Pbx(t)

)
dt

(12)

Taking ζ (t) =
(
x̃(t) x̃σ (t) μ̃(t) θ̃ (t)

)�
equations (11) and (12) are written

dζ (t) = f (ζ , t)dt + g(ζ , t)dW (13)

where f (ζ , t) =

⎛⎜⎜⎝
Amx̃(t)+b

(
μ̃u(t)+ θ̃�(t)x(t)+c�σ x̃σ (t)

)
Aσ x̃σ +bσ L�x̃(t)

Γ Pro j (μ̂(t),−x̃(t)Pbu(t))
Γ Pro j

(
θ̂(t),−x̃(t)Pbx(t)

)
⎞⎟⎟⎠ and g(ζ , t) =

⎛⎜⎜⎝
0n×1
−ξbσ

0
0

⎞⎟⎟⎠
Considering the Lyapunov function candidate

V (ζ , t) = x̃�(t)Px̃(t)+ x̃�σ (t)Pσ x̃σ (t)+Γ−1
(

θ̃�(t)θ̃ (t)+ μ̃2(t)
)

(14)
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with Pσ = P�σ > 0 is the solution of the Lyapunov equation A�σ Pσ +Pσ Aσ = −Qσ
with Qσ = Q�

σ > 0 arbitrary. Thus, the expression of the differential generator of
V (ζ , t) is written

LV (ζ , t) =x̃�(t)(PAm +A�mP)x̃(t)+ 2x̃�(t)Pbμ̃u(t)+ 2x̃�(t)Pbθ̃�(t)x(t)

+ 2x̃�(t)Pbc�σ x̃σ (t)+ x̃�σ (t)(Pσ Aσ +A�σ Pσ )x̃σ (t)

+ 2x̃�σ (t)Pσ bσ L�x̃(t)+ 2μ̃(t)Pro j (μ̂(t),−x̃(t)Pbu(t))

+ 2θ̃�(t)Pro j
(
θ̂ (t),−x̃(t)Pbx(t)

)
+

1
2

ξ 2Tr
{

b�σ Pσ bσ

}
=−x̃�(t)Qx̃(t)− x̃�σ (t)Qσ x̃σ + 2x̃�(t)

(
Pbc�σ +Lb�σ Pσ

)
x̃σ (t)

+ 2μ̃(t)
(

x̃�(t)Pbu(t)+Pro j(μ̂ (t) ,−x̃(t)Pbu(t))
)

+ 2θ̃�(t)
(

x(t)x̃�(t)Pb+Pro j(θ̃(t),−x̃(t)Pbx(t))
)

+
1
2

ξ 2Tr
{

b�σ Pσ bσ

}

(15)

Given the adaptation law in (7) one can derive the following bound

LV (ζ , t) ≤−λmin(Q)x̃�(t)x̃(t)−λmin(Qσ )x̃
�
σ (t)x̃σ (t)

+ 2x̃�(t)
(

Pbc�σ +Lb�σ Pσ

)
x̃σ (t)+

1
2

ξ 2Tr
{

b�σ Pσ bσ

} (16)

where λmax(·), λmin(·) are respectively the maximum/minimum eigenvalue of a
matrix.

Choosing L =−Pbc�σ Pσ bσ (b�σ P2
σ bσ )

−1 enables the elimination of the third right
hand term of inequality (16). Furthermore, for simplicity, the arbitrary matrices Qσ
and Q can be chosen such that λmin(Qσ ) = λmin(Q) and consequently

LV (ζ , t)≤−λmin(Q)‖z̃‖2 +
1
2

ξ 2Tr
{

b�σ Pσ bσ

}
(17)

Moreover, since the projection-based adaptation law ensures that θ̂ (t) ∈Θ and
μl ≤ μ̂(t)≤ μu, hence the Lyapounov function V (ζ , t) in (14) can be bounded as

V (ζ , t) ≤ x̃�(t)Px̃(t)+ x̃�σ (t)Pσ x̃σ (t)+
1
Γ
(
4θ 2

max +(μu− μl)
2)

:≤ max [λmax(P),λmax(Pσ )]‖z̃‖2 +
1
Γ
(
4θ 2

max +(μu− μl)
2) (18)

where θmax = maxθ∈Θ‖θ‖2.
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Further given

λmin(Q)‖z̃‖2 =
λmin(Q)

max [λmax(P),λmax(Pσ )]
max [λmax(P),λmax(Pσ )]‖z̃‖2 (19)

it follows that

λmin(Q)‖z̃‖2 ≥ λmin(Q)

max [λmax(P),λmax(Pσ )]

(
V (ζ , t)− 1

Γ
(
4θ 2

max +(μu− μl)
2))

(20)

and thus the upper bound in (17) can be used to obtain

LV (ζ , t)≤−k1V (ζ , t)+ k2 (21)

where

k1 =
λmin(Q)

max [λmax(P),λmax(Pσ )]

and

k2 =
1
Γ

λmin(Q)
(
4θ 2

max +(μu− μl)
2
)

max [λmax(P),λmax(Pσ )]
+

1
2

ξ 2Tr
{

b�σ Pσ bσ

}
From [5], it follows that

E [V (ζ , t)]≤ ν0 e−k1t +
k2

k1

(
1− e−k1t

)
:≤
(

ν0− k2

k1

)
e−k1t +

k2

k1

(22)

where ν0 = E [V (ζ ,0)].
Given

min
(
λmin(P),λmin(Pσ ),Γ−1)‖ζ‖2 ≤V (ζ , t) (23)

it can be written

E

[
‖ζ‖2
]
≤ E [V (ζ , t)]/min

(
λmin(P),λmin(Pσ ),Γ−1) (24)

and consequently the prediction error ζ = [x̃(t), x̃σ (t), μ̃(t) and θ̃ (t)]� is exponen-
tially ultimately bounded in mean square and the proof is complete �

Lemma 1. The following bound holds, almost surely, for the prediction error of
state vector of the plant

‖x̃(t)‖ ≤ ρ(t), ∀t ≥ 0
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where

ρ(t) =
1√

λmin(P)

√
k2

k1

(
2ek1δ − 1

)
eεt + e2k1δ

(
ν0− k2

k1

)
e−(k1−2ε)t

where δ > 0, and ε ∈ (0,k1/2) are arbitrary constants. Furthermore, we have the
Lyapunov exponent

limsup
t→∞

1
t

log‖x̃(t)‖ ≤ 0

Proof. If equation (21) is verified, thus using [7] theorem 7, it follows that for the
arbitrary constants δ , and ε defined above, there exists a random instant t0 such that
for all t > t0, we have

λmin(P)‖x̃(t)‖2 ≤V (ζ , t)≤ k2

k1

(
2ek1δ − 1

)
eεt + e2k1δ

(
ν0− k2

k1

)
e−(k1−2ε)t (25)

Furthermore, given λmin(P)‖x̃(t)‖2 ≤V (ζ , t), thus for t > 0 the following inequality
holds

1
t

log
(

λmin(P)‖x̃(t)‖2
)
≤ 1

t
log(V (ζ , t)) (26)

and using here again [7] theorem 7 it follows that

limsup
t→∞

1
t

log‖x̃(t)‖ ≤ limsup
t→∞

1
t

log(V (ζ , t))≤ 0 (27)

and the proof is complete �
Remark. Note that choosing high adaptation gain, contribute to the optimization of
the bound of the prediction error ‖x̃(t)‖. Indeed minimizing the factor k2/k1 leads
to an optimal bound of the estimation error.

Given

k2

k1
=

1
Γ
(
4θ 2

max +(μu− μl)
2)+ 1

2
ξ 2Tr{b�Pb}max [λmax(P),λmax(Pσ )]

λmin(Q)

For high adaptation gain, this factor can be approximated to become

k2

k1
� 1

2
ξ 2Tr{b�Pb}max [λmax(P),λmax(Pσ )]

λmin(Q)

solving this problem of optimization by LMI methods as in [7] will lead to an opti-
mal almost sure bound of the prediction error.
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4.2 Closed Loop Reference System

In this section, the reference system, i.e. the closed loop system with nominal param-
eters, is introduced and its stability is shown through the use of stochastic Laplace
transform [2, 3]. Stochastic Laplace transform is an extension of the theory of
Laplace transforms in the context of the Itô-Doob stochastic calculus. This method
provides an algebraic approach for finding Itô-Doob type stochastic integrals and
solving stochastic linear differential equations of the Itô-Doob type.

Definition 4. Let g(t,W (t)) be a real valued function of two variables (t,W (t))
defined for all real numbers t ≥ 0 and W (t) be a Wiener process. The Laplace trans-
form of g in the sense of the Itô-Doob integral or stochastic Laplace transform is
denoted by

GW (s) = LW (g(t,W (t))) =
∫ ∞

t=0
e−stg(t,W (t))dW (t) (28)

for all values of s for which this improper integral exists.
Note that the stochastic Laplace transform inherits linearity, derivative, integral

and convolution properties of deterministic Laplace transforms [2, 3].
Next, in order to derive the dynamics of the reference system of the plant, the

case of known parameters is considered and it is written as

xre f (t) = Amxre f + b(μure f (t)+θ�xre f (t)+σ(t)) xre f (0) = x0

yre f (t) = c�xre f

(29)

The control law is given by

ure f (s) =
C(s)

μ

(
kgr(s)−θ�xre f (s)−F(s)K�x̃re f (s)

)
(30)

Defining proper BIBO stable transfer functions H(s) = (sI−Am)
−1b and G(s) =

H(s)(1−C(s)), the stability of the closed loop reference system is demonstrated
through the following lemma.

Lemma 2. If the filter C(s) is designed such that the L1 norm condition [1]

‖G(s)‖L1
L < 1

is verified, then the closed-loop reference system in (29) and (30) is BIBS stable
with respect to the reference input and initial conditions.

Proof. From (2) the expression of the stochastic disturbance is written in Itô form as

dxσ (t) = Aσ xσ dt + bσξ dW(t)

σ(t) = cσ xσ (t)
(31)
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writing (31) as an integral equation leads to

xσ (t) =
∫ t

0
Aσ xσ (τ)dτ + bσξ

∫ t

0
dW (τ) (32)

Using the symbol L as a Laplace operator and taking the Laplace transformation of
(32) it can be written

Xσ (s) =L

(∫ t

0
Aσ xσ (τ)dτ + ξ bσ

∫ t

0
dW (τ)

)
=Aσ L

(∫ t

0
xσ (τ)dτ

)
+ bσξ L

(∫ t

0
dW (τ)

) (33)

Using properties of the stochastic Laplace transform [2, 3] it can be written

L(dW (t)) = LW (1) (34)

and consequently

Xσ (s) =
1
s

Aσ Xσ (s)+ bσξ
LW (1)

s
(35)

which leads to

(sI−Aσ)Xσ (s) = bσ ξ LW (1) (36)

and hence, the Laplace transformation of the stochastic disturbance σ(t) is written

Σ(s) = c�σ Xσ (s) = ξ F(s)LW (1) (37)

Consequently, the closed loop reference system is written

xre f (s) =G(s)θ�xre f (s)+C(s)H(s)kgr(s)

−C(s)H(s)F(s)K�x̃re f (s)+Σ(s)+ xin(s)
(38)

where xin(s) = (sI−Am)
−1x0. Thus, from [1] lemma A.7.1 it follows that for all

τ ≥ 0 the following bound holds

∥∥xre f τ
∥∥ L∞

≤
∥∥∥G(s)θ�

∥∥∥ L1

∥∥xre f τ
∥∥ L∞

+
∥∥C(s)H(s)kg

∥∥ L1
‖rτ‖ L∞

+
∥∥∥C(s)H(s)F(s)K�

∥∥∥ L1

∥∥x̃re f τ
∥∥ L∞

+ ‖στ‖ L1
+ ‖xin‖ L∞

(39)
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Given the condition of L1 stability [1] equation (39) is written

∥∥xre f τ
∥∥ L∞

≤
∥∥C(s)H(s)kg

∥∥ L1
‖r τ‖ L∞

1−‖G(s)‖ L1
L

+

∥∥C(s)H(s)F(s)K�∥∥ L1

∥∥x̃re f τ
∥∥ L∞

+Δ + ‖xin‖ L∞

1−‖G(s)‖ L1
L

(40)

Since r(t), xin(t), ψ(t) and x̃re f (t) are bounded it is straightforward that the reference
state xre f (t) in (40) is bounded and the proof is complete. �

4.3 Performance Bounds

The following theorem states on the transient performances of the closed loop sys-
tem i. e. the tracking errors between the reference system and the plant with L1

adaptive control, and it is shown that the transient regime is strongly connected to
the estimation error.

Theorem 2. Given the closed loop system (1), (6) and the reference system (29)
(30), the following bound holds∥∥x(t)− xre f (t)

∥∥
∞ ≤

2√
λmin(P)

(ϕH1 (t)∗ρ (t))

∥∥u(t)− ure f (t)
∥∥

∞ ≤
2√

λmin(P)
(ϕH2 (t)∗ρ (t))

where ϕe (t) = maxi=1,...,n

√
∑m

j=1 e2
i j(t) , ei j (t) is the ith row, jth column of the im-

pulse response matrix of E(s) [1] and H1(s), H2(s) are defined below.

Proof. The control law in (6) can be written as

u(s) =
C(s)

μ

(
kgr(s)−θ�xre f (s)−F(s)K�x̃re f (s)− η̃(s)

)
(41)

where η̃(s) is the Laplace transform of the term μ̃(t)u(t)+ θ̃�(t)x(t). The closed
loop system takes the form

x(s) =G(s)θ�x(s)+C(s)H(s)
(

kgr(s)−F(s)K�x̃(s)− η̃(s)
)
+Σ(s)+ xin(s)

(42)
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From (38) it follows that

xre f (s)− x(s) =G(s)θ�
(
xre f (s)− x(s)

)
−C(s)H(s)

(
F(s)K� (x̃re f (s)− x̃(s)

)
+ η̃(s)

) (43)

Given (11) the Laplace transform of error dynamics of the plant x̃(t) and the refer-
ence x̃re f (t) is written

x̃(s) = H(s)η̃(s)+H(s)F(s)K�x̃(s)−Σ(s)

x̃re f (s) = H(s)F(s)K�x̃re f (s)−Σ(s)
(44)

Replacing (44) in (43) leads to

xre f (s)− x(s) = H1(s)
(
x̃re f (s)− x̃(s)

) ≤ 2H1(s)ρ(s) (45)

where H1(s) =−(I−G(s)θ�)−1
C(s). Using the same approach in [1] lemma 2.2.6,

(45) leads to the bound of the state vector.
To show the bound of the control law, from equations (6) and (30) it is written

ure f (s)− u(s) =−C(s)
μ

(
θ�
(
xre f (s)− x(s)

)
+
(

K� (x̃re f (s)− x̃(s)
)− η̃(s)

))
(46)

From Lemma A.12.1 in [1] there exists a vector c0 such that

ure f (s)− u(s) =− C(s)
μ

θ�(xre f (s)− x(s))

− C(s)
μ

1

c�0 H(s)
c�0 H(s)

(
F(s)K� (x̃re f (s)− x̃(s)

)− η̃(s)
) (47)

From (44) and it follows that

ure f (s)− u(s) =− C(s)
μ

θ�(xre f (s)− x(s))

− C(s)
μ

1

c�0 H(s)
c�0
(
x̃re f (s)− x̃(s)

) (48)

and there exists also a vector c1 such that

ure f (s)− u(s) =− C(s)
μ

θ�(xre f (s)− x(s))

− C(s)
μ

1

c�0 H(s)
c�0

1

c�1 H1(s)
c�1 H1(s)

(
x̃re f (s)− x̃(s)

) (49)
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Defining H2 (s) =−C(s)
μ

(
θ�+ 1

c�0 H(s)
c�0

1
c�1 H1(s)

c�1

)
leads to

ure f (s)− u(s) = H2(s)
(
xre f (s)− x(s)

)
(50)

Using the same approach in [1] lemma 2.2.6, equation (50) leads to the expression
of the bound of the control law and completes the proof. �

5 Simulation Results

The control law proposed and analyzed in previous sections is now applied to the
pitch dynamics of a fixed wing UAV, a model of the Monsun BO 209. Tracking
performance under stochastic matched disturbance and model uncertainties is shown
through simulations.

The short period dynamics can be written in matrix form as in [9](
α̇
q̇

)
︸ ︷︷ ︸

ẋ

=

[
Zα
Va

1+ Zq
Va

Mα Mq

]
︸ ︷︷ ︸

A

(
α
q

)
︸ ︷︷ ︸

x

+

( Zδ
Va

Mδ

)
︸ ︷︷ ︸

b

δe︸︷︷︸
u

y = q = (0 1)︸ ︷︷ ︸
c�

x

where α is the angle of attack, q is the pitch angular velocity, Va is the trimmed air-
speed, (Zα , Zq,Zδ ) and (Mα ,Mq,Mδ ) are the partial derivatives of the aerodynamic
force Z and the pitching moment M, with respect to α , q, and δe, respectively. The
control input is the elevator angle δe.

Numerical values for the considered UAV trimmed at Va0 = 20 m/s, α0 = 4◦,
q0 = 0◦/s, and altitude h0= 50 m are given by

A =

[ −11.0447 0.9644
−242.4575 −14.4717

]
, b =

( −0.2840
−112.4126

)
.

Note that actuator dynamics are assumed to be negligible.
The system is affected by an additive matched disturbance σ(t) with dynamics

F(s) = 1/s+ 1 and input w(t) as a white noise with variance ξ = 1.
The desired dynamics matrix Am for system (1) is chosen such that it meets mil-

itary specifications for category A, level-1 flight handling qualities requirement and
eigenvalues for the short period mode are given from [9] as λ1,2 =−5.6±4.2 j, i. e.
a pulsation ωn = 7rad/s and a damping ς = 0.8.
L1 adaptive controller parameters are set Γ = 100000, D(s) = 1/s and k = 2000.

Note however that even if this value of k is high it affects only the filter C(s) and it
has no effect on stability margins of the controller [10].

The control approach is based on the augmentation of a linear controller by theL1

adaptive controller, as the common approach in aerospace systems. This allows the
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Fig. 2 Output of the closed loop system for system without failures

use of the available knowledge about the system dynamics. The adaptive controller
is then added to compensate unknown parameters and / or disturbances effect.

The controller is designed to be robust against uncertainties and the compact sets
are set to μ = (0.41.4), Θ =

{
ϑ = (ϑ1,ϑ2) ∈ R2 : ϑi ∈ (−2,2), i = 1,2

}
. From the

definition of Θ it follows that L = 2, which results in ‖G(s)L‖1 = 0.2277 which
satisfies the L1 stability condition.

Fig. 2 depicts the response of the system to a square signal reference. It can be
seen that the control architecture reduces the effect of noise disturbance.

It is noted in Fig. 3 that the prediction error of the state vector is bounded and
negligible, thus it can be concluded that the predictor is stable and it presents good
prediction performance.

To show pertinence of the developed controller, failures are introduced to the
system as a loss of actuator effectiveness μ = 0.5 and the UAV becomes marginally
stable Mq = 0, and statically unstable Mα > 0. Such drastic and perhaps unrealistic
situation is motivated by the intent to demonstrate the effectiveness of the proposed
approach. Fig. 4 and Fig. 5 show that even under large uncertainties, the system
has good performance and compensates disturbance effect. Moreover, the elevator
command is within acceptable limits.



L1 Adaptive Control for Systems with Matched Stochastic Disturbance 311

0 5 10 15 20
−1.5

−1

−0.5

0

0.5

1

1.5
[d

e
g
/s

]

[s]

Real and estimated pitch rate

q̂

q

0 5 10 15 20

−1

−0.5

0

0.5

1

[d
e
g
/s

]

[s]

Pitch rate estimation error

q̃

0 5 10 15 20

−0.1

−0.05

0

0.05

0.1

0.15

[d
e
g
]

[s]

Real and estimated AoA

α̂

α

0 5 10 15 20
−0.1

−0.05

0

0.05

0.1

[d
e
g
]

[s]

AoA estimation error

α̃

Fig. 3 Estimation performance of the system without failures

0 2 4 6 8 10 12 14 16 18 20

−1

0

1

[d
e
g
/s

]

[s]

Reference r(t) and Output q(t)

q

r

0 2 4 6 8 10 12 14 16 18 20

−2

−1

0

1

2

[d
e
g
]

[s]

Command u(t)

0 2 4 6 8 10 12 14 16 18 20

−2

−1

0

1

2

[d
e
g
]

[s]

Stochastic disturbance σ(t)

Fig. 4 Output of the closed loop system for system with failures



312 T. Souanef, F. Pinchetti, and W. Fichter

0 5 10 15 20
−1.5

−1

−0.5

0

0.5

1

1.5
[d

e
g
/s

]

[s]

Real and estimated pitch rate

q̂

q

0 5 10 15 20

−1

−0.5

0

0.5

1

[d
e
g
/s

]

[s]

Pitch rate estimation error

q̃

0 5 10 15 20

−0.1

−0.05

0

0.05

0.1

0.15

[d
e
g
]

[s]

Real and estimated AoA

α̂

α

0 5 10 15 20
−0.1

−0.05

0

0.05

0.1

[d
e
g
]

[s]

AoA estimation error

α̃

Fig. 5 Estimation performance of the system with failures

6 Conclusion

In this paper, a L1 adaptive control scheme for systems with matched stochastic
uncertainties has been proposed. A Kalman type gain is introduced in the predic-
tor architecture and it is shown that the estimation error is exponentially ultimately
bounded in the mean square. Closed loop boundedness and performance are ana-
lyzed using the stochastic Laplace transform. This permits the use of an analysis
approach similar to systems with deterministic disturbances.

Simulation results showed good performances for pitch angle control of a small
fixed wing UAV in the presence of strong disturbances (such as air turbulences).

This work is a starting point on the application of L1 adaptive approach to the
control of stochastic systems and several areas of investigation remain for this pro-
posed control method, including non matched disturbances and output-feedback
systems with measurement noise. Furthermore, the use of stochastic Laplace trans-
form opens a lot of perspectives for random systems control and analysis.
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Decoupling the Eye: A Key toward a Robust
Hovering for Sighted Aerial Robots

Augustin Manecy, Raphaël Juston, Nicolas Marchand, and Stéphane Viollet

Abstract. Inspired by natural visual systems where gaze stabilization is at a pre-
mium, we simulated an aerial robot with a decoupled eye to achieve more robust
hovering above a ground target despite strong lateral and rotational disturbances.
In this paper, two different robots are compared for the same disturbances and dis-
placements. The first robot is equipped with a fixed eye featuring a large field-of-
view (FOV) and the second robot is endowed with a decoupled eye featuring a
small FOV (about ±5°). Even if this mechanical decoupling increases the mechan-
ical complexity of the robot, this study demonstrates that disturbances are rejected
faster and the computational complexity is clearly decreased. Thanks to bio-inspired
visuo-motor reflexes, the decoupled eye robot is able to hold its gaze locked onto a
distant target and to reject strong disturbances by profiting of the small inertia of the
decoupled eye.

Part of this paper reprinted from ”Bio-Inspired Hovering Control for an Aerial Robot
Equipped with a Decoupled Eye and a Rate Gyro” by A.Manecy, S. Viollet and N.
Marchand, which appeared in Intelligent Robots and Systems (IROS), 2012 IEEE/RSJ
International Conference on. 2012 IEEE [15].
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Acronyms

FOV Field Of View.
rVOR Rotational Vestibulo-Ocular Reflex.
tVOR Translational Vestibulo-Ocular Reflex.
VFR Visual Fixation Reflex.
ZSL Zero-Setting System.
VFL Visual Feedback Loop.
D-EYE Decoupled eye system.
F-EYE Fixed eye system.

1 Introduction

Several methods have been developed during the last few years which have enabled
UAVs to fly increasingly autonomously (to perform automatic taking off and land-
ing, etc.). Even if it is possible to estimate the attitude of an UAV using only an
IMU, this last cannot be used to estimate the position without drifts. As a conse-
quence, IMUs are combined with other sensors to provide both an attitude and pose
estimations. Some ways consist in the fusion of the IMU and the GPS to avoid drifts
in estimation, as in [29] or [1] and more recently [19]. And most of the strategies
used for this purpose were based on a combination of vision sensors and Inertial
Measurement Units. For instance, [8] used a trajectometric system of measurement
to determine the position and orientation of a quad-rotor. Despite the high frame
rate and the good resolution of this system, the robot cannot be said to be fully au-
tonomous because of the off-board data processing system on which it depends. A
similar system involving the use of a CCD camera was developed by [13]. Another
strategy consisted of using active markers placed in the environment (one under the
robot and one in front of it), as described by [18] to assess the robot’s attitude and
position. Along similar lines, using an embedded camera and a different set of geo-
metrical markers (five), [33] provided a robot with an accurate means of estimating
both its position and its orientation. A similar task was also accomplished in a study
by [30], using active markers and a simple visual sensor borrowed from a remote
Wii control (Wiimote). Other methods based on the use of optical flow have been
presented, as in [22], for determining the altitude, position and speed of a robot
flying above a road with specific geometric characteristics. In all these approaches,
the robot’s position was estimated via visual sensors, as in [8] combined with an
embedded inertial measurement unit. In the latter case, the gyrometer’s bias was
classically compensated for by means of accelerometers (see [5]).

To make UAVs more autonomous, several methods relying on SLAM algorithms
use monocular camera to navigate in an unknown GPS-denied environment ([28]).
Other SLAM methods use laser rangefinder as an active optical sensor, combined
with a laser mirror for height estimation as in [2] or [7]. SLAM was also performed
by merging both information from a camera and from a laser rangefinder [23].
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We focused our work on the advantages provided by a decoupled eye embedded
onboard a UAV. In previous robotic studies, a decoupled eye is classically used to
track a target and compensate for the UAV displacements around this target. This
objective was achieved for example in [17], where a target was successfully tracked
(from an autonomous helicopter). The positions and attitude of the helicopter were
estimated by means of a data fusion algorithm between a GPS, a magnetometer and
an IMU. We demonstrate here that a decoupled eye (with a narrow field of view)
could be used not only to track a target, but also to estimate the position and the
attitude of a UAV using only the retinal error, the orientation of the eye with respect
to the robot and a rate gyro.

In this way, the hovering robot presented here was assumed to have an ”eye”
with a controlled rotation relative to its ”body”. In addition, the eye was taken to
have a narrow FOV of only a few degrees (a kind of fovea). The visual sensor is
able to rotate and thus to change the gaze direction (the line of sight). As described
in [3], a fovea equipped with a gaze control mechanism of this kind is a considerable
step forward in the computational modeling of vision, where visual and control sys-
tems with many degrees of freedom have to solve difficult problems without gaze
control mechanisms. The present additional degree of freedom mimics the charac-
teristic mechanical decoupling between the eye and body of many animals, such as
the hoverfly. The present robot’s eye can be said to be a sensitive, accurate visual
position-sensing device (PSD) [10], which is able to detect the position of an edge
(or a bar) within its very small field of view (here, FOV =±5° in comparison with
the FOV of more than 50° in the case of the robots used in previous references).
This sensor’s performances in an edge-detection task were a 40-fold improvement
in terms of the resolution, as compared with the previous interphotodiode angular
resolution [26]. The visual sensor in question can therefore be said to be endowed
with hyperacuity [31]. For further details about the performances (i.e., the accuracy
and calibration) of this hyperacute visual PSD, see [27] and [26]. Gaze stabiliza-
tion is a difficult task because the eye control system must compensate both quickly
and accurately for any sudden, untoward disturbances caused by the vagaries of the
supporting head or body. This finely adapted mechanism is way beyond what can
be achieved in the field of present-day robotics. The only information available on-
board the present robot, in line with what occurs in its natural counterparts, is the
inertial measurement provided by the biased rate gyro and the eye-in-body orienta-
tion provided by a hall effect sensor.

The robot with a decoupled eye is presented in the next section, along with its
nonlinear dynamic model. In Section 3, the original nonlinear observer used to es-
timate the robot’s position, attitude (roll axis only) and unbiased rotational speed
is presented. The eye control system and the robot’s overall control system based
on this observer are then described. In section 4, the advantages of implementing a
feedforward gaze control process are discussed and detailed comparisons are made
between the behavior of the simulated robots with and without a decoupled eye. A
comparison between a fixed eye robot endowed with a large FOV and the decoupled
eye robot with a narrow field of view is equally done to demonstrate advantages
provided by the decoupling.
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2 System Overview

In this section, we describe the aerial robot and the computational resources embed-
ded on-board. We describe also the nonlinear model of the robot which was used to
simulate the different scenarios.

2.1 The Twin Engine Hovering Robot

In this part, we introduce the robot and its equipment. We explain the different
objectives and describe our bio-inspired approach.

2.1.1 The Robot’s Hardware

As shown in the CAD in figure 1, the twin-engine aerial robot we have designed
will have three degrees of freedom (a rotation around the horizontal axis, θr, a right
and left translation, X , and an eye rotation θer with respect to the robot’s body).
Thanks to a mechanical decoupling between the eye and its mechanical support (the
head), the eye can rotate freely in the robot’s frame. In addition, the eye’s orienta-
tion can be finely controlled by means of an extremely compact, fast and accurate
servo (MKS). The robot, which will weigh only about 150 grams in all, will be
completely autonomous, thanks to its embedded computational resources and the
on-board power supply described as depicted in figure 2.

As shown in figure 4, the HyperRob’s roll angle θr can be controlled by apply-
ing a differential rotational speed to the propellers. The robot was assumed in the
present simulations to fly at a constant altitude H. This assumption is not restric-
tive, since it is known that the altitude can be decoupled from the roll and lateral

���

Fig. 1 (a) CAD of the 150-grams micro-air vehicle, called HyperRob, in which a fast mi-
cro servo (MKS servo) controls the orientation of the eye (angle θer) relative to that of the
body. The orientation of the robot around the roll axis (angle θr) is controlled by applying a
differential rotational speed to the propellers. The robot itself was mounted here at the tip of
a rotating arm allowing to move freely in the horizontal plane. (b) Picture of the HyperRob
robot fixed at the tip of an arm rotating in the azimut plane.
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Fig. 2 Simplified scheme of the embedded electronics. The robot is equipped with two Mi-
crochip dsPIC microcontrollers (16 bits). The main microcontroller (dsPIC 33FJ128GP804)
runs a multirate Simulink-based program, which is in charge of the main control tasks. A
secondary microcontrollers (dsPIC 33FJ128GP802) is used to process the visual signals of
the eye. The main microcontroller sends the set point specifying both the eye’s angular po-
sition and the throttle of the two propellers via PWM signals. The autopilot uses solely the
rate gyro (roll axis) of an inertial measurement unit (MPU6000) and digital signals from the
visual processing unit. A Bluetooth wireless device connected to the UART peripheral can
be used by the operator to log data received from the robot and to send the robot data and the
start/stop instructions.

movements in systems of this kind, which belong to the same class as aircraft capa-
ble of performing planar vertical take- off and landing ([22], [30] or [13]). As the
flying robot is under-actuated, its position X on the horizontal axis is controlled by
adjusting its attitude around the roll axis. The robot is therefore in a state of equi-
librium when θr = 0°. In this study, the robot was assumed to be hovering above a
target on the ground.

2.1.2 The Bio-inspired Approach

Setting our hovering control strategy in a bio-inspired minimalistic framework
meant that the objective was to stabilize the under-actuated hovering robot using
only a drifting rate gyro and an eye with a narrow field of view. As can be seen from
Figure 3, our robot has many points in common with the fly:
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• A rate gyro: the fly has two gyroscopic halteres organ measuring its body’s
angular speed in the three degrees of rotation (pitch, roll and yaw) [9], whereas
the robot is equipped with a classical MEMS rate gyro.

• An optical position sensing device: the fly’s compound eye is able to locate a
contrasting target placed in a small frontal part of the visual field [6], [4], while
the robot is equipped with an eye endowed with hyperacuity [12], with which it
can accurately locate the targets occurring in its small FOV.

• A neck: the fly has no less than 23 pairs of muscles with which to control its
head’s orientation [25]. The robot has a decoupled eye, which is actuated by
means of a tiny position servomotor (MKS).

• A proprioceptive sensor in the neck: the fly has prosternal organs consisting
of a pair of mechanosensitive hair fields located in the neck [20], while the robot
is equipped with a contactless magnetoresistive sensor measuring the orientation
of the eye relative to the head.

• A gaze stabilization: in the freely flying sand wasp, active gaze stabilization
mechanisms prevent the incoming visual information from being affected by dis-
turbances, such as large body rotations around the roll axis [32]. The robot there-
fore uses two bio-inspired oculomotor reflexes to compensate for its own body
movements.

Fig. 3 Similarities between the fly
(a) and the hovering robot with a de-
coupled eye (b). These two dynamic
under-actuated systems are able to
measure their body’s rotational speed
Ωr by means of a rate gyro (in the
case of the robot) and halteres (in
that of the fly) and to locate a con-
trasting target θt placed in a small
part of their FOV. The fly has no less
than 23 pairs of muscles in its neck,
with which to stabilize its gaze θg,
whereas the robot controls the angu-
lar position of its eye θer by means of
a small servomotor. Here, the fly and
the robot are hovering over a ground
target.
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In what follows, we have used the following notations:

• θt : the angular position of the target in the inertial frame.
• θr: the robot’s roll angle.
• θer: the angle between the eye and the robot in the robot’s frame. This angle is

mechanically constrained to a maximum value: |θer|< θer MAX .
• θg: the angular position of the gaze in the inertial frame θg = θer +θr.
• εr: the retinal error defined by εr = θg−θt .



Decoupling the Eye 323

�������	
���


���
���
�

��������
���	
���


�����
�
�	���
�

�

��������� ����

����

����

!�

!"

�# $

!
%

'

!



*
�

*
�

*
�

*
�

����"�


����+���

,


!�

!"

,


!



��
����-� .$

/0
34

!



,


5


�

*�'����
*

*�'����
*

6
��
��

�

��


����
�7�

!

8
*�'
�
�

*

���
�0����



!



	���
�����

�	0

5


,


-9�������
'+
���.

-:���


�����
'+
���.

-��
����
����
�

�


��
.

-�
������


�
.

-;�7����"���
�
	�

7.

-��
����
�����.

�

�'
� ���-!
.�<>#�#

�

�

Fig. 4 Block diagram of the complete system. The robot is equipped with a rate gyro, which
measures the rotational speed around the roll axis and a decoupled eye locked onto a distant
target. Green variables are the control input signals, blue ones are the main physical variables
of interest and red ones are the measured values.

• X : the position of the robot along the horizontal axis in the inertial frame.
• Vx: the speed of the robot on the horizontal axis in the inertial frame.
• Y : the position of the robot on the vertical axis in the inertial frame. Y was as-

sumed to be constant (Y (t) = H ∀t).
• Ωr: the robot’s rotational roll speed.

Estimated values are denoted by an additional hat (e.g., θ̂ ), reference values by a
star (e.g., θ �) and measured values by a bar (e.g., θ̄ ).

2.2 Non-linear Model of the Hovering Robot

A classical nonlinear dynamic model was adopted for the robot in the inertial frame:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

V̇x =
−(F1 +F2)sin(θr)

m
−KvxVx

Ẋ =Vx

Ω̇r =
L(F2−F1)

Iz

θ̇r = Ωr

(1)

where L is the distance between the center of the robot and the propellers, Iz is
the inertial momentum around the roll axis, F1 and F2 are the thrust generated by
propellers 1 and 2, respectively, and Kvx is the flapping coefficient, which is assumed
to be constant.

An internal speed loop makes the robot’s rotational speed (Ωr) exactly follow
the rotational speed set points (Ω �

r ) dictated by the attitude controller (see 3.4).
To control the rotational speed (Ωr), it was assumed that the propellers are con-
trolled directly via the thrust value. The control input signal to a propeller is there-
fore composed of a nominal thrust and a differential thrust. The nominal thrust
(T �) counteracts the gravity and the differential thrust (δ �) generates the torque
responsible for the roll rotation. The propeller’s control input signals are defined
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by F�
1 (p) = T �(p)− δ �(p) and F�

2 (p) = T �(p)+ δ �(p). The propellers’ dynamics
were assumed to correspond to a first order system with a time constant equal to
τmot (see table 2).

Figure 4 shows the complete model of the robot including the propellers, the
rate gyro, the visual sensor and the angle sensor (used to measure the eye-in-robot
angle θer). In the dynamic simulations of the robot, which were computed with the
Matlab/Simulink environment, the set of parameters presented in table 1 were used.

3 Gaze, Attitude and Position Stabilization

In this section we present the hierarchy and the interconnections between the dif-
ferent controllers. The stabilization problem was divided in three independent sta-
bilization loops. As the robot is under actuated, a first low level controller allows to
track the rotational speed reference. This reference is yielded by the high level posi-
tion and attitude controller which use the roll angle to achieve the wished position.
And finally a reflex based controller allows to lock the target in the small FOV of
the eye thanks to adjusting the eye-in-robot angle.
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Fig. 5 Block-diagram of the controller. The nonlinear observer determines the robot’s atti-
tude on the sole basis of its angular speed and the eye orientation measurements. The eye
controller is composed of three oculomotor reflexes (ORs), which are in charge of keeping
the eye locked on the target whatever translational or rotational disturbances may occur. Mea-
sured (simulated) signals are presented in red and control input signals in green.

3.1 The Nonlinear Observer

In the classical approach, the attitude estimation problem is solved thanks to a non-
linear complementary filter ([14]) using both the accelerometers and the rate gy-
ros. In this case, the rate gyros offer good information for estimating robot attitude
during aggressive maneuvers. And the accelerometers are used as an inclinometer
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relative to the gravity acceleration allowing to compensate rate gyro bias. In this
work, the estimation problem is solved without using classical IMU, and the com-
plete attitude, position relative to target and rate gyro’s bias are obtained with only
two measurements.

The nonlinear observer is the cornerstone of our hovering control strategy, be-
cause it delivers the inputs of the position and attitude controller and especially for
the VOR (see 3.2). So on the basis of two measurements which are the rotational
speed Ω̄r and the retinal error ε̄r, the nonlinear observer yields an estimate for the
linear speed Vx, the position X , the roll angle θr and the rate gyro’s bias Δg:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎝
˙̂Vx
˙̂X
˙̂θr
˙̂Δg

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎝
− T

m sin(θ̂r)−KvxV̂x +L1θ̃tr

V̂x +L2θ̃tr

Ω̄r− Δ̂g +L3θ̃tr

L4θ̃tr

⎞⎟⎟⎠
θ̂tr =−arctan

(
X̂
H

)
︸ ︷︷ ︸

θ̂g

−θ̂r

(2)

Where θ̃tr = (θ̄er + ε̄r︸ ︷︷ ︸
θ̄tr

−θ̂tr)

We introduce here the angle θtr which corresponds to the orientation of the target
in the robot’s frame. This new angle improves our previous work ([15]), where it was
assumed that θer = θtr and that the observer’s innovation term was θ̃er = θ̄er − θ̂er.
As a consequence, the retinal error was used to improve the estimation of the angular
position of the target. This modification improves the quality of the estimations and
leads to a better roll stabilization (see figure 9.b) in comparison to our previous
work.

We decided to implement a nonlinear observer because of the strongly nonlin-
ear equations giving the evolution of the linear speed Vx and the robot’s position X
(see equation (2)). Non-linearities in V̂x give more accurate estimations during tran-
sient responses, whereas non linearities in θ̂er result in non steady state error in the
position estimates. Observer gain L =

(
L1 L2 L3 L4

)T
was tuned by applying the

classical LQG method to the system linearized around the origin.

3.2 The Eye Controller

This controller is essential for the robot, because it makes the robot’s gaze locked
onto the target on the ground. This gaze control loop has to be really fast and accu-
rate to provide to the eye the capacity to reject disturbances which the robot with-
out decoupled eye could not reject (due to its bigger inertia). This fast controller
is achieved by merging three complementary oculomotor reflexes which combine
feedforward and feedback control:
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• A rotational vestibulo ocular reflex, called the rVOR, yields the output signal
θ �

er θr
, which is simply equal to the opposite of the estimated roll angle θ̂r.

• A translational vestibulo ocular reflex, called the tVOR, which depends on the
estimated robot’s linear position X̂ , assuming that the robot’s altitude is known.
This reflex compensates for any translation applied to the robot’s body by pro-
ducing the output signal θ �

er X , which contributes to keeping the eye locked onto
the target.

• A visual fixation reflex (VFR), where the visual feedback loop cancels the retinal
signal error εr by controlling the eye’s orientation θer via the control input signal
θ �

er VFR (see figure 6).
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Fig. 6 Block diagram of the visual feedback loop used to implement the visual fixation reflex
(VFR). A Proportional-Integral controller cancels the retinal error εr. The ZSL ”Zero-Setting
Limiter” serves here to prevent runaway of the eye if the target is lost. Gopt is the static gain
of the visual sensor and d is a pure delay introduced by the image processing.

It is worth noting that the ZSL function shown in figure 6 clamps the retinal error
back to zero whenever the latter tends to become higher (or lower) than a specified
positive (or negative) level. This ZSL, which was used in previous studies ([27],
[11]) serves the same purpose as the limiter block used to model the inhibition of
the smooth pursuit reflex whenever the position error goes beyond a fixed threshold
[21], [24].

3.2.1 Visual Fixation Reflex (VFR)

The VFR depicted in figure 6 plays the most important role because it makes the
robot:

• reject any lateral disturbances (gusts of wind),
• correct unmodelled dynamics in the feedforward terms,
• follow a moving target with a high level of accuracy.

The VFR controller is a simple proportional-integral controller, which keeps the
retinal error close to 0° by producing a reference angle (θ �

er VFR). When designing
the PI controller, the pure delay resulting from the computational time and the visual
sensor’s latency was approximated by a first order Pade approximation.
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3.2.2 Vestibulo Ocular Reflexes (VOR)

As in its natural counterpart, the human oculomotor reflexes [16], the VOR based on
a feedforward control (see figure 5) causes the robot to compensate for movements
of two different kinds:

• roll: the rVOR uses the estimated roll angle θ̂r to compensate for rotation of the
body.

• lateral translation: the tVOR based on the estimated robot’s linear position X̂
minimizes the effects of lateral displacements on the retinal error εr.

To summarize, the reference angle θ �
er (see figure 5) results from the three reflexes

(rVOR, tVOR and VFR) as follows:

θ �
er = θ �

er θr︸ ︷︷ ︸
rVOR

+θ �
er X︸︷︷︸

tVOR

+θ �
er VFR︸ ︷︷ ︸
VFR

(3)

Figure 7 shows the contribution of the three reflexes during a 1-m imposed lateral
displacement with respect to the target (a voluntary movement achieved by changing
the set point X�) when a 20-cm lateral perturbation (an untoward disturbance cor-
responding to a gust of wind) was applied to the robot at t = 7s. It is worth noting
that during the imposed translation, the rVOR reacted first (green curve), followed
by the VFR (black curve) compensating for the roll variation. In the case of a lateral
perturbation without any rotational component, it can be seen, as might be expected,
that the VFR reacted faster than the rVOR and tVOR reflexes.

3.3 The Rotational Speed Controller

This rotational speed controller makes the robot’s follow any change in the rota-
tion speed set points yielded by the attitude-position controller. The propellers are
assumed to be driven directly via the thrust. This assumption is not too restrictive
because the thrust could be easily obtained thanks:

Fi = cT ω2
i (4)

Where Fi is the thrust of the rotor i and ωi is the rotor’s rotation speed. The constant
cT correspond to the thrust coefficient which could be simply identified using static
thrust tests.

This controller consists of a classical controller-observer obtained thanks to the
LQ methodology, instead of a PID controller, in order to include the rate gyro’s
filter dynamics and the motor dynamics. This dynamics are considered to be two
first order: (

Ω̇r
˙̄Ωr

)
=

( −2L
Izτmot

0
1

τgyr

−1
τgyr

)(
Ωr

Ω̄r

)
+

(
2L

Izτmot

0

)
δ � (5)
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Fig. 7 Response of the
robot to a 1-m imposed lat-
eral displacement (a) and
a 20-cm lateral disturbance
applied at t = 7s (90%
of the disturbance is re-
jected within 0.9s). During
the lateral displacement, the
VORs react first, and elicit
an eye rotation to compen-
sate for the changes in the
robot’s roll behavior. The
VFR then compensates for
the observer’s model er-
rors, and keeps the target
within the FOV. When a
lateral perturbation occurs,
the VFR responds by gen-
erating a rotation to keep
the target within the FOV.
And only a few millisec-
onds later, the VORs take
over (when the robot begins
to move to counteract the
displacement due to the dis-
turbance).
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where Ωr is the actual rotational roll speed and Ω̄r is the rotational speed measured
by the rate gyro.

Any static errors occurring in the Ωr tracking is rejected by an integral effect.
Thanks to this controller, the closed loop response time in is less than 20ms, and the
noise in the differential thrust control is less than 2%.

3.4 Position and Attitude Controller

The position and attitude controller were implemented by means of another LQR
controller using the states estimated by the nonlinear observer (Vx, X and θr). Since
the dynamics of the rotational speed feedback loop, which have been previously
described (see 3.3), were assumed to be much faster than the attitude-position con-
troller, they were neglected.
To design the LQR state feedback, the robot’s model (1) was linearised around the
origin with the equilibrium control input Ωreq = 0. To cancel any steady state errors,
an integral effect was added to the position X .

Figure 7 shows a 1-meter displacement along the X axis.
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4 Advantages of the Decoupled Eye

The aim of this project is to demonstrate that a decoupled ”eye” system presents
many benefits contrary to a classical fixed ”eye” even if the field of view is restricted
to few degrees.

4.1 Advantage of the VORs

Figure 8 shows the response of the robot’s position to a 1-m reference step input
imposed by the setpoint X� (see figure 5). When the ORs were turned off, only the
VFR remained active (the VORs were off). It can be clearly seen from the strong
oscillatory response of the robot with no VORs shown in figure 8a and the retinal
error shown in figure 8b that the robot with VORs never lost the target (except the
initial peak due to the time response of the eye) and showed much smoother and
stiffer dynamics than the robot with no VORs. It is worth noting that the robot with
no VORs finally succeeded in stabilizing, thanks to the ZSL (see figure 6), which
prevented the robot’s attitude from becoming unstable when the target was lost.

Fig. 8 A 1-m step change
in the setpoint X� led the
robot with no ORs (ORs
off) to produce a strong
oscillatory response in its
gaze orientation (a) and
thus in the retinal error (b).
At t = 7s a 20-cm lateral
disturbance was applied.
Unlike the robot with the
ORs switched off, the robot
with the ORs switched on
can be seen to have rotated
its gaze smoothly in order
to shift its linear position by
1m with respect to the tar-
get (c and d).
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4.2 Better Disturbances Rejection

In this part we present a comparison of the comportment of two identical robots,
one with a fixed eye (denoted F-EYE robot) and the other with the decoupled eye
(denoted D-EYE robot). In a first time we will compare two robots with the same
FOV, and in a second time, we will assume that the F-EYE robot is equipped with a
large FOV (±50°).

4.2.1 Comparison with a Fixed Eye Robot Featuring the Same FOV

The two robots have exactly the same FOV and as a consequence of the limited
FOV, the F-EYE robot can not generate aggressive maneuvers. So, this implies that
the position-controller of the F-EYE robot is less aggressive. Indeed, as it is shown
in figure 10a and 10b, when a lateral disturbance appears, it generates a step in the
retinal error, allowing to the robot to up to date its position and correct it. But, as the
robot is under-actuated, to adjust its position, it is necessary to increase its roll angle
which increases again the retinal error. As a consequence, the limit of the FOV is
reached for the F-EYE robot, which implies a limitation in roll angle. This limitation
implies inevitably a slower rejection of disturbance.

Remark 1. The controller of the D-EYE robot and the F-EYE robot are the same
except that the eye controller was removed for the F-EYE robot (as the eye can not
rotate). Similarly, the LQ state feedback of the attitude and position controller is
quite different. The weighting coefficient of the control input for the F-EYE is 10
times bigger than the one for the D-EYE robot, to avoid going out of FOV. Indeed,

Fig. 9 Responses of the
D-EYE and F-EYE hover-
ing robots to a 8-cm lat-
eral disturbance applied at
t = 2.5s and a strong 20°
rotational disturbance ap-
plied at t = 13s. The robot
with a decoupled eye can
be seen to have rejected
90% of the lateral distur-
bance within 3.5s, whereas
the robot with a fixed eye
took 8.2s to reject the same
disturbance. In b), one can
see the improvement with
respect to the roll angle pro-
vided by adding the retinal
error at the observer’s input,
in comparison to our previ-
ous work (IROS).

2 4 6 8 10 12 14-0.04
-0.02

0
0.02
0.04
0.06
0.08
0.1

P
os

iti
on

 o
n 

X 
ax

is
: X

 [m
]

2 4 6 8 10 12 14-5

0

5

10

15

20

time [s]

R
ol

l a
ng

le
 

r
[d

eg
]

position set point

position for D-EYE robot
position for F-EYE robot

r for D-EYE robot

r for F-EYE robot

tr90%_F-EYE=8.2 s

(a)

(b)
Lateral disturbance Roll disturbance

tr90%_D-EYE=3.5 s

r for D-EYE robot (IROS)

position for D-EYE robot (IROS)



Decoupling the Eye 331

Fig. 10 Retinal error with
the two disturbances de-
scribed in figure 7. The reti-
nal error occurring in the
case of the robot with a
decoupled eye (a) can be
seen to have stayed within
the limits of the FOV, but
(b) reached the limit of the
FOV after the lateral per-
turbation and left the FOV
completely for 30ms in re-
sponse to the rotational dis-
turbance of 20° .
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to correct its position the robot has to generate roll angle, which implies to increase
the retinal error for the F-EYE robot. So, to avoid the target to go out of the F-
EYE robot’s FOV, the position controller is chosen a little less aggressive. This
less aggressive controller is achieved by increasing the weighting coefficient of the
control input. So we have chosen the lower cost (that is mean the most aggressive
comportment), allowing to perform a 1-m displacement without to lose the target
for the F-EYE robot.

For the F-EYE and the D-EYE robots, the LQ cost function for the state feedback
is respectively: ⎧⎪⎨⎪⎩

JF =

∫
(ST QF S+Ω T

r RFΩr)dt

JD =

∫
(ST QDS+Ω T

r RDΩr)dt
(6)

Where QF = QD, RF = 10RD and S the state vector S = (Vx,(X −X�),θr,Δg)
T .

Figure 9 shows the position adopted by the robot and its roll angle in response to
a strong lateral 8-cm perturbation (an impulsional perturbation similar to a gust of
wind) applied at time t = 2.5s and to a 20° rotational step disturbance around the
roll axis applied at t = 13s. Despite the large lateral disturbance, it can be seen
from figure 9a that the D-EYE robot rejects 90% of the perturbation within 3.5s,
whereas the F-EYE robot rejects the same perturbation within a much longer period
of 8.2s. The faster dynamics of the D-EYE robot was obtained at the expense of
a much more aggressive control of the roll dynamics (see red curve in figure 9b),
while keeping the retinal error within the ±5° (limits of the FOV visible on figure
10a). This fast rejection is not achievable with the F-EYE robot due to the limit
of FOV which are reached (figure 10b). Similarly, the roll disturbance was com-
pletely rejected by the D-EYE robot thanks to the ORs, whereas the retinal error
left the F-EYE robot’s FOV for 30ms and it took 1s for the error to be completely
canceled out.
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4.2.2 Comparison with a Fixed Eye Robot Featuring a Large FOV

Visual Computational Resources for the F-EYE Robot

The F-EYE robot is supposed to be equipped with a classical monocular camera
with a large FOV of ±50°. Such of camera requires at least 1000 pixels to provide
the same resolution as the F-EYE visual sensor (0.1°).

Visual Computational Resources for the D-EYE Robot

The D-EYE robot will be equipped with a custom-made visual sensor endowed with
hyperacuity (i.e., the ability to locate a target with a resolution greater than the one
composed by the pixel pitch [31]). So, the visual sensor will be composed of few
pixels (2 pixels), submitted to an active mechanical vibration in order to obtain a
resolution as small as 0.1°for a FOV of only ±5°([10], [12] and [26]). The visual
signal processing is described in [10] and will run on a tiny embedded target (dsPIC,
see figure 2).

Simulation Results

In the previous part, the controller of the F-EYE robot was less aggressive because
of the small FOV and the risk of losing the target for too much roll angle. In this
part, we provide to the F-EYE robot a larger FOV of ±50° than the D-EYE robot.
And thanks to this larger FOV, it is possible to have exactly the same controller for
the two robots, that is mean that in (6) QF = QD and RF = RD.

Figures 11 and 12 show the response of the two robots to a strong 15-cm lateral
perturbation applied at time t = 3s and to a 35° rotational step disturbance around
the roll axis applied at t = 13s. These two perturbations are bigger than the pertur-
bations applied previously in 4.2.1). It is worth noting that even if the controllers
are exactly the same, the D-EYE robot rejects faster the lateral and the roll distur-
bances than the F-EYE robot. This phenomenon could be explained by the fact that,
unlike the F-EYE robot, the D-EYE robot is able to cancel all rotational movements

Fig. 11 Response of the D-
EYE and F-EYE hovering
robots to a 15-cm lateral
disturbance applied at t =
2.5s. The D-EYE robot re-
jects quiet better the distur-
bances with a smaller over-
shoot even if its FOV is
only ±5°, while the FOV
of the F-EYE robot is 50°.
This faster rejection is due
to the faster convergence of
the nonlinear observer.
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Fig. 12 Response of the D-
EYE and F-EYE hovering
robots to a strong 35° roll
disturbance applied at t =
13s. The D-EYE robot re-
jects faster the lateral dis-
placement resulting from
the roll disturbances with a
smaller overshoot.
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position set point
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up to down
 wind gust

Target

applied on its eye. As a consequence, the D-EYE robot can easily disambiguate a
lateral from a rotational disturbance. As a consequence the D-EYE robot provides
therefore richer information for the nonlinear observer, which is then able to cor-
rect the estimated lateral position with a faster dynamics than the observer of the
F-EYE robot. In the figure 11, it can be seen that the D-EYE robot presents a 32-%
overshoot whereas the F-EYE robot response has a 57-% overshoot. The same phe-
nomenon appears in figure 12 for the roll disturbance where the D-EYE robot has a
much more aggressive response in roll and stays close to zero centimeter at ±1.2cm
whereas the F-EYE robot is much less accurate with a shift in its lateral position of
more than 1.9cm.

5 Conclusion

In this paper, a new bio-inspired method of stabilizing an under-actuated hovering
aerial robot equipped with a decoupled eye is presented. The results of the simu-
lations performed show that the oculomotor reflexes responsible for stabilizing the
gaze and controlling the eye’s orientation greatly improve the robot’s ability to com-
pensate for strong lateral or rotational (up to 20°) disturbances.

Despite the small field of view of the robot’s eye, the new degree of freedom
introduced by the decoupled eye easily compensates for this handicap. The fast
dynamics of the ORs allowed the robot keep the target within its FOV and served
to determine the eye-in-robot’s angular position, which unbiased the rate gyro. For
this purpose, a new approach to ”unbias” the rate gyro was developed, in which the
visual loop was used to assess the drift.

In our approach, the accelerometers are replaced by the proprioceptive measure-
ment of the gaze orientation (the eye-in-robot) which plays the same role. In this
case, the eye behaves as an inclinometer relative to the target direction. We have
shown that the eye is an efficient means to estimate the complete attitude without
need of accelerometer. The eye can provide also an accurate and unbiased position
estimation of the robot’s position, assuming the altitude is known.
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The method presented here could be extended in future studies to the stabilization
of a robot around the pitch axis. Further research will focus on designing a complete
oculomotor system with 3 degrees of freedom and means of stabilizing a hovering
autonomous quadrotor with 6 degrees of freedom. However, the use of a decoupled
eye goes far beyond the stabilization of a hovering robot, and this development
opens promising lines of approach for designing new methods of controlling the
3-D position of a robot by anchoring its gaze on specific objects of interest.
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Appendix

Table 1 Simulation parameters

Parameter Description Value Unit
H Altitude of the hovering robot 2.0 m
L Half span of the robot 0.15 m
m Mass of the robot 0.1 kg
Iz Inertia momentum 2.0×10−5 kg.m2

Kvx Flapping coefficient 0.5 N.s.m−1

FOV Field of View ±5 ° (deg)
d Visual sensor’s latency 10 ms

Gopt Optic sensor’s gain 1 -
τhall Angle sensor’s time constant 1 ms
τgyr Rate gyro’s time constant 4.3 ms
τmot Propeller’s time constant 20 ms
τeye Eye’s time constant 10 ms

Table 2 Sensors and actuators characteristics

Sensors
Visual sensor Angle sensor Rate gyro

Transfer function Gopt(s)=Gopte−ds Ghall(s)=
1

1+τhall s Ggyr(s)=
1

1+τgyr s

Resolution 0.1 [°] 0.1 [°] 1 [°.s−1]
Sample frequency 40 [Hz] 1 [kHz] 1 [kHz]
Noise amplitude ± 0.1 [°] ± 1 [°] ±5[°.s−1]

Actuators
Propeller motor Eye motor

Transfert function Gmot(s)=
1

1+τmot s Geye(s)=
1

1+τeyes

Rate limiter - 1000 [°.s−1]
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Flight Guidance and Control of a Tethered
Glider in an Airborne Wind Energy Application

Sören Sieberling

Abstract. One of the concepts of an upcoming technology known as airborne wind
energy is the pumping kite system. The pumping kite system uses a conventional
gliders to fly highly dynamic crosswind patterns downwind of a generator to which
it is connected by a tether to harvest wind energy. Operating the pumping kite system
requires a novel view on conventional flight control. A tether based reference frame
is introduced that in effect decouples the longitudinal and lateral motion which can
thereby be designed independently and thus allowing the highly dynamic motion
of the glider to be controlled through simple control schemes. Furthermore the lon-
gitudinal motion is constrained through the tether of which the tangential velocity
is controlled by the generator providing an additional control input besides the el-
evator to control longitudinal motion. Flight tests demonstrate that using the tether
based flight control system reasonably simple and commonly used control methods
provide satisfactory flight performance.

1 Introduction

Harvesting wind energy is being investigated for several decades with many inter-
esting outcomes as a result, [6]. One of the concepts introduced by [3] in the early
eighties, describes a technique using a tethered glider that drives a generator on the
ground through tension in the tether. [3] refers to this concept as lift power, also
known as pumping-kite power. Today the pumping-kite system represents a subset
of airborne wind energy, which has been a growing industry in the past decade with
the sole objective of outperform conventional wind turbines in terms of cost per unit
of energy.

The operational principle of the pumping kite system is discussed in Sec. 2, which
is followed by Sec. 3 providing the physical framework. Sec. 4 presents the flight

Sören Sieberling
Ampyx Power B.V., Lulofsstraat 55 - 13, 2521AL Den Haag, The Netherlands
e-mail: sieberling@ampyxpower.com
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Fig. 1 The pumping kite system during power generation (left) and during reset (right).

control system of the pumping kite system split into longitudinal and lateral control.
Sec. 5 demonstrates some results from test flights, followed by the conclusions in
Sec. 6.

2 Operational Principle of the Pumping Kite System

To convert wind into electrical energy the pumping kite system consists of an glider,
a generator and a tether connecting the two. At the generator side the tether is wound
on a drum that connects to the generator (together called winch). Lift is generated by
flying crosswind patterns (similar to kites on a beach) downwind of the generator
and transfered to the ground through tension in the tether that is experienced as
torque by the generator.

The conversion of wind into electrical energy only takes place when the tether
is unwound from the drum such that the lift can actually do work. Because of the
tether being unwound, the operation of the pumping kite system consists of two
phases; power generation and tether retrieval (reset), Fig. 1. When the maximum
tether length is reached the glider changes its flight path from crosswind flight to
flying straight toward the generator, while the tether is wound again. This tether re-
trieval maneuver results in low tether tension due to low drag, making the power
consumption during tether retrieval significantly less than the power generated dur-
ing the power generation phase at high tether tension due to high lift. This results in
net power at the end of each power cycle.

One advantage of the pumping kite system compared to conventional wind en-
ergy becomes apparent when considering the wind power available, which is a func-
tion of ρ the air density and Vw the wind speed, Eq. 1.

Pw =
1
2

ρV 3
w (1)

A specific device can generate more power than another by being located in an
area with more wind (higher wind power density). The operational altitude of the
pumping kite system is between 400 and 500m. When assuming that the wind pro-
file increases logarithmic with altitude [7, 4], wind power at for example 80m hub
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height compared to 400m doubles (above agricultural land). In terms of wind speeds
this translates roughly into 25% wind speed increase.

A second advantage is that wind turbines are not expected to grow in the near
future [5]. Consider that power is cubically related to airspeed. With airspeed over a
wind turbine blade increasing linearly, it follows that most power in a wind turbine
is generated by its blade tips. When assuming that the power generated by a section
of the wind turbine blade is only a function of airspeed, hence neglecting the effect
of airfoil and chord variation, almost 60% of the power would be generated by the
outer 25% of the blades. In effect the pumping kite system could be compared to
this outer section of the wind turbine blades. The difference to wind turbines is that
it does not require a large tower and can operate with only one ’blade’, thereby
removing one of big upscaling obstruction of conventional wind turbines.

3 Physical Framework

The operation of the pumping kite system and the possible power output as a func-
tion of the wind speed is best described by basic aerodynamic equations and deriva-
tives thereof, [3]. For simplicity the influence of mass on the system is neglected
in these derivations. The glider is assumed to have no roll angle compared to the
tether. And the wind is assumed to have a constant velocity, (Vw), parallel to the
ground plain.

The lift generated by the glider is given by Eq. 2.

L =
1
2

ρV 2
TASSCL (2)

With L the lift, VTAS the true airspeed of the glider, S the wing surface area and CL

the lift coefficient. The drag of the system consists of two components, glider drag
and tether drag. The drag of the glider is given by Eq. 3.

Dac =
1
2

ρV 2
TASSCD (3)

With Dac the glider drag and CD the drag coefficient, approximated by

CD =CD0 +
C2

L

πARe
(4)

Where CD0 represents the zero lift drag coefficient and the remaining term the in-
duced drag with e the span efficiency factor and AR the aspect ratio. The tether drag
is approximated by assuming that the tether is straight, [2]. Since the lift of the glider
is about one order of magnitude larger than the tether drag, the resulting errors are
negligible. The effect of the true wind on the tether drag is also neglected. The drag
of an infinitesimal section of the tether ds is given by Eq. 5.

dD =
1
2

ρV 2
dsCDctds (5)
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With Vds the speed of an infinitesimal section of the tether, t the tether thickness
and CDc the tether drag coefficient. By assuming a straight line (the speed changes
linearly with position on the tether) the sectional speed is approximated by Eq. 6

Vds =
s
l
VTAS (6)

With l the tether length. Substituting Eq. 6 into Eq. 5 and equating moments around
the generator of the tether drag (integrated over the tether length) on one hand and
a resulting force on the glider, the resulting tether drag is derived, Eq. 7, [2].

Dcl =
∫ l

0
sdD =

∫ l

0
s

1
2

ρ
(

sVTAS

l

)2

CDctds =
1
8

ρV 2
TAStl2CDc (7)

The lift to drag ratio (G) of the pumping kite system is then obtained by dividing
Eq. 2 by Eq. 3 and Eq. 7 resulting in Eq. 8.

G =
CL

CD +
tlCDc

4S

(8)

Where the right hand component of the denominator will also be referred to as
effective tether drag coefficient. In a massless system, the system lift to drag ratio
equals the ratio of forward and upward airspeed (Fig. 2), or in other words the lift
to drag ratio describes the forward speed of the glider as a function of wind speed,
tether angles and tether speed, Eq. 9.

Vp = G(Vw sinΘ cosΦ−Vt) = GVeff (9)

With Vp the forward speed, Θ the in the wind plane rotation of the tether (Fig. 3),
Φ the out of the wind plane rotation of the tether (Fig. 3) and Vt the tether speed.
Note that this equation holds only for a massless system, or in other words when the
system is in equilibrium.

For rigid wing kites, the difference between Vp and VTAS becomes negligible due
to the high system lift to drag ratio, Eq. 10.

VTAS ≈Vp (10)

Furthermore, when assuming a high lift to drag ratio, the tether tension is approxi-
mately equal to the lift. With the tension then given, the resulting power during the
power generating phase is computed by Eq. 11.

P = ηmTVt (11)

With ηm the mechanical efficiency of the motor and other winch components. In the
derivation above the tether speed has not been specified. [3] however demonstrates
that for maximum power production the tether speed, should be 1/3 of the wind
speed component perpendicular to the glider, thus Vw sinΘ cosΦ/3.
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Fig. 2 Force and speed diagram during
power production for forces in equilib-
rium, showing identical ratios between
L/D and Vp/Vw sinΘ cosΦ . The dashed
lines indicate the kinematic reference
frame (X pointing in the direction of the
airspeed).
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Fig. 3 Definition of tether angles with re-
spect to wind direction blowing along the
X-axis. Θ in the wind plane rotation and
Φ out of the wind plane rotation.

Note that these derivations are a simple means to analyzing the pumping kite
systems characteristics. The biggest assumption is that the system is massless. In
reality the glider is constantly maneuvering to stay inside the wind window and thus
constantly accelerating hence not being in equilibrium. The true motion is governed
by the equations of motion conventional to aircraft, Eqs. 12.

⎡⎣ u̇
v̇
ẇ

⎤⎦ =
1
m

⎡⎣X
Y
Z

⎤⎦+ g

⎡⎣ −sinθ
sinφ cosθ
cosφ cosθ

⎤⎦−
⎡⎣ p

q
r

⎤⎦×
⎡⎣ u

v
w

⎤⎦ (12a)

⎡⎣ ṗ
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ṙ
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⎤⎦−
⎡⎣ p

q
r
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⎞⎠ (12b)
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⎡⎣ 1 sinφ tanθ cosφ tanθ
0 cosφ −sinφ
0 sinφ

cosθ
cosφ
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⎤⎦⎡⎣ p
q
r

⎤⎦ (12c)

⎡⎣VN

VE

VD

⎤⎦ = Tnb

⎡⎣ u
v
w

⎤⎦+
⎡⎣VwindN

VwindE

VwindD

⎤⎦ (12d)

With u, v, w velocity along respectively the body x, y, z axis, p, q, r rotational rates
along respectively the body x, y, z axis, φ , θ , ψ the euler angles, VN, VE, VD velocity
respectivily north, east, down, g the gravitational constant, X , Y , Z, aerodynamics
and tether forces along respectively x, y, z axis, L, M, N aerodynamic and tether
moments around respectively the x, y and z axis and Tnb the transformation matrix
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Fig. 4 The lift to drag ratio of a clean free flying glider vs angle of attack compared to the
lift to drag ratio of a tethered glider with a fixed tether length of 400m vs. angle of attack.

from the body to the inertial reference frame, which can be found in any common
book on aircraft dynamics.

When using the derivation as a qualitative means to describe the pumping kite
system scaling, two observations can be made, [8]:

(A) From the discussion above it is concluded that when flying at higher lift to
drag ratios the power output grows. Since not only the glider lift to drag ratio is
of concern but the lift to drag ratio of the system, higher lift to drag ratio within
operational flight envelopes almost always correspond to higher lift and therefor
higher angle of attack, Fig. 4.

As is also stated by Eq. 9, higher lift to drag ratio also corresponds to higher
true airspeed, which results in the unconventional flight characteristic for a tethered
glider that the airspeed is raised by pitching up instead of pitching down.

(B) For free flying glider the lift to drag ratio provides a means to compare glider
performance because it is dimensionless. For tethered glider the system lift to drag
ratio is however not independent of dimension, meaning that system lift to drag
ratios of differently sized systems should not be compared without corrections.

The scaling dependency of the system lift to drag ratio is caused by the tether di-
mensioning. When expressing the scaling of glider in terms of wing surface, twice
as much wing surface results in twice as much lift and drag, hence tension. Twice
the amount of tension requires twice the amount of tether, hence the tether cross-
sectional surface doubles. Since the system lift to drag ratio does not depend on
tether cross section but on tether diameter, the effective tether drag coefficient will
grow with the square root of the tether cross section, hence proportional to the square
root of the wing surface. Therefore the relative contribution of the tether drag be-
comes smaller.

Fig. 5(a) illustrates the system lift to drag ratio of differently sized pumping kite
systems having identical aerodynamic characteristics in terms of glider lift and co-
efficients. Furthermore the tether length is identical for different sizes. Sizing of



Flight Guidance and Control of a Tethered Glider 343

(a) Lift to drag ratio (b) Drag coefficient

Fig. 5 System lift to drag ratio and total drag coefficient as a function of glider dimension

the tether thickness is based on the tension at a fixed airspeed and lift. In reality
the tether length will grow slightly for increasing systems as will airspeed, which
would have a softening effect on the differences in system lift to drag ratio. Fig. 5(b)
illustrates the glider and tether drag coefficients, which illustrates that the system lift
to drag ratio grows for aerodynamically identical glider as the system is scaled up,
thus tether drag is a bigger problem for smaller systems.

4 Guidance and Control

Compared to most conventional glider, the maneuvering of the pumping kite can be
perceived as aggressive and nonlinear. In only a few seconds the roll angle changes
from plus to minus 60°, while the heading is changing direction 180°and the pitch
angle is going up and down from 60 to -20°.

When however changing the control reference to a tether based reference frame,
the same maneuvers become rather mild and practically speaking linear in the sense
that dynamic coupling can be neglected and longitudinal and lateral control can be
separated. The tether based ’Euler’ angles then vary only up to 20°for the roll and
pitch angle.

The transformation from inertial reference frame to the tether based reference
frame is defined by:

1. Rotation around the earth fixed Z-axis byΨ , the wind direction, with correspond-
ing direction cosine matrix Tz(ψ)

2. Rotation around the Y-axis by −Θ , with corresponding direction cosine matrix
Ty(−Θ)

3. Rotation around the X-axis by Φ , with corresponding direction cosine matrix
Tx(Φ)

Cti = Tx(φ )Ty(−θ )Tz(ψ)
(13)
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Fig. 6 Reference frame transformation summary. Reference frames are indicated by the cap-
ital letter F, with the subscript indicating the specific frame. Superscripts are used to indicate
the axis of rotation.

With Cti the direction cosine matrix mapping inertial coordinates into tethered co-
ordinates and the other way around by taking the transpose, Cit =CT

ti . When intro-
ducing the conventional axis transformation from the inertial reference frame to the
body fixed reference frame by means of the Euler angles (roll (φ ), pitch (θ ) and yaw
(ψ)) as Cbi, the direction cosine matrix to the body frame from the tethered frame is
given by Eq. 14.

Cbt =CbiCit (14)

The tethered Euler angles are then derived consequently as in Eqs. 15. The transfor-
mations are summarized in Fig. 6.

φt = tan−1
(

Cbt(2,3)/Cbt(3,3)

)
(15a)

θt = sin−1
(
−Cbt(1,3)

)
(15b)

ψt = tan−1
(

Cbt(1,2)/Cbt(1,1)

)
(15c)

4.1 Longitudinal Control

As is concluded in section 3, the crux for high power outputs is flying at high lift
coefficients. Since the lift coefficient directly relates to angle of attack, this trans-
lates into a longitudinal control objective, being angle of attack tracking, which is
performed by the elevator. Angle of attack control alone is however not sufficient to
control motion along the tether based Z-axis.

Another important, but unconventional factor to the longitudinal control of the
pumping kite system is the constrained imposed by the tether. The motion along
the direction of the tether (heave) is defined by the rotational velocity of the winch,
which thereby becomes a second longitudinal control input. It is important to view
the control on the glider and the control of the winch as one.

Both control inputs have effects on the tether tension. Lowering the angle of at-
tack lowers the lift generation of the wing (hence tension), thereby also lowering
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Fig. 7 Block diagram indicating the functioning of the longitudinal control scheme during
power generation

the lift to drag ratio of the system (Fig. 4), which lowers the airspeed (which again
lowers the tension). Raising the winch speed, lowers the effective wind at the plane,
which lowers the airspeed and thereby the tension. It is not hard to understand that
both control inputs in effect influence the same parameters, which can easily grow
into instabilities. What makes this control problem more complicated is that commu-
nication between winch and glider is over radio suffering from transmission delays
and that the winch has implementation delays orders of magnitude larger than the
glider implementation delays.

4.1.1 Power Generation Phase

Mostly because of the system latencies the longitudinal control is chosen to use the
elevator passively (in a fixed position comparable to a flap) and have the winch speed
control the tether tension, by varying reel out speed. Simulations indicate that angle
of attack control would become possible when latencies are reduced to about 50ms.
Note that this implies not flying at the optimal Vw/3 as derived by [3]. By fixing the
elevator in effect the angle of attack and thus the lift coefficient is set (and thus the
lift to drag ratio). The winch is programmed to control the tension in the tether by
varying the reel out speed, using a PI controller. The tension demand is scheduled
with scheduled tension demand versus airspeed. The tension demand is scheduled
such that at low airspeeds the tension demand rises, while at high airspeeds it drops.
A rising tension demand will result in slower winch speed and thereby raising the
effective wind experienced by the glider and visa versa.

Note that the winch control thereby does depend on the glider measurement by
requiring information on the true airspeed. As mentioned before the communication
between glider and winch uses radio and contains latencies, which is why the angle
of attack is not controlled actively. Compared to angle of attack changes, the air-
speed however changes orders of magnitude slower since physically it is a derivative
of higher or lower lift to drag ratio in tethered flight. Therefor the system latencies
are acceptable in this control architecture.

4.1.2 Reset Phase

As the tether length reaches its maximum the reset phase is triggered and activates a
second set of longitudinal controls. In this setup the winch becomes the passive
component by simply setting the winch speed to reeling in at maximum speed,
thereby making the time for resetting the system as small as possible. The elevator is
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Fig. 8 Block diagram indicating the functioning of the longitudinal control scheme during
system reset

controlled to maintain a specific flight path angle that is derived from a sink demand
setting, which is scheduled against wind speed.Since the winch speed in this phase
is set, so is the ground speed. Which implies that the true airspeed, and thus the
drag, rises with increasing wind. The scheduling is therefore chosen to have the
reset phase consist of a steeper dive for higher wind speeds such that gravity com-
pensates for the glider drag as much as possible, yet never makes it exceed the tether
speed.

4.1.3 Phase Transitions

The change between control strategies is instant, therefore the plane enters the re-
set phase with a fast pitch down maneuver. The tether tension is thereby suddenly
lowered and possibly the tether gets slack for a brief period. Shortly after the winch
will however pick up the pace and straighten out the tether.

The transition back into the power generation flight path requires extra attention.
The plane is flying into the wind at ground speeds roughly equal to the winch speed,
such that the effective wind speed is that of the true wind plus that of the tether. The
tether tension is low and approximately a full order of magnitude lower than during
power generation. If the winch would respond too slow to the plane flying back into
the pattern, considering the equations of Sec. 3, unfeasible airspeeds would arise.
On the other hand if the winch responds too fast, the tension will drop completely
and the plane would not make the turn back into the pattern at all, or it would build
up momentum and at some point instantly tense the tether resulting in high shock
loads. In other words the tether may not get slack, but it can also not build up tension,
making the transition back into the pattern a delicate maneuver.

This creates hard requirements on the synchronisation, making the radio latencies
unacceptable. For ’communication’ in this situation the tether tension is therefor
used. Yet switching back to the conventional tension controller is not an option since
it is tuned to operate at reel out speeds during power generation and besides it would
not be sensitive enough to responds to tension changes in the order of only 100N.
Another simple controller is therefore designed, controlling the winch acceleration
directly. The tension error that is measured with respect to a set reference tension, in
the order of magnitude of the tension during the reset phase, is multiplied by a gain
to yield the winch acceleration. This method, in combination with the fixed elevator,
has proven to be fast and provides sufficient margin for different wind speeds.
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Fig. 9 Block diagram indicating the functioning of the longitudinal control scheme during
transition into the power generation phase

Fig. 10 Block diagram indicating the functioning of the lateral control scheme

4.2 Lateral Control

Essentially the lateral control is not much different as for conventional glider. The
main difference compared to free flying glider is that the lateral control is not de-
fined with respect to the inertial reference frame, but with respect to tether frame as
defined in the beginning of this section.

The flight path is defined by waypoints in the spherical tether coordinates, Fig.
3, making the waypoints independent of tether length and wind direction. For flight
guidance these spherical coordinates are mapped into the tether reference frame,
with the origin in the generator, thereby generating waypoints in Cartesian coordi-
nates. The tether coordinates of the flight path thereby do depend on wind direction
and tether length (R), Eq. 16. ⎡⎣ x

y
z

⎤⎦
i

=Cit

⎡⎣ 0
0
R

⎤⎦
t

(16)

Different from the longitudinal control, only one controller governs the actual way-
point tracking. The lateral controller derives the closest point on the set flight path
from its current position. Taking the closest point as a starting point a variable look
ahead distance (scheduled vs. tether length) is travelled over the flight path to deter-
mine a so called look ahead point. The direction toward this look ahead point is the
track demand. A controller transforms the track error into a roll angle reference and
the error thereof is by means of a PD controller transformed into a roll rate, Fig. 10.

The difference between phases lies in the waypoint scheduling governed by a
waypoint controller and the roll angle selection (Euler vs tethered Euler). During
power generation the gliders flight path is a lying figure of 8, Fig. 11. During the
system reset it is a straight line starting at the location where the corresponding
phase was activated and ending in the coordinates of pattern reentry.
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Fig. 11 Scheduled waypoints during the power generation phase in tether angles

4.3 State Machine

Since the maneuvering of the pumping kite system throughout an operational cycle,
is too diverse to be governed by a single controller and or guidance scheme (cross-
wind pattern flying during power generation vs. straight descending flight during
system reset), a higher level supervision is required to switch between controllers.
For the pumping kite system this task is fulfilled by a state machine. Depending on
this state different controllers are active and others are reset.

Each state has a predefined set of criteria (flags, demands) that must be met to
transition into a next state. Depending on the state, one or several transitions are
possible. Furthermore in each state an abort can be triggered when exceeding the
margins to the flight envelope, which triggers a completely independent control sys-
tem with its own state machine and consequent states and controllers to take over.
Table 1 presents an overview of the relevant states for power generation.

Table 1 Pumping kit states used in power generation and corresponding criteria to complete
the task of that state and trigger transition into a next state

State Condition Next state

Takeoff Completed when reaching a set altitude and climb rate Climb
Climb Completed when reaching a set altitude Pattern entry
Pattern entry Completed when within a set range to the pattern Power generation
Power generation Completed when reaching a dynamically set tether length Pattern exit
Pattern exit Completed when reaching a set waypoint Reset
Reset Completed when reaching a minimum tether length Pattern re-entry
Pattern re-entry Completed when within a set range to the pattern Power generation
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(f) Tethered Euler angles

Fig. 12 Test results of one power cycle at 7 m/s wind speed, measured at 6.5 m reference
height. Starting point of the graphs is the reset phase, followed by power generation and
ending in another reset phase.
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5 Flight Performance of the Control System in Test Flights

The performance of the pumping kite system is illustrated by Figs. 12. The graphs
present one complete power cycle starting in a reset phase, followed by a complete
power generation phase and ends in the middle of another reset phase. The tether
tension and speed, the true airspeed and angle of attack, Euler angles and tether
based position and attitude are presented.

Comparing tethered Euler angles to the conventional one illustrates the lin-
earizing effect mentioned in Sec 4. The tethered pitch angle varies approximately
20°from -20°to 0°and the tethered roll angle varies within -10°to 30°. The large neg-
ative pitch angle that is observed is due to the system being reset, where the plane
flies toward the winch. With the tether being much longer than the flight altitude,
this results in large negative pitch angles.

The angle of attack is tracked satisfactory in the beginning (to within plus or
minus 1°). In the middle some oscillations are observed that however dampen out
toward the end of the phase. Note that the oscillations in angle of attack have a
strong correlation to the tether tension, but much less to the glider airspeed.

The flight path tracking performance is good. What is observable is the plane
cutting the turns and staying within the flight path, which is a consequence of the
waypoint tracking algorithm fixing the track demand to a location ahead on the set
flight path. The strong overshoot is the spherical representation of the reset phase,
where the plane flies toward the winch but does not sink as fast as the pattern would,
resulting in a high entry into the pattern.

6 Conclusions

Through choosing the tether based reference frame and carefully selecting control
variables, simple control schemes are well capable of flying the highly aggressive
patterns of the pumping kite system. In lateral direction the glider is controlled by
means of a waypoint controller that produces track demands. Tracking errors gen-
erate roll angle demands, which again are used to create roll rate demands each
through linear controllers. The longitudinal motion is controlled by fixing the eleva-
tor and thereby fixing the lift coefficient and system lift to drag ratio in combination
with a tension controller determining the tether velocity.
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Lateral Fly by Wire Control System Dedicated 
to Future Small Aircraft 

Matthias Heller, Thaddäus Baier, and Falko Schuck 

Abstract. Compared to common transport aircraft (airliners), it is fact that the 
General Aviation (GA) sector exhibits a significant higher rate of accidents. Even 
though the sources are manifold, two main reasons may be identified. First, Gen-
eral Aviation Pilots generally have a relative low training level and small number 
of flight hours compared to airliner pilots and thus, their flight experience and 
hazard awareness is consequently limited. The second reason is, that recent trans-
port aircraft feature a significant higher technical standard possessing various 
beneficial pilot assistant systems supporting the pilot to fly the aircraft safely at 
the same time reducing pilot's workload extensively. The most vital assistant sys-
tems, well-known as Fly-by-Wire Flight Control Systems (FbW FCS), provide 
directly the appropriate control deflections according to the pilot’s commands and 
(measured) flight condition and thus are capable to assume important safety en-
hancing tasks. In addition to ensuring excellent and homogenized flying/handling 
qualities along the whole envelope, they offer functionalities like pilot input moni-
toring, provision of warnings plus active envelope protection yielding a substantial 
increase of passenger, crew and aircraft safety towards the key objective "carefree 
handling". Unfortunately, this valuable safety increase did not find its way into the 
general aviation sector although it is standard in current transport planes and mod-
ern business jets. This is due to the tremendous cost of typical Fly-by-Wire control  
technology always requiring complex redundancy and reversionary systems to 
fulfill the strict certification requirements. However, in order to accomplish an 
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equivalent safety enhancement for GA aircraft and thus to diminish the high acci-
dent rates and so to protect human lives, the well-proved beneficial features of 
active Flight Control Systems have to be made available and affordable for them.  

An essential contribution to this subject is the major objective of the ambitious 
Technology Research Program “Future Small Aircraft (FSA)” of the Austrian 
aircraft manufacturer Diamond Aircraft Industries in cooperation with the Institute 
of Flight System Dynamics of the Technische Universität München. Within this 
joint multinational research program concerning upcoming Future Small Aircraft, 
(amongst others) the development of an appropriate FbW lateral flight control 
system is expedited. Although the control law design is primarily aimed for provi-
sion of excellent handling qualities and pilot’s assistance, one main focus is also 
set on the elaboration of special processes, tools and hardware solutions enabling 
the progression of control algorithms which are perfectly tailored to the specific 
needs of manufacturers of small and medium-sized planes. 

1 Introduction  

By comparison of the accident statistics of General Aviation (GA) versus common 
transport aircraft (airliners) it becomes obvious that the General Aviation sector 
exhibits a significant higher rate of accidents (Ref. [8]). This fact is not new and 
even though the sources are manifold, two main reasons may be identified. On the 
one hand, General Aviation Pilots mostly hold a Private Pilot License (PPL) only 
and hence, their number of flight hours and thus their experience commonly is 
considerably limited in contrast to airliner pilots having an Airline Transport Pilot 
License (ATPL). On the other hand, current (modern) transport aircraft feature a 
noteworthy higher technical standard providing various beneficial pilot assistant 
systems in order to support the pilot to fly the aircraft safely and to reduce pilot's 
workload extensively.  

The most important and effective assistant systems, which are well-known as 
Fly-by-Wire Flight Control Systems (FbW FCS) intervene directly and actively 
into the aircraft's control and besides improving and homogenizing flying and 
handling qualities considerably, they offer a wide range of functionalities includ-
ing pilot input monitoring, provision of warnings plus limitations and advanced 
protections and hence, increase the passenger, crew and aircraft comfort and safe-
ty competently towards the overall ultimate objective "carefree handling".  

This valuable increase in safety, which has become standard in current trans-
port planes and modern business jets, unfortunately did not find its way into the 
general aviation sector due to the tremendous cost of typical Fly-by-Wire control 
technology always requiring complex redundancy and reversionary systems in 
order to fulfill the strict certification requirements and specifications. However, in 
order to achieve a corresponding safety enhancement for GA aircraft and hence to 
reduce the high accident rates and to protect human lives, the well-proved  
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beneficial functionalities of active Flight Control Systems (active FCS) definitely  
have to be made available and affordable for them. Particularly, this holds in  
consideration of the expected significant rise in the number of GA planes and 
movements (Ref. [10]), which otherwise would come along with a further increase 
in accidents and victims, which has to be avoided. Consequently, specifically tai-
lored FbW FCS technology suitable and in particular affordable for GA airplanes 
has to be made available. For instance, recent accomplishments in the area of ac-
tuators, sensors and flight control computers (FCC) offer potential to design  
more cost-effective active assistance systems to be utilized within GA planes in 
the future.  

A considerable contribution to this subject is one major objective of the ambi-
tious Technology Research Program “Future Small Aircraft (FSA)” of the Aus-
trian aircraft manufacturer Diamond Aircraft Industries in cooperation with the  
Institute of Flight System Dynamics of the Technische Universität München. 
Within this joint multinational Research program concerning upcoming Future 
Small Aircraft, first a hybrid control concept for longitudinal dynamics has been 
proposed, compare Ref. [7], which now is extended by the development of an 
appropriate lateral flight control system. Although the control law layout is aimed 
for provision of excellent homogeneous flying/handling qualities and pilots assis-
tance, another main focus is set on the preparation of special processes, tools and 
hardware requirements/solutions supporting the design of control algorithms 
which are perfectly adapted to the specific needs of manufacturers of small and 
medium-sized planes.  

Summarized, the development process applied comprises the following main 
issues: 

– Elaboration of an universal controller structure for lateral dynamics which is 
suitable for all typical airplane configurations (fixed-wing aircraft with em-
pennage) independent whether a full Fly-by-Wire or “Hybrid Flight Control 
System” will be applied, compare Ref. [7] 

– Provision of a layout methodology denoted "Model Reference Direct Eigen-
structure Assignment (MR DEA)" which is adapted to the controller structure 
in order to determine the gain sets/tables along the entire envelope 

– Development of a tool for stability and robustness assessment incorporating a 
detailed uncertainty model which is suited for the controller structure pro-
posed in order to facilitate the certification (e.g. μ-Analysis) 

Testing of the whole development chain will be accomplished by implementing of 
the lateral controller developed into an appropriate general aviation aircraft simu-
lator (DA-42 FTD) and finally, by actually flying it on the corresponding in-flight 
simulator "Fliegender Erprobungsträger Bayern", a research aircraft based on a 
DA-42 M-NG airframe planned and developed at the Institute of Flight System 
Dynamics of Technische Universität München. 
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2 Flight Dynamics Modeling 

A small aircraft featuring an active Fly-by-Wire Flight Control System (FbW 
FCS) represents a new class of general aviation airplanes. By utilizing the benefits 
of such a system, some basic aircraft design objectives (e.g. static stability and 
damping characteristics) may be shifted to other focuses and thus, the aircraft 
concept may differ from today’s conventional shape. Nevertheless, the novel FbW 
FCS must be implemented, demonstrated and tested within a suitable flying 
testbed before designing an entire new aircraft relying on such a novel FbW FCS.  
For this purpose, the Institute of Flight System Dynamics owns a fully-fledged 
Flight Control System Development and Integration Environment: 

– An integrated tool chain to efficiently support Model Based Development 
(MBD) of functional algorithms for onboard applications. All tools used are 
compliant with airworthiness requirements. 

– A DA-42 Flight Training Device (D-SIM42 FTD simulator) with extensive 
capability to simulate malfunctions of multiple aircraft systems for design and 
validation of control laws and pilot in the loop verification. 

– A DA-42 Airframe and Control System Iron Bird for component tests and 
verification, integration tests for research aircraft and hardware in the loop 
simulation in connection with the Flight Training Device. 

– And in particular a research aircraft Diamond DA-42 MPP NG (Multi Pur-
pose Platform New Generation), particularly dedicated as in-flight simulator 
with an Experimental Fly-by-Wire (EFbW) control system, see Fig. 1. 

 

Fig. 1 Research Flying Testbed (DA-42 MNG) featuring EFbW FCS 

With this continuous "end-to-end" development and integration chain at hand, 
it suggests itself to utilize the Diamond DA-42 aircraft as reference configuration. 
For this type of aircraft the feasibility, advantages and reliability of the active 
FbW FCS for general aviation aircraft will be analyzed, verified and finally (in-
flight) demonstrated.  

Regarding the functional layout and development of the control system, an ap-
propriate high-fidelty flight simulator for functional testing is of vital importance. 
The available D-SIM42 Flight Training Device is equipped with original glass 
cockpit, Garmin G1000 Avionics package with primary flight display (PFD) as 
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well as a multi-function display in order to achieve the most realistic cockpit envi-
ronment. The DA-42 simulator is thus a perfect tool for controller functionality 
pilot-in-the-loop testing under “real world” conditions. Unfortunately, the flight 
dynamics model as well as all internal signal processing are completely capsuled 
“black boxes” and entirely isolated from external inputs. Both is adverse for an 
application of the simulator as design and implementation platform for the active 
FCS to be developed.  

For this reason, an new nonlinear six 6 dof model called “FSD DA-42/FSA 6 
DOF Flight Dynamics & Simulation Model” has been implemented using 
MATLAB / Simulink and its top-level block structure is shown in Fig. 2. Particular 
emphasis was placed on a high fidelity physical modeling and on a exact repro-
duction of the dynamics of the D-SIM42 FTD simulator. 

 

Fig. 2 FSD DA-42/FSA Nonlinear 6 DOF Flight Dynamics & Simulation Model 

The validation of the FSD DA-42/FSA 6 DOF flight dynamics model was ac-
complished by systematic simulator flight tests conducted in the D-SIM42 device 
as detailed within Ref. [7] assuring an adequate matching versus the D-SIM42 FTD. 

3 Lateral Controller Design 

3.1 Objectives, Derived Requirements, Deduced "Design 
Philosophy" 

The main objective of the FSA lateral control design is to provide excellent fly-
ing/handling qualities along the entire envelope in order to reduce pilot's workload 
significantly when flying the airplane manually. Related objectives are to increase 
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the safety and comfort of passengers and crew together with the efficiency of the 
aircraft (fuel consumption).  

To achieve these goals, it is required to improve and homogenize the stability 
and command characteristics to keep them intuitive and predictable over the oper-
ational envelope and to accomplish an effective gust load rejection. Additionally 
the effects of configuration changes shall automatically be compensated and a 
further reduction of the pilot’s workload shall be achieved by partial automation of 
secondary controls, e.g. spoiler or thrust setting. 

Consequently, the following primary design objectives may be deduced and 
committed in terms of our "design philosophy": 

– Modification of the aircraft’s stability characteristics: 
The basic stability characteristics and thus the flying qualities, shall be mod-
ified by assignment of "optimal" damping, frequency and time constants to 
the different eigenmodi of the lateral motion. 

– Augmentation of the command behavior: 

• Rate Command/Attitude Hold (RC/AH) versus angle of sideslip (AOS) 
Command/zero lateral load characteristics: 

The provision of velocity vector roll and angle of sideslip com-
mand has shown to be very intuitive and predictable for the pilot 
in combination with attitude hold or zero lateral load factor cha-
racteristics respectively when the inceptor is released. 

• Feed Forward Path Augmentation:  

By implementation of a "direct link" feed forward branch, it is 
possible to improve the aircraft’s control sensitivity and to cancel 
out the integrator poles of the corresponding command transfer 
function n order to obtain a more "crisp" control behavior 

– Decoupling of control inputs (introduction of decoupled "auxiliary control  
effectors"): 

To manually fly a velocity vector roll, the pilot would have to apply coordi-
nating rudder command and vice versa a pure buildup of sideslip would re-
quire adding adequate aileron deflections to the pedal command. This ma-
neuver coordination for the decoupling of experimental roll and yaw axes 
shall be accomplished automatically by means of auxiliary control inputs.  
A respective control axes decoupling is not only convenient for the pilot, it 
also makes the subsequent controller layout much more intuitive and 
straightforward. 

– Counteracting external disturbances (gusts/turbulence) and compensating for 
changes of the aircraft configuration: 

External disturbances shall be suppressed efficiently as well as changes in the 
configuration (e.g. by deflecting the wing flaps, by a malfunction of an engine 
or by extending and retracting the landing gear) shall be compensated as far 
as possible in order to further reduce the pilot’s workload. 
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3.2 Controller Structure 

As described within the previous section, the controller to be developed has to 
comply with several different objectives. The specific design goals are thereby 
typically associated with the different branches in the controller structure. Subse-
quently, the overall controller structure as depicted in Fig. 3 is introduced and the 
design philosophy is detailed by discussion of every branch.  

Generally, the controller consists of the Command Signal Generation providing 
roll rate and angle of sideslip commands, decoupling Yaw and Roll Axis Control-
ler relying on the calculated commands and sensor feedbacks creating generalized 
input variables that correspond to a demanded roll and yaw control moment w.r.t. 
the experimental-axis, respectively as well as the Control Allocation converting 
the generalized input variables to equivalent allocated control surface deflection 
commands. 

 

Fig. 3 Controller Structure 

To ensure proper function of the controller, high and low frequency measure-
ments have to be available appropriately, as listed in the following table (whereas 
the “hat-variables” represent not directly measured but estimated signals). 

Table 1 Measurement Signals 
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• Control Allocation ("Decoupled virtual controls") 
As previously stated, the aircraft shall roll around the velocity vector and yaw 
around the experimental z-axis (generating a pure β ) for improved command 
behavior and easier controllability (decoupling of roll and yaw motion) and 
thus, to increase flight efficiency. 

 

Fig. 4 Control Allocation (Subfigure to Figure 3) 

With such an approach, using a ("reversionary") direct link law a lateral stick 
input of the pilot (roll rate command) yields only a roll acceleration (

ep ) 
around the aerodynamic flow direction without any excitation of the angle of 
sideslip. Conversely, a pedal input (angle of sideslip command) would intro-
duce a pure yaw rate (re) without any excursion of the bank angle, i.e. the air-
craft does not tilt to the side like a typical unaugmented aircraft. 

To achieve such decoupled virtual controls, the lateral control surfaces (ai-
leron and rudder) need to be coordinated in such a manner, that a roll rate 
command generates a pure moment around the xe-axis. Accordingly, an angle 
of sideslip command has to produce a pure moment around the ze-axis. 

Eqn. (1) provides the linear state space model of the lateral motion w.r.t. 
experimental axes. Via the entries Nξ and Lζ in the input matrix Β, an aileron 
deflection ξ results in an adverse rotational (yaw) acceleration (

er ) and a  

rudder deflection (ζ) results in an undesired rotational (roll) acceleration 
ep , 

respectively.  
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The necessary feed forward law for control allocation in order to decouple the 
control axes may be derived from the desired change of states due to the con-
trol surface deflections: 
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Eqn. (2) introduces the virtual "auxiliary" control surfaces 
eξ̂  and 

eζ̂ which act 

directly on the xe respectively ze-axis. Inversion of Eq. (2) provides a suitable 
feed forward control law: 
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Substitution of (ξ, ζ) in the state space model (1) by the control allocation law 
Eq. (3) yields the dynamics augmented by decoupled "auxiliary" control inputs 
as suitable basis for the subsequent controller layout: 
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Nevertheless, as may be seen from Eq. (4) the virtual "auxiliary" controls still 
exhibit undesired side-effects on the β -equation due to the application of a 

partial inversion of the input matrix B. However, via analytical as well as nu-
merical analyses it could be verified, that the magnitudes of the residual deriv-
atives ζξ YY


,  are negligible compared to the other contributions of the side-

force equation, compare Table 2. Hence, for the succeeding controller design 
they can be set to zero as it was subsequently justified within the "Controller 
Analysis" without neglected side-force residuals, see Chapter 5. 

Table 2 Example Values of  and  

 DA 42 (Cruise)  
[Source: Simulation Model FSD] 

Do 328 (Cruise) 
[Data extracted from Ref. [4]] 

110kts 90kts

ξζζξ

ξζζξ
ξ NLNL

NYNY
Y

−
−

=


 -7.49⋅10-4 -0.00170 9.205⋅10-4 

ξζζξ

ξζζξ
ζ NLNL

LYLY
Y

−
+−

=


 -0.0120 -0.0179 -0.0150 

 
Remark: Alternatively, a corresponding feed forward control allocation law may 
be introduced by means of the Moore-Penrose Pseudo-Inverse of the control ma-
trix B. However, it could be shown, that the results of both methods are almost 
identical within the numerical accuracy.  

ξY


ζY

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• Command Signal Generation  
The Command Signal Generation path scales and limits the stick and pedal 
deflections appropriately and provides predictable and intuitive stick/pedal 
characteristics to the pilot. Subsequently, an authority calculation in terms of 
the maximum commanded roll rate and angle of sideslip according to the air-
worthiness limitations is performed depending on the current flight condition. 

 

Fig. 5 Command Signal Generation (Subfigure to Figure 3) 

• Roll Axis Controller 
After introduction of the decoupled "virtual controls" (see previous section) 
the roll axis controller basically represents a classical PI-scheme augmented  
by a direct link path in order to ensure the desired RC/AH characteristic, see 
Fig. 6. 

Here, the integrator path ensures zero steady-state error w.r.t. the com-
manded roll rate. The direct link path on the other hand is used to improve the 
roll command behavior (initial reaction) of the aircraft w.r.t. excellent handling 
qualities by "cancelling" out the integrator pole of the stick-to-roll transfer 
function. Via the gains 

eerpk   and βepk  , the yaw axis cross coupling on the  
roll axis will be eliminated. The specific layout of the roll controller gains  
is detailed within next section "Model Reference Direct Eigenstructure  
Assignment". 

 

Fig. 6 Roll Axis Controller (Subfigure to Figure 3) 
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• Yaw Axis Controller 
Correspondingly, based on the control decoupling functionality (see previous 
section), the yaw axis controller consists of an analogous PI-structure aug-
mented by a direct link path in order to modify the damping and natural fre-
quency of the dutch roll and to shape adequate command characteristics, see 
Fig. 7.  

Again, the integrator path ensures steady-state accuracy with regard to the 
commanded angle of sideslip (AoS) versus the ny equivalent AoS signal de-
noted βny in Figs. 5 and 7. Again, the feed-forward (direct link) branch is intro-
duced to improve the command behavior of the aircraft in terms of excellent 
handling qualities by "cancelling out" the integrator pole. Via the gain 

ee prk   
the main cross coupling from the roll to the yaw axis will be compensated.  

 

Fig. 7 Yaw Axis Controller (Subfigure to Figure 3) 

• Estimated and Equivalent Flow Angle Signals 
Due to the fact, that General Aviation/small aircraft commonly do not feature a 
sideslip and/or an angle of attack vane/sensor, there is generally no applicable 
measurement of the angle of sideslip and/or the angle of attack (AoA) availa-
ble and for flight control purposes they have to be estimated conveniently. An 
appropriate subsidiary signal for (measured) AoS which can be used for sides-
lip feedback may be calculated as follows (Ref. [9]): 
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Currently, the necessary aerodynamic derivatives for the AoS estimation in Eq. 
(5) are taken from the aerodynamic model within the simulator. However, in 
future it is intended to validate or (if applicable) substitute them via flight test 
parameter identification.  

Similarly, the angle of attack signal utilized by the controller is generated 
by the simple, but well-proven relationship (Ref. [9]):  
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In contrast to the roll axis branch, where the controller uses only one feedback 
signal (roll rate pe), the yaw axis controller applies two different feedback sig-
nals: 

estβ̂  and 
ynβ̂ . Here, 

ynβ̂  represents a scaled equivalent sideslip signal 

proportional to the lateral load factor which is defined as: 

 
β

β
Q

ye
n CSq

ngm
y

=ˆ  (7) 

The use of 
ynβ̂  for the integral feedback path (in addition to 

estβ̂  for propor-

tional feedback) is motivated by a desired zero side force flight condition (ny = 
0) in case of zero pedal (i.e. βc =0). If the aerodynamic AoS or the correspond-
ing estimated 

estβ̂  (acc. to Eqn. (5)) would be utilized for integral feedback, 

even in straight and level flight a small residual side force would remain (ny≠0) 
due to unavoidable minor asymmetric effects (e.g. propulsion, lateral c.g. shift, 
asymmetric aerodynamics) and hence, a sustained yaw/turn rate and conse-
quently drift would occur. On the other hand, applying an ny-equivalent 
integral feedback acc. to Eq. (7) signal always ensures zero side force in (zero 
pedal) steady state condition und thus, a well-coordinated flight without any 
drift.  

3.3 Model Reference Direct Eigenstructure Assignment  
(MR DEA) 

An intuitive and preserving full visibility approach for the layout of the specific 
controller gains (feedback, feedforward plus cross-feed), which is directly suited 
to assure excellent flying qualities has been elaborated and is proposed here re-
ferred to as “Model Reference Direct Eigenstructure Assignment (MR DEA)”.  

The basis for the calculation of the controller gains is formed by the state space 
model of the closed loop system with the control allocation in terms of "decoupled 
virtual controls" applied as introduced before. Concerning the linear gain layout, 
the differences between real and estimated AoS, i.e. β, 

estβ̂  and 
ynβ̂  are negligible 

and hence, are not taken into account and the unified feedback signal is β. Howev-
er, the validity of this assumption has to be proved within the controller analysis 
and (nonlinear) assessment, which could have been accomplished successfully.  

First, the control allocation gains (
eph ξ , 

eph ζ , 
erh ξ , 

erh ζ ) are calculated as 
given by Eqn. (3). Next, based on the introduction of the "decoupled virtual con-
trols" (see Fig. 3) the closed loop state space model (including the two integrator 
states xΔp, xΔβ) with the side force residuals  set to zero can be evaluated to:  
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Fig. 8 depicts the closed-loop system matrix CLA  with the decisive subsystems and 
specific elements highlighted according to their significance w.r.t. the (desired) 
closed-loop dynamics and the controller gain layout as further explained below. 

Initially, in order to provide a proper “best possible” decoupling of the roll and 
the yaw (control) axis, the dedicated controller cross feed gains of elements (box-
es) number 1, 2 and 3 each are adjusted to cancel the corresponding entry out, i.e. 
to make the coupling element equal to zero. The closed-loop derivative number 6, 
which represents a special case of controller induced coupling will be discussed 
later separately. 

 

Fig. 8 Closed Loop System Matrix 

After application of this pre-decoupling and omitting the remaining coupling 
elements in the closed-loop system matrix 

CLA  (due to the fact that they are small 
and hence, with minor impact on the dynamics as will be verified in Chapter 4), 
two almost decoupled subsystems are achieved with corresponding dynamic ma-
trices AR and AY of roll and yaw axis, respectively (green box #4 and red boxes # 5 
in Fig. 8):  

5 3

1 2

4

6



366 M. Heller, T. Baier, and F. Schuck 

 

 
















−

+−

=
















 +

=




010

01

001

00
cos

cos

0
ˆ

0

0
β

ββββ

Θ
γ

YY

kkNkNkkL

r

rrr

Y

pppp

R
ee

eee 


AA  (9) 

The desired closed-loop (reference) dynamics of the roll and yawing motion (in-
cluding the controller introduced integrator poles) are each represented by their 
characteristic polynomials. Regarding the roll axis we specify 

 ssTTsTTssTsTsN dIRdRdIRdRdIRdRRCL )1)(()1()1()( ,,
2

,,,,, +++=++=  (10) 

where TR,d_D is the desired roll time constant, TIR,d the desired integrator time con-
stant and the free “s” represents the neutrally stable spiral mode according to the 
aspired RC/AH characteristics.  

Similarly, for the yaw channel the reference characteristic polynomial is:  
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with the desired dutch roll damping ζDR,d, frequency ω0DR,d and the integrator time 
constant TIY,d, respectively.  

By calculation of the corresponding characteristic polynomials of the closed-
loop subsystem matrices in Eq. (10) and coefficient comparison with Eqs. (11, 12) 
the basic feedback gains ),,,,( ˆ βββ  kkkkk

eeeee rrppp   can be determined suc-
cessively in order to achieve the desired stability characteristics (in terms of 
closed-loop roll time constant, dutch roll damping and frequency) which are as-
signed according to the so-called MIL Level 1* specifications (Ref. [1-3]) (i.e. 
middle of Level 1 boundary). 

For a typical open loop dynamics or a pure yaw rate feedback the controller in-
duced cross coupling element (# 6 in Fig. 8) is zero. However, in order to provide 
a suitable turn coordination and thus, to improve the handling qualities effectively, 
an elegant measure is to remove the steady turn yaw rate Vg /cossin ΘΦ  from 
the measured (over all) yaw rate feedback signal (see Fig. 3, in fact an equivalent 
sideslip time-derivative will be fed back here). This yields the artificial cross 
coupling (#6 in Fig. 8) which supports a well coordinated flight without sideslip 
excitations or deviations when turning/banking.  

Finally, the feed-forward gains of the two direct link paths (Figs. 6 & 7) may 
assigned straight-forward via the corresponding closed-loop transfer functions for 
roll rate and sideslip. From Eq. (9) the transfer functions )(sg

ece pp  and )(sg
cββ  

may be easily derived (e.g. applying the Cramer rule) as : 
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Here the design objective is an crisp "typical aircraft-like" initial response (with-
out perceiving the integrator lags) and hence, the feed-forward gains 

ece pph   and 

βer
h  each are computed to cancel out the corresponding integrator pole in the 
denominator polynomial, i.e. IYrIRpp ThTh

eee
−=−= β , .  

A great advantage of the design methodology presented is, that based on the in-
depth system knowledge in terms of the structure of the (closed-loop) system ma-
trices (ACL, BCL) and the correlation with most favorable flying qualities (acc. to 
the so-called MIL Level 1* specifications (Ref. [1-3])) the controller gains can be 
determined straight-forward without any iteration in order to ensure the assigned 
reference dynamics (compare Ref. [5]). In contrast, classical direct eigenstructure 
assignment e.g. requires a numerical method to compute the feedback gain matrix 
K with the quality of solution (achieved eigenstructure) is strongly depending on a 
careful specification of desired (attainable) eigenvalue/eigenvector sets (nullspace 
projection) and the assignability of single controller gains to specific flying quality 
requirements is almost lost (e.g. Ref. [6]).  

4 Controller Analysis 

In order to verify the controller design philosophy and to demonstrate the capabili-
ty of the approach proposed an extensive controller assessment has been per-
formed. As a first step, a linear controller and robustness analysis is accomplished 
by calculation of the closed loop eigenvalues and eigenvectors, linear simulations 
(e.g. step responses) and classical SISO (single input single output) nichols plots 
(simultaneous gain/phase margins for rudder an aileron cuts). 

Fig. 9 depicts the open-loop, the desired and the closed loop-poles (eigenva-
lues) for a representative flight condition of the DA-42 with VTAS = 139 kts, h 
=916.3 m, m = 1590 kg and an intermediate c.g. position xCG = -2.3727 m (mean 
design point). 

Generally, the resulting closed-loop poles match the assigned desired locations 
very well. Merely the closed loop dutch roll oscillation a shows a perceptible off-
set compared to the specified "ideal" location featuring a relative error in natural 
frequency ω0DR about 0.5 % and an error in relative damping of 0.025 %. Howev-
er, these deviations are really small and can be proven to depend on the intention-
ally neglected coupling derivatives (as Yp) and side force residuals ( ζξ YY


, ) within 

the layout procedure. Moreover, they act in a conservative way (higher damping) 
and hence, are regarded to be (fully) acceptable. 
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Fig. 9 Open-Loop / Desired / Closed Loop Poles (Eigenvalues) 

The best way to illustrate the capability of the MR DEA design procedure ap-
plied may yield the comparison of the open-loop, the "ideal" reference and the 
resulting closed-loop dynamics in terms of the corresponding system matrices A, 
see Fig. 8 and Table 3. The light grey shadowed elements represent the controller 
decoupling effects and the dark grey highlighted entry embodies the artificial 
cross coupling supporting a well coordinated flight without sideslip excitations 
("turn compensation") as discussed above. As may bee seen from Table 3 in com-
parison with Fig. 8 the decoupling capability of the control scheme presented is 
very effective and the aspired structure revealing two decoupled subsystems for 
roll and yaw channel could be achieved quite fairly.  

Table 3 Open- and Closed-Loop A-Matrix  

States Open Loop A-Matrix  Closed Loop A-Matrix 

  -1.8764 10.1548 -0.4523 0.0000  -8.5759 36.0948 0 0.9185 0 30.2855 

  -0.9988 -0.2341 0.0054 0.1371  -0.9337 -0.4908 -0.0004 0.1282 0.0014 -0.2933 

  1.0826 -22.9306 -12.8038 -0.0000  0 0 -7.0000 -0.0000 -6.0000 0 

  0 -0.0000 1.0001 0.0000  0 -0.0000 1.0001 0.0000 0 0 

px Δ   - - - -  0 0 1.0000 0 0 0 

βΔx   - - - -  0 1.0000 0 0 0 0 

The excellent decoupling potential is further highlighted by the computation of 
the associated open-loop versus the closed-loop eigenvectors, see Tables 4 and 5. 
The adverse entries concerning the states pe and Φ within the dutch roll eigenvec-
tor vanish and conversely, the undesirable effects of pe and especially β are can-
celled out in the spiral eigenvector. 
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Table 4 eigenvectors open loop  

Open – L o o p 

States Dutch Roll Roll Mode Spiral Mode 

er  0.8359 -0.0379 0.1312 

β  0.0630  ± 0.2473i -0.0034 0.0226 

ep  -0.1656 ± 0.4357i -0.9963 -0.0294 

Φ  -0.1077 ± 0.0851i 0.0776 0.9907 

Table 5 eigenvectors closed loop 

C l o s e d – L o o p 

States Dutch Roll Roll Mode Spiral Mode Yaw Int. Dyna. Roll Int. Dyna. 

 0.9833 0.0111 -0.1336 -0.5342 -0.0160 

 0.1248 ± 0.1286i 0.0057 -0.0000 -0.6061 -0.1111 

 -0.0000 ± 0.0000i 0.9733 0.0000 0.0000 -0.5701 

 0.0000 ± 0.0000i -0.1622 -0.9910 -0.0000 0.5701 

px Δ  0.0000 ± 0.0000i -0.1622 0.0000 -0.0000 0.5701 

βΔx  -0.0008 ± 0.0327i -0.0010 -0.0078 0.5892 0.1110 
 

Summarizing, the MR DEA approach proposed provides an effective means for 
excellence in flying quality design in terms of directly assigning a desired refer-
ence dynamics to the closed-loop system matrices based on an in-depth know-
ledge of their shape (structure and settings) in order to meet typical ideal "Level 1" 
flying quality requirements.  

In a second step, the linear design has been verified successfully by repetition 
of the controller analysis (as presented above) after integration of the flow angle 
estimations plus necessary filters (i.e. ny-noise filter, etc.), sensor and actuator 
models along the entire envelope plus a subsequent SISO robustness prove by 
means of Nichols plots (sufficient phase and gain margins).  

5 Nonlinear Simulation Results (Controller Assessment) 

With the primary intention to demonstrate (i.e. to fly) the controller and its capa-
bilities in flight on our Research Flying Testbed (DA-42 MNG), the designed 
lateral control system has been appropriately discretized and implemented within 
the DA-42 FTD simulator to perform a comprehensive (nonlinear) assessment 
including simulator flight test to gain pilot evaluation/ratings.  

Initially, single axis square inputs of pedal and lateral stick are applied to vali-

date the functionality (especially the command and decoupling behavior) of the 

er

β

ep

Φ
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nonlinear flight control system implementation. Fig. 10 shows the closed-loop 

response to a βC = 5 deg pedal input (duration 8 sec) for the DA-42 representative 

reference flight condition as specified before (VTAS = 139 kts, h =916.3 m, c.g. 
position xCG = -2.3727 m, m = 1590 kg). It should be noted (as detailed within 

Chapter 3) that the integrator feedback signal is a scaled equivalent sideslip 
ynβ̂  

proportional to the lateral load factor and hence, this signal reveals the typical all-
pass behavior, initially to the wrong side due to the rudder side force opposite to 

the final CYβ β. Moreover, the 
ynβ̂ -integrator in conjunction with the decoupling 

design ensures steady-state accuracy without any bank angle and restores zero 
lateral load factor after pedal release guaranteeing a coordinated flight (ny=0).  

Accordingly, in Fig. 11 the time histories of a pC = 10 deg/sec square wave in-
put (duration 2 sec, then 4 sec zero input followed by 2 sec opposite square) for 
the same reference flight condition are depicted. Correspondingly, the pe-
integrator provides zero steady-state error and the MR DEA approach in combina-
tion with the pre-decoupling "virtual controls" yield well coordinated aileron and 
rudder deflections assuring a pure velocity vector roll without significant (equiva-
lent) sideslip excitation. 

Currently, the controller gains are fixed and it could be shown that with such a 
set an acceptable behavior in terms of flying/handling qualities along the whole 
envelope can be achieved. However, in a next step, the control system layout will 
be enhanced by a straightforward gain-scheduling depending on calibrated air-
speed involving a strictly limited number of grid points as preliminary investiga-
tions raise expectations that about 3 to 5 interpolation points are quite sufficient. 

 

Fig. 10 Nonlinear Simulation of square βCMD single axis input 
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Fig. 11 Nonlinear Simulation of square pCMD single axis Input 

6 Conclusions 

The development of a novel Fly-by-Wire Control System for the augmentation of 
the lateral dynamics, specifically tailored to future small general aviation aircraft 
is presented. This control system provides excellent flying qualities and pilot as-
sistance under special regard of the cost-benefit ratio (i.e. acceptable engineering, 
implementation and certification efforts). 

The unique requirements and constraints posed by the introduction of an ad-
vanced active Flight Control System into small aircraft such as a priori limited (by 
rate and position) actuator deflections or the compliance with general aviation 
typical sensor equipment, are addressed. Besides an appropriate feasible structural 
layout according to the particular needs of such a low cost/low complexity but 
high reliability flight control system, the feedforward and feedback gain design 
w.r.t. relevant flying and handling qualities criteria and its interactions are consi-
dered. Additionally, the complete development chain ranging from the nonlinear 
flight dynamics engineering model via the general aviation aircraft simulator up to 
the in-flight simulator DA-42 NG available at the Institute of Flight System Dy-
namics of Technische Universität München is presented. 

It can be demonstrated, that current state of the art benefits of modern Fly-by-
Wire technology may be provided by the active lateral Flight Control System con-
sidered by simultaneously observing the objectives and limitations specified. The 
control system design is confirmed by recent simulator flight tests which reveal 
not only a significant flying and handling qualities improvement attaining high 
pilot's acceptance. Additionally, the safety and assistance functionalities like turn 
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compensation, velocity vector roll and command decoupling as well as bank angle 
protection excellently fulfill the pilot’s demand for effective safety increase and 
assistance under manual control. 

Consequently, the next steps after some modifications and fine tunings due ex-
tensive simulator flight tests are represented by systematic pilot testing plus evalu-
ation and subsequently, a comprehensive stability and robustness assessment  
(linear as well as nonlinear) will be performed. Amongst others, this includes on 
the one hand a SISO robustness analysis based on Nichols charts (single loop cuts) 
which supports and facilitates the certification process. Additionally, a detailed 
uncertainty model will be elaborated as fundamental basis for the overall MIMO 
robustness prove (μ-Analysis) ensuring robust stability and performance along the 
entire envelope with special regard to typical real-word system delays and para-
metric as well as dynamic uncertainties.  
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Dynamic Trajectory Control of Gliders

Rui Dilão and João Fonseca

Abstract. A new dynamic control algorithm in order to direct the trajectory of a
glider to a pre-assigned target point is proposed. The algorithms runs iteratively and
the approach to the target point is self-correcting. The algorithm is applicable to any
non-powered lift-enabled vehicle (glider) travelling in planetary atmospheres. As a
proof of concept, we have applied the new algorithm to the command and control of
the trajectory of the Space Shuttle during the Terminal Area Energy Management
(TAEM) phase.

1 Introduction

Space vehicles travel at extreme conditions of speed and acceleration that typically
do not allow for a “man-in-the loop” approach, forcing, at least partially, automation
of the flight controls. Thus, automated guidance and control systems are a critical
component for any re-usable space flight vehicle.

For example, the implementation of control mechanisms for atmosphere re-entry
and automatic landing systems used in the Space Shutle focused either on pre-
programmed manoeuvres following a nominal pre-computed trajectory, or hopping
across different nominal trajectories whenever the vehicle deviates from an initially
selected trajectory, [11] and [4].
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A typical return flight from space has three main phases:

1) Atmospheric re-entry phase: In this initial re-entry phase the transition from
spacecraft to aircraft flight mode occurs. The typical altitudes for this phase are
in the range 120-40 km.
2) Glide to the landing site phase, usually referred as Terminal Area Energy Man-
agement (TAEM), occurring in the altitude range 40-3 km.
3) Final approach and landing phase, occurring in the altitude range 3-0 km.

While in the atmosphere re-entry phase, the biggest priority is to ensure that the
structural constraints of the vehicle are not exceeded; during the TAEM phase, the
biggest priority is to ensure that the vehicle reaches the Heading Alignment Circle
(HAC) where preparation for landing is initiated.

On a typical mission, the TAEM phase begins at the altitude of 25,000−
40,000 m at a speed around 2− 6 M (Mach), and finishes at the HAC at the al-
titude of 1,500− 3,000 m, with a speed of the order of 0.20 M.

In this paper, we propose a new dynamic control algorithm in order to redirect the
trajectory of gliders to a pre-assigned target point. This algorithm runs iteratively en-
abling a self-correcting approach to the HAC and is applicable to any non-powered
lift-enabled vehicle (glider) travelling in planetary atmospheres.

This paper is organised as follows. In section 2, we present the equations of mo-
tion of a glider and we discuss the approximations we use to define the controllabil-
ity conditions. In section 3, we briefly discuss the phenomenology of aircraft gliding
motion, instrumental for the design of a dynamic control strategy. In section 4, we
derive the dynamic control algorithm, and in section 5 we present realistic simu-
lations for the Space Shuttle TAEM guidance and control. Finally, in section 6 we
discuss the main conclusions of the paper.

2 Gliding Motion

We consider that aircraft gliding motion in a planetary atmosphere is well described
by a point mass vehicle model under the influence of a gravity field, [3], [5], [9] and
[2]. In this case, the equations of motion of a gliding aircraft (no thrust forces) are,⎧⎨⎩

mV̇ =−mg(z)sinγ−D(α,Ma)
mV γ̇ =−mg(z)cosγ +L(α,Ma)cos μ
mV χ̇ cosγ = Lsin μ

,

⎧⎨⎩
ẋ =V cos χ cosγ
ẏ =V sin χ cosγ
ż =V sinγ

(1)

where m is the aircraft mass, V =
√

V 2
x +V 2

y +V 2
z is the aircraft speed, γ is the flight

path angle as defined in figures 1 and 2, μ is the bank angle as defined in figure 2c),
D(α,Ma) and L(α,Ma) are the drag and lift forces induced by the atmosphere, α
is the angle of attack and Ma is the Mach number. In general, the Mach number Ma
is a function of V and z. The function g(z) = g0(RE/(RE + z))2 is the gravity accel-
eration, g0 = 9.80665 m/s2 is the Earth standard gravitational acceleration constant
and RE = 6.371× 106 m is the Earth (or planetary) mean radius.
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In the local reference frame of the aircraft, figure 1, V ∈ (0,∞), γ ∈ [−π/2,π/2]
and χ ∈ [0,2π ]. The bank angle μ is defined in the interval [−π/2,π/2]. In this
reference frame, positive values of μ correspond to left turns and negative values of
μ correspond to right turns. As usual, (x,y,z) ∈ R3 and (ẋ, ẏ, ż) ∈ R3. In the system
of equations (1), α and μ can be seen as input parameters.

To define the local system of coordinates, we have used a flat-Earth approach.
As we want to analyse the motion of gliders during the TAEM phase, the height
at which the TAEM phase starts is very small when compared to the Earth radius,
justifying our analysis. However, this approach can be further refined by using an
ellipsoidal coordinate system adequate to Earths shape, such as the WGS-84 coor-
dinate system.

x
y

z

Χ

Θ

Γ

V
�

Fig. 1 Local coordinate system for the point mass glider model. The origin of coordinates
is located at the centre of mass of the aircraft, and the vector V is the velocity vector not
necessarily collinear with the aircraft longitudinal axis.

In figure 2a)-b), we show the angle of attack α defined as the angle between
the longitudinal reference line of the aircraft and the vector velocity of the aircraft.
In airplanes, the angle of attack is always a positive angle. While in most aircrafts
attack angles are always smaller than 15o, the Space Shuttle is capable of attack
angles up to 45o, [8] and [7]. In figure 2c), we show the bank angle, defining the
inclination of the aircraft in the plane containing the velocity vector.

The drag and lift forces in the system of equations (1) are given by,

D(α,Ma) = q̄SCD(α,Ma) = 1
2 ρ(z)V 2SCD(α,Ma)

L(α,Ma) = q̄SCL(α,Ma) = 1
2 ρ(z)V 2SCL(α,Ma)

(2)

where q̄ = ρ(z)V 2/2 is the dynamic pressure, S is the wing area of the aircraft, ρ(z)
is the atmosphere density as a function of altitude (Appendix) and Ma is the Mach
number. For each specific aircraft, the functions CD(α,Ma) and CL(α,Ma) are the
aerodynamic drag and lift coefficients determined in wind tunnel experiments.
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Fig. 2 In a) and b), we show the flight path angle γ and the angle of attack α of an aircraft. In
c) we show the bank angle μ , measuring the inclination of the aircraft in the plane containing
the velocity vector and the horizontal direction. The flight path angle γ depends on the angle
of attack, on the aerodynamic coefficients of the aircraft and on the Mach number. The control
of a glider is done by the manipulation of the angles of attack and bank.

Introducing the expressions (2) into equations (1), we obtain the final form for
the equations of motion of a glider,⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

V̇ =−g(z)sinγ−
(

1
2m

ρ(z)SCD(α,Ma)

)
V 2

γ̇ =−g(z)
V

cosγ +
(

1
2m

ρ(z)SCL(α,Ma)

)
V cos μ

χ̇ =

(
1

2m
ρSCL

)
V

sin μ
cosγ

,

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ẋ =V cos χ cosγ

ẏ =V sin χ cosγ

ż =V sin γ .

(3)

where ρ(z) is calculated in the Appendix.
The aircraft gliding trajectory is described by the system of equations (3), en-

abling a simple geometric solution of the gliding aircraft control problem.
When a glider is falling under a gravity field it converges to a steady state motion

with a constant velocity and constant flight path angle given by, [1],

V ∗ =

√
2mg
ρS

1

(C2
D +C2

L cos2 μ)1/4

γ∗ =−arctan
CD

CL cos μ

. (4)

The geometry of the solutions of equation (3) in phase space are analysed in detail
in [1].

3 Phenomenology of Space Shuttle Gliding Motion

Using wind tunnel data for the operational range of aircrafts during the TAEM
phase, we have done fits for the aerodynamic drag and lift coefficients CD and CL of
the Space Shuttle and these are well described by the parameterised functions,
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CL(α,Ma) = (a1 + a2α + a3α2)K(Ma)b1+αb2

CD(α,Ma) = (0.01+ f1Ma f2 + d3α2)K(Ma)e1+αe2
(5)

where,

K(Ma) =
1
2

⎛⎝1+

√√√√∣∣∣∣∣1−
(

Ma
Mc

)2
∣∣∣∣∣
⎞⎠ (6)

is a simplification of the Van Karman functions expanded to supersonic regimes, [8].
In table 1, we show, for the Space Shuttle, the parameter estimation of expressions
(5) and (6) with wind tunnel data.

Table 1 Parameters of the aerodynamic drag and lift coefficients (5) for the Space Shuttle,
estimated from wind tunnel data, [6]. The significance of the fits have been determined with
a chi-squared test. The large values of the absolute value of the t-statistics measures the
likelihood of the parameters in the fits. The low values of the p-values mean that the fits are
highly significant and the probability of finding a value outside the fitted ones are in the range
10−8−10−63.

Parameter Estimated Standard error t-statistics P-value
a1 −0.053 0.009 −6.15 9.8×10−8

a2 2.73 0.06 43.0 1.8×10−43

a3 −1.55 0.09 −18.0 2.0×10−24

b1 −1.01 0.09 −11.3 7.4×10−16

b2 1.1 0.1 8.7 7.6×10−12

d3 1.79 0.02 99.0 1.1×10−63

e1 −1.4 0.1 −12.6 1.2×10−17

e2 1.5 0.1 11.3 5.8×10−16

f1 0.028 0.004 6.46 2.9×10−8

f2 1.4 0.2 8.57 1.0×10−11

Mc 1.25 0.03 49.6 1.0×10−46

Introducing the expressions of CL(α,Ma) and CD(α,Ma) into (4), changing the
angle of attack α and the bank angle μ leads to changes in the local steady states of
the glider (see (4)), enabling a guided control of the direction of motion and of the
glider speed.

To control the aerodynamic behaviour of an aircraft, two main parameters are
under the control of the aircraft commands: i) the bank angle μ , and ii) the attack
angle α .

The bank angle μ determines the inclination of the aircraft and is used for turn
manoeuvres, figure 2c).

The no-lift angle αnL, the max-glide angle αmaxgl and stall angle αstall are partic-
ular limits of the angle of attack of an aircraft, figure 2a) and 3.

In figure 3, we show, for several values of the Mach number, the behaviour of the
ratio L/D, as a function of the angle of attack α for the Space Shuttle. All the curves
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Fig. 3 Ratio L/D, as a function of the angle of attach α , for the Space Shuttle at different
Mach numbers, calculated from (5)-(6) and table 1. The no-lift parameter is αnL = 1.5o, the
stall angle is αstall = 45o and αmaxgl is given by (7). The Space Shuttle is a glider and thus
can only move across its L/D curve. For higher speeds this curve will become increasingly
flat and the max-glide angle αmaxgl will move further to the right reaching saturation.

intersect at the no-lift angle αnL. The no-lift angle αnL is the angle for which L/D
is zero due the absence of the lift force and is independent of the speed. The max-
glide angle αmaxgl is the angle that maximises the ratio L/D, and is dependent on
the Mach number. The stall angle αstall is the angle at which lift dependency looses
linearity and lift peaks before beginning to decrease. The stall angle is independent
of the Mach number.

With the functions (5)-(6), we have approximated the max-glide angle αmaxgl as
a function of Mach number. For the case of the Space Shuttle, we have obtained,

αmaxgl =

{
0.0906+ 0.0573Ma+0.0071Ma2 (Ma ≤ 1.25)
0.1070+ 0.0577Ma−0.0037Ma2 (1.25 < Ma < 5)

(7)

determined with a correlation coefficient of r2 = 0.999. The Mach number is defined
by Ma =V/Vsound where the sound speed is calculated with,

Vsound =
√

γT (z)Rs (8)

and T (z) is given in table 2 in the Appendix. γ = 1.4 is the diatomic gas constant
and Rs = 287.04 J/(kg K).

4 Dynamic Trajectory Control of Gliders

A glider is not always in an equilibrium state but naturally converges to it given
enough time. Our algorithm will take advantage of this behaviour by determining
the equilibrium conditions needed to reach the target, imposing them on the system
and letting it evolve in time.
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To define the control problem, we consider the initial condition,

(x0,y0,z0,V0,γ0,χ0)

defining the initial coordinates of the TAEM phase. Let,

(x f ,y f ,z f )

be the space coordinates of the target, which coincide with the central point in the
HAC region. We consider that the target point is only defined by the spatial coordi-
nates of the HAC, and the direction of the velocity vector is arbitrary. In fact, this
is possible at low altitudes (3 km) because the atmosphere is dense enough to allow
the glider to preform turns in short distances and the vehicle is always travelling
near the equilibrium speed.

The intermediate coordinates of the glider path are,

(xi,yi,zi,Vi,γi,χi)

where i = 0,1, . . . , f . These intermediate coordinates are evaluated at time intervals
Tcon.

In the configuration space (x,y,z), we define the direction vector from the current
position of the glider to the target point as,

Pi = (x f − xi,y f − yi,z f − zi) . (9)

In order to direct the aircraft to the target, we control the attack and bank angles
separately.

In the attack angle heading control, we analyse the glider trajectory in the three
dimensional ambient space (x,y,z), and we command the glider trajectory path angle
by controlling the angle of attack α .

In the bank angle heading control, the control procedures will be done in the
(x,y) plane by adjusting the bank angle μ .

At the step number i of the dynamic control process, the initial conditions are
(xi,yi,zi,Vi,γi,χi). At this stage, the angle of attack and bank angle are αi and μi.
Then, we calculate the new values of the glider control parameters αi+1 and μi+1 by
the two procedures described below. With these new values for α and μ , the aircraft
will follow a new trajectory during the time interval Tcon, figure 4.

This control process is done sequentially in time, until the glider reaches de HAC
region. In practical terms, the control mechanisms stops when the distance from the
spacecraft to the centre of the HAC point attains a minimum.

We analyse now in detail the two control and command procedures for α and μ .

Attack angle heading control
The attack angle heading command and control was designed so that the vehicle
is always re-orienting vertically to the HAC point through a straight line path.

The tangent of the angle between the x− y projection and the z component of
the direction vector Pi to the target point is computed at each iteration, and we
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Fig. 4 Block diagram for the controller algorithm

obtain,

Gi+1 =
(z f − zi)√

(x f − xi)2 +(y f − yi)2

where (xi,yi,zi) is the current position of the glider. At this position, the glider
has flight path γi. Then, to direct the motion of the glider to the target with a
steady flight path, by (4), we must have,

Gi+1 = tanγ =− 1
CL/CD cos μi+1

. (10)

Assuming that it is possible to direct the motion to the target using a null bank
angle, μi+1 = 0, we solve equation (10) in order to the ratio CL/CD, and we obtain
the solution ci+1. Then:

a) If ci+1 is bigger than CL(αmaxgl ,Mai)/CD(αmaxgl ,Mai), the target cannot
be reached in a straight-line and the max-glide attack angle will be selected,
αi+1 =αmaxgl . The curve of CL/CD as a function of α and of the Mach number
Ma is given by (5) and (6), and αmaxgl is calculated from (7) and (8).
b) If ci+1 is smaller than CL(αstall ,Mai)/CD(αstall ,Mai), the target cannot be
reached in a straight-line and the stall angle will be selected, αi+1 = αstall .
c) Otherwise, the attack angle αi+1 is computed by solving the equation
CL(α,Mai)/CD(α,Mai) = ci+1.

At this stage, we have chosen a new attack angle αi+1. With this new attack angle,
we re-orient dynamically and vertically the aircraft trajectory to the target.
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Bank angle heading control
The bank angle heading control was constructed in such a way that, in the (x,y)
plan, the aircraft is always re-orienting horizontally to the HAC.

The angular misalignment between the direction vector to the target point (9)
and the speed in the (x,y) plane is measured using the dot product. The direction
is measured by the z component of the exterior product (∧) between the direction
vector to the target point Pi and the aircraft speed Vi. With P′i = Pixex +Piyey and
V′

i = Vixex +Viyey, in order to align the aircraft to the target point in the (x,y)
plane, the new bank angle is,

μhea
i+1 = −Thard arccos

P′i.V′
i

||Pi||× ||Vi||Sign((Pi∧Vi)z)

= −Thard arccos

⎛⎝ PixVix +PiyViy√
(P2

ix
+P2

iy
)(V 2

ix
+V 2

iy
)

⎞⎠Sign
[
PixViy −PiyVix

] (11)

where, we have introduced a new constant Thard ∈ [0,1]. The higher this constant,
the faster the vehicle will turn for the same angular deviation.

We impose now a security threshold in the bank angle, μmax. A typical value
for the maximum bank angle is μmax = ±70o. Therefore, the new control bank
angle is,

μi+1 = min{|μhea
i+1|, |μmax|}.Sign(μhea

i+1) . (12)

5 Simulations

In the previous section, we have described a control mechanism in order to guide a
glider to a target. At each time step, the algorithm determines the shortest path to
the target and determines the unique values of the attitude commands of the glider
that are compatible with the aerodynamic characteristics of the glider. We now test
this algorithm with some numerical simulations.

We have taken the glider initial coordinates (x0,y0,z0) = (0,0,40000) m, V0 =
1000 m/s, γ0 = 0, χ0 = 0, μ0 = 0o, α0 = 30o, Tcon = 0.1 and Thard = 1.0, and we
calculated the trajectories of the glider by numerically intreating equations (3) with
a fourth order Runge-Kutta integration method.

The goal was to reach some target point that we have defined as the centre point
of the HAC. We have chosen three different target HAC points with coordinates,

1) (x f ,y f ,z f ) = (200000,10000,3000)m (figure 5).
2) (x f ,y f ,z f ) = (50000,10000,3000)m (figure 6).
3) (x f ,y f ,z f ) = (0,10000,3000) m (figure 7).

and we have calculated the controlled trajectories from the same initial point. The
arrival to the HAC point occurs when the distance from the glider to the centre of
the HAC point attains a minimum. This distance error will be denoted by ed . In
figures 5, 6 and 7, we show the glider controlled trajectories as function of time and
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Fig. 5 Trajectory of the glider in the ambient space and control commands as a function of
time. The coordinates of the HAC point target are (x f ,y f ,z f ) = (200000,10000,3000) m.
The time of arrival at the HAC ist = 539.6 s, with a distance error ed = 14.6 m and final
speed Vf = 0.203 M. The dots indicate the position of the glider after 100 s and 200 s of
flight and the HAC position. Positive values of μ correspond to left turns and negative values
of μ correspond to right turns.

the sequence of the attack and bank angle values as computed by the command and
control algorithm. We have computed the time of arrival at the HAC, the final speed
at the HAC (Vf ) measured in Mach number units, and the distance error ed .

The basic features of this algorithm is to guide the aircraft to the HAC point
with very low distance errors. The choice of the initial conditions has been done
insuring that the initial energy of the glider is enough to arrive at the target point.
In this study, we have chosen target points within the maximum range calculated
numerically by imposing the condition that the flight is always done with zero bank
angle and maximum glide angle. In this case, the ratio CL/CD is maximal and the
drag on the glider is minimal. For the initial conditions chosen and the Space Shuttle
parameters, the range is of the order of 286 km.

Dynamic aircraft trajectories computed with the algorithm presented here depend
on the control time Tcon. For the conditions in figure 5, we have evaluated the dis-
tance error from the centre of the HAC as a function of Tcon. For Tcon ≤ 30, we have
found that,

ed = 13.7e0.049Tcon . (13)

In figure 8, we show the dependence of the distance error on the control time Tcon

for the initial and final conditions of the simulation in figure 5.
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Fig. 6 Trajectory of the glider in the ambient space and control commands as a function of
time. The coordinates of the HAC point target are (x f ,y f ,z f ) = (50000,10000,3000) m.
The time of arrival at the HAC ist = 345.9 s, with a distance error ed = 23.1 m and final
speed Vf = 0.205 M. The dots indicate the position of the glider after 100 s and 200 s of
flight and the HAC position.
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Fig. 7 Trajectory of the glider in the ambient space and control commands as a function
of time. The coordinates of the HAC point target are (x f ,y f ,z f ) = (0,10000,3000) m. The
time of arrival at the HAC t = 485.9 s, with a distance error ed = 51.3 m and final speed
Vf = 0.200 M. The dots indicate the position of the glider after 100 s and 200 s of flight and
the HAC position.
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Fig. 8 Dependence of the distance error on the control time Tcon for the initial and final condi-
tions of the simulation in figure 5. For Tcon ≤ 30, the distance arrow follows the approximate
exponential law (13), represented by the thin line.
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Fig. 9 Different trajectories calculated with the initial parameter χ0 = π/4,0,−π/4. The
other parameters are the same as in figure 5. For these trajectories, the distance errors are
ed = 34.6 m, ed = 14.6 m and ed = 52.2 m, respectively.

We have also tested the dependence of the controlled trajectories as a function of
the entry angle χ0. In figure 9, we show the trajectories as in figure 5 but with χ0 =
π/4,0,−π/4. In this three cases, the distance errors are ed = 34.6 m, ed = 14.6 m
and ed = 52.2 m, respectively. For larger values of angles χ0, the distance error can
be as large as 69 km (χ0 = π/2).

6 Conclusions

We have derived a new algorithm for the command and control during the TAEM
phase of re-usable space vehicles. The algorithm determines locally the shortest path
to the target point, compatible with the aerodynamic characteristics of the aircraft.
We have tested the ability of the algorithm to guide the Space Shuttle during the
TAEM re-entry orbit, proving the feasibility of the algorithm, even using control
times of the order of 30 s. Further refinements of the algorithm are under study [1].
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Appendix

The Earth atmosphere parameters are based on the 1976 US Standard Atmosphere
Model. For the first seven layers we have used the formulas described in [10]. In
table 2, we show the parameterisation of the thermodynamic quantities for the Earth
atmosphere.

Table 2 Characteristic parameters for the lower layers of the atmosphere. z0 is the lower alti-
tude of the layer, R = 8.31432 J/(mol kg) and Rs = 287.04 J/(kg K) are gas constants, Mair =
0.0289644 kg/mol, g(z) = g0(RE/(RE + z))2 is the gravity acceleration, g0 = 9.80665 m/s2

is the standard gravitational acceleration constant and RE = 6.371×106 m is the Earth mean
radius.

Layer z0 (m) T0 (K) λ0(K/m) P0 (Pa)
1 0 288.15 −0.0065 101325.00
2 11019 216.65 − 22632.10
3 20063 216.65 0.0010 5474.89
4 32162 228.65 0.0028 868.02
5 47359 270.65 − 110.91
6 51412 270.65 −0.0028 66.94
7 71802 214.65 −0.0020 3.96

Layer T (K) P (Pa) ρ (kg/m3)

1 T0 +λ0(z− z0) P0(
T0
T )g(z)Mair/(Rλ0) P

T Rs

2 T0 P0e−g(z)Mair(z−z0)/(RT) P
T Rs

3 T0 +λ0(z− z0) P0(
T0
T )g(z)Mair/(Rλ0) P

T Rs

4 T0 +λ0(z− z0) P0(
T0
T )g(z)Mair/(Rλ0) P

T Rs

5 T0 P0e−gMair(z−z0)/(RT) P
T Rs

6 T0 +λ0(z− z0) P0(
T0
T )g(z)Mair/(Rλ0) P

T Rs

7 T0 +λ0(z− z0) P0(
T0
T )g(z)Mair/(Rλ0) P

T Rs
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Cooperative Autonomous Collision Avoidance
System for Unmanned Aerial Vehicle

Yazdi Ibrahim Jenie, Erik-Jan van Kampen, and Bart Remes

Abstract. Autonomous collision avoidance system (ACAS) was defined and inves-
tigated in this paper to support UAVs integration to the national airspace system.
This includes not only UAVs on-board system, but also the definition of require-
ments, collision avoidance structure, and the avoidance rules. This paper focuses on
the cooperative avoidance, where UAVs (or any aircraft) involved avoid each other
using rules previously agreed by involved parties. A novel algorithm of avoidance
was developed, named as Selective Velocity Obstacle (SVO) method. Several simu-
lations were conducted and show satisfying result on how well the algorithm work
to avoid separation violations. In the end of the paper, using Monte Carlo simula-
tion, violation probabilities were derived for three setups. These simulations shows
the performance of the developed algorithm for cooperative ACAS, and suggest-
ing the need to derive a new parameter, i.e., the minimum required turning rate of
avoidance.

1 Introduction

Like other technologies which were first started at a military base, UAVs will start
affecting civilian live in just a couple years from now. Several industries even has
been erected and commercially provides low end UAVs technologies for various
non-military purpose, most of them are recreational and remote-controlled toys and
fly in a secluded area with minimum impact on the airspace. However, with the fast
advancement of technology, Civilian UAVs are not just toys anymore. The variation
of mission that a UAV could handle became large, that government department like
Police and Fire Brigade began to count the possibility of deploying UAVs more
often, in a non-secluded area. DeGarmo and Nelson [4] give several predictions on
what will become of UAVs in the future that affects civilians life, each of them will

Yazdi Ibrahim Jenie · Erik-Jan van Kampen · Bart Remes
Aerospace Engineering, Delft University of Technology, 2629 HS Delft, The Netherlands
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exposed a certain level of danger. The discussion of UAVs (or UAS in wider term)
being used by non-military purposes become a topic of integrating UAS into the
National Airspace System (NAS).

In order to be used widely in the National Airspace System, Unmanned Aircraft
System required to be able to demonstrate an equivalent level of safety. This includes
a solid definition of its Collision Avoidance System, which should be applicable not
only between UAVs, but also take into account the already-settled manned aircraft
traffic.

Fig. 1 DeGarmo and Nel-
son [4] predictions on what
will become of UAVs in the
future that affects civilians
life

Thus, the research presented in this paper aims to define and investigate the
collision avoidance system for UAVs, in context of integrating UAVs into the
National Airspace System. This includes not only the UAVs on-board system, but
also the definition of requirements, collision avoidance structure, and the avoidance
rules. A mathematical model also being developed to simulate the capability of the
defined system, along with several parameter derivations that described the systems
level of safety. It will become clear in Sect. 2 that there will be two main part of
the collision avoidance structure, the cooperative and non-cooperative avoidance.
This paper, however, only focused on global structure and the cooperative part of
the system. The other part will be included in the continuation of this research.

This paper presents the research as follows. After this introduction, the second
section discuss the derivation of collision avoidance structure designed for UAVs to
integrate with the national airspace system. In order to accommodate the cooperative
avoidance, Sect. 3 would define the rules of avoidance, based on the right-of-way
rules that applied in the manned-flight. The On Board Collision System for UAVs
would be proposed in Sect. 4, along with the algorithms that define the avoidance
criteria. Then, Sect. 5 presents the simulation on avoidance using the structure, rules
and on-board system defined in the previous three sections. A mathematical model
was developed for this purpose and explained briefly in Sect. 5 as well. Using Monte
Carlo method, safety parameters are investigated in Sect. 6, and then the paper ends
with some conclusions and suggestions in Sect. 7.
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2 Defining UAVs Collision Avoidance System Structure

Manned flight established its collision avoidance system in several layers of safety.
Dalamagkidis, et al., [3] described the six layers of safety that are available in
manned civil flight, shown in Fig. 2. The gray area highlights the techniques to
ensure separation, rather than to avoid possible collisions.

Fig. 2 Collision Avoidance System Structure for manned-flight

On Cooperative and Coordinated layer, the avoidance system designed to handle
collision-probable scenario where all aircraft involved follows a same previously
agreed rules. On manned flight, the Right-of-Way rules were commonly applied
[10]. This rule state that when an aircraft, gets the right-of-way based on its condi-
tions, it have privilege to continue its course, while other that do not, have to conduct
necessary avoidance maneuver. Pilots in manned flight were directed by ADSB or
TCAS to follow those rules. Since the ADS-B will dominated the navigations in the
near future [11], TCAS layer is merged into the Cooperative layer.

For non-cooperative layer, the avoidance system required to handle more com-
plex scenarios. These include static obstacle, aircraft that follows different rules;
aircraft that does not follow any rules at all (rogue); and moreover, objects with vi-
olent intentions (aim to collide). On manned flight, there is still no specific system
to provide avoidance in this layer, except to use their own pilots judgments.

In the context of integrating UAVs flight into the National Airspace system, UAVs
required also to avoid collision with the already established manned-flight, besides
avoiding collisions between each other. However, due to many different character-
istics in UAVs compares to manned flight, several adjustments are required.

Unlike manned aircraft, which have limited manufacturers and operators, UAVs
could be produced anywhere from a small scale company, and operated by almost
anyone. Handling all those UAVs traffic using area-based ATM system appears to be
unpractical. It is more reasonable to focus the design of UAVs collision avoidance
system in the last two layers on the safety layer shown in Fig. 2.

Barfield [1] designed a comprehensive structure for as requirements for an au-
tonomous collision avoidance system (ACAS). The structure divided the avoidance
into two sphere, named de-confliction and avoidance sphere. In the de-confliction
sphere, an aircraft could avoid an obstacle while still maintaining its original path.
While in the avoidance sphere, Aircraft should solely escape as fast as possible.
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Barfields de-confliction and avoidance sphere could be treated as cooperative and
non-cooperative layer of safety, respectively. This will imply the followings:

1. The cooperative avoidance will be conducted inside the de-confliction sphere.
The non-cooperative avoidance is conducted inside the avoidance sphere.

2. The cooperative avoidance will incorporate the common data of neighboring
vehicle in the area (from broadcaster i.e. ground surveillance or GPS) and ap-
ply the Right-of Way rule (also adjusted for UAVs later in Sect 3). The non-
cooperative avoidance should also use any on-board sensor available and avoid
the non-cooperative vehicle using somewhat more loose rules.

3. The cooperative avoidance is a de-confliction maneuver that still takes into ac-
count the original flight path, with the point to start the maneuver could take place
anywhere in the de-confliction sphere. The non-cooperative avoidance is an ag-
gressive maneuver aims solely to escape as fast/soon as possible and neglects its
original flight path.

4. The cooperative avoidance maneuver should in any case avoid the violation of
the avoidance sphere. The non-cooperative avoidance should in any case avoid
collision with obstacle. Turn rate requirements for avoidance could be set base
on this.

Although it is not explicitly described, Barfield choice of for the radius of the
spheres (1.5 second and 25 seconds) might be derived from manned flights TCAS.
Therefore, as shown in Fig. 3, the Traffic Warning sphere is introduced to complete
the sturcture. This outer sphere spans until 40 second distance. In this final sphere,

Fig. 3 Concept of Collision Avoidance System Structure on UAVs
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the Collision Avoidance system should begin to give warning to operators about the
traffic ahead.

These (1) Traffic Warning, (2) De-confliction, and (3) Avoidance -Sphere define
a novel structure of Collision Avoidance System for UAVs, in the context of integra-
tion to the National Airspace System. This structure should work seamlessly with
the manned-flight, since it uses the same parameters they have already established.

3 UAVs Cooperative Avoidance Rules

As explained in the introduction, this paper will present the cooperative part of
UAVs avoidance system, where the avoidance maneuvers are based on common
avoidance rules. Similar with the avoidance structure described in the previous sec-
tion, it is best to start defining the rule from the already established rule in the
manned flight, stated in [10]. The following sub section will describe the suggested
rule of cooperative avoidance in two parts, i.e., category priorities and situational
priorities.

3.1 Category Priorities for UAVs

With the large variation of UAVs, it is only logical to set some category priorities
for them. Many documents have presented classifications of UAVs, especially based
on its dimension (size) or weight, e.g. CAP 722 [9].

Quite different, on the category priorities, manned flight use the performance of
aircraft category; aircraft that have slower or lower performance in maneuvering will
get the right of way [10]. Based on this, UAVs need to be categorized based on per-
formance. Furthermore, since the Collision Avoidance structure defines in the last
section is based on time-described distances, velocity would be a good parameter
for the categorization.

Spreading out the CAP 722 classification that based on weights, it appears that
UAVs could easily be categorized by its cruise velocity. The new classification that
based on velocity is listed in Table 1. The class on the upper row will always have
right of way (priority) to the lower rows.

Using the velocities limits, the structure of collision avoidance system could
be easily defined for each categories, or for between categories. Derivation of the
spheres radius (when each category meets an assumed static object) could be ob-
served also in Table 1.

In scenario when a UAV from one category meets another category UAVs (i.e.
A Small-Slow UAVs face a Light UAVs), the spheres radius will change accord-
ing to the relative velocity limit of both UAVs. Table 2 shows calculation result
for the avoidance sphere radius, in case where each category meets one another.
Some starred column indicates the unlikely-to-happen scenario due to difference on
operation altitudes. On the continuity of this research, analysis will be extensively
focused on the Small Slow UAVs, especially to plan the real-world experiments on
the avoidance concepts.
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Table 1 UAVs classifications, base on Velocity

CAP 722
Classifications

Velocity
Classification

Velocity
[km/h]

Velocity
[m/s]

Sphere Radius [m]
(with assumed Static Object)
1.5sa 25sb 40sc

Small UAVs Small Slow UAVs < 50 < 13.89 20.83 347.22 555.56
Small Fast UAVs < 100 < 27.78 41.67 694.44 1111.11

Light UAVs Light UAVs < 250 < 69.44 104.17 1736.11 2777.78
Large UAVs Large Slow UAVs < 500 < 138.89 208.33 3472.22 5555.56

Large Fast UAVs > 500 > 138.89 416.67 6944.44 11111.11

aAvoidance Sphere; bDe-confliction Warning Sphere; cTraffic Warning Sphere; (see Sect. 2)

Table 2 Avoidance sphere radius for each categories encounter

in encounter
with

Static
Object

SS
-UAVs

SF
-UAVs

L
-UAVs

LS
-UAVs

LF
-UAVs

SSa -UAVs 20.83 41.67 62.50 125.0 229.17∗ 437.5∗
SFb -UAVs 41.67 62.5 83.33 145.83 250.0∗ 458.33∗
Lc -UAVs 104.17 125.00 145.83 208.33 312.5∗ 520.83∗
LSd -UAVs 208.33∗ 229.17∗ 250.00∗ 312.5∗ 416.67 625.00
LFe -UAVs 416.67∗ 437.5∗ 458.33∗ 520.83∗ 625.00 833.33

aSmall Slow; bSmall Fast; cLight; dLarge Slow; eLarge Fast
∗highly unlikely encounters

Another priority that needs to be defined is the interaction with manned aircraft.
Barfield proposed UAVs to follows Asimovs three robotic laws [1]. In short, UAVs
should always give the right of way to manned aircraft, regardless their velocity or
weight.

3.2 Situational Priorities for UAVs

The situational priorities in UAVs flight could easily be adopted from the manned-
flight. This is true especially for the cooperative collision avoidance. The summary
of these rule listed as follows:

1. On converging encounter, the one on the right hand have the right of way.
2. On head-on encounter, both aircraft should move to the right side.
3. The one that are about to be taken over have the right of way.
4. Avoidance should not go over or under, or in front of other aircraft that have right

of way, except when it is clear.
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Fig. 4 Flight path defini-
tions for manned air traffic
control, adapted from [12]

For UAVs system, the converging, head-on, and taking over encounter need to be
defined quantitatively. One way to define those is to use the definition of crossing,
opposite and same flight path for manned flight Air Traffic control, stated in [12]
which are described in the Fig. 4.

The adaptation of those definitions in the UAVs ACAS is described thoroughly
in the next section.

For non-cooperative avoidance, on the other hand, definitions of its situational
priorities will not be discussed further in this paper; instead it will be investigate on
the continuation of this research.

4 Defining the On-Board Collision Avoidance System for UAVs

Based on the collision avoidance structure and rules, an on-board collision avoid-
ance system functional concept is derived in this section. The design where influence
by the twelve requirements set by Barfield [1].

4.1 System Functional Concept

An autonomous system for collision avoidance (ACAS) was highly suggested for
UAVs applications, including in [1], since the task of avoidance in UAVs could not
be handled only by pilot/operators. This is due the fact that the UAVs operator will
only manage the UAVs flight to finish it mission autonomously, and even if there are
such ground pilots controlling the UAVs, they do not have the required awareness
of the surroundings.

Nuisance free is another requirement that need to be fulfilled by the UAVs ACAS.
This means that the ACAS should be separated from the normal control system that
is operating the UAVs, and only interferes when its needed. Interrupt and restore
criteria should be defined for this purpose. In accordance to this, warning cues to
the pilot when the system detects traffics are also required. In Fig. 5, these concept
where compactly drawn, with also highlighted the used of ADS-B.
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Fig. 5 Cooperative ACAS system concept, integrated with the normal mission controller of
a UAVs

4.2 Avoidance Algorithms: Selective Velocity Obstacle Method

A method called the Velocity Obstacle (VO) Method [2,6,7,8], or sometime the For-
bidden Zone Beam Method [5], is used to define avoidance criteria. The VO-method
was chosen due to its simple implementation and geometrically understandable. A
complete explanation of the original VO-method could be found in [6]. To be suit-
able for the implementation in UAVs ACAS, including adopting the rules described
in previous section, several modifications were made, producing a new branch of the
Velocity Obstacle Method, which from this point, will be referred as the Selective
Velocity Obstacle Method (SVO).

4.2.1 Velocity Obstacles (Original) in UAVs Collision Avoidance System

This section presented the explanation of the original VO [6] in context for UAVs
ACAS applications, explained in previous sections. Since the focus is to set an algo-
rithm in each UAVs separately, the own UAVs (should-avoid) and obstacle are treat
differently. This original VO will be referred as OVO.

First we designated Ao and Ai to symbolized the should-avoid agent and the ob-
stacle agent, respectively. Let Sai be the avoidance sphere, centered by the Ai posi-
tion Xi, and moving with constant velocity Vi. Let Xo be the position of Ao, moving
with constant velocity Vo. According to OVO method, to decide if these two agents
are on a collision course, it is sufficient to consider their current positions together
with their relative velocity VR = Vo−Vi. If we elongate the Vr from Xo by a suffi-
cient positive scaling (symbolized as λR = {Xo + μVR|μ ≥ 0}), it is clear that the
two agent are on a collision course, if and only if λR cuts the area Sai or formally,
Sai ∩λR 
= 0. The set of that cuts is called collision cone CCoi.
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Fig. 6 VO cone definition in the original concept, adapted from [6]

To be able to decide directly whether Vo will collide or not, it was suggested to
define the so called velocity obstacle set/cone of SAi from Xo, as:

VOoi = {Vo|(Vo−Vi) ∈CCoi} (1)

Or,
VOoi =Vi +CCio (2)

Thus, for Ao, any velocity Vo ∈VOoi from Xo,will lead to a violation on Sai , and any
velocity Vo /∈VOoi will avoid those violations.

In reality, it might happen that Ao was confronted with more than one obstacle. In
this general cases, Let i = 1,2,3, ...,n, the number of obstacle under consideration.
The velocity obstacle that Ao need to define for all the obstacle is simply the union
of each velocity obstacle,

VO = ∪iVOoi (3)

For any velocity Vo /∈ VO from Xo, Ao will not violate any Sai , where i =
1,2,3, ...,n.

Figure 6 also shows another area named the VO diverging area, VOdiv. This area
defined as one of two areas separated by the infinite elongation of vector Vi through
Xo, that does not contain any set of VO. Fiorinni [6] already define this area as a set
of vector that Ao could chose to diverge completely from the obstacle. However, this
area has not been employed in any of VO previous research. It will become clear
that VOdiv could set a handy definition on the avoidance maneuver.

On the OVO, a simple navigation scheme based on which velocity could be cho-
sen to ensure no collision is used. The position and velocity of each agent were
continuously tracked, and all information was used to update Vo. The velocity is
chosen based on the goals of the agents, for example to avoid while still in the same
path, or taking its maximum velocity to avoid each other.
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4.2.2 Selective Velocity Obstacle (SVO)

SVO was designed to accommodate rules and requirements of the UAVs ACAS sys-
tem. The idea is to selectively use any VO area developed around the velocity vector
Vo, based on the position of each VO position from Xo. Using this, the algorithm will
select which VO should be avoided, and which VO could be ignored. These areas,
different from VO, relate to the obstacle velocity shadow, V ∗

i from Xo, or, the origin
of each VO. The additional areas explained here were meant to represent the rules
described in Sect. 3, however, could easily be modified for other rule schemes.

First we define two circle centered by Xo,i.e., SVo , and Scat1, with radius of Vo,
and Vcat1 respectively. Vcat1 is the velocity limit of a UAV category explained in
Subsect. 3.1, which for the Slow-Small UAVs, is 13.89 m/s. Next, using Ao motion
axis (or wind-axis) as the frame of reference (where Vo is pointing up), we divide
Scat1 into four equal set of velocity vector coming from Xo, named Sr1, Sr2, Sr3,
and Sr3, as shown in Fig. 7. Notice that this represents the flight path definitions
explained in Subsect. 3.2.

Fig. 7 Selection Circle on SVO (a) Area definition; (b)VO (and VOdiv) implemented.

Lastly, we define three points that will set the criteria, cVo , cVi , and cPi . cVo is
simply the end of Vo vector from Xo. cVi , on the other hand, is the end point of the
shadow of the obstacle velocity, V ∗

i from Xo, or simply, the origin of the Velocity
Obstacle VO. CPi is the intersection point of VO axis with the edge of Scat1. This
last point is not really necessary, and could be replace by the real position of the
obstacle, Xi. However, it is added for a compact figure and explanations.

Next section will describe how the additional areas were used to selectively treat
the Velocity Obstacles.

4.2.3 Algorithm for the Selective Velocity Obstacle

With those setups, we could finally define the algorithm required to accommo-
date all rules into the UAVs ACAS via this Selective Velocity Obstacle Method.
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As mentioned before, the algorithm is designed to still give UAVs freedom to
choose their own avoidance maneuver, as long as they follows the rules explained in
Chap. 3. Generally, there will be three main maneuver type that UAVs ACAS need
to handle, which are (1) Avoid, (2) Maintain, and (3) Restore, denoted as q1, q2,
and q3, respectively. Restore here means that the ACAS give back the control to the
original controller/pilot so the UAVs could continue its mission. The ACAS itself
need only to define what maneuver it should take for the Maintain and Avoid.

Thus, the avoidance rules for the SVO for cooperative avoidance of UAVs, for
category one (Slow-Small UAVs) are mathematically modeled as follows:⎧⎨⎩

q1, if cVo ∈VOoi∧ cVi ∈ Scat1∩
(
Sr3∪Sr4∪

(
Sr1∩SV0

))
q2, if cVo /∈VOoi∪VOdiv∧ cVi ∈ Scat1

q3, otherwise
(4)

Here, the velocity obstacle only need to be avoided when the origin of any VO
(cVi) lies inside Sr3, representing head-on encounter, inside Sr4, representing right-
encounter, or inside Sr1 ∩ Sr2, which simply represent a take-over maneuver of a
slower vehicle in the same path. Notice that these algorithms only activated when
cVi is inside Scat1, interrupting the normal controller. In case of cVo already escapes
VOoi but still not inside VOdiv, the system will treat it as not safe enough to give
back the control to the original controller, and instead, it maintain its course and
wait for any event that still could happen, including being back again inside VOoi.
Only when cVi is inside VOdiv, should the restoration maneuver happen.

As it might have been notice, SVO also discard the set of reachable velocities
that originally used in the OVO [6]. The main reason of this is the fact that UAVs
commonly use rotation as the control input for maneuvering, instead of arbitrary
velocity vectors. Thus, SVO describe a turning rates (ωavo) required for avoidance
maneuver, which will depend on velocities, distances and positions. This turning
rate will be derived on the continuation of this research.

5 Implementations

Using the defined collision avoidance structure in Sect. 2, the cooperative avoidance
rule in Sect. 3, and the on-board ACAS system and algorithms in Sect. 4, several
computer simulation were conducted. A MATLAB program was developed and de-
signed to be highly customizable that it could accommodate any initial positions
and velocities, avoidance rules and algorithms used, the UAVs involved dynamics,
normal control systems, and many more. This MATLAB program is still on-going
development and will also be used in the continuation of the research.

5.1 Mathematical Model and Simulation Setup

Since it will be applied in a relatively large area, we could treat vehicles involved as a
point mass, eliminating the need to model each aircraft dynamics. The mathematical
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model of each aircraft motion was linear, discrete and single phased, focusing more
on the development of the right algorithm to accommodate avoidance. Position and
velocity data of each aircraft were broadcasts between each other in same time step,
simulating the use of ADSB that support this cooperative avoidance.

Depends on how many agents involved in a scenario, the MATLAB program first
generate them as an object that embedded these linear discrete equation that describe
each agent propagations through the simulation.

x(k+ 1) = Ax(k)

x =

⎡⎢⎢⎣
x
y

Vx

Vy

⎤⎥⎥⎦ ;A =

⎡⎢⎢⎣
1 0 Δ t 0
0 1 0 Δ t
0 0 1 −ωΔ t
0 0 ωΔ t 1

⎤⎥⎥⎦ ;ω =

⎧⎨⎩
ωavo; if q1

0; if q2

ωGoal; if q3 or qinit

(5)

Inputs for Eq. 5 were highly depends on the result from SVO algorithm, explained
before (q1, q2, or q3). qinit is simply the initial setup before any detection of obsta-
cles. In the conducted simulation, these values are simply the direction to each agent
original end point. ω denotes the modes turning rates, where it is ωavo, 0, ωGoal on
mode q1, q2, and q3, respectively. ωavo was assumed to be 5 deg/s (0.0873 rad/s) for
every agent. ωGoal obtained from any normal controller that is used, that guides the
UAV back to its original mission. In this research, ωGoal simply direct each UAV to
its original way points.

Unit time step (Δ t = 1 second) was used for every simulation, in assumption it
also match the ADSB update rates. For simplification on these preliminary simula-
tions, all avoidance happens on the edge of de-confliction sphere. Lastly, all agent
considered is a Category 1 UAVs, the Slow-Small UAVs (see Subsect. 3.1).

5.2 Simulation Results

There are unlimited collision scenarios which could be tested, even though only
working on one UAV category. A few important scenarios were presented in this
paper, selected according to the converging, head-on and same path areas described
before in Sect. 3. The entire results are presented using agent position time-captures
from above (top view) on four important positions. The arrow on each agent rep-
resents the velocity vector. Notice that the entire rules described in Sect. 3 were
fulfilled for each avoidance.

On Head-On encounter (Fig. 9), since both agents are avoiding each other to the
right, the course deviation is not as large as the converging case (Fig. 8). Interesting
to observe in Fig. 10-b that the agent heading to the right did not conduct any
avoidance; instead, it goes straight as its original course. Analysis revealed that this
happens because the other three agents on the opposite are closer to each other, and
start avoiding each other sooner. Those maneuvers create a situation where the one
agent heading to the right will not collide at all, and hence it keeps it original flight
path.
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Fig. 8 Simulation on converging encounter scenario; (a) two-agents, 900 encounter from the
right, (b) eight-agents, symmetrical circle encounters

Fig. 9 Simulation on Head-On encounter scenario; (a) two-agents, directly Head-On (b) four-
agents, 300, 00 and −300 encounter forward
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Fig. 10 Simulation Take-Over scenario; (a) two-agents, same path (b) four-agents, 300, 00

and −300 encounter from behind

On Fig. 10, to be able to simulate a taking over encounter, a different velocity
is required. Therefore, one agent, which will be taken over, has 8 m/s velocity, as
opposed to other agents behind it that use 12 m/s. In the end, all taking-over where
successfully conducted, even when there are more than one agent taking over.

6 Violation Probability (Using Monte Carlo Simulations)

The entire simulations in Sect. 5 were conducted smoothly without any avoidance
sphere violations. However, these results not necessarily mean the avoidance sys-
tem and algorithm guaranteed to works for every scenario. Therefore, this section
will present Monte Carlo simulations where a large number of random scenarios
were tested, in order to find the violation probability of the avoidance. The deriva-
tions were conducted for two, three, four and five UAVs (agents). Similar with the
simulations in Sect. 5, this violation probability derivation in this paper will only
discusses the first category of UAVs.

The derivation of violation probability shows how well the performance of the
algorithms developed, and even, act as a tool to find any scenario that make the al-
gorithm fail. In accordance to the Equivalent Level of Safety (ELOS), this violation
probability needs to be zero. ELOS are based on the failure of the system due to
time. The algorithm itself should be guaranteed to solve any scenario possible.
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6.1 Monte Carlo Simulation Setup

To assess the performance of both proposed system structure and the algorithm (and
rules), several parameters were introduced. The cooperative ACAS performance
was measured using the probability of separation violations, Pvio, formulated as:

Pvio =
Nvio

NMC
(6)

Where Nvio and NMC denotes number of scenario that collision happen and number
of Monte Carlo samples, respectively. The value of Pvio will fluctuated with NMC,
and as NMC become larger, it should converge to a certain value, which then defined
as the final value.

Other parameter to set up the Monte Carlo simulation are the selected area of
interest, Aint , the area of separations, Asep, and the area density, ρAint , formulated as:

ρAint =
NAsep

Aint
(7)

Where N denotes the number of agents involved. Notice that Asep is a circle area
with radius of half of the de-confliction sphere, conserving the total de-confliction
distance.

The position (xn,yn) of each agent is randomized on the X-Y planes, while keep-
ing no violation in the beginning of simulation. The xn,yn position is assumed to be
spread randomly in a square, instead of a circle area, for simplifications. As can be
observed in Table 3, the position range is set according to the number of agents, and
the radius of Traffic Sphere used (the 40s sphere, see Sect. 2), which have radius rtra.
Consequently, Aint and ρAint also depends on this sphere, where becomes constant
for every number of agents involved, set at 0.3. Two other initial parameters were
randomized as well, the headings (ψi) and the velocity magnitudes (Vi), detailed in
Table 3. Using these setup, it is possible to have a scenario where the agents are not
bound to violate each other, and thus make it possible also to derived the violation
probability where ACAS is not implemented.

All avoidance maneuver used the same turning rate of avoidance (ωavo), i.e., 5
degree/seconds, or 0.0873 radian/seconds. Furthermore, all avoidance starting point
take place on the edge of the de-confliction sphere (25 seconds sphere).

Results of this Monte-Carlo simulation (coded MC01) are presented in the next
section (Fig. 12 and 13). Those results, however, neglect the freedom that each co-
operative agent should have, to choose their own avoidance maneuver. Therefore,
another Monte-Carlo simulation was conducted (coded MC02), with one more ran-
domized variable, Davo, which denote the ratio of avoidance starting point with the
de-confliction sphere radius. The turning rate of avoidance (ωavo), however, was still
assumed to be 5 degree/second.
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Fig. 11 Random scenario
of encounters (e.g. 3 agents
involved) for Monte Carlo
simulation setup

Table 3 Ranges of randomized parameters for Monte Carlo simulations

Variable Range / Value Length

Positions (xn,yn)
[− 1

2 N× rtra,
1
2 N× rtra

]
[m]

Velocity Magnitude (Vi ) [8,13] [m/s]
Heading (psii) [−π,π] [rad]
Avoidance Point (Davo ) [1,1]a ; [0,1]b [-]
Monte-Carlo Samples (NMC) 106 samples

a for MC01; b for MC02;

6.2 Results and Analysis

Figure 12 shows the results of Pvio versus the number of Monte-Carlo samples. The
figures compiles results from both Monte-Carlo simulations (MC01 and MC02),
with addition of the calculation result where no ACAS is used (coded MC00). It
could be observed that the Monte Carlo simulation produced convergent results
even before the number of samples of 106. This result holds for each agent num-
ber configurations. Figure 13 shows the final violations probability for each number
of involved agents, for MC00, MC01 and MC02.

Several analyses were made based on the Monte Carlo simulation. First one is re-
garding the Area Density parameter ρAint . Evidently, this parameter is less dominant
than the number of agents involved; even though the area of interest (Aint) enlarged
as more agents involved, violation probability (Pvio) still become larger. This may
be caused by the encounters combinations between agents in the area.

MC01 results was satisfying, resulting zero violations for every number of
agents scenario. MC02, however, only shows violations reductions that is still
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Fig. 12 Monte Carlo simulation convergence results on Probabilities of Separation Violation
for two-, three-, four- and five- agents, on MC00, MC01, and MC02

Fig. 13 Collision Probabil-
ities comparison with the
use of cooperative ACAS
(MC01 and MC02) and
without (MC00).

unacceptable. On observations on those failed cases, it was concluded that dis-
tance might be the problem, since every failure happen at Avoidance Point (Davo)
lower than 0.5. This also explain why MC01 results zero violation; MC01 only
use Davo = 1. Observation on those failed scenario also reveals that agents are in-
deed avoiding, however, the distances were too close, and the avoidance is not fast
enough. This suggest the need to adjust the avoidance turning rate (ωavo) according
to Davo. If the adjustment of ωavo could be derived, it could be set as a requirements
for these cooperative avoidance between UAVs, the minimum required turning rate,
ωa.r. This derivation, however, will not be discussed in this paper.
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7 Conclusions

Several concluding remarks could be summarized form this research, including as
follows:

1. In order for UAVs to be integrated to the national airspace system, a complete
collision avoidance system was investigated. This include not only the system
on-board a UAV, but also the structure and rules that could define a common
guideline for UAVs avoidance.

2. The structure of the collision avoidance system for UAVs is then divided into
two main parts, the cooperative part, which was in accordance to a de-conflicting
maneuver, and the non-cooperative part, which will use an aggressive avoidance
maneuver. This paper, however, only continue to focus only on the cooperative
collision avoidance system.

3. To support the Cooperative Collision Avoidance, several ground rules were de-
fined based on the rules of the air in manned-flight.

4. Finally, a functional concept for the on-board system was defined, incorporating
several requirements. A Novel algorithm for cooperative ACAS for UAVs, named
Selective Velocity Obstacle (SVO) method, was introduced.

5. A MATLAB program was created as a tool to simulate various scenario of colli-
sion. All simulation of the selected scenarios were conducted smoothly and the
use of designed cooperative ACAS evidently could prevent separation violations.

6. To quantitize the probability of violations, and then state the performance of the
designed cooperative ACAS, a Monte Carlo simulations were conducted. The
results suggest the need to derive a minimum requirements for avoidance turning
rate, ωa.r, base on distances of avoidance.
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Nonlinear Non-cascaded Reference Model 
Architecture for Flight Control Design 

Fubiao Zhang, Florian Holzapfel, and Matthias Heller* 

Abstract A nonlinear reference model architecture motivated by dynamic inver-
sion based flight control is introduced. As a novel feature, only one integrated 
reference model is used to provide reference commands, for longitudinal axis: the 
flight path angle, vertical load factor (or angle of attack), and pitch rate, while 
admitting flight path rate command as input; for lateral axis, bank angle and roll 
rate; for directional axis, lateral load factor and yaw rate. Flight dynamics, actua-
tor dynamics with rate and position limits, and envelope protections can also be 
incorporated in a straight forward way in the reference model. One advantage of 
this non-cascaded reference model is that at least the attitude of the reference re-
sponse can be restored and flown at an early stage of the flight control system 
design cycle. The second feature is that the reference model is parameterized, 
allowing the opportunity of updating the knowledge of aircraft dynamics (e.g. 
damaged) and flying qualities design. With these two aspects, the physical consis-
tency in terms of the reference commands among different channels and reference 
commands reasonable with respect to true aircraft dynamics can be assured. Al-
though designed for General Aviation aircraft, the framework can be generalized 
for other aircraft considering only rigid body dynamics. 

Nomenclature 

A  Aerodynamic frame 
B  Body-fixed frame 
O  NED frame 
E  Earth centered earth fixed frame 
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K  Kinematic frame 

K  Rotated kinematic frame 
NML ,,  The moments around x, y and z axis of B frame, respectively 

rqp ,,  Angular rates around x, y and z axis of B frame, respectively 

ϕφθ ,,  Pitch angle, bank angle, azimuth angle, respectively 

KKK χμγ ,,  Flight path angle, flight path bank angle, flight path azimuth angle, 

              respectively 
βα ,  Angle of attack, sideslip angle, respectively 

ζξη ,,  Elevator, aileron and rudder deflection, respectively 
G

AV  Aerodynamic speed of the Center of gravity 
G

KV  Kinematic speed of the Center of gravity 

Kρ  Modified flight path angle rate, KKK μγρ cos =  

q  Dynamic pressure 

c  Command signal 

ff  Feed forward signal 

r  Reference signal 
extra  Extra command compared to signal limit 

alw  Allowed magnitude of the signal 

1 Introduction and Motivation     

Fly-by-Wire control systems have been successfully applied in both commercial 
and military aviation for several decades, despite its high price and complexity, 
this paper presents part of the efforts to apply this concept in the General Aviation 
aircraft, in an attempt to make flight safer and more intuitive.  

Many general aviation aircrafts are operated by only one pilot, with envelope 
protection and high automation, fly-by-wire control systems can offer carefree 
handling, relieving the pilot from tedious stabilizing work. The more pilot is un-
burdened from a low-level, high frequency routine handling tasks, the more atten-
tion he can pay for other higher level tasks, e.g. navigation, communication, mak-
ing decisions in case of adverse weather condition and so on. It might be safe to 
say one basic higher level task of manual flight control is to change the flight path, 
to this point, flight path angle rate command seems reasonable, as it gives pilot 
direct influence on a state at a higher end of the control loops, while the inner loop 
(i.e. pitch attitude, pitch rate) control tasks can be automatically executed by the 
flight control laws, thus the workload could be reduced while equal or better per-
formance could be expected. From a handling qualities point of view, it also 
makes sense to interpret the pilot’s stick (command) input as flight path rate. Be-
cause within the pilot’s operation bandwidth, it is highly desirable to achieve a 
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s1  structure from pilot’s input to the targeted variable to be controlled, which is 

generally speaking the flight path. 
Pioneer work has been done focusing on flight path augmentation [1-4], en-

couraging the command system selected in this paper. For instance in Ref [1], a 
flight path angle and ground track control wheel steering system was proposed to 
reduce pilot’s workload and improve safety during maneuvering. In Ref [2], the 
author described the 7J7 manual control functions, which was also featured by 
flight path rate command, and concluded that the functions are favorably received 
by pilots from major airlines in the simulator tests. As for general aviation aircraft 
[3], piloted simulation results also showed that direct influence on flight path got 
positive feedback from the pilots. The authors of Ref [4] compared three different 
command systems with conventional Fokker 100: a rate command system, a flight 
path vector command system and a *C command system, the results are that the 
fly-by-wire control system itself does not improve performance significantly, 
however, when equipped with a flight director system, the flight path command 
system reduced much workload. Recent research conducted in TU Delft investi-
gated the integration of flight path oriented control and perspective flight path 
displays [5-6].  

The paper at hand is limited to the flight path control problems only without 
dealing with display designs. Here a modified flight path angle rate command 

Kρ  in the rotated kinematic frame ( K ) is proposed, that is for flight in the ver-

tical plane, pilot’s stick deflection is seen as flight path angle rate command 
Kγ in 

the kinematic ( K ) frame, however, when the aircraft banked from the flight path, 
the stick deflection is interpreted as commanding a change in the flight path rate in 
the vertical symmetric plane. A comment to be made here is that the actual feed-
back variable does not have to be the same as command, here 

Kγ could be used to 

stabilize the inertial flight path angle. 

To implement a Kρ  command system, this paper presents a novel reference 

model architecture. This architecture was motivated by building only one inte-
grated, physically meaningful, nonlinear reference model to provide reference 
commands of different channels in the dynamic inversion based flight control. By 
contrast, many of the popular designs use cascaded reference models. The advan-
tages could be explained later. However, the application of this concept is not 
restricted to dynamic inversion based control applications, other model following 
based designs can also utilize its advantages. 

2 Functionality Requirements of the Flight Control System 

The reference model design is driven by the functionality requirements of the 
flight control system. Requirements documents were formulated quite detailed 
before the flight control design started. These functionality requirements shall be 
met in terms of desired performance or less restrictive adequate performance when 
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the control loops are closed. Since the reference model design itself is forming 
ideal dynamic behavior of the closed loop system, it is actually open loop specifi-
cations, without considering temporarily the influence of the error dynamics intro-
duced by feedback. The error dynamics, on the other hand, would deteriorate the 
ideal performances when there is disturbance or uncertainty in the plant model. 
With this in mind, the desired performance must be met by the reference model 
itself. As far as this paper is concerned, several desired performance requirements 
are listed. 

Table 1 High Level Functionality Requirements 

No. Functionality Desired Performance 

1 Flight path angle rate command KlonsF ρδ =,  

2 Flight path angle Limitation  2525- ≤≤ Kγ  

3 Pitch angle limitation  5050- ≤≤ θ  

4 Load factor limitation ( ) 8.31- ≤≤ Bzn  

5 AoA protection  125- ≤≤ Aα  

6 High(low) speed limitation maxVVV As ≤≤  

7 Turn compensation oncompensatiturnzcz nn _,, Δ=Δ  

8 Turn coordination ( ) 0,0,0 ===
Bynφθ   

9 Velocity vector roll AKK pr αtan=  

10 Bank angle limitation  7575- ≤≤ φ  

11 Spiral stability 
Neutral stable:  4848- ≤≤ φ  

Stable:   7548 ≤φ  

12 Trimmed AoA limitation  92 ≤≤− trimα   

3 Transition of Functionality Requirements to Design 
Constrains 

In this section, functionality requirements are interpreted in a lower operational 
level to guide the flight control design. 
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3.1 Modified Flight Path Angle Rate Command 

For flight path angle rate command realization, here a new variable Kρ , modified 

flight path rate, is introduced. As mentioned above, Kρ is equivalent to 
Kγ for 

non-turn maneuver, whereas for turning flight Kρ corresponds to the rotation rate 

of velocity vector in the symmetric plane. The force situation is illustrated in Fig-
ure 1 (a) in the rotated kinematic frame ( K ), when the external force in the z-axis 

of  K  frame is tilted. Two equations could be concluded to illustrate what Kρ  

means: 

( ) KKKz Vgn ρ⋅=⋅Δ                                (1) 

KKK μγρ cos =                                   (2) 

 

                 (a)                                            (b) 

Fig. 1 Turn Analysis in K (a) and B (b) Frame 

3.2 Turn Compensation 

A natural choice for considering turn compensation in the flight path dynamics 
environment would be in the K  frame, as shown in figure 1(a). External force 
(excludes gravity) along the rotated kinematic frame z-axis ( )

KzexF ,
 , which main-

ly comes from lift, contributes in two aspects. First, ( )
KzexF ,

 balances the gravity 

component on the z-axis, which is 
KKmg μγ coscos  . On the other hand, one part 

of ( )
KzexF ,

 is used for turn compensation, here called ( )
KturnzexF ,,Δ . The turn com-

pensation part  acts together with the gravity component on K  frame y-axis, 
which is 

KKmg μγ sincos , to provide the necessary centripetal force for the turn.  
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Or put it in another way, 

( ) ( )
K

K

oncompensatiturn

Kturnzex

balancinggravity

KKKzex mgFmgF
μ
γμγ

cos

cos
coscos

_

,,

_

, =Δ+=
  

 
(3) 

However, Kμ is not directly accessible for measurement and must be calculated 

from the available sensor signals. In this case, a better analysis might be done in 
the body fixed frame, as illustrated in figure 1 (b). Then the required external force 
is  

( ) ( )
φ
θφθ

cos

cos
coscos

_

,,

_

, mgFmgF

oncompensatiturn

Bturnzex

balancinggravity

Bzex =Δ+=


 
(4)

As it is quite desirable that the additionally needed lift could be generated without 
an intentional command from the pilot, it could be provided automatically by the 
flight control system, leaving the pilot with less workload. In this paper, such sig-
nals are denoted by the subscript ‘trim’. Now the necessary load factor for the 
compensation is given by: 

( )
φ
θ

cos

cos
, =

Btrimzn                                    (5) 

3.3 Constraints for Coordinated Turn 

Consider first the attitude propagation equation: 

θφθφφ tancostansin KKK rqp ++=  (6)

φφθ sincos KK rq −=  (7)

θφθφψ coscoscossin KK rq +=  (8)

The strapdown equation could be obtained by solving for the rotation rates. 

( )
( )
( ) 
































−

−
=

















ψ
θ
φ

θφφ
θφφ

θ






coscossin0

cossincos0

sin01

OB

BK

OB

BK

OB

BK

r

q

p
 (9) 

Recall the equation of motion of lateral acceleration in the body fixed frame 
 

( ) ( ) ( ) ( ) ( ) ( ) mFgwpurv
By

E

BK
OB

BK
E

BK
OB

BK
EB

BK ++⋅+⋅−= θφ cossin  (10) 
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In a steady state coordinated turn, the following conditions hold: 

( ) 0=EB

BKv , ( ) 0=
ByF                          (11) 

Together with the constraints 

( ) 0,0,0 ===
Bynφθ                          (12)   

The rate change of azimuth angle could be solved: 

( ) ( )E

BK
E

BK wu

g

⋅+⋅
=

θθφ
θφψ
sincoscos

cossin                  (13)   

In the case ( )E

BKu   and ( )E

BKw  from navigation system are not available. An 

approximation has to be used, 

AVg φψ tan=                                 (14) 

Until now, to execute the coordinate turn, the following body rotation rates must 
be generated by the flight control system. 

( ) A
OB

trimBK Vgp ⋅⋅−= φθ tansin,                      (15) 

( ) A
OB

trimBK Vgq ⋅⋅= φθφ tancossin,                   (16) 

( ) A
OB

trimBK Vgr ⋅= θφ cossin,                          (17) 

3.4 Precondition for Envelope Protections and Phase Plane 
Based Protection Concept 

One precondition for envelope protections is the assurance of the controllability 
over the aircraft. This is especially true when the dynamic pressure is already quite 
low. Thus the decrease of the airspeed must not be so fast that no time is left be-
fore the aircraft can be recovered from a dangerous situation when the aircraft is 
actually close to the envelope boundary. Similarly, the increase of the airspeed 
shall also be limited to avoid overstressing the aircraft. 

Here only the high speed limitation requirement is explained, but it illustrates 
the basis idea of phase plane based protection and merging of other sources of 
limiting factors. Realization of other requirements are done along with the intro-
duction of the reference model 
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(a)                                             (b) 

Fig. 2 Allowable AV  in the Grey Area 

To prevent the dynamic pressure from going beyond the safe range, the allowed 

AV is proportional to its distance to the boundary values, as shown in figure 2 (a).  

)( max,,,max,, max
qqKV protqValwqA −=                        (18) 

)( min,,,min,, min
qqKV protqValwqA −=                        (19) 

Similarly, AV  shall also be limited when the airspeed is close to the boundaries, 

as shown in figure 2 (b): 

)( max,,,max,, max AprotVValwVA VVKV −=                       (20) 

)(,,,min,, min sAprotVValwVA VVKV −=                          (21) 

When consider more than one factors, conservative limits should be taken, 

{ }alwVAalwqAalwA VVV ,max,,,max,,max,, ,min  =                    (22) 

{ }alwVAalwqAalwA VVV ,min,,,min,,min,, ,max  =                   (23) 

4 Nonlinear Reference Model Architecture 

The reference model is nonlinear in a way that reference commands are formu-
lated by the summation of two parts: the trim term and the maneuver part. The 
maneuver part is the output of the desired linear dynamics. The trim term remains 
when pilot’s stick centered to realize a certain function like turn compensation. 
Another three common features could be seen later in the reference model: 1) all 
the output signals are limited by its own upper and lower bound based on physical 
knowledge. 2) all the inputs of the integrators are limited for the sake of anti-
windup. 3) all the reference signals are forward propagated based on the flight  
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dynamics, whereas the saturation (when a certain signal hits the envelope boun-
dary) and boundary overshoot information are backward propagated to the  
previous integrators to avoid overloading, which is also based on flight dynamics. 

4.1 Longitudinal Reference Model 

The overall architecture for longitudinal reference model is shown in figure 3. 
With  

lonsK ,  Stick scaling gain 

loncK ,  Dynamic Gain  

actuatorM  Actuator dynamic model with rate and position limits 

spaircraftM ,  Desired aircraft short period dynamics  

factorloadM _ Algebraic Model of load factor output 

pathM  Dynamic model to generate flight path reference command 

 

Fig. 3 Architecture of the Longitudinal Reference Model with Limitation 

4.1.1 Stick Scaling and Dynamic Gain 

Figure 4 illustrates how the signal propagates in the feed forward path. The stick 
scaling gain makes sure the full deflection always commands the largest possible 
load factor despite changes of flight condition, which is in low speed mainly li-
mited by the aerodynamic capability and high speed the structural stiffness.  

With  

η

αα

α M

MMZ

ZV

g

g

V
K desdesq

G
A

G
K

lonc
,,

,

−
⋅

⋅
⋅−=             (24) 

The scaled stick command is converted to the commanded input of the elevator 
model. 
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Fig. 4 Stick Scaling and Dynamic Gain 
loncK ,

 

4.1.2 Actuator Model with Limits 

In figure 5, a second order actuator model with acceleration limits, rate limits and 
position limits is shown here. Therefore the output of the reference model would 
not be too aggressive to be executed. Besides the limits mentioned above, the back 
propagated saturation and overshoot information is also taken account on the actu-
ator level. 

 

Fig. 5 Actuator Model with Limits 

4.1.3 Desired Short Period Dynamics 

The linearized short period dynamics is used here, the subscript “des” indicates 

they could be specified to reach the desired dynamics. desM ,α  and desqM ,  can 

be designed according to flying qualities requirements (mainly from military stan-
dards [12-14]).  
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

           (25) 

This linear dynamics seems to make sense because when the pilot commands  
a maneuver from a certain trimmed flight, the response of the aircraft is quite  
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predictable. In figure 6, the overshoot information, that excessive command of 
pitch rate extrarKp ,,Δ  is propagated back with a gain ηα MM des, , which would 

convert extrarKp ,,Δ  to extraq,ΔΔη , and subtracted  from the actuator command 

shown in figure 5. In this way, output signals are not “hard” limited. 

 

Fig. 6 Desired Short Period Dynamics 

4.1.4 Model of Load Factor and Flight Path Angle Reference Command 

The maneuver part of the vertical load factor is converted from the AoA with 

rA

G
K

ffKz g

ZV
n ,,, αα Δ⋅⋅−=Δ                        (26) 

Further,  after limitation is done, inertial flight path rate could be calculated as: 

rKzG
K

ffK n
V

g
,,lim, cos Δ⋅⋅−= φγ                       (27) 

To be accurate, flight path bank angle Kμ instead of Euler angle limφ should be 

used. Unfortunately, this is not practical due to measurement problem. However 
the consequence of this replacement must be evaluated. Figure 7 also shows the 
back propagation of overshoot information to the dynamic gain part in figure 4. 

 

Fig. 7 Model of Load Factor and Flight Path Angle 
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4.2 Longitudinal Envelope Protections 

Here following the speed protection case, the phase plane protection concept is 
used to form the protection signals as input for the dynamic limitation block. To 
save space, only the upper bound of a certain protected signal is shown here, as 
the lower bound is a symmetric mirror of this structure. Most of the protection 
implementations are well illustrated by the figures nearby. 

4.2.1 Flight Path Angle Limitation 

Besides the absolute limit of the flight path angle, another limit from energy con-
sideration is also introduced: 

As is well known, the total energy of the aircraft could be described as 

mghmVE Ktotal +⋅= 221                              (28) 

The energy change rate is  

KKKKKKtotal mgVVmVhmgVmVE γsin⋅+=+=             (29) 

If the throttle is fixed, indicating no external energy is flowing into the system and 

the allowed speed change rate alwKV ,
 is specified, then the achievable flight path 

angle limited by this energy condition is: 

))arcsin(( , gVmVE alwKKtotalK
 −=γ                  (30) 

Both the absolute and energy limits are considered as shown in figure 8. 

 

Fig. 8 Flight Path Angle Limitation 

4.2.2 Reference Model AoA and Load Factor Limitation 

The limitation of the both AoA and load factor can be done at the same time as 
both of them can be limited by limiting the rate change of  AoA, which physically 
is the source of change in the AoA or load factor.  
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Fig. 9 Reference Model AoA and Load Factor Limitation 

The saturation information from the flight path angle model is represented by the 

maximum allowed flight path angle rate alwK max,,γ . In contrast to the command 

loop, in the protection loop, alwK max,,γ  is converted back to the maximum allow-

able incremental of load factor alwKzn ,max,,, γΔ . In the next step after adding the 

current trim part of the load factor, the maximum allowed load factor limited by 

flight path angle alwBzn ,max,,, γ could be obtained. Then the smaller one when com-

pared to the absolute load factor upper bound due to structure stiffness, would be 
selected as the final upper bound of the allowable load factor.  
    Note that the limitation is only done within the reference model, that is with 
this structure, closed loop response of AoA, for instance, would not be expected to 
be still in the safe range, as the error dynamics induced by the controller would 
make the transient close loop response be different from the reference command to 
be followed. Nevertheless, this limitation in the reference model is still necessary, 
as the tracking error of a successfully designed controller will converge to zero, 
then the closed loop AoA would follow the reference command in the steady state.     

4.2.3 Pitch Angle Limitation 

For pitch angle limitation, the pitch angle differential equation (7) is used to bound 
pitch rate,  

( ) φφθθ cossinmax,,,max
⋅+= KalwalwK rq                     (31) 

 

Fig. 10 Pitch Angle Limitation 
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Another factor from AoA and load factor limitation is considered dynamically by 
solving for the allowed pitch rate when the allowed rate change of AoA is limited. 
As shown in figure 10. 

ηαα ηαα Δ⋅−Δ⋅−Δ=Δ ZZq alwalwK max,,,max
            (32) 

4.2.4 Actuator Limitation 

There is one point to be mentioned for actuator limitation, the information from 

other protections are carried by alwKq ,max
Δ  and used here through the equation: 

     ( ) ηα αη MqMMq desqdesalwKalwq Δ⋅−Δ⋅−Δ=Δ Δ ,,,,max, max
        (33) 

 

Fig. 11 Actuator Model with Limits 

4.3 Lateral and Directional Reference Model Architecture 

The general architecture for lateral and directional reference model is shown in  
figure 12 

 

Fig. 12 Architecture of the Lateral and Directional Reference Model 
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4.3.1 Lateral Reference Model 

For lateral reference model, roll channel dynamics featuring a first order behavior 
is implemented here. 

ξξ Δ+Δ⋅=Δ LpLp KdespK ,                      (34) 

As lateral stick deflection is commanding velocity vector roll, the body fixed 
frame roll rate command is simply: 

AcecK pp αcos,, ⋅=Δ                               (35) 

Spiral stability can be restored for bank angle   7548 ≤φ  by actively add-

ing proper roll rate to obtain the roll reference command as shown in figure 13. 
However, by this way, even with full lateral stick deflection, the maximum 

achieved bank angle can not reach exactly 75 . Moreover, to prevent stall due to 
turn compensation in large bank angles, trimmed AoA is also seen as a factor to 
limit the bank angle, as 

( )SqmgCLtrim ⋅⋅⋅⋅= − φθα coscos1                (36) 

The lateral reference model structure is shown in figure 13. 

 

Fig. 13 Lateral Reference Model 

4.3.2 Directional Reference Model and Envelope Protection 

The directional reference model is specified as a second order system. 
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            (37) 

One special point is the fact that yaw rate also contributes to the evolution of pitch 
angle, and shall be limited to complete the pitch angle limitation. From the pitch 
angle differential equation (7) 
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( ) φθφθ sincos max,,,max alwKalwK qr −⋅=                  (38) 

Since this equation would become singular at zero bank angle. Another strategy is 

used here, that is the yaw rate command ffKr ,Δ , shall be limited as a function of 

current pitch angle. 
With  

rKAceffK rpr ,,, sin Δ+⋅=Δ α                          (39) 

The allowable ffKr ,Δ  is implemented as shown in figure 14 with the logic in the 

table 2. 

Table 2 Allowable ffKr ,Δ When Pitch Angle Hits the Envelope Boundary 

rKr ,Δ  50=θ  50−=θ  

0≥φ  [ ]protK ,min
100~0 θ⋅  [ ] 0~100 ,max protKθ⋅−  

0φ  [ ] 0~100 ,min protKθ⋅−  [ ]protK ,max
100~0 θ⋅  

  

Fig. 14 Logic to Limit Yaw Rate for Pitch Angle Limitation 

5 Simulation Results 

The feasibility of this reference model is illustrated by trimming and linearizing a 
general aviation aircraft (Diamond DA42) model in straight and level flight at the 
speed of 93 knots and height of 1500 m, the attitude response of the reference 
model is restored using equation (6)-(8), with reference rotation rates. 

Simulation results are shown in figure 15, the dashed or dotted lines are limits 
for the signals. For the stick deflections during the period 4~2=t seconds, no 
limits are violated.  
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Fig. 15 Response of the Reference Model to the Stick Commands 

A flight path rate command/flight path angle hold response could be seen in 
figure 15 (f), pitch rate (c) and AoA (d) response are typical aircraft response to a 
step command. Then an even larger pull is given by the stick from 12~8=t  

seconds,  the flight path angle soon reaches its limit at about 2.10=t  seconds, 
the limitation is evident to be effective as the nose of the reference aircraft starts to 
pitch down (figure 15 (c)), the reference pitch rate hits its upper bound and re-
mains constrained by its upper bound as long as the flight path angle is at its upper 
bound, and the commanded AoA is automatically being reduced although the stick 
still pulls for more flight path angle till 12=t , the trimmed AoA (figure 15 (d), 
dash-dot line) is getting smaller as not so much load factor is needed for a higher 
pitch angle (recall equation (5)), this is a physically meaningful consequence of 
the aircraft response to envelope protection.  
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During the period 18~14=t , and full lateral stick deflection is commanded, 
as time elapses, the bank angle starts to build, then turn compensation could be 
seen working as shown in figure 15 (d) and (e), more lift is being generated as 

bank angle is increasing, to leave 3  space for pilot’s active maneuver command, 

the trimmed AoA is limited to   92 ≤≤− trimα , further deflection of lateral 

stick would be neglected if trimα  reaches its upper bound.  A velocity vector roll 

could be partly seen as pitch angle started to go down to help for the rolling 
around velocity vector during this period. The spiral stability is restored as the 

bank angle returns to 48 degree at the release of the stick. Another functionality, 

turn coordination could also be seen after 18=t , because the reference aircraft 
dynamics is holding both pitch angle and bank angle unchanged. 

During all the simulation time, the AoA, load factor and pitch angle are well 
within the envelopes defined by the functionality requirements in table 1. 

6 Conclusion 

The usefulness of the proposed reference model architecture is demonstrated by 
numerical simulation, as the results shown it can fulfill the functionality require-
ments. A more intuitive way to evaluate the reference model is to fly manually 
with joystick and visualize with software like Flight Gear, this part is omitted 
here. 

To conclude, this reference model architecture has two benefits. Firstly, the in-
tegrated reference model takes into account flight dynamics, actuator dynamics 
and limits and envelope protection aspects. The designer can understand imme-
diately the consequence of modifying the reference model, as it seems to be a 
copy of the aircraft and all the signals have their physical meaning, previous 
knowledge of flight dynamics applies to the reference model. Secondly, the non-
cascaded structure decoupled the specific controller design with the desired refer-
ence dynamics, whereas the reference dynamics could be seen as the ideal dynam-
ics formed by requirements. Hence at an early age of flight control system design, 
the ideal dynamics including envelope protections could already be evaluated by 
piloted simulation, and thus reduces the iterations in the design cycle. 

More aspects concerning this nonlinear reference model could be explored in 
the future such as design the parameters in a way to provide good flying qualities. 
Another interesting aspect could be increasing pilot’s awareness of protection 
situation by audio warning or stick force changes. 
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Aircraft Longitudinal Guidance  
Based on a Spatial Reference 

Hakim Bouadi, Daniel Choukroun, and Felix Mora-Camino 

Abstract. In this study, instead of using time as the independent variable to 
describe the guidance dynamics of an aircraft, distance to land, which can be 
considered today to be available online with acceptable accuracy and availability, 
is adopted. A new representation of aircraft longitudinal guidance dynamics is 
developed according to this spatial variable. Then a nonlinear inverse control law 
based-on this new representation of guidance dynamics is established to make the 
aircraft follow accurately a vertical profile and a desired airspeed. The desired 
airspeed can be regulated to make the aircraft overfly different waypoints 
according to a planned time-table. Simulations results with different wind 
conditions for a transportation aircraft performing a descent approach for landing 
under this new guidance scheme are displayed.  

1 Introduction 

World air transportation traffic has known a sustained increase over the last 
decades leading to airspace near saturation in large areas of developed and 
emerging countries. For example, up to 27,000 flights cross European airspace 
every day while the number of passengers is expected to double by 2020. The 
available infrastructure of current ATM (Air Traffic Management) will no longer 
be able to stand this growing demand unless breakthrough improvements are 
made. In the air traffic management environment defined by SESAR  and 
NextGen projects, two main objectives are targeted, strategic data link services for 
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sharing of information and negotiation of planning constraints between ATC (Air 
Traffic Control) and the aircraft in order to ensure planning consistency and the 
use of the 4D aircraft trajectory information in the flight management system for 
ATC operations [1], [2] and [3]. This means that in addition to following the 
trajectory cleared by ATC, aircraft will progress in four dimensions, sharing 
accurate airborne predictions with the ground systems, and being able to meet 
time constraints at specific waypoints with high precision when the traffic density 
requires it [4], [5], [6] and [7]. This will allow better separation and sequencing of 
traffic flows while green climb/descent trajectories will be feasible in terminal 
areas. 

Current civil aviation guidance systems operate with real time corrective 
actions to maintain the aircraft trajectory as close as possible to the planned 
trajectory or to follow timely ATC tactical demands based either on spatial or 
temporal considerations [8] and [9]. While wind remains one of the main causes of 
guidance errors [10], [11] and [12], these new solicitations by ATC are attended 
with relative efficiency by current airborne guidance systems. However, these 
guidance errors are detected for correction by navigation systems whose accuracy 
has known large improvements in the last decade with the hybridization of inertial 
units with satellite information. Nevertheless, until today vertical guidance 
remains problematic, [13] and [14], and corresponding covariance errors [15] are 
still large considering the time-based control laws which are applied by flight 
guidance systems [16]. 

In this paper, we consider the problem of designing a new longitudinal 
guidance control laws for an auto guidance system so that more accurate vertical 
tracking and overfly time are insured. There, instead of using time as the 
independent variable to describe the guidance dynamics of the aircraft, we adopt 
distance to land, which can be considered today to be available online with 
acceptable accuracy and availability. A new representation of aircraft vertical 
guidance dynamics is developed according to this spatial variable. Then a 
nonlinear inverse control law based-on this new proposed spatial representation of 
guidance dynamics is established to make the aircraft follow accurately a vertical 
profile and a desired airspeed [17] and [18]. The desired airspeed is then regulated 
to meet two main constraints related to the stall speed and the maximum operating 
speed and to make the aircraft overfly different waypoints according to a planned 
time-table. 

Simulation experiments with different wind conditions are performed for a 
transportation aircraft performing a general descent approach for landing. It 
appears that with this new guidance scheme, vertical 2D+Time guidance can be 
achieved with accuracy. 
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2 Horizontal Distance to Land as an Independent Variable 

The motion of an approach/descent transportation aircraft along a landing 
trajectory will be referenced with respect to a RRF (Runway Reference Frame) 
whose origin is located at the runway entrance as shown in Figure 1. 

The vertical plane components of the inertial speed are such as: 
 

xairair wVx +−= γcos
 (1)

zairair wVz += γsin   (2)

Then we can write: 

( )22)( zxair wzwxV −+−= 
  

(3) 





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
−
−−=
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z
air wx

wz
arctg


γ
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where x and z are the vertical plane coordinates of the aircraft centre of gravity in 
the RRF, airV  is the airspeed modulus, airγ  is the airspeed path angle, xw  and 

zw  are the wind components in the RRF. 

 

Fig. 1 Runway reference frame with aircraft forces and angles 
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Supposing that during an approach/descent manoeuvre the distance-to-land 
time function ( )tx  is invertible it is possible to express all the flight variables 

with respect to x  and its derivatives instead of using time. Then for any time 
variable v, we have: 

GVvdxdtdtdvdxdv /)/)(/(/ ==   (5) 

where the ground speed VG at position x is given here by:  

xairairG wVxV +−== γcos   (6)

Then the following notation is adopted for successive derivatives with respect to x:  

[ ]k
k

k

dx

d ∗=∗
  (7) 

3 Space Referenced Longitudinal Flight Dynamics 

The aircraft longitudinal guidance dynamics can then be rewritten as: 

[ ]
G

zairair

V
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dx

dt

dt

dz

dx

dz
z

+=== γsin1   (8) 

[ ]
GVq /1 =θ  (9) 

[ ] ( ) ( )[ ]airzairxairair
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air wwmmgVzDT
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[ ] ( ) ( )[ ]airzairxairair
Gair

air wwmmgVzLT
VmV

γγγααγ cossincos,,sin
11  +−−+=

   
(11) 

where T , D  and L  are respectively the thrust, drag and lift forces. The lift and 
drag forces are classically given by: 

( ) )(
2
1 2 αρ Lair CSVzL =  (12)

( ) )(
2
1 2 αρ Dair CSVzD =  (13)

where ( )zρ , S  , LC and DC  represent the air density with respect to the altitude, 

the wing surface area, the lift and drag coefficients, respectively and where α  
denotes the angle of attack with here : 
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airγθα −=  (14) 

Assuming first order dynamics with time constant τ for the engines, we get 
between commanded thrust CT  and effective thrust T  the following relation: 

[ ]
G

C

V

TT
T

τ
−=1   (15)

then, with respect to [ ]2z  we get: 

[ ] [ ] [ ] [ ]( ) ( ) [ ][ ]1111
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2 sincossin
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G

VwVVwVV
V

z +−++= γγγγ   (16)  

Here q  and CT  can be taken as independent control inputs to the above 

guidance dynamics while xw and zw  are perturbation inputs. Equivalent control 

q  is the result of pitch control on a very short time scale performed by the 

autopilot:  

yIMq /=  (17) 

where yI denote the inertia moment and M is the pitch moment which can be 

approximated by affine expressions such as: 
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with c  and eδ  represent the mean chord line and the elevator deflection, 

respectively. 

4 Longitudinal Trajectory Tracking Objectives 

Here the considered guidance objectives consist for the aircraft first in following 
accurately a space-referenced vertical profile )(xzd  defined in accordance with 

economic and environmental constraints, and second in matching a desired time 
table ( )xtd  during the approach manoeuver according to air traffic control 

directives. Of course, speed constraints must be satisfied during the manoeuver.  
Trying to meet directly the second objective in presence of wind can lead to 

hazardous situations with respect to airspeed limits. So this objective is expressed 
through the on-line definition of a desired airspeed to be followed (it is supposed 
that online estimates of wind speed components are available). From a desired 
smooth time table ( )xtd , we get a desired ground speed ( )xV

dG : 
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( ) )/)(/(1 dxxdtxV dGd
=  (19) 

then, tacking into account an estimate of the longitudinal component of wind 
speed, a space-referenced desired airspeed ( )xV

dair  can be defined for low speeds 

by introducing a minimum margin with respect to the stall speed at the current 
desired level: 

( ) ( )( ) ( ) ( ){ }xwxVVxzVxV xGdSair dd
ˆ ,Max min −Δ+=  (20)

where SV , minVΔ and xŵ  are respectively the stall speed, the minimum margin 

speed and the estimate of the horizontal wind speed. For high speeds, an airspeed 
less than the maximum operating speed at the current desired level: 

( ) ( )( ) ( ) ( ){ }xwxVxzVxV xGdair dd
ˆ ,Min MO −=  (21) 

where MOV  denotes the maximum operating speed. 

In all other cases the desired airspeed is chosen such as: 

( ) ( ) ( )xwxVxV xGair dd
ˆ−=  (22)

5 Space-Based NLI Tracking Control 

In this section the space-based nonlinear inverse control technique introduced in 
[18] to perform aircraft trajectory tracking is displayed. The relative degrees of 
output variables Vair and z can be determined from the following equations which 
are affine with respect to q  and CT  : 

[ ] ( ) ( ) ( )[ ]CairVairVairV
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1

2
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1

2
3 ααα ++=    (24) 

where W  represents the wind parameters xw , zw , xw , zw and xw  and  zw . 

The rather complex expressions of scalars  VA , 
qVB , 

TVB and zA , 
qzB , 

TzB in (17) and (18) are detailed in [17]. 

The iB terms are in general different from zero and the spatial relative degree 

of airV and z are respectively rV = 1 and rz = 2. Then if airV and z are chosen 

as tracked variables, there will be no internal dynamics to worry about. Now, since 
in standard flight conditions the control matrix B given by: 
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is invertible, it is possible to perform a direct dynamic inversion to get effective 
trajectory tracking control laws, [22]. So we get: 
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with: 
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where with ( )xzξ  and ( )x
airVξ  are the tracking errors related to the desired 

altitude ( )xzd and desired airspeed profile ( )xV
dair : 

( ) ( ) ( )xzxzx dz −=ξ  (29) 

( ) ( ) ( )xVxVx
dair airairV −=ξ  (30) 

Then the tracking error variables follow the linear dynamics: 
[ ] ( ) [ ] ( ) ( ) 02
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where vk1 , vk2  , zk1  , zk2  and zk3  are real parameters which must be chosen 

such as the roots of vv ksks 21
2 ++ and zzz ksksks 32

2
1

3 +++  produce adequate 

tracking error dynamics (stability and reduced oscillations). Here s  denotes the 
Laplace variable. 

Observe here that while the successive spatial derivatives of desired outputs 
( )xzd  and ( )xV

dair  
can be directly computed, the computation of the successive 

spatial derivatives of actual outputs ( )xz  and ( )xVair  includes the wind 

parameters which have been replaced by their estimates. 
Then we get a new two level control structure where the first layer corresponds 

to a fast control loop for the pitch rate (autopilot) and the thrust (autothrottle) on a 
time scale basis, while the second control layer, operating on a space scale basis, 
corresponds to a slow control loop of groundspeed and height. 
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6 Simulation Results 

The proposed guidance approach is illustrated using the Research Civil Aircraft 
Model (RCAM) which has the characteristics of a wide body transportation 
aircraft, see again [23], with a maximum allowable landing mass of about 125 tons 
with a nominal landing speed of 68m/s. There, the control signals are submitted to 
rate limits and saturations as follows: 

rad/s
180

15rad/s
180

15
πδπ ≤≤− e


 

 (33)

rad
180

10rad
180

25
πδπ ≤≤− e

 
 (34)

rad/s
180

6.1rad/s
180

6.1
ππ ≤≤− CT   (35)

rad
180

10rad
180

5.0
ππ ≤≤ CT  (36)

While the minimum allowable speed is stallV23.1  with m/s8.51=stallV  and the 

angle of attack is limited to the domain [ ]°°− 18,5.11  where °= 18stallα . 

6.1 Simulation Results in No-Wind Condition 

In a no wind condition, Figure 2 displays altitude tracking performances resulting 
from a space NLI guidance scheme, while Figure 3 provides closer views of 
altitude and tracking performance during initial transients. Figure 4 displays 
airspeed tracking performances of a space NLI guidance scheme when the aircraft 
is initially late according to the planned time table. It appears clearly that the 
aircraft increases its airspeed to the maximum operating speed during 12000m 
until it catches up its delay. 

Figures 5 and 6 display respectively the evolution of respectively the angle of 
attack, the flight path angle, the elevator deflection and the throttle setting during 
the whole manoeuvre. Since the angle of attack remains in a safe domain and the 
considered longitudinal inputs remain by far unsaturated this demonstrates the 
feasibility of the manoeuvre.  

Figure 7 and Figure 8 show respectively airspeed and time tracking 
performances in two cases. The first one considers a delay situation for an aircraft 
according to a reference time table where the aircraft maintains its airspeed at 

MOV  until it compensates the initial delay. In the second situation the aircraft is 

initially in advance with respect to the planned time table and in this case the 
speed controller sets its airspeed to the minimum allowable speed until the time 
tracking error is eliminated. 



Aircraft Longitudinal Guidance Based on a Spatial Reference 435 

 

 
Fig. 2 Desired vertical tracking performance with space NLI  (no wind). 

 
Fig. 3 Initial vertical tracking by space NLI (no wind) 
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Fig. 4 Desired airspeed tracking performance (no wind) 

  
Fig. 5 Angle of attack and flight path angle with space NLI (no wind) 
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Fig. 6 Control inputs with space NLI (no wind) 

  
Fig. 7 Delayed initial situation and recover 
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Fig. 8 Advanced initial situation and recover 

 
Fig. 9 Example of wind components space history 
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6.2 Simulation Results in the Presence of Wind 

Here a tailwind with a mean value of 12m/s has been considered. Figure 9 
provides an example of realization of such wind. 

Since in this study the problem of the online estimation of the wind components 
has not been tackled, it has been supposed merely that the wind estimator will be 
similar to a first order filter with a space constant equal to 28m in the other case 
(space NLI guidance). Then the filtered values of these wind components have 
been fed to the space NLI guidance control law. 

Figure 10 and Figure 11 display altitude, airspeed and time tracking 
performances in the presence of the wind when the actual time table is late and in 
advance situations according to the reference time table, respectively.  

 

 
Fig. 10 Delayed initial situation and recover with wind 
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Fig. 11 Advanced initial situation and recover with wind 

7 Conclusion 

In this communication a new longitudinal guidance scheme for transportation 
aircraft has been proposed.  

The main objective here has been to improve the tracking accuracy 
performance of the guidance along a desired longitudinal trajectory referenced in a 
spatial frame. This has led to the development of a new representation of 
longitudinal flight dynamics where the independent variable is ground distance to 
a reference point. The nonlinear inverse control technique has been applied in this 
context so that tracking errors follow independent and asymptotically stable 
spatial dynamics around the desired trajectories. It has been shown also that a 
similar tracking objective expressed in the time frame cannot be equivalent when 
the desired airspeed changes as it is generally the case along climb and approach 
for landing. 

Tracking performances obtained from this spatial NLI guidance scheme have 
been analyzed through a simulation study considering the descent maneuver of a 
transportation aircraft in wind and no wind conditions.  

To get applicability this new guidance approach still should overcome 
important challenges related mainly with navigation and online wind estimation 
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performances. Then an improved integration of on board flight path optimization 
functions including the consideration of neighbouring traffic and the guidance 
function will become possible.  
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Adaptive Trajectory Controller for Generic
Fixed-Wing Unmanned Aircraft

Maximilian Mühlegg, Johann C. Dauer, Jörg Dittrich, and Florian Holzapfel

Abstract. This work deals with the construction of a nonlinear adaptive trajectory
controller, which is easily applicable to a multitude of fixed wing unmanned aircraft.
Given a common signal interface, the adaptive trajectory controller is divided into a
generic part, which is common for each vehicle, and into a part, which is unique. The
generic part of the control architecture bases on a common inversion model which is
used for feedback linearization. However, the dynamics of the aircraft and the inver-
sion model differ, thus introducing model uncertainties to the feedback linearized
system. The effect of modeling uncertainties is reduced by the application of a con-
current learning model reference adaptive controller, which uses neural networks
in order to approximate the uncertainty. Leveraging instantaneous as well as stored
data concurrently for adaptation ensures convergence of the adaptive parameters to
a set of optimal weights, which minimize the approximation error. Performance and
robustness against certain model uncertainties is shown through numerical simula-
tion for two significantly different unmanned aircraft.

1 Introduction

Unmanned Aircraft (UA) have attracted a high amount of attention in recent years.
Research institutes encounter a lot of challenging tasks, while handling an increas-
ing number of aerial vehicles. In order to perform flight tests in different research
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areas, reliable flight control systems need to be available for each aircraft. In UA
projects a considerable amount of time and effort is spent creating reliable con-
trol architectures. In an attempt to decrease the effort for the controller design the
Institute of Flight Systems at the German Aerospace Center (DLR) analyzed in col-
laboration with the Institute of Flight System Dynamics (FSD) at the Technische
Universität München, to which extent such a control architecture can be general-
ized. As a basis for this the two significantly different aircraft Prometheus (DLR)
and ExtremeStar (FSD) serve as testing platforms. The goal of this paper is to de-
velop a flight control architecture, which can easily be applied to different fixed-
wing aircraft at both institutes, thus aiming to decrease the time and effort needed in
order to set up a flight control system. The underlying assumption in this connection
is that the fixed wing UA share the same dynamical structure.

In classical linear control theory the parameters of the aircraft and controller
gains satisfying desired performance and robustness requirements have to be found
for a set of trimming points throughout the flight envelope. While this approach has
shown to be reliable to control an aircraft, parameter identification and the selection
of gains has to be performed for each UA individually ([6, 22]). Furthermore, the
received database might become unreliable once the configuration of the aircraft
changes, further increasing the amount of time and effort which needs to be put into
the design of the flight control system. This disadvantage especially applies to (fixed
wing) UA, since they operate in a huge range of altitude and velocity.

Using nonlinear control methods, trimming points and their blending can be
avoided. One such technique is feedback linearization, also called dynamic inver-
sion. The idea is to transform the nonlinear system into an equivalent linear form
([11]). For the resulting system linear control methods such as a linear tracking con-
trol design can be applied. The benefit compared to the classic linearization is that
the transformed system is valid throughout a wider part of the flight envelope and
not limited to the close vicinity of selected trimming points. However, feedback lin-
earization requires accurate knowledge of the dynamics and parameters of the non-
linear system. In general, nonlinear systems are of infinite order and only estimates
of the real parameters are available. Therefore, feedback linearization can only be
performed with respect to a model of the nonlinear dynamical system, inevitably
introducing uncertainties to the system.

Model Reference Adaptive Control (MRAC) is concerned with reducing the im-
pact of such modeling uncertainties ([1, 18]). In the framework of a feedback lin-
earized system, the idea is to make the real dynamics behave like the model chosen
for the inversion. If the structure of the uncertainty is known, it can be linearly
parameterized by a weighted combination of its (known) basis ([1, 18, 26]). If the
structure is unknown universal approximators can be employed to reduce the impact
of the uncertainty ([4, 11, 13, 14, 19, 23]). Therefore a-priori chosen regressor func-
tions are weighted by a set of adaptive parameters, which are updated based on the
instantaneous tracking error. The underlying assumption is that there exists an ideal
set of weights which result in the approximation with the smallest error. In classical
adaptive control the convergence of the adaptive parameters to their optimal values
is only achieved if the regressor vector is persistently excited (PE) ([26]). To ensure
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PE on the regressor vector is often operationally undesirable and might not even
be possible.

Concurrent learning uses instantaneous information concurrently with specifi-
cally stored data for future updates of the parameters ([5, 7]): The idea is, that if
data points are stored at a time when the regressor vector was excited, this infor-
mation can be used for future updates to ensure parameter convergence. For this
purpose the stored data only has to meet a requirement of linearly independency on
the stored data, the regressor vector is not required to be PE.

In order to construct a trajectory controller based on feedback linearization and
concurrent learning MRAC for a multitude of UA, a common signal interface needs
to be defined. Especially, the states chosen for the feedback linearization approach
need to be available through a suitable set of sensors and sensor fusion algorithms.
The adaptive controller is then used to drastically reduce the effects of the uncer-
tainty resulting from a deviation between the plant dynamics and the inversion
model. In fact, the concurrent learning adaptive controller ensures that the same
inversion model can be used for a multitude of fixed wing UA. In order to show
that the control architecture is applicable to a multitude of UA and in order to
show robustness against uncertainties, the controller is tested in numerical simu-
lation for two significantly different fixed wing UA, namely Prometheus (DLR) and
ExtremeStar (FSD).

In this paper, for a given vector a, (a)∗ denotes the frame in which a is notated and
a∗ denotes the physical type of a. For example (VK)B denotes the kinematic velocity
notated in the body-fixed frame. Furthermore, (ωxy) describes the rotational rates
of the y system relative to the x system. All signals are notated with respect to the
center of gravity if not stated otherwise. The outline of this paper is as follows:
In Section 2 the control strategy based on feedback linearization and an adaptive
element is described. In Section 3 we present the results from numerical simulation
in a Software- and Hardware-in-the-Loop framework. The paper is concluded in
Section 4.

2 Control Architecture

The concept of the proposed control strategy is presented in Figure 1. The goal of
the paper is to define a control architecture which is simply applicable to a variety
of fixed wing UA. The underlying assumption is that multiple fixed wing UA share
the same dynamic structure. However, it is not yet possible to construct an inversion
controller which is simply applicable to every aircraft. Instead, the proposed non-
linear trajectory controller is divided into two parts: A generic inversion controller,
including reference models, and the control allocation.

The generic inversion controller is independent of the individual fixed wing UA
and is constructed based on a shared inversion model. Still, the parameters in this
block, in particular proportional and integral controller gains as well as the param-
eter of the reference model dynamics, have to be adjusted in order to suit each
individual platform. Another part of this block is the concurrent learning adaptive
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controller, which minimizes the deviation between the plant dynamics and the cho-
sen inversion model.

In order for this block to be valid for several platforms, a common signal interface
has to be defined. This interface has to meet two requirements. On the one hand, the
model of the plant has to be feedback linearizable with the chosen set of states pro-
vided by the interface. On the other hand, the chosen signals have to be measurable
or at least computable from measurable data by the application of appropriate sensor
fusion algorithms.

Finally, the control allocation maps the desired outputs of the generic inversion
controller onto the control devices of the aircraft. Since the number and type of
control devices can vary strongly between UA, this part has to be constructed indi-
vidually for each aircraft.

The outline of this section is as follows: Section 2.1 defines a common signal
interface for the proposed generic inversion controller. In section 2.2 dynamic in-
version is performed with respect to a selected inversion model. Section 2.3 intro-
duces the adaptive component which reduces the effects of modeling uncertainties.
Finally, Section 2.4 briefly discusses the control allocation.

PlantControl
Allocation

Generic
Inversion 
Controller

Sensor Fusion

Nonlinear Trajectory Controller

Desired
Forces and
Moments Command Output

Reference 
Command

State Feedback

Fig. 1 General control strategy

2.1 Signal Interface Definition

Unmanned aircraft can be equipped with a huge variety of sensors each relaying
on different information about the states of an aircraft. Furthermore, it is possible
to perform feedback linearization of a dynamic system relying on different sets of
states, the attitude dynamics can, for example, be inverted by using either Euler an-
gles or kinematic attitude angles. Table 1 gives a summary of the specific signal
interface definitions used in this work. All signals which are required as an input are
labeled with ’in’. The commands generated by the inversion controller are labeled
with ’out’. A feasible set of sensors which ensures that the required signals in Ta-
ble 1 can be obtained and the proposed control architecture can be used is given by a
pitot tube, an Inertial Measurement Unit, a Magnetometer and a GPS module. Fur-
thermore, the body-fixed moments and the force which acts in the direction of the
velocity vector need to be estimated. For this purpose the chosen inversion model
can be used together with a model of the actuators ([11]).
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Table 1 Interface definitions for the proposed generic inversion controller

Character Context Symbol Unit Explanation

Reference Command (In) Translation
VK,CMD [m

s ] Kinematic velocity
γK,CMD [rad] Flight-path azimuth angle
χK,CMD [rad] Flight-path inclination angle

Sensor Fusion (In)

Position h [m] Altitude

Translation

⎛⎝ u
v
w

⎞⎠
B

[m
s ] Body fixed velocity vector

Attitude

⎛⎝Φ
Θ
Ψ

⎞⎠ [rad] Euler angles

Rotation

⎛⎝ p
q
r

⎞⎠
B

[ rad
s ] Body-fixed rotational rates

Air Data q̄ [ N
m2 ] Dynamic pressure

Estimated quantities (In)

Force (Fx)K [N] Estimated force in kinematic x-direction

Moment

⎛⎝ L
M
N

⎞⎠
B

[Nm] Estimated moments

Control variable (Out)

Force (Fx,CMD)K [N] Force in kinematic x-direction

Moment

⎛⎝ LCMD
MCMD
NCMD

⎞⎠
B

[Nm] Commanded moments

2.2 Approximate Model Inversion for Fixed Wing Aircraft

This section discusses the fundamentals of approximate model inversion and how
this technique can be used to invert the dynamics of a fixed wing UA. Let x(t) ∈Rn

be the known state vector and let δ (t) ∈ Rm denote the control input.
The general nonlinear dynamics of the aircraft can be written as

ẋ(t) = f (x(t),δ (t)), (1)

where the function f is assumed to be unknown yet sufficiently smooth. That is,
its partial derivatives up to the required order are defined and continuous. Addi-
tionally, the control input δ (t) is assumed to be bounded and piecewise continuous.
Since the exact model in (1) is usually neither available nor invertible, we intro-
duce an approximate inversion model f̂ (x(t),δ (t)). The inversion model f̂ needs
to be continuous and invertible with respect to δ (t). Given a pseudo-control input
ν(t) = f̂ (x(t),δ (t)) these requirements need to be fulfilled in order to be able to find
a control command δ (t) by dynamic inversion such that:

δ (t) = f̂−1(x(t),ν(t)) (2)
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This approximation results in a model error Δ ∈ Rn, which can be formulated in
additive form:

ẋ(t) = ν(x(t),δ (t))+Δ(x(t),δ (t)) (3)

The feedback linearization approach used in this work is based on the dynamics of
a fixed wing aircraft, which are not derived in detail here but can be found among
others in [3]. The validity of the differential equations is connected to a set of as-
sumptions. The earth is assumed to be flat and non-rotating. Hence, the transport
rate and the angular velocity of the earth are neglected. These assumptions are valid,
since the presented UA only fly short distances and operate for a limited time only.
The aircraft is seen to be a rigid body, the relative motion of aircraft mass elements
is thus considered to be zero. Furthermore, the mass as well as mass distribution
are considered to be quasi stationary. For the inversion model the atmosphere is as-
sumed to be static, that is, there is no wind. As a result the intermediate kinematic
frame as well as the kinematic attitude angles equal the aerodynamic frame and
the aerodynamic attitude angles. Furthermore, the kinematic attitude angles can be
used in order to invert the attitude dynamics. However, in reality the atmosphere is
not static. The forces and moments resulting from wind are therefore considered as
disturbances.

Figure 2 shows the general concept for the feedback linearization approach. The
system is cascaded along the dynamical chain of the aircraft, each loop having a
relative degree of one. For each loop a separate reference model and tracking con-
troller is constructed. The advantage of such a cascaded system is that the resulting
analytical terms are easy to handle. A drawback of the cascaded approach is that the
bandwidth of the overall system is reduced compared to an inversion with relative
degree three. However, it is argued in [11] that in the second case signals can be
required, which are heavily corrupted by measurement noise, thus favoring a cas-
caded approach. In the following the feedback linearization approach based on [11]
for a fixed wing UA is depicted.

The actuator dynamics are neglected in the proposed inversion model. Since the
input exhibits its own dynamics and limitations, an additional uncertainty is added
to the system. Especially if the inverted system is combined with an adaptive el-
ement, actuator saturation can cause instability of the closed loop system through
unbounded parameter growth during saturation. Pseudo Control Hedging (PCH) is
a method which slows down the reference model dynamics by a measure of the
expected reaction deficit of the plant, thus hiding actuator dynamics from the error
dynamics and allowing adaptation even in the presence of saturation ([13]). Note,
that from any loop the next inner loop can be viewed as a kind of actuator dynam-
ics. Hence, PCH can be added separately to each loop and allows the simultaneous
application of an adaptive element and artificial saturations in inner loops.

2.2.1 Inversion of the Path Dynamics

The outer loop is concerned with finding the proper kinematic attitude angles and
thrust of the aircraft in order to follow a desired flight path. A nonzero angle of
sideslip hereby leads to increased drag and an increase in the required thrust, reducing



Adaptive Trajectory Controller for Generic Fixed-Wing Unmanned Aircraft 449

Plant 

Generic Inversion Controller 

Flight 
Path 
Loop 

Attitude 
Loop 

Rotation 
Loop PlantP

light 
Path Attitude

Loop
Rotation

Loop
RA

Nonlinear Trajectory Controller 

Control 
Allocation Loopp

Fig. 2 Cascaded structure of the feedback linearization approach for the generic inversion
controller

the efficiency of the flight. In order to preserve an aerodynamically efficient flight,
the kinematic angle of sideslip βK is commanded to be zero. Basis for the inversion
of the path dynamics are the following equations of motion derived with Newtons
Second Law:

V̇K = T−D
m − gsin(γK)

χ̇K = LsinμK
mVKcos(γK)

γ̇K = LcosμK
mVK

− g
VK

cos(γK)

(4)

Here T,D and L denote the thrust, the drag and the lift respectively. In the equations
above it is assumed that the thrust only acts in the direction of the velocity vector.
The path dynamics can be inverted by applying the dynamic inversion concept to
equation (4). However, Holzapfel argues in [11] that especially if the input of a dy-
namical system is described by an irrational function, a pure mathematical inversion
can result in a multitude of solutions, which are often physically meaningless. Alter-
natively, a physically and geometrically motivated approach is used. For feedback
linearization the forces in a plane perpendicular to the current velocity vector are
considered. For the inversion model, assume that the lift coefficient CL is only de-
pendent on the zero-lift derivative CL,0 and the derivative resulting from a change in
the angle of attack CL,α . With CL =CL,0+CL,α αK and L = 1

2 ρV 2
KSCL the linearizing

feedback for the kinematic attitude angles results in

αK,CMD = 2LCMD
ρV 2

KSCL,α
− CL,0

CL,α

βK,CMD = 0

μK,CMD = arctan

(
νχ

νγ+
g

VK
cosγK

)
,

(5)

where νOL = [νV ,νγ ,νχ ]
T denotes the pseudo control variables in the outer loop and

LCMD = mVK

√
(νγ +

g
VK

cos(γK))2 +ν2
χ . The thrust equation is inverted by
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TCMD = Fx,CMD = m(νV + gsin(γK))+D. (6)

For each state of the path dynamics a separate first order reference model can be
constructed. A linear feedback with proportional and integral components is used
in order to construct the pseudo control variable νOL. Finally, PCH is used in order
to slow down the reference model dynamics of the path states by a measure of the
reaction deficit of the plant.

2.2.2 Inversion of the Attitude Dynamics

The middle loop is concerned with finding the angular rates in order to realize the
desired kinematic attitude angles αK and μK as well as keeping the angle of sideslip
βK equal to zero in order to preserve an aerodynamically efficient flight. The basis
for the inversion of the attitude dynamics is a purely kinematic relation between
the angular rates and the kinematic attitude angles. The equations of motion can be
derived from the strapdown equation ([25]):⎛⎝ α̇K

β̇K

μ̇K

⎞⎠= M
[
MKB(ωOB

K )B− (ωOK
K )K

]
, (7)

where MKB = MT
BK denotes the transformation matrix between the body-fixed and

the kinematic frame and

M =

⎡⎢⎣ 0 cos(μK)
cos(βK)

sin(μK)
cos(βK)

0 sin(μK) −cos(βK)
1 −tan(βK)cos(μK) tan(βK)sin(μK)

⎤⎥⎦ . (8)

The linearizing feedback for the attitude dynamics is given by

(ωOK
K,CMD)B = MBK [(ωOK

K )K +M−1νML], (9)

where νML denotes the pseudo control variables for the middle loop and

(ωOK
K )K =

⎛⎝−χ̇Ksin(γK)
γ̇K

χ̇Kcos(γK)

⎞⎠ . (10)

The time derivatives γ̇K and χ̇K are not measurable. Instead they can be computed
from the load factors, which in turn are dependent on the accelerations and are
therefore highly susceptible to measurement noise. As an alternative the states of
the reference model from the outer loop γ̇K,rm and χ̇K,rm can be used to construct the
linearizing feedback. The pseudo-control input νML is constructed using a propor-
tional feedback controller. If the attitude dynamics are to be analyzed separately, an
integrator can be added to the linear error controller in order to ensure steady state
accuracy.
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2.2.3 Inversion of the Rotational Dynamics

The basis for the inversion of the rotational dynamics are the equations of angular
momentum. They are derived applying the law of conservation of angular momen-
tum with respect to the center of gravity:

(ω̇OB
K )B

B = I−1
BB {(M)B− (ωOB

K )B×
[
IBB(ωOB

K )B
]} (11)

Here (M)B denotes the moments about the aircraft and IBB denotes the mass moment
of inertia. The linearizing feedback for the inner loop is given with

MCMD)B = (ωOB
K )B×

[
IBB(ωOB

K ))B
]
+ IBBνIL, (12)

where νIL denotes the pseudo control variable for the inner loop. For each angular
rate a separate reference model is constructed. For the pseudo-control νIL a propor-
tional feedback is used. Finally, PCH is applied to the inner loop, thus allowing the
addition of an adaptive element in the presence of actuator dynamics.

2.3 Adaptive Controller

Feedback linearization is concerned with transforming a nonlinear system such that
it exhibits linear input-output behavior. A major drawback of this approach is that
this method is highly susceptible to parameter errors and unmodeled dynamics. In
order to decrease the impact of model uncertainties an adaptive element is added
to the feedback linearized system. Model Reference Adaptive Control for feedback
linearized systems aims to make the uncertain system behave like the underlying
inversion model. MRAC achieves this goal by utilizing a model of the uncertainty.
If the uncertainty can be parameterized linearly a weighted combination of the ba-
sis of the uncertainty can be employed as an adaptive element ([2, 15, 17]). The
assumption on structural knowledge of the uncertainty can be relaxed by requiring
it to be at least continuous and defined over a compact domain. In this case neural
networks have been repeatedly used as adaptive elements ([4, 11, 13, 14, 19, 23]).
Instead of the basis of the uncertainty, neuro-adaptive control utilizes a set of chosen
basis functions. In particular, a Gaussian Network with radial basis functions ([21])
is employed in this work. However, also other activation functions such as Sigmoids
or B-splines are imaginable ([11, 24]). The output of the adaptive element νad ∈Rm

is given by

νad =W T (t)σ(x(t)). (13)

Here W (t) ∈R(n2+1)×m denotes the adaptive weights and σ(x(t)) ∈R(n2+1) denotes
the regressor vector containing n2 radial basis functions and a constant bias. Ac-
cording to the universal approximation property of Radial Basis Function Neural
Networks ([20]) we have, that given a fixed number of radial basis functions n2,
there exist ideal weights W ∗ ∈ R(n2+1)×m and a vector ε ∈ Rm such that given a
compact domain D⊂ Rn the following approximation holds for all x ∈ D:
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Δ(x,δ ) =W ∗T
σ(x)+ ε̃(x) (14)

The functional approximation error ε̄ = supx∈D‖ε̃(x)‖ can be made arbitrarily small
by increasing the number of radial basis functions ([20]). Define the tracking er-
ror as e(t) = x(t)− xrm(t), where xrm(t) ∈ Rn represents the states of a reference
model. For a positive definite matrix Q ∈ Rn×n there exists a positive definite ma-
trix P ∈ Rn×n which satisfies the Lyapunov equation AT

e P+ PAe +Q = 0, where
Ae ∈ Rn×n is Hurwitz and denotes the state of the error dynamics formed by the
respective pseudo control variables. A common update law ([1, 11, 18]) for the
adaptive weights is then given by

Ẇ (t) =−Γ σ(x)eT PB−m(x,W). (15)

Here m(x,W ) ∈ Rm×(n2+1) denotes a modification term, which is required in order
to guarantee boundedness of the adaptive weights and therefor stability of the closed
loop system. These include among others σ - Modification ([12]), e - Modification
([17]) or Q-Modification ([28]).

The linear control design based on the chosen inversion model is only valid if
the effect of the uncertainty on the feedback linearized system is minimized. This in
turn requires the convergence of the adaptive parameters to a set of weights which
approximates the uncertainty best and therefore minimizes the functional approx-
imation error. In classical adaptive control parameter convergence is subject to a
condition of PE on the regressor vector. To ensure PE regressor vectors in neuro-
adaptive control is in most cases neither possible nor operationally desirable.

In this work, instead of one of the previously mentioned modification terms, con-
current learning adaptive control ([5, 7]) is used. Concurrent learning uses online
recorded information concurrently with current data in order to update the adaptive
parameters. The key idea is storing information at a time when the regressor vector
was exciting, and using this data for future updates. This allows the parameters to
converge to a set of weights which minimize the functional approximation error.

Concurrent learning achieves parameter convergence by comparing the current
estimation of the uncertainty νad with the stored one and updating the adaptive pa-
rameters based on this deviation. Therefore, the regressor vector σ j(x) at certain
time instants t j is stored in a matrix σH = [σ1,σ2, ...,σp], where σH ∈ R(n2+1)×p is
called history stack in the following and p ≥ (n2 + 1). Only regressor vectors are
stored which are linearly independent to the already stored data points. Once the
history stack is full, methods such as the minimum singular value maximization ap-
proach ([8]) exist to include additional points by exchanging them with older data.
Apart from the regressor vectors, also the model uncertainty Δ j has to be deter-
mined. With regard to equation (3) the model uncertainty Δ j at a time instant t j is
calculated by

Δ j = ẋ j−ν j. (16)

In order to solve equation (16), knowledge about the first state derivative ẋ j is re-
quired. In most cases, state derivatives cannot be measured directly and have to be
estimated. For concurrent learning, the estimates of ẋ j do not have to be available
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instantaneously. Rather estimation methods can be applied which require an amount
of time in order to arrive at a good estimate. One such technique is optimal fixed
point smoothing ([10]). Optimal fixed point smoothing arrives at a state estimate
at time t by using all available data in a time frame 0 ≤ t ≤ T . In particular, the
smoother combines a Forward Kalman Filter up to time t with a backwards iterated
Kalman Filter which uses all data from t up to T (see e.g. [16] for smoother equa-
tions). After estimation is finished, the model uncertainty Δ j is stored along with
the respective regressor vector σ j. For each point the training signal based on stored
data can be calculated as follows:

ε j =W T (t)σ j−Δ j (17)

The modified update law of equation (15) becomes

Ẇ (t) =−Γ σ(x)eT PB−Γ
p

∑
j=1

σ jεT
j . (18)

If the history stack contains at least n2 + 1 linearly independent data points, the up-
date law in (18) ensures robustness of the closed loop system and convergence of
the adaptive parameters to a set of weights, which minimize the functional approxi-
mation error. For reasons of brevity a proof is omitted here. For further information
refer to [5] and [7].

2.4 Control Allocation

The following section gives an overview of the component of the controller which
remains vehicle specific, the control allocation (CA). Every vehicle type is uniquely
designed in respect to position, size and number of the control surfaces. The calcula-
tion of the actual surface deflections based on the forces and moment requirements
is thus treated vehicle dependent. Control allocation has been extensively studied in
literature with respect to nominal flight behavior and as active methods to increase
fault tolerance ([27]).

In general CA is treated differently depending on the number of actuators in re-
lation to degrees of freedom. For over- and under actuated systems, CA becomes
an optimization problem, while for an equal number of independent actuators to
degrees of freedom CA falls back to an algebraic relation. In this work an incre-
mental CA was chosen, which is often also referred to as direct CA. Incremental
refers to the fact that a global relation between moment or forces to deflection is
not available. Rather, a change in moment implies a change of the deflection using
linear relation based on the effectiveness matrix Be f f ([9]). In this work, force to
thrust calculation and moment to deflections of control surfaces is done separately.
A changes of the Moments ΔM is hence given by

ΔM = Be f f Δδrot , (19)
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where Δδrot is the change in rotational control surfaces. The control input δrot is
calculated using an estimate of the current control input δest,rot ,

δrot = δest,rot +B−1
e f f ΔM. (20)

An equivalent, scalar relation yields the thrust. For the two fixed-wing UA of this
paper (see below for further information) two different control allocation approaches
have to be considered.

Prometheus is equipped with pairs of elevators, aileron and rudder surfaces. Both
elevators and rudder are deflected symmetrically while ailerons are deflected anti-
symmetrically thus resulting in a set of three independent control variables. The
resulting effectiveness matrix is quadratic in nature. In contrast, Extreme Star offers
a total of 16 control devices which can be actuated independently. However, for
the purpose of this paper only eleven control inputs are considered. These include
both canards, both ailerons, both flaps, both elevators, the rudder and the throttle for
each main wing motor. As a result the control effectiveness matrix is non-quadratic.
Optimization methods such as constraint minimization can optionally be applied to
find an adequate solution.

3 Numerical Simulation

This section outlines numerical simulations in order to assess the performance of
the presented control architecture for different UA. Furthermore, the robustness of
the nonlinear controller against disturbances is evaluated.

3.1 Test-Beds and Simulation Environment

The fixed-wing unmanned aircraft Prometheus is a development by the German
Aerospace Center, Braunschweig, Germany, see Figure 3. The high-wing in pusher
configuration has a MTOW of 25kg and is equipped with a PC104 based avionics
system containing flight control computer, vision computer and the common set of
sensors required for automated flight. Flight control and guidance algorithm use a

Fig. 3 Extreme Star (left) and Prometheus (right)



Adaptive Trajectory Controller for Generic Fixed-Wing Unmanned Aircraft 455

QNX operating system while vision application run on a Linux based system. Aims
of the project are the evaluation of methods and algorithms of unmanned aircraft.
These include path-planning, mission management, flight control, sensor fusion and
environmental awareness. An additional goal is the operation of multiple UA of
different type within a unique software framework. Especially for the Prometheus
project, also fixed-wing specific research from operation perspective, such as aerial
refueling, are of interest.

The FSD ExtremeStar bases on the off-the-shelf polystyrene model airplane
Multiplex TwinStar II and was modified by the AkaModell Munich on behalf of
the Institute of Flight System Dynamics of the Technische Universität München.
In particular these modifications include the addition of canards with variable inci-
dence, the extension of the fuselage, the conversion of the trailing edge of the inner
wing part into flaps and the replacement of the existing motors with higher perfor-
mance motors with pitch axis thrust vectoring. Furthermore, an additional tiltable
third propeller was attached to the tail of the aircraft. An independent control of left
and right side control devices is possible, therefore offering a total of 16 actuators.
The main purpose of the airplane is to analyze new and existing control methods for
an UA with a large number of control devices. For the purpose of this work only
eleven control inputs are considered.

Algorithms normally run through two specific simulation stages before going
into flight test as depicted in Figure 4. First stage is the software-in-the-loop (SIL)
simulation, which is used for development of the algorithms themselves. They are
tested in a single computer setup, simulating all aspects of the unmanned aircraft
system (UAS). The SIL typically consists of the mission manager, which handles
the mission components and provides an interface to the ground control station.
The flight controller receives commands of the mission management and the flight
dynamics are used to simulate the UA flight mechanics. Optionally, a realistic sensor
fusion can be used, which contains sensor emulation as well as an algorithm like a
Kalman filter for state estimation (x̂). The advantages of the SIL simulation are a fast
development cycle, reduced recourse requirements and modular level of abstraction
and thus simulation complexity.
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Fig. 4 Software-in-the-loop (left) and hardware-in-the-loop (right) simulations
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After integration of the algorithm into the flight software, it is tested within the
hardware-in-the-loop (HIL) simulation. For this work a HIL framework was only
available for Prometheus. For the simulation setup the complete vehicle is integrated
into the simulation including the processing units of the avionics. A real time sim-
ulator based on dSpace simulates the flight dynamics as well as sensor emulation.
The emulated sensor data is supplied via serial (Ser) connection to the avionics. The
UA is controlled via the GCS in the same manner as it is in flight test. In both simu-
lation cases, SIL and HIL, the same visualization is used to give a user feedback of
the real state of the UA.

3.2 Test Scenario and Results from Numerical Simulation

At first, the control architecture is tested in the SIL framework. For robustness
considerations parameter uncertainties are artificially introduced to the system. In
particular, the mass moment of inertia IBB is increased by 15%, the aerodynamic
derivative of the lift due to an angle of attack CL,α is decreased by 10% and the mass
of the aircraft m is increased by 10%. Additionally, a constant wind from northeast
disturbs the aircraft with VW = [−5,−2.5,0]T m

s .
During the numerical simulation, the aircraft shall track a series of path com-

mands represented by step inputs. The simulation runs a total of 120s with a time
step of 0.01s. The initial conditions for the path states are given with VK,0 = 40 m

s ,
γK,0 =−10◦ and χK,0 = 0◦ for FSD ExtremeStar and VK,0 = 40 m

s , γK,0 =−10◦ and
χK,0 = 0◦ for Prometheus. In order to compare the results each aircraft receives the
same commands. The reference signals are comprised of several step inputs. After
25s the climb angle is commanded to be γK = 7.5◦ for 10s and γK =−7.5◦ for 10s
after that. After 55s the aircraft are commanded to perform a 90◦ right turn followed
by a 90◦ left turn after 90s. During the simulation the velocity is held constant at
VK = 20 m

s for FSD ExtremeStar and VK = 35 m
s for Prometheus, respectively.

Figures 5(a) and 5(b) show the tracking performance of Prometheus and Ex-
tremeStar respectively if no adaptive controller is used in any loop. For Prometheus
in Figure 5(a) it can be seen that the plant follows the reference trajectory without
major deviations even in the presence of parameter errors and the external distur-
bance. However, Pseudo Control Hedging in the respective loops alters the refer-
ence trajectory of the longitudinal axis in the outer loop such that it deviates from
the commanded signal significantly. This is due to the presence of modeling uncer-
tainties in the inner loop and outer loop. In order to achieve steady state accuracy
in the longitudinal axis, the effect of modeling uncertainties needs to be reduced,
which can be achieved by applying adaptive elements to the system.

Similar to Prometheus, ExtremeStar in Figure 5(b) is able to track the reference
model accurately, but PCH prevents the reference model from tracking the com-
manded signal. In particular, while the performance of the lateral motion increases
compared to Prometheus, the longitudinal performance worsens, thus prohibiting a
successful operation of the aircraft.
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Fig. 5 Simulation of ExtremeStar (5(a)) and Prometheus (5(b)) in the SIL framework with
wind and uncertainties but without adaptive controller

It can be observed that the two aircraft exhibit different performance properties.
This deviation is attributed to the fact that both aircraft significantly differ in archi-
tecture and parameters, in particular size, mass and number of control surfaces.

In the following the same simulations are performed while adaptive elements are
added to the system. Since the relations in the attitude loop are purely kinematic,
no model uncertainty are expected here. Hence, adaptive elements are only added
to the inner and outer loop. In particular a radial basis function neural network with
concurrent learning update laws augments the inner loop, consisting of 125 neurons,
which are evenly distributed in the state space. The RBF receives only the rotational
rates as inputs. The learning rate is set to Γ = 1.5. For concurrent learning a total
of 130 points are stored in a static history stack. Additionally for testing purposes
a neural network with sigmoid activation functions is added to the outer loop, con-
sisting of a total of nine neurons. Note, that in this case also the input weights are
updated, thus the neurons do not have to be distributed in the state space a priori.
Hence, the number of neurons needed for adaptation is significantly lower than in
the case of radial basis functions neural network. The input vector to the outer loop
network consists of the path, attitude and rotational states. The learning rates are set
to ΓV = 2 for the input weights and ΓW = 0.1 for the output weights. The latter are
chosen to be small in order to prevent the propagation of errors resulting from fast
adaptation to the middle loop. For the concurrent learning update law a total of 30
points are stored.

Figures 6(a) and 6(b) show the tracking performance of Prometheus and Extreme
Star with adaptive elements. It can be seen that especially the performance in the
longitudinal motion drastically increases in both cases. This improvement leads to
the conclusion that the neural networks approximate the uncertainty such that its
effects on the plant dynamics are significantly reduced. Furthermore, the control
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Fig. 6 Simulation of ExtremeStar (6(a)) and Prometheus (6(b)) in the SIL framework with
wind and uncertainties; inner loop augmented by radial basis function neural network, outer
loop augmented by single hidden layer neural network with sigmoid activation functions.

architecture is seen to be robust not only against the parameter uncertainties but
also against the disturbance by wind.

In addition to the SIL simulation, a HIL framework based on dSpace is available
for Prometheus. The simulation runs for a total of 175s with a time step of 0.01s.
The initial values for the desired path are given with VK,0 = 30 m

s , γK,0 = 0◦ and
χK,0 = 0◦. The reference signals are comprised of several step inputs. Prometheus
shall slow to VK = 20 m

s after 80s and accelerate to VK = 40 m
s after 138s. During

the different velocity phases climb anlge and course angle are varied. After 70s the
climb angle is commanded to be γK = 7.5◦ for 5s and γK =−7.5◦ for 5s after that.
The same maneuver is initiated after 125s and 165s. In the second maneuver, the
duration of the steps is extended to 8s. Finally, after 41s, 95s and 150s the UA is
commanded to perform three consecutive 90◦ right turns.

Figure 7 shows the tracking performance of the nonlinear adaptive path controller
for the HIL simulation. It can be seen that the controller is able to follow the desired
path if the real Flight Control System Hardware is used. The deviation between the
reference model output and the measured states is minor. The jump in the refer-
ence model of the course angle after 130s is attributed to the fact that χK is limited
to (−π ...π ]. However, it can also be seen that for higher velocities the trajectory
generated by the reference model deviates from the commanded signal. This is at-
tributed to the fact that the uncertainties in the inner loop and outer loop, especially
the generated lift and the gradients in the control allocation, are dependent on the
velocity. Concurrent learning is formulated for constant optimal weights. Hence, the
change in velocity and consequently a change of the optimal weights lead to a drop
in performance. However, the control architecture is still seen to be robust.
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Fig. 7 Hardware-in-the-Loop simulation of Prometheus

4 Conclusion

In this paper we showed how an adaptive trajectory control architecture can be set
up in order to be simply applicable to multiple fixed-wing UA. Key part of the
controller is a generic inversion part, which feedback linearizes a chosen inversion
model. Adaptive elements, in the form of concurrent learning neural networks, sig-
nificantly decrease the effect of model uncertainties between the plant dynamics and
the inversion model, therefore increasing the applicability of the control architecture
to a broad spectrum of fixed-wing aircraft. While the former can be simply applied
to any fixed-wing UA which shares the same signal interface, the gains of the linear
controller have to be selected and a control allocation has to be constructed for each
aircraft individually. Still, by generalizing the feedback linearization, the amount of
time required to set up a reliable flight control system decreases significantly. Re-
sults from numerical simulation showed that the exclusive use of feedback lineariza-
tion doesn’t result in acceptable performance. Hence, adaptive elements have to be
used in order to decrease the effects of the uncertainty. By using concurrent learning
adaptive control the adaptive parameters are driven to a set of weights which min-
imize the approximation error, thus increasing the performance significantly com-
pared to instantaneous learning laws. Further improvement of the proposed control
architecture can be achieved by e.g. finding methods to generalize the construction
of the control allocation. Furthermore, the performance and limitations of the pro-
posed architecture need to be evaluated in flight tests.
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Stereo Vision Based Obstacle Avoidance
on Flapping Wing MAVs

Sjoerd Tijmons, Guido de Croon, Bart Remes, Christophe De Wagter,
Rick Ruijsink, Erik-Jan van Kampen, and Qiping Chu

Abstract. One of the major challenges in robotics is to develop a fly-like robot that
can autonomously fly around in unknown environments. State-of-the-art research
on autonomous flight of light-weight flapping wing MAVs uses information such
as optic flow and appearance variation extracted from a single camera, and has met
with limited success. This paper presents the first study of stereo vision for onboard
obstacle detection. Stereo vision provides instantaneous distance estimates making
the method less dependent than single camera methods on the camera motions re-
sulting from the flapping. After hardware modifications specifically tuned to use on
a flapping wing MAV, the computationally efficient Semi-Global Matching (SGM)
algorithm in combination with off-board processing allows for accurate real-time
distance estimation. Closed-loop indoor experiments with the flapping wing MAV
DelFly II demonstrate the advantage of this technique over the use of optic flow
measurements.

1 Introduction

Autonomous flight of flapping wing MAVs (FWMAVs) is a considerable challenge.
The main reason for this is that their light weight prevents the use of heavy and
energy-consuming laser scanners that are successful on heavier MAVs such as quad
rotors [1] [2]. Still, there have been several attempts at achieving autonomous flight
with FWMAVs. Hines at al. [3] describes an FWMAV design that is currently not
able to fly on its own, but experiments show it is able to control its pitch and roll
angle by using actuators that change the wing shape. Lin et al. [4] shows the altitude
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control of the 10 gram FWMAV called Golden Snitch. No onboard processing or
sensing is used for this task. Using an external stereo camera the position of the
vehicle is determined, and further control is performed by a ground station. Duhamel
et al. [5] presents an experiment with a 101 milligram flapping wing microrobot
called RoboBee. Using an onboard optic flow sensor and a well textured screen, the
altitude is successfully controlled offboard in a closed-loop experiment, with only
small oscillations and a slight drift. Baek et al. [6] performs closed-loop altitude
control on a 12 gram ornithopter by using an external camera. In a follow up on this
research [7], a 13 gram ornithopter is presented that is able to fly autonomously to
a target, using an onboard infrared sensor for target tracking and 3-axis gyroscopes
for attitude estimation. During 20 trials a success rate of 85% is reached. Garcia
Bermudez et al. [8] performes optic flow measurements on a 7 gram ornithopter.
Heavily down-sampled onboard camera images are stored onboard during flight,
and uploaded to a computer afterwards to compute optic flow. The main finding is
a strong coupling between body motion and the sensed optic flow. Tedrake et al.[9]
shows autonomous flight of an ornithopter with a 2-meter wingspan. Only pitch
control has been tested successfully using an IMU.

With DelFly II several autonomy experiments have been performed dealing with
various control tasks [10]. These tests range from height control with an external
camera to height control and path following with an onboard camera and offboard
processing. Also a novel appearance cue for obstacle avoidance is introduced [11]
[12]. It is based on the principle that when an object is approached, its colors and
detailed texture become more and more visible, while other objects move out of
sight. It is shown that this cue is a useful complement to optic flow for detecting
obstacles with the DelFly.

This experiment showed that optic flow is still not sufficient to perform obsta-
cle avoidance on FWMAVs. To perform good optic flow measurements the camera
images should be noiseless and rotation rates should be known, requiring three gyro-
scopes that can measure the rotational speeds of the vehicle. Measurements should
be performed onboard, but the amount of onboard processing power is currently too
limited. Therefore the video signal is sent to a ground station, which implies a low
frame rate. The frame rate of 30 FPS and line-by-line recording of the camera result
in large image distortions that affect the optic flow quality.

In this paper the use of stereo vision is proposed to circumvent these problems.
For optic flow image sequences are used, while stereo vision uses images taken at
the same time. Vehicle motion has therefore a smaller influence on the quality of the
measurements and the video frame rate is of no importance on the quality of indi-
vidual measurements. Furthermore, it gives an instantaneous overview of obstacles
in sight of the camera.

In Section 2 a description is given of the DelFly system including stereo cameras
and ground station. Section 3 discusses stereo vision and the algorithm used in this
study. The performance of the stereo vision system is presented in Section 4. Closed-
loop autonomy experiments and their results are discussed in Section 5. Finally a
summary of the conclusions is given in Section 6.
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2 System Design

Since the research in this study focused on FWMAVs, tests were performed with the
DelFly II. Its design is shown in Figure 1. The most defining feature of the DelFly
is that there is always a camera and transmitter onboard (in this study two cameras).
The current version of DelFly II is also equipped with gyrometers, a pressure meter,
and onboard processing for these high-frequency measurements. Additional defin-
ing features are its biplane wing model and its tail. For more details, the interested
reader is referred to [12]. Figure 2 shows an overview of all system components and
their interactions.

Fig. 1 Side-view of DelFy
II including stereo vision
cameras

For communication with the ground station a Bluetooth transceiver is used. This
system operates at the same frequency as the NTSC transmitter of the stereo system:
2.4GHz. Wi-Fi networks normally operate around this frequency as well. As a result
the images received on the ground can become noisy, as is illustrated in figure 3. The
ground station is a 2.30GHz dual-core system running on Windows 7. The system is
prone to several types of delay. It takes around 60ms to receive the stereo images on
the ground. Processing is then performed in real-time (40 ms) and control signals
are then send via Bluetooth. This is the slowest step, which at least takes around
60ms. However, because of interference from the other systems operating around
the same frequency, this delay varies over time and can become more than 200ms in
some cases.

The main feature of interest is the stereo vision camera, which will be discussed
in more detail. Due to the stereo camera system the weight of the DelFly in this

Fig. 2 Diagram of the in-
teraction between all system
components
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Fig. 3 Example of noise due
to an interfering source. Left
is noise free, right contains
severe noise

current configuration is more than usual. Normally the total weight including sen-
sors and batteries is under 17 gram. However, the stereo vision system, including
a separate battery, accounts for 5.2 gram. The total weight of the DelFly in this
configuration is 21.1 gram.

The selected configuration of the DelFly for this study is for slow-forward flight
because of the purpose of indoor obstacle avoidance. In this configuration the speed
can still be increased to several meters per second, but it can also fly stable with only
0.6m/s. Hovering is not possible due to the heavy weight of the configuration. The
speed is controlled by the tail elevator. The rudder can be used to make turns. The
turn speed can be controlled accurately with a servo. However, there is variation in
the response of the DelFly to a rudder input. The turns are therefore not strictly cir-
cular. Furthermore, giving too much rudder input will result in a fast spiral motion.
Still, with sufficient rudder input the turn diameter is less than 1m.

2.1 Stereo Vision Camera

The stereo camera system is the main sensor on the DelFly. Its components can be
seen in more in detail in figure 4. The setup consists of two synchronized CMOS
720x240 cameras (with an offset of 7.6 cm) running at 25 Hz and a 2.4 GHz NTSC
transmitter. The cameras have a field of view of ±60 degrees horizontally. Because
there is only one transmitter, the video streams from both cameras have to be com-
bined as one. In the initial setup this was done as follows: an NTSC frame consist
of an even field and an odd field. To combine two synchronized NTSC cameras,
the even lines of the first camera are scanned first, and then the camera source is
switched and the uneven lines of the second camera are scanned. This image-based
scheme results in frames which consist of image lines from the left and right camera
alternately. The resulting frame size is still the same (720x480) but the resolution
for each camera has now been reduced to 720x240 pixels.

During early tests with the camera system a shortcoming of this setup was no-
ticed. The result from the stereo matching process was strongly affected by the mo-
tion of the camera. During static tests the results were promising and proved to be
reliable, but during motion the results would become distorted. Since all even lines
are scanned before the uneven lines in this image-based scheme, there is a time dif-
ference between the scan lines from the left and the right image. The first line of
the ’transmitted’ image comes from the right camera, the second line comes from
the left camera. When the camera is at rest, it can be roughly assumed that these
two lines are observing the same features. When the camera is in motion, this
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Fig. 4 Stereo camera sys-
tem. The base line of the
cameras is 7.6cm.

assumption does not hold anymore because of the time difference of approximately
20ms (half the time between two frames) between the lines. During this time the
cameras might have changed orientation and the left and right image lines cover
different view directions. As a result, the output from the stereo matching process
becomes distorted.

The hardware of the camera system was changed such that each time after a scan
line has been scanned, the system switches to the other camera. As a result of this
line-based scheme the frames sent by the transmitter now consist of two sets of two
images that have been taken at different times. This is illustrated in figure 5. Two
images (one from the left camera and one from the right camera) are captured on the
even lines first (light colors), and after that another set of stereo images is captured
on the uneven lines (dark colors). The images on the uneven lines are always the
most recent stereo images, and these are used for stereo processing. Each individ-
ual image now has a resolution of 720x120 pixels. The benefit of this approach is
that the time difference between the stereo images has been reduced significantly.
Instead of switching between cameras after 240 lines have been scanned, switching
is now done after each single scanline.

So by changing the hardware synchronization from an image-based scheme to
a line-based scheme, the time difference has been reduced with a factor 1/240 to
roughly 83μs. For the purpose of stereo matching it is assumed that two consecutive
uneven image lines (which always contain image lines from both cameras) cover the
same image areas.

Left Camera Right CameraTransmitter

Fig. 5 Line-based synchronization scheme designed for FWMAV stereo vision. The ’trans-
mitted’ image consists of image lines from the left and right camera’s. The even lines (light)
are scanned first and consist of image lines from the left (blue) and right (red) camera alter-
nately. It takes about 83μs to scan one image line. After all even lines have been scanned, the
uneven lines (dark) are scanned from the left and right camera alternately.
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Fig. 6 Comparison between
the camera reading methods.
Top initial method Bottom
implemented method. Dur-
ing the first 135 frames there
is no motion (dash-dotted
lines), further on there is a
relative motion between the
camera and the chessboard
(solid lines).
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The impact of this modification is shown in figure 6. A small test was performed
where the stereo camera setup was positioned at a fixed height above a large chess-
board (to assure texture). A record was made of the camera stream while during the
first few seconds the scene was static. After a few seconds, the chessboard was slid
back and forth (left-right in the camera view) to introduce motion. The disparity
was then computed for both types of camera implementations to see the effect of
motion on the output. From the figure it is clear that the ’initial’ system (top plot)
performs significantly worse as soon as the scene starts to move. From the data
one can see the left-right motion of the chessboard. When the chessboard slides to
the left, the images appear to move towards each other. Hence a smaller disparity is
measured. When sliding in the other direction, larger disparities are measured. From
the top plot it can be seen that this motion is not visible from the measurements. But
it should be noted that the measurements show smaller deviations during the first
seconds of the experiment when there was no motion.

In this setup the effective resolution is reduced to a quarter of the original resolu-
tion. However, this is not an issue since the images are sub-sampled to a resolution
of 160x108 to perform stereo processing at 25Hz. As noted before the camera im-
ages can be subject to noise. Furthermore, in the current setup both cameras make
use of the same intensity calibration parameters, which only apply to one of them.
As a result there is a major difference in sensitivity to bright image features. The
cameras are also very sensitive to direct and reflected sunlight. This can blind the
cameras. Also high frequency light sources can have a disturbing effect.

3 Stereo Vision Methods

Computer stereo vision is the extraction of 3D information from digital images.
In general this implies that images from two or more cameras are evaluated by an
algorithm that tries to compute which pixels correspond to the same physical object.
When this matching is done, it is known for each pixel how large it is shifted in
other images. By knowing the characteristics of the cameras, these shifts (denoted
as ‘disparities’), can be converted to real xyz-coordinates. By using all image pixels
together a 3D reconstruction of the scene can be obtained.
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A considerable amount of research has been done for decades on the problem of
computational stereo vision. This research is still ongoing with focuses on quality
and computational efficiency. These are conflicting aspects. A concise overview of
computer stereo vision methods that have been developed over the years is beyond
the scope of this paper. Interested readers are referred to the Middlebury taxon-
omy of Scharstein and Szeliski [13] and the evaluation of Tombari et al. [14] for
overview articles. For stereo vision on a flapping wing MAV, the main requirement
is implementability in real time systems. Real-time performance can be obtained
in two ways: by using efficient algorithms or by using special hardware imple-
mentations. In this study the focus lies on efficient algorithms. Using for exam-
ple a Graphical Processing Unit(GPU), Field Programmable Gate Array (FPGA),
Application-Specific Integrated Circuit (ASIC) or Digital Signal Processor (DSP)
allows the use of optimized computation strategies that are very specific and have
a limited applicability. Since the aim of this study is to converge to full autonomy,
onboard processing is also a topic of interest. It is believed that if algorithms cannot
be implemented on a CPU in real-time, they will also be no candidate for on board
processing in future systems. The focus in this study is therefore further limited to
methods that enable real-time performance on CPUs.

Comparison

Stereo vision algorithms can be divided in four groups depending on the optimiza-
tion strategy they are based on: Winner-Takes-All, One-Dimensional Optimization,
Multi-Dimensional Optimization and Global Optimization. Figure 7 shows a com-
parison between the these types of optimization. Global Optimization is left out of
this comparison because of its computational complexity. From each of the other
three types an example from the OpenCV library was taken to demonstrate the
most important differences. The figure shows the result of each type of optimiza-
tion method for the same image. The stereo images were sub-sampled such that
each method had real-time performance. The parameters were tuned to obtain the
best result.

The Block Matching method shows a relatively sparse result. Dominant features,
such as vertical lines, are matched quite well, but in between these features a lot

Fig. 7 Comparison of three
different types of stereo
vision methods. Top-Left
test image Top-Right Block
Matching (Winner-Takes-
All) Bottom-Left Dy-
namic Programming (One-
Dimensional Optimization)
Bottom-Right Semi-Global
Block Matching (Multi-
Dimensional Optimization)
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of unknown regions are left empty (black pixels). Even the shadows on the ground
apparently do not provide enough texture for good matching. The information from
this method is partly useful, in that it provides information on obstacles close by.
But this information would be much more useful if the method would be able to
indicate that the center zone of the image contains only obstacles far away. Note
that the center zone even contains blobs of white pixels that indicate non-existing
close objects.

The Dynamic Programming method performs even worse. The main structures in
the image can not even be distinguished. This result might not be fully representative
for dynamic programming algorithms since these perform better than winner-takes-
all methods in general. In the top-left corner of the image the streaking effect is
visible: the image lines appear as if they are a little bit randomly shifted horizon-
tally (typical effect of Dynamic Programming). The bottom-left part of the image is
almost empty (no reliable matches) and the right part of the image does not show
clear objects. This illustrates the short-coming of Dynamic Programming: matching
errors influence the results for the remainder of the image lines. The bad matching
results in the left part of the image spoil the results in the right part of the image.
The fact that this implementation uses pixel-to-pixel matching costs might have a
negative influence of the final result.

Compared to the other two methods, Semi-Global Block Matching gives signif-
icantly better results. The main structure of the scene is clearly visible in the dis-
parity map: two cabinets close by on both sides and in between there is space with
obstacles much further away. Also here some regions are left empty but the amount
of known disparities is substantially larger. False matches are also visible but their
number is also small. This method gives the most useful information, and is poten-
tially useful enough for obstacle detection. The result is also notable because the
method relies on simple pixel-to-pixel matching costs.

According to literature Semi-Global Matching represents a good trade-off be-
tween computational efficiency and performance [15] [16] [17].

Based on the findings from literature and the above results that support these
findings it was decided to use the Semi-Global Matching [18] method for imple-
mentation in the obstacle avoidance strategies that were developed and tested in this
study.

4 System Performance

The performance characteristics in terms of distance measurements accuracy are
discussed in this section. These are based on static and flight tests.

4.1 Static Accuracy Measurements

An important performance measure for the stereo vision system is its accuracy of
measuring distances to objects. To measure its actual performance without the in-
fluence of platform vibrations, a static test was done. For this test the camera was
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fixed at several distances (100,150,200,250,300,400,500 and 600cm) from a screen.
The screen was a chess mat that was hanging vertically in the field of view of the
camera. The stereo vision system was used in the same way as it is during flight.
Disparity maps were computed from 1100 frames per measurement point. From
each disparity map a small patch of 10x10 pixels was taken from the center of the
map to compute the mean disparity. This disparity was used for calculating the dis-
tance from the camera to the screen. The results are shown in figure 8. From the
results it can be observed that, at least for the static case, the stereo camera system
is capable of measuring the distance to obstacles up to 500cm with a mean error of
less than 50cm. For the task of obstacle avoidance this can be regarded as an ac-
ceptable performance. Obstacles that are even farther away will be detected with a
lower distance accuracy. The mean error is larger than 140cm in these cases.
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Fig. 8 Distance measurement accuracy for the static case. The left plot is a detailed version
of the right plot.

4.2 Accuracy Measurements during Flight

The accuracy of the stereo vision system has also been measured in flight. The
experiment was performed using a free-flying DelFly at a speed of approximately
60cm/s. The DelFly was flying in the direction of the chess mat. Two external cam-
eras were used to track the position of the DelFly. Tracking was performed as fol-
lows: two video cameras were positioned such that the chess mat would be in their
field of view and also the area in front of the chess mat (around 5m). The cameras
were positioned on both sides of the flight path of the DelFly. By using a power-
ful background subtraction routine [19] and blob tracking, a special small marker
positioned under the DelFly could be tracked. By using triangulation routines from
OpenCV, the three-dimensional flight path (w.r.t the chess mat) of the DelFly was
determined. The measurements from the onboard camera and the external cameras
were synchronized by looking for specific features in the recorded videos.
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Fig. 9 Distance measurement accuracy for the flight test. The left plot shows the actual dis-
tance and estimated distance over time. The right plot shows the estimation error with refer-
ence to the actual distance.

Figure 9 shows the result from the first flight test. The blue points in the left plot
indicate the distance between the DelFly and the mat, based on measurements from
the external cameras. At small distances the blue points show some discontinuities.
This is a result from the background subtraction. At small distances the DelFly flies
between the cameras and the mat. The white marker on the DelFly will at some
points not be noticed when it is in front of a white chess board field. The tracking
routine will then find another point on the DelFly, leading to triangulation errors.
These measurement errors should therefore be ignored.

The red and green dots are onboard distance measurements. As can be seen from
the plot, most of these points are concentrated around the blue points. However,
some very clear outliers (red dots) are visible. These measurements result from a
hardware problem. In some cases the video frames received by the ground station are
mixed-up. The order of the scan-lines is then different from the normal case and the
left-right images going to the stereo processing routine contain wrong combinations:
two images from the same camera, or swapped left-right images. This results in
corrupt disparity maps. Another problem is a typical haze effect which results in
images that are a mixture of two images.

These bad results (red dots) were left out by detecting and omitting corrupt
frames. The curve fit is based on the good measurements (green dots). The right
plot in the figure shows the deviation of the measurement points based on the curve
fit. A running average (green dashed line) was computed based on the average error
with a windows size of 21. Also the standard deviation for the static case is shown
in the figure for comparison.

From the left plot it can be observed that the tracked distances and the measured
distances show a very good correspondence. The main observation from the right
plot is that the onboard measurements have a larger standard deviation than those
obtained during the static test. For distances larger than 350 cm the error seems to
grow rapidly, but this at a moment that the DelFly is still turning towards the mat.
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5 Obstacle Avoidance

This section discusses the results from tests with two different obstacle avoidance
strategies.

5.0.1 Direct Yaw Control

The turn logic for this strategy is straightforward. From the disparity map obtained
by the stereo vision algorithm it is computed how many pixels belong to obstacles
that are on short range (less than 1.1m). These pixels are summed separately for the
left and right halves of the image, forming so-called ’obstacle-signals’. If the left
obstacle-signal reaches a threshold a turn to the right is initiated, and vice versa. If
both obstacle-signals reach the threshold at the same time, a right turn is initiated.
The threshold value has been chosen such that image noise and computational errors
do not induce unnecessary turns. The turn is initiated by giving a predefined step
input to the rudder. This rudder input is a fixed value that can be set separately
for left and right turns. Its value was chosen such that the turns are steady and
symmetrical (around 40 cm radius) and the turn speed is not too fast to avoid spiral
motions. The turn will end only as soon as both obstacle-signals become lower than
another (and smaller) threshold. As soon as the lower threshold has been reached,
the rudder will go back to its trim position. However, if one of the obstacle-signals
reaches the higher threshold again within a predefined safety-time, the DelFly will
continue its previous turn, regardless of which of the two ’obstacle’-signals reached
the threshold. This will prevent the DelFly to turn back into the direction it just
turned away from, since this is most likely not a safe maneuver.

The experiment was conducted in a room of ∼4.23x4.42m. Figure 10 shows
a floor plan of the room. The images on the sides give a good impression of its
appearance. Except for the walls the main obstacles are two black cabinets. The
door on the left was closed during the experiments, and part of the window on the
left was covered to prevent window collisions. It should be noted that the images
in the figure only show a part of the scene (mainly the top part) while the onboard
cameras of the DelFly could see more of the lower parts of the room. The lights
were most of the time switched off during the experiments since they resulted in a
flickering effect in the stereo cameras. During the experiments the ’obstacle’-signals
were logged, as well as turn events. Furthermore, an onboard image was captured at
the moment a turn event (left/right turn or end of turn) occurred. The elevator was
given a constant input such that the speed would be around 0.6m/s during the test.

This experiment was repeated several times and resulted in various observations.
As a general result it can be stated that the obstacle detection performed well. The
obstacle avoidance strategy showed some expected flaws. This will be illustrated by
data recorded during one of the flights.

Figure 11 shows a situation during the first seconds of one of the test flights. The
sketch on the right indicates the position of the DelFly at the start of the flight and
during the first turn. During the first seconds, it flies close to the wall. But, as can
be seen in the left onboard image, the wall on the right is outside the field of view.
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Fig. 10 Floor plan of the
test room. The images
around show the walls,
doors and cabinets in the
room.
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Fig. 11 Example of a turn decision. The first image (top left) is an onboard image from the
moment the turn decision threshold (200) was reached. The corresponding obstacle-signals
(up to turn decision) are shown in the bottom left image. The other onboard image (top
middle) was taken at the moment the lower threshold (50) was reached. The corresponding
obstacle-signals (from turn initiation until end of turn are shown in the bottom middle image.
The figure on the right shows the flight path during the turn. For dimensions, see figure 11.

The left bottom plot shows the ’obstacle’-signals during the last seconds before the
turn. In this case these values are initially zero because the obstacle detection was
not activated yet. From the plot it can be seen that the cabinet, (mainly) on the left
side in the image, lets the left obstacle signal increase faster than the right signal, as
expected. When the left signal exceeds the threshold (in this experiment set at 200),
a turn to the right is initiated successfully. As a result, the DelFly turned into the
direction of the wall. It was prevented from colliding manually.

The middle bottom plot shows the amount of obstacles detected during the turn.
It can be seen that during the first half second of the turn, the amount of right ’ob-
stacles’ increases first. This is because the wall now enters the field of view. After
one second the DelFly has turned around and the right obstacle signal decreases.
Since the wall is now in the left side of the view, the left obstacle signal is now very
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high. While turning away from the wall, the left obstacle signal decreases. It can
be observed that it takes fairly long before a safe flight direction was found during
the turn. First it takes two seconds before the left obstacle signal decreases below
the threshold (set at 50). If this threshold would have been the same (also 200) the
turn would have been ended approximately one second earlier. However, earlier ex-
periments showed that for a threshold value of 200, turns would very frequently be
ended too early (and then continued immediately, but with some delay). Also note
that at the end of the turn, the left obstacle signal decreases below 50, but at the
same time the right signal increases again. From the right onboard image in figure
11 it can be observed that the DelFly rolls while making a turn. The table in the
image appears to be shifted up in the right side of the image. Apparently it is then
detected as an obstacle.

In the sketch on the right it is indicated at which points the turn was initiated and
ended. The end point corresponds to the location where the right onboard image
(see figure) was taken. In the sketch it is indicated that after this moment the DelFly
continued its turn a bit longer. This is a result from the delay between the ground
station and the DelFly.

Figure 12 shows how the DelFly continued after the first turn. It is flying into the
direction of the same cabinet as before, but now it is in the right side of the camera
field of view (top left image). The left bottom plot indicates that indeed an obstacle
is detected on the right side. During the first 0.2s after turn initiation (middle bottom
plot), the ’obstacle’-signals increase quickly since the DelFly approaches the cabi-
net. Then, after some delay, the turn command is received onboard and the DelFly
starts to turn to the left. Note that around one second later, both signals drop quickly.
However, it takes another second before the signals drop below the threshold value.
Apparently this is caused by the other cabinet in the corner. It should be noted that
during this turn significant noise occurred. As a result, no obstacle detection was
performed between 1.23s and 1.66s after turn initiation. This is also the case in the
left bottom plot. In that case there are no measurements between 0.77s and 1.0s after
the previous turn.

These examples show that the DelFly successfully detects obstacles in its field
of view at sufficient range to perform obstacle avoidance. Also during the turns the
obstacle detection provides reliable information which makes it possible to decide
at which point the turn can be ended safely.

Situations as described in the first example can occur because of the direct na-
ture of the turn strategy in combination with the limited field-of-view of the stereo
cameras. During some of the experiments these situations occurred rarely and the
DelFly could fly autonomously for longer than 1 minute.

An important observation during the tests is the endurance of the DelFly in its
current configuration. As discussed earlier, almost full throttle needs to be applied
right from the start of the flight. Within one minute, full throttle is required. Within
2-3 minutes the batteries cannot deliver sufficient power to keep the DelFly at a
constant height anymore.
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Fig. 12 Example of a turn decision. The first image (top left) is an onboard image from the
moment the turn decision threshold (200) was reached. The corresponding obstacle-signals
(up to turn decision) are shown in the bottom left image. The other onboard image (top
middle) was taken at the moment the lower threshold (50) was reached. The corresponding
obstacle-signals (from turn initiation until end of turn are shown in the bottom middle image.
The figure on the right shows the flight path during the turn. For dimensions, see figure 11.

5.0.2 Direct Yaw and Pitch Control

The second experiment is a follow-up of the first one, and it was done the same
way. The only difference is the addition of a simple pitch control rule. During un-
obstructed flight, the elevator is in its fixed position such that the DelFly will fly
at a speed of around 0.6m/s. As soon as an obstacle needs to be avoided, a turn is
initiated the same way as in the first experiment. At the same time the elevator input
is changed such that the DelFly will loose its speed and start to hover. As a result
the DelFly will change its heading (by yawing) while it keeps its position. Obstacles
can be avoided without the risk of making a turn and colliding with another object
out of the camera field of view.

Before this test was conducted, it was already known that the DelFly in its current
configuration is too heavy for hovering. It will definitely loose height at the turning
points. However, the experiment can be useful in demonstrating that this simple
avoidance strategy is suitable for an (FW)MAV as long as it is able to hover. Future
designs of the DelFly might be able to hover more efficiently and could use this
strategy for maneuvering in small spaces.

As explained this second avoidance strategy is meant to demonstrate the benefit
of making turns without forward speed. An example situation is shown in figure 6.
The DelFly approaches the cabinet and at some point a turn is initiated. From the
bottom middle plot it can be seen that initially the amount of left detected obstacles
increases because of control delay and initial forward speed. The DelFly turns to
the right and the obstacle-signals decrease. From the right onboard image (top mid-
dle image) it was observed that the DelFly has lost some height and is now flying
slightly above table height. As discussed earlier, this is an expected (but unwanted)
result due to the bad hover performance of this specific configuration of the DelFly.
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Fig. 13 Example of a turn decision. The first image (top left) is an onboard image from the
moment the turn decision threshold (200) was reached. The corresponding obstacle-signals
(up to turn decision) are shown in the bottom left image. The other onboard image (top
middle) was taken at the moment the lower threshold (50) was reached. The corresponding
obstacle-signals (from turn initiation until end of turn are shown in the bottom middle image.
The figure on the right shows the flight path during the turn. For dimensions, see figure 11.

Furthermore this results in the additional problem that there are now other obstacles
detected, such as those that are on the tables. Also partly because of noise (and bad
obstacle detection measurements for that reason) the turn is ended at a point much
further than one would expect.

It was observed that with this strategy obstacle detection and avoidance could be
performed successfully without the problem of colliding with out-of-sight obstacles.
This demonstrates the advantage of stereo vision over optic flow measurements.

5.0.3 Look-Ahead Yaw Control

The previous experiments demonstrated that the DelFly is not able to hover. Further-
more it was demonstrated that responding directly to obstacles in the field-of-view
will result in collisions with obstacles that are outside the field-of-view. Therefore a
third turn strategy is discussed here.

In this new strategy the DelFly continuously flies with a constant speed (fixed
elevator setting). A turn is initiated when too many obstacles (pixels with a large
disparity value) are detected in the safety region. The safety region is defined such
that it covers an area large enough for the DelFly to turn around 360 degrees. Be-
cause of the limited field-of-view of the camera, this turn area will lie ahead of the
current position of the DelFly. Figure 14 shows this safety region. The region is de-
fined in the camera reference frame, with the x-direction positive to the right, the
y-direction positive up and the z-direction positive in the direction of flight. Starting
at the origin (position of the camera), two oblique lines define the camera-field of
view. The dashed line is the trajectory the DelFly will follow as soon as too many
obstacles are detected. After 225cm a right turn will be initiated. During the turn
the same safety region is used to detect a new safe flight direction. As soon as it is
found, the turn will be terminated. Because a turn might be terminated by mistake
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Fig. 14 Turn strategy us-
ing continuous turns. The
dashed line is the DelFly
flight trajectory. The area
between the blue line is the
obstacle-free region.
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or an overshoot can occur due to delays, the turn will be continued immediately if
the new direction of flight is not regarded safe anymore. This is only possible within
a fraction of a second after turn termination. This type of turn recovery has been
taken into account in the safety region definition. This is why the outer circle has
been drawn. Around this outer circle extra safety margin has been included to ac-
commodate for the width of the DelFly and inaccuracies in range estimations. Note
that the turn area has been centered in the image in order to minimize the size of the
safety region. As a result, the flight trajectory towards the turn area is drawn as a
slanted line. For this reason the stereo vision cameras were mounted on the DelFly
with an offset angle to align the drawn flight trajectory with the flight direction of
the DelFly. In other words, the cameras are pointed a little bit to the right.

In this strategy only rudder commands are used. Because the obstacle measure-
ments are sensitive to noise, filtering is required to increase robustness. For this
reason a logical diagram was developed as shown in figure 15 (left) which decides
upon rudder inputs. In this logic each turn is divided in phases. During Phase 1 the
DelFly flies straight with 1m/s (faster than during earlier experiments to increase
flight endurance). A threshold is used for the turn decision based on the amount of
pixels that exceed the disparity constraint defined by the safety region. To suppress
noisy measurements, filtering is applied as follows. Each time the threshold is ex-
ceeded (250 pixels), the current time is stored. It can then be checked if the threshold
is exceeded ten times within one second. If this is the case, it is concluded that there
is an obstacle. The earliest detection time of these ten detections is then used as ref-
erence time for the second phase. In Phase 2, the DelFly still flies straight and waits
until it has reached the point in figure 14 where the turn needs to be started. This
time to turn is just over 2 seconds. However, because the turn response of the DelFly
to rudder inputs is sluggish initially, and because of communication delays, the time
to turn was tuned experimentally and set a a value of 1500ms. After this time has
elapsed the turn is initiated in Phase 3. During the turn it is checked if the current
direction of flight is obstacle free. As soon as a lower threshold of 200 pixels is
reached, Phase 4 starts. No filtering is used here because this will result in unwanted
delay. The turn speed of the DelFly is around 1 rad/s and small delays result in
large flight direction differences. To compensate for the quick decision making and
turn overshoots, it is checked in Phase 4 if the new flight direction is indeed a safe
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Fig. 15 Left: Flight phase diagram for rudder control. Right: Floor plan of the test room

direction to fly. If within one second after turn termination the obstacle threshold
of 250 pixels is exceeded again, the turn is resumed in Phase 3. Otherwise the new
flight direction is regarded as safe and Phase 1 starts again. In Phase 1 also another
check is performed to detect obstacles at short range. The avoidance region defined
as in the first experiment is used here. A threshold of 500 pixels is used. If it is
exceeded three times in row, Phase 3 is activated to start turning immediately. The
main reason for including this rule is the sensitivity of the DelFly to wind distur-
bances which changes the flight trajectory to such an extent that obstacles initially
out of the field-of-view will result in collisions. This rule is used to prevent unex-
pected collisions but does not guarantee that the DelFly will be able to continue
safely. Tests with this turn strategy were performed in a larger test room because of
the size of the safety region. In the test room from the first experiment the DelFly
would keep turning continuously. The test room is visualized in figure 15 (right).

Figure 16 shows the result from the test with the best result that has been ob-
tained. During this test the DelFly flew around for 72.6s without hitting any object.
The experimenter did not have to pull the DelFly up to keep it at a constant height.
It should be noted that the experiment was ended without reason. The DelFly was
still performing autonomous flight and the total successful test time could have been
longer than the reported length.

The experiment starts at a point where the DelFly is coming out of a turn that was
performed early after start up. This is point t=0 in figure 16. The track colors indi-
cate the flight phases the controller is in according to figure 15 (left). During start of
the experiment Phase 4 is active where the DelFly is ending its turn. During the next
ten seconds Phase 1 is active and the DelFly should perform straight flight. From
the flight track it can be observed that the flight is far from straight. Due to non-zero
wind speeds in the test room, caused by ventilation and air conditioning systems,
the DelFly swerves significantly. At this time this does not result in avoidance prob-
lems. When the DelFly approaches the upper wall after 10 seconds, Phase 2 and 3
are activated. These phases are combined in the figure. The flight track during the
subsequent Phase 4 goes right past the cabinet. However, at this point the DelFly
was flying above cabinet height and for that reason it was not considered to be an
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Fig. 16 Flight track of the
DelFly during the experi-
ment. The numbers indicate
the flight time, the colors
represent the flight phases.
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obstacle. Only the wall needed to be avoided at this point. The flight is then contin-
ued in the direction of the lower wall. Note that in all cases where Phase 4 is active,
the turn continues. In many cases the new flight direction is around 90 degrees fur-
ther to the right. This is a result from all system delays, including video reception
delay, processing time and radio control delay. After 20 seconds in the experiment
Phase 1 is active again. Note that the flight track unexpectedly deflects to the left. As
a result a new turn is triggered which directs the DelFly back to the upper wall. This
sudden left turn can be explained by yaw/roll instability and is unpredictable. The
cabinets in the top then force the DelFly to go back (at around 30 seconds). Note that
back at the bottom wall the DelFly preserves a larger distance to the wall compared
to other turns. Again the DelFly goes to the top cabinets and back. Just after 50s the
lower wall is approached again. In this case an early turn is initiated which is ended
too early. As a result Phase 4 is activated while the DelFly still continuous in the
direction of the wall. Because the wall is detected again Phase 3 is active again after
684ms. The turn is then continued till the flight direction is now in the direction of
the cabinets again. Again the DelFly unexpectedly turns quickly to the left and flies
in the direction of the doors on the left. These are detected early and a slight turn
follows immediately. Another turn is then initiated 1517ms later to avoid the left
wall. At t=60 the DelFly is performing a straight flight in the direction of the top
wall at a height above the cabinets. The wall behind the cabinets is then detected
and avoided successfully. The flight ends after 72.6s without colliding with any ob-
stacle. Note that during the last part of the flight the DelFly gradually but severely
makes a turn to the right. Near obstacles (see bottom of Phase 1 in figure 15 (left)
were never detected. This means that the DelFly never tried to avoid obstacles that
were detected late.



Stereo Vision Based Obstacle Avoidance on Flapping Wing MAVs 481

6 Conclusions

From the results presented in this paper it can be concluded that stereo vision can
be applied successfully for obstacle detection and avoidance on FWMAVs. It was
shown that real-time stereo vision can provide accurate and sufficient obstacle in-
formation. By making use of suitable camera hardware the flapping motion of FW-
MAVs has a minor influence on the stereo vision algorithm. In this respect this
method outperforms optic flow techniques.

The small camera system is capable of giving distance estimates with a standard
deviation of 20cm up to 5m. Even for texture-poor areas the accuracy is still ade-
quate. The weight of the camera system and extra required battery leads to a reduced
flight endurance and a reduced flight envelope i.e. hovering is not possible.

Closed-loop experiments showed that stereo vision can provide robust and re-
liable obstacle information that allows the DelFly to perform successful obstacle
avoidance. An autonomous flight time of 72.6 seconds has been obtained as the best
result.

One of the focuses of future research will be on the camera design. Lighter cam-
eras with a wider field of view should result in better performance. Another impor-
tant focus will be on onboard image processing. This will eliminate communication
delays and the need for a ground station within communication range.

References

1. Griffiths, S., Saunders, J., et al.: Obstacle and Terrain Avoidance for Miniature Aerial
Vehicles. In: Advances in Unmanned Aerial Vehicles (2007), doi:10.1007/978-1-4020-
6114-1 7

2. Kownacki, C.: Guidance and obstacle avoidance of MAV in uncertain urban environment
(2009), http://www.emav2009.org/EMAV final papers/
EMAV2009 papers.html (cited October 1, 2012)

3. Hines, L., Arabagi, V., Sitti, M.: Free flight simulations and pitch and roll control ex-
periments of a sub-gram flapping-flight micro aerial vehicle. In: IEEE ICRA, pp. 1–7
(2011)

4. Lin, S., Hsiao, F., et al.: Altitude control of flapping-wing mav using vision-based navi-
gation. In: IEEE ICRA, pp. 3644–3650 (2009)

5. Duhamel, P.E., Perez-Arancibia, N., et al.: Altitude feedback control of a flapping-wing
microrobot using an on-board biologically inspired optical flow sensor. In: IEEE ICRA,
pp. 4228–4235 (2012)

6. Beak, S., Fearing, R.: Flight forces and altitude regulation of 12 gram i-bird. In: IEEE
RAS and EMBS Int. Conf. on Biomedical Robotics and Biomechatronics (BioRob), pp.
454–460 (2010)

7. Beak, S., Garcia Bermudez, F., Fearing, R.: Flight control for target seeking by 13 gram
ornithopter. In: IEEE/RSJ Int. Conf. on Intelligent Robots and Systems (2011)

8. Garcia Bermudez, F., Fearing, R.: Optical flow on a flapping wing robot (Tech. Rep.)
(2009), http://www.eecs.berkeley.edu/˜fgb/pubs.shtml
(cited October 1, 2012)

http://www.emav2009.org/EMAV_final_papers/EMAV2009_papers.html
http://www.emav2009.org/EMAV_final_papers/EMAV2009_papers.html
http://www.eecs.berkeley.edu/~fgb/pubs.shtml


482 S. Tijmons et al.

9. Tedrake, R., Jackowski, Z., et al.: Learning to fly like a bird (Tech. Rep.) (2006),
http://groups.csail.mit.edu/robotics-center/public papers/
Tedrake09.pdf (cited October 1, 2012)

10. de Croon, G., de Clerq, K., et al.: Design, aerodynamics, and vision-based control of the
Delfly. The Int. J. on MAVs 1(2), 71–97 (2009)

11. de Croon, G., de Weerdt, E., et al.: The appearance variation cue for obstacle avoidance.
IEEE Transactions on Robotics 28(2), 529–534 (2012)

12. de Croon, G., Groen, M., et al.: Design, aerodynamics, and autonomy of the Delfly.
Bioinspiration and Biomimetics 7(2) (2012)

13. Scharstein, D., Szeliski, R.: A Taxonomy and Evaluation of Dense Two-Frame Stereo
Correspondence Algorithms. International Journal for Computer Vision 47(1-3), 7–42
(2002)

14. Tombari, F., Mattoccia, S., Di Stefano, L.: Classification and evaluation of cost aggrega-
tion methods for stereo correspondence. In: IEEE Conference on Computer Vision and
Pattern Recognition, pp. 1–8 (2008)

15. Christian, B., Hesselbarth, S., Flatt, H., Blume, H., Pirsch, P.: Real-Time Stereo Vi-
sion System using Semi-Global Matching Disparity Estimation: Architecture and FPGA-
Implementation. In: International Conference on Embedded Computer Systems, pp. 93–
101 (2010)

16. Gehrig, S.K., Everli, F., Meyer, T.: Real-Time Semi-Global Matching on the CPU. In:
IEEE Computer Society Conference on Computer Vision and Pattern Recognition Work-
shops, pp. 85–92 (2010)

17. Chen, B., Chen, H.: A realization of semi-global matching stereo algorithm on GPU for
real-time application. In: MIPPR 2011: Pattern Recognition and Computer Vision (2011)

18. Hirschmüller, H.: Stereo processing by Semi-Global matching and mutual information.
IEEE Trans. Pattern Anal. Machine Intell. 30(2), 328–341 (2008)

19. Barnich, O., van Droogenbroeck, M.: Vibe: A universal background subtraction algo-
rithm for video sequences. IEEE Transactions on Image Processing 20(6), 1709–1724
(2011)

http://groups.csail.mit.edu/robotics-center/public_papers/Tedrake09.pdf
http://groups.csail.mit.edu/robotics-center/public_papers/Tedrake09.pdf


The Total Energy Control Concept
for a Motor Glider

Maxim Lamp and Robert Luckner

Abstract. In this article the Total Energy Control System (TECS) that was intro-
duced by Lambregts to control the vertical flight path and the velocity of an aircraft
by using the total energy and the energy distribution between the flight path and
the acceleration, will be taken up, modified, extended and tested on a motor glider.
The TECS concept has been extended by using the airbrakes as additional control
elements to manipulate the total energy. For motor gliders and utility aircraft with a
high glide ratio this increases the sink performance and the range of possible mis-
sions, like steep approaches. Further modifications are done to improve the height
accuracy during normal operation and during flare manoeuvre and to improve the
control response reaching its saturations. A height protection is introduced to make
a safe flight near to the ground possible. The usage and generation of required sen-
sor signals from existing sensor data is introduced. Examples of flight test results
are given.

Nomenclature and Abbreviations

CD [−] drag coefficient Indizes
CL [−] lift coefficient 0 intial value
Cm [−] moment coefficient A aerodynamic
Edist [Nm] energy distribution K flight path
Ekin [Nm] kinetic energy W Wind
Epot [Nm] potential energy cas calibrated airspeed
Espec [Nm] specific energy cmd command
Etot [Nm] total energy f body fixed coordinate frame
FD [N] drag force max maximum
FG [N] weight force min minimum
FT [N] thrust force res resulting
H [m] height tas true airspeed
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K [...] gain Abbreviations
P [Nm/s] power AD Air Data System
V [m/s] velocity AFCP Automatic Flight Control Panel
g [m/s2] constant of gravitation AFCS Automatic Flight Control System
m [kg] mass AW Anti Wind-Up
n [g] acceleration FCL Flight Control Laws
Θ [rad] pitch angle GNSS Global Navigation Satellite System
Φ [rad] bank angle GPS Global Positioning System
γ [rad] flight path angle MSU Magnet Sensor Unit

TECS Total Energy Control System

1 Introduction

The aim of the research project LAPAZ1 is to develop and to demonstrate an Au-
tomatic Flight Control System (AFCS) [5]. The AFCS is developed for a single
engine, long-endurance motor glider, the STEMME S15 of the German aircraft
manufacturer STEMME. The Flight Control Laws (FCL) of the AFCS provide a
high-precision flight path control, automatic navigation control along 3D trajecto-
ries and automatic landing as well as automatic takeoff functions [11]. It can be used
in piloted and unmanned operations (optionally piloted).

Since the aircraft is a motor glider with a high glide ratio, it can be used for long
endurance missions at high altitudes. To use those attributes, it is of advantage that
the FCL consider the total energy of the flying system as Lambregts has shown,
when he introduced the Total Energy Control System (TECS). TECS uses thrust
and elevator to control the total energy and the energy distribution [6] – [10]. This
concepts is characterized by a simple structure that relates to laws of physics and
can be easily adopted to different aircraft types.

In [6] the thrust, receptively the engine is used as the only control element to
modify the total energy. If the engine is in idle position, a further reduction of the
total energy is not possible. That means the largest achievable sink rate in stationary
flight is a function of the geometric configuration and aerodynamic characteristic of
the aircraft. Especially during descents with simultaneous deceleration, e.g. landing
approaches, the sink performance can limit the mission scope. Using a glider or a
motor glider with high glide ratio, the usage of airbrakes is an adequate option to
control the total energy by varying the drag force.

In the FCL of the LAPAZ project, the existing TECS concept has been taken
up, modified and extended. Figure 1 depicts the TECS core system from [6].
It can be divided into a total energy and an energy distribution control path.
Section 2 discusses the total energy and thrust branch, Sect. 4 the energy distri-
bution and elevator branch.

1 ”Luftarbeitsplattform für die Allgemeine Zivilluftfahrt”, aerial work platform for general
aviation.
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Fig. 1 Basic Total Energy
Control System from [6]
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One significant change is the usage of the airbrakes as an additional control ele-
ment. Other changes address the improvement of the height accuracy, the possibility
to use TECS during flare manoeuvres and of the behaviour of the control elements
reaching their saturation.

2 Using the Total Energy Control Concept with Airbrakes

This section describes the control concept that Lambregts introduced in [6] –
[10]. After a brief repetition of the theoretical aspects, the control concept will be
expanded.

If the rotational energy is neglected, the total energy Etot is the sum of kinetic
energy Ekin and potential energy Epot and can be expressed as

Etot = Epot +Ekin =
m
2
·V 2

K +m ·g ·H (1)

with aircraft mass m, height H, flight path velocity VK and gravitational constant g.
Under the assumption of constant mass, the excess power is given by

Ėtot

FG
=

VK · V̇K

g
+ Ḣ . (2)

A division by the flight path velocity yields to the specific energy rate Ėspec, where
FG is the weight force and the dot indicates the time derivative leads to

Ėspec =
Ėtot

FG ·VK
=

V̇K

g
+

Ḣ
VK

(3)

Ėspec =
V̇K

g
+ sin(γ) . (4)
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The specific energy rate represents a measure of the system’s energy gain or loss.
Simplifying the aircraft as a point mass in an inertial system without wind, the sec-
ond axiom of motion along the flight path leads to

m · V̇K = FT −FD− sin(γ) ·FG , (5)

where FT is the thrust force, FD is the drag force and FG is the weight.
Assuming small flight path angles (sin(γ)≈ γ) and by comparison of eq. (4) and

eq. (5) the specific energy rate can be expressed by

Ėspec =
V̇
g
+ γ =

FT −FD

FG
. (6)

This obvious shows, that the thrust force and the drag force can be used to influence
Ėspec and thus the total energy of the system. In stationary flight the total energy
is balanced, thrust force and drag force must be equal FD0 = FT0 . In this case the
specific energy rate is zero. A change in total energy can be achieved by changing
the thrust and drag forces individually or simultaneously

FG ·Δ Ėspec = FG ·
(

ΔV̇K

g
+Δγ

)
.= ΔFT −ΔFD (7)

At this stage the assumption of no wind VK = VA was made. That may imply,
that TECS uses only kinetic and potential energy in a pure physical sense. How-
ever, flight control has to fulfil multiple requirements, depending on flight phase
and mission objectives. In many flight phases the objectives regard the airspeed,
close to the ground, flight path velocity becomes important. The velocity equation
VK = VA +VW , that relates flight path velocity VK , airspeed VA and wind velocity
VW , indicates that it is not possible to control VK and VA at the same time, when the
wind velocity changes. Additionally, it is not simple to measure flight path velocity
and flight path angle with high bandwidth and accuracy over the full flight envelope.
Depending on the available sensors, compromises have to be found. Instead of using
VK , V̇K and γ the measured and estimated signals V , ˆ̇V and γ̂ that are explained in
Sect. 5 will be used in the FCL.

In the concept of the Total Energy Control System [6]–[10], the only control
element to modify the total energy is the thrust force, respectively the engine. To
generate a thrust command, an integral controller (I-controller) with a proportional
feedback is used. Here, the total energy control concept will be expanded by using
the airbrakes as an additional control element. There are two possibilities to integrate
the airbrakes as a control element into the existing controller concept.

The first possibility is to use the existing linear controller to compute an incre-
mental force command ΔF , which can be divided into incremental thrust force and
drag force commands, see Fig. 2. Those commands can then be converted into
appropriate engine or airbrake commands. In the simplest case, thrust and drag
forces can be commanded by using a function that computes airbrake commands
if the engine is at idle. The advantage of this concept is the simple structure of the
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Fig. 2 Control of specific
energy rate by one controller
and subsequent separation
into incremental thrust and
drag force commands
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control law, because only one controller has to be designed. However, the dynamic
behaviour and the effectiveness of the engine and the airbrakes are different, which
will be shown in Sect. 3. With the design of only one linear controller these differ-
ences cannot be directly considered, which is a significant disadvantage.

The second possibility is to use two separate linear controllers, one to compute
the required incremental thrust force ΔFT and one to compute the required incre-
mental drag force ΔFD, as can be seen in Fig. 3. These two controllers can be
designed independently and can have different structures, which allows taking the
differences in dynamic behaviour and effectiveness of the two control elements into
account. Simultaneous use of both control elements is also possible. This can be an
advantage for example during landing approaches in turbulent atmospheric condi-
tions and if large engine activity has to be avoided. During the approach the engine
can run approximately constant, while the airbrakes can be used to correct gusts or
wind shear disturbances. The concept also has a beneficial effect in case of a missed
approach (Go Around) manoeuvre. By retracting the airbrakes in this case, the drag
is reduced rapidly while the total lift coefficient increases.

As with the first concept, there are also disadvantages. Within the control ranges
of the control elements there are unlimited possible combinations of thrust and drag
commands, including undesirable combinations. For example, cruise flight with par-
tially extended airbrakes and simultaneous increased thrust setting could be conceiv-
able, which will result in excessive fuel consumptions. This problem can be solved
either by using different dynamics for the respective controllers or by using logical
switching.

For the FCL of the LAPAZ project, a control structure based on the second con-
cept is used. The usage of the airbrakes is optional and can be switched on and
off. Figure 4 shows the structure of the total energy controller. The incremental
thrust command ΔFT results from the deviation of the specific energy rate and is
controlled by using an I-controller, combined with a proportional feedback of the
potential flight path angle ( ˆ̇V/g+ γ̂), similar to [6]. A difference to the scheme in
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Fig. 4 Control scheme for total energy control with thrust and airbrakes commands

[6] is the feedback of the signal ( ˆ̇V/g+ γ̂), which is subtracted behind the inte-
grator in the original control scheme. In the control concept here, it is subtracted
before the integrator. In order to do so, it must be differentiated first. The final out-
come of this signal by differentiation and subsequent integration remains the same:
ˆ̇V
g + γ̂ =

∫ ˆ̇V/g+γ̂
d t d t. Because the feedback signal is subtracted before the integrator

it is cancelled when the anti wind-up control is active. As a result the feedback will
not lead to unwanted thrust commands when thrust is saturated, especially in tur-
bulent atmospheric conditions where disturbances in γ̂ and ˆ̇V will directly influence
the thrust command.

Figure 5 shows a simulation study to demonstrate the reaction of the throttle by
adding the feedback of the potential flight path angle before and behind the inte-
grator. The simulation starts at a descent with a vertical speed of approximately
Ḣ = −1.8m/s and an airspeed of Vcas = 130km/h. The throttle is in idle (8%). At
time t=96 s, turbulence is activated with a standard deviation of about 0.5m/s. Un-
til time t=120 s the damping feedback was added before the integrator, afterwards
it was added behind the integrator. As can be seen, the throttle command is much
smoother when the feedback is added in front of the integrator. The bottom plot of
Fig. 5 depicts the throttle command throcmd and the true throttle position at engine.
It shall be noted, that the simulation model includes friction, hysteresis and elas-
ticity of the throttle actuator and the control linkage between the actuator and the
throttle at the engine.

To compute the required incremental drag force and subsequent airbrakes com-
mand, an I-controller is used. Its output can be regarded as an airbrakes trim. The
dynamics of the airbrakes command controller are different for the case of air-
brakes extension and retraction. The gain for retraction is higher than the gain for
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extension. In case of retraction this prevents from using the airbrakes and the throttle
together at the same time. Beside of this, the safety increases in case of retraction.
The behaviour in case of extension can be adjusted to fit with the throttle behaviour,
so that, after reaching idle, a commanded total energy reduction can command the
airbrakes in a way that the behaviour is the same as with reduction of throttle. A
logic prohibits that the airbrakes are further extended during turn.

The motor glider STEMME S15 is equipped with a single piston engine with an
adjustable propeller. The FCL generate throttle and propeller revolution commands
to drive the engine at its best performance. Figure 6 depicts schematically the struc-
ture of the engine command module. The incremental thrust command ΔFT together
with the airspeed and the propeller efficiency are converted to an incremental power
command ΔP. This is send to an integrator with a very low time constant, which
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Fig. 6 Scheme of the engine command module

output can be regarded as a trim of power. The throttle command is computed from
the sum of the trimmed power and the incremental power command. The absolute
value is limited. An engine protection function prevents the engine to exceed the
maximum allowable rotation speed by limiting the throttle command ratio. Unlike
in [6] there is no knowledge about the current net thrust nor the engine pressure ratio
(EPR) and no performance prediction model of the engine is used to determine the
maximum and minimum power. So these informations cannot be used to prevent a
wind-up of the integrator in the total energy controller. The anti wind-up is achieved
here by using the difference between the throttle command and the throttle com-
mand limit to feed an anti wind-up switching logic (AW) in the engine command
module and in the thrust command module, see Fig. (4) and Fig. (6).

3 Analysis of Throttle and Airbrakes Responses

A simulation analysis, using the non-linear aircraft model of the motor glider
STEMME S15 and the AFCS model was conducted to analyse the differences in
reaction of total energy due to step changes in throttle setting and airbrake de-
flection. The simulation includes the dynamic behaviour of the engine and the air-
brakes. The initial trimmed condition was a steady descent with a vertical speed
of Ḣ = −1.5m/s and an airspeed of V = 130km/h. The throttle and the airbrakes
control loops were opened and throttle and airbrakes were directly stimulated in the
aircraft simulation model. The dynamic behaviour of the engine and airbrakes are
included. While one control element was stimulated at a time, the respective other
control element was held at its position. The elevator command loop stayed closed.
Thus the FCL commanded the elevator to compensate the flight path deviation (flight
path priority, as described in Sect. 4).

Figure 7 shows the responses of the specific total energy rate Ėspec (Fig 7a and
7e), of the deviation of specific total energy rate Δ Ėspec (Fig 7b and 7f), of the flight
path deviation Δγ (Fig 7c and 7g) and of the deviation of acceleration along to
flight path ΔV̇/g (Fig 7d and 7h) due to increase of throttle command throcmd and
decrease of the airbrake command airbrkcmd and vice versa. During the simulation
the total energy was reduced by decreasing the throttle command from the 50% to
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Fig. 7 Step responses of throttle and airbrake commands, regarding to specific energy rate

30% or by extending the airbrakes from 50% to 70%, see Fig. 7 a-d. Comparing the
deviations of the total energy rates, it can be seen that the airbrakes are somewhat
more effective in the initial reaction than the throttle. Both control elements mainly
produce changes in the flight path acceleration, see Fig. 7 c. The deviations in the
flight path angle are small, as it is controlled by the elevator.

Simulations with appropriate control deflections to increase total energy were
also performed, see Fig. 7 e-h. With respect to total energy, both control elements
have approximately the same effect. While a step change in throttle mainly leads
to a deviation in the flight path acceleration, a step in airbrake deflection leads to
deviations in the flight path acceleration and the flight path angle. The deviation in
the flight path angle is later reduced by elevator deflections commanded by the FCL.
The error in the flight path acceleration remains.



492 M. Lamp and R. Luckner

In addition to the change in drag, the airbrakes also generate a change in the
total lift coefficient of the aircraft and in the pitching moment, see Fig. 8. So it is
possible to manipulate not only the drag, which means the path acceleration, but
also the lift, which means the flight path. Thus the airbrakes are well suited for
simultaneous velocity and flight path changes, e.g. for simultaneous deceleration
and descent during initiation of landing approach.

Figure 8 shows that the change of the lift coefficient due to airbrake extension
is non-linear. The gradient goes to zero beyond the 50% position. That is why the
reaction in the deviation of the flight path is so small during the experiments where
the airbrakes were extended from 50% to 70%. It must be taken into account, that the
airflow around the wing induced by the propeller is not modelled in the simulation
model. This will also impact the total lift of the aircraft.

Fig. 8 Changes in lift, drag
and pitching moment co-
efficients due to airbrake
deflection
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4 Modification of the Energy Distribution Concept

The redistribution of the total energy between the kinetic and potential energy can
be achieved by using the elevator, as described in [6] or by pitch attitude as in [12].
This latter method is adopted here. If there is no change in total energy, that means
Δ Ėspec =

ΔV̇
g + Δγ = 0, an increase in potential energy results in a reduction of

kinetic energy and vice versa

− ΔV̇
g

= Δγ . (8)

According to [6] the energy distribution error Δ Ėdist is defined by

Δ Ėdist = −ΔV̇
g

+Δγ . (9)
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Reducing this energy distribution error to zero means that the total energy rate is
divided equally in potential and kinetic energy. This concept of equal distribution
into potential and kinetic energy is used in [6] and other studies, if the engine is
not saturated. If the engine is saturated, concepts are proposed which prioritize the
energy distribution in favour of the potential or kinetic energy. This is called flight
path priority and speed priority. In those cases the elevator controls the velocity
respectively the flight path angle. By using speed priority, a speed protection can be
achieved [6]. The commanded must not be lower than the allowed minimum speed
or greater than the maximum speed.

By designing the total energy controller and the energy distribution controller
with the same dynamic behaviour, a decoupling of the longitudinal and the vertical
control axes of the aircraft can be achieved [6]. The slow dynamic behaviour of
the engine limits the bandwidth for achieving pure flight path and speed control
decoupling.

Since the change of the total energy is a function of the dynamic behaviour and
the effectiveness of the engine or the airbrakes, it cannot be assured that the devia-
tion in total energy rate, for example due to a change of the velocity command or
due to a wind disturbance, can be reduced rapidly. In that case the concept of equal
distribution of total energy into potential and kinetic energy may lead to a deviation
in both, in flight path angle and in velocity.

In the LAPAZ project, high-precision flight path following is required. To mini-
mize the path deviation, deviations in airspeed are allowed, as long as they are not
violating the speed envelope. The flight path priority is used as the standard mode
to distribute the energy. In the LAPAZ demonstrator the pilot has the possibility
to limit the vertical speed manually and by this to control the direction of the en-
ergy distribution. This can be done via an Automatic Flight Control Panel (AFCP),
designed especially for the LAPAZ demonstrator.

To detect a violation of the permitted speed envelope while using flight path pri-
ority, a resulting acceleration command V̇cmd,res is computed based on the deviation

in flight path angle Δγ and the current path acceleration ˆ̇V

− ΔV̇
g

= Δγ with ΔV̇ = V̇cmd,res− V̇ (10)

V̇cmd,res = −Δγ ·g+ V̇ . (11)

A comparison of the resulting acceleration command with the acceleration com-
mands corresponding to the minimum and the maximum speeds (V̇min and V̇max)
conduct the priority switching logic to switch to speed priority. By using the mini-
mum and maximum acceleration commands, which are calculated by current mass,
altitude and flap setting, a speed priority is realized.

Lambregts introduces in [6] a similar value V̇max = V̇ + γ · g which in case of
engine saturation limits the acceleration, so that a maximum level (γ = 0) acceler-
ation/deceleration can be obtained. Unlike here the value V̇cmd,res is not calculated
by using γ but by using the flight path deviation Δγ . The resulting acceleration
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command is not used for limiting the acceleration, instead it is used to trigger the
priority switch, as described before.

In an earlier version of the FCL, the only possibility to regulate the energy dis-
tribution during descent while the flight path priority was active, was to command
the vertical speed. Flight tests in the course of the LAPAZ project have shown, that
while using flight path priority during descent, this can confuse the pilot. For exam-
ple, the pilot tried to reduce the increasing velocity during descent with high sink
rate and throttle at idle by reducing the commanded velocity instead by reducing the
sink rate, not regarding, that the velocity error is not controlled during flight path
priority. This finding resulted in the requirement to use speed priority during descent
if the control elements to control the total energy are saturated.

In [6] a linear I-controller with a proportional feedback was introduced to com-
pensate the energy distribution error. This controller concept is used in a modified
form here. Figure 9 shows the scheme of the energy distribution controller. The
module energy distribution control priority logic contains the priority switching
logic. Compared with the structure in [6] the proportional feedback does not contain
the path acceleration V̇ . This design choice reduces unwanted pitch commands in
turbulent atmospheric conditions.that would be induced by V̇ feedback.

Furthermore, after differentiating, the feedback signal γ̂ is subtracted before the
integrator instead of behind, as in the total energy control module, see Fig. 4.

The integrator is initialized with the current pitch attitude angle. Together with
the commanded incremental changes the integrator computes an absolute pitch atti-
tude command for the inner loop pitch controller. Adding an attitude trim variable
Θ0, as in [12] is not necessary, since the integrator output is the total pitch attitude
command and not an incremental attitude command.
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Fig. 9 Scheme of energy distribution control
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A major disadvantage of the used I-controller with additional proportional feed-
back is the low bandwidth. Therefore, this controller structure cannot be used for
flight modes or missions that require a large bandwidth. The low bandwidth is a limit
for automatic flare manoeuvres, especially in wind shear, gusty wind conditions or
after a steep approach. Lambregts adds in [9] the rate of flight path command γ̇cmd

as a feed forward signal to the input of the thrust command integrator and to the
integral and proportional term of the elevator path. This provides a faster flight path
angle response and is used for manual control in Control Wheel Steering mode.

In the LAPAZ project, a proportional controller was added to the existing con-
troller structure. It can be activated if necessary. The usage of this proportional
component adds a zero to the transfer function and allows to shape and enlarge
the bandwidth. So the previous controller structure can be used with this little mod-
ification. Niedermeier uses in [13] a similar modification. His energy distribution
controller consists of a classical proportional-integral controller (PI-controller). The
proportional controller part is always active.

The architecture of the mode logic of the vertical modes is shown in Fig. 10. The
structure, introduced in [6] is expanded by the vertical speed limitation and a height
protection. By using the vertical speed limitation, the pilot is able to control the
direction of energy distribution, as described above. The vertical speed limitation
only becomes active if necessary.

The height protection limits flight path commands in order to avoid flights below
a minimum height above ground Hgnd,min. Using the height protection enables safe
flight at low heights above ground, which expands the range of possible missions
of the utility aircraft. By limiting the commanded flight path angle, instead of a
switching, this protection becomes active without transient.

height protection
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Fig. 10 Mode switching architecture of height and flight path control

5 Sensor Signals and Filters

The AFCS of the LAPAZ demonstrator has a duo-duplex architecture with redun-
dant sensors, see Fig. 11. The Attitude and Heading Reference Systems (AHRS) are
triplex redundant. The Air Data Systems (AD), the Magnetic Sensor Units (MSU)
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Fig. 11 Architecture of the Automatic Flight Control System

and the height above ground signals from the Laser Altimeters (LA) are duplex
redundant. The Global Navigation Satellite System (GNSS) is simplex (no redun-
dancy).

Since simplex sensor signals can only be range checked and cannot be moni-
tored, the integrity of those signals cannot be assured. For safety critical flight con-
trol functions and modes, such as flight path control, consolidated sensor signals of
high integrity are required. In the S15 demonstrator signals of the flight path an-
gle γ and the ground speed Vgnd are only simplex. In an operational system, the
redundancy will be duplex or triplex. As the test pilot has to monitor the system
behaviour closely to assure flight safety, then simplex sensor signals can be used to
demonstrate the Automatic Take-Off and Automatic Landing functions.

The flight path acceleration V̇K is computed by the body accelerations in longitu-
dinal, lateral and normal direction nx, f , ny, f and Δnz, f ,up and the attitude angles Φ
and Θ

V̇K = g · [cosΘ sinΘsinΦ sinΘcosΦ
] ·
⎡⎣nx, f

ny, f

nz, f

⎤⎦ . (12)

It must be noted, that the body normal acceleration Δnz, f ,up from the AHRS is zero
for stationary horizontal flight. The positive sense is up. It has to be transformed by
nz, f =−(Δnz, f ,up + 1).
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The velocity V̂A is computed, using a complementary filter, see Fig. 12. The true
airspeed Vtas is passed through a low pass filter with a high time constant (τ1 = 10s)
to restrain high-frequency atmospheric turbulence. The resulting lag is compensated
by adding the flight path acceleration V̇K . The computed velocity V̂A is used to com-
pute the flight path angle γ̂ and flight path angle commands from the vertical speed
commands.

To take into account wind changes of low bandwidth, e.q. wind shear, low path
filtered flight path acceleration V̇K and airspeed acceleration are added, see Fig. 12.
After passing a low pass filter, the complementary filtered acceleration ˆ̇V is used for
total energy control.

Fig. 12 Block diagram of
the velocity and acceleration
signal filter
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An observer is used to compute the inertial vertical speed ˆ̇H from the body normal
acceleration Δnz, f ,up and the barometrical altitude Hbaro, see Fig. 13. The inertial
vertical speed is required to compute the flight path angle.

Fig. 13 Block diagram of
the vertical speed signal
filter
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Beside the flight path angle γ , which can be calculated by the inertial vertical
speed and the flight path speed VK or the ground speed Vgnd , an approximated flight
path angle γ̂ is computed by the inertial vertical speed Ḣ and the complementary
filtered velocity V̂A

sin(γ̂) =
ˆ̇H

V̂A
. (13)

The flight path angle γ is used for earth referenced missions, like glide slope track-
ing. The estimated flight path angle γ̂ is used for airmass referenced missions, e.g.
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altitude changes with given vertical speeds. By using this signal, vertical speed fol-
lowing in wind conditions can be achieved, since the energy, induced by wind to the
system, can be considered.

If there is no wind, flight path angle and estimated flight path angle are the same
(γ = γ̂). In Fig. 14, the geometric interrelation of the wind, the flight path angle
and the computed flight path angle is shown in the longitudinal vertical plane. With
increasing wind, the difference between both angles increases.

Fig. 14 Geometric interre-
lation of the wind, the flight
path angle and the computed
flight path angle
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wWg
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6 Flight Tests Results

The first automatic flight took place in August 2010. Since then, more than 80 hours
of successful flight tests were done with the AFCS. In these test flights the TECS
function was validated. The first successful automatic landing took place on March
22nd, 2012.

The performance of TECS with and without airbrakes was investigated in flight.
Figure 15 shows a time plot of two descents, commanded by steps in height of
ΔHcmd = −300m. The vertical speed limit was set to ḢLim = −10m/s. The target
is to reach ḢLim during the descent. The commanded airspeed of Vcas = 150km/h
should be kept constant. The use of the airbrakes for total energy control was op-
tionally activatable.

Between t=0 s and 150 s the airbrakes were not used. After t=150 s the airbrakes
were used. In the first descent without airbrakes, the throttle was commanded to
idle position. The maximum speed protection was detected and the speed priority
was activated. The elevator controls the commanded velocity, see the energy distri-
bution control priority logic module in Fig. 9. The small airspeed deviation at the
beginning of the descent, that was induced by the fast reduction of the thrust, was
quickly reduced. The sink rate approached a constant value of Ḣ ≈−3m/s. The ver-
tical speed command of ḢLim = −10m/s was not reached. Shortly before reaching
the commanded height, the FCL switched from speed priority to flight path pri-
ority. This caused direct reaction of the airspeed which increases by 14 km/h and
the vertical speed which increases by 2.5 m/s. This behaviour is not satisfactory.
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Fig. 15 Flight test results, comparison of sink performance with and without use of airbrakes

Here some work has to be done. The throttle was commanded in time to maintain
the airspeed and the height. At t=150 s the aircraft makes a 90◦ left turn into the
wind, which can be seen at the ground speed, which reduces from approximately
170 km/h to 135 km/h. During the turn, the height and the calibrated airspeed were
maintained very well.

In the second descent, starting at t≈180 s, the use of the airbrakes was allowed.
After the new height command, the FCL commanded the throttle to idle and ex-
tended the airbrakes to improve the sink rate. After switching to speed priority due
to a detection of maximum speed protection, the flight continues with flight path
priority, since the calculated value V̇cmd,res = −Δγ · g+ V̇ falls below V̇max due to
reduction of Δγ . The vertical speed command of ḢLim = −10m/s was reached and
well maintained without overshoot, the deviation between the commanded flight
path and the flight path Δγ goes to zero. The initial velocity error of 9 km/h is caused
by the rapid reduction of the thrust and by the subsequent airbrake extension. After
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Fig. 16 Flight test results, variation of presettings for vertical speed

that the deviation in the velocity is slowly reduced. Shortly before reaching the com-
manded height, the airbrakes are retracted and the throttle is commanded in time.
Since the sink rate was larger in the second descent than in the first, the descent time
was shorter. As the descent took place with maximum airbrake deflection and with
the throttle at its minimum limit, it demonstrates the maximum sink performance of
the airplane for this configuration and this airspeed.

In another flight test, a descent was commanded (ΔHcmd = −1000m) with
varying commands of vertical speed, see Fig. 16. The first vertical speed com-
mand was ḢLim = −10m/s. This was reduced to ḢLim = −8m/s and after that
to ḢLim = −6m/s. The function which uses the airbrakes as control element was
active. Directly after the descent command, the throttle was commanded to idle.
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The descent begins with speed priority and continues with path priority, like in the
flight test described before. The controlled aircraft follows the given vertical speed
commands well. The airbrakes were commanded as needed. The error in the total
energy rate was reduced rapidly. The error in velocity reduces slowly, while the
tailwind reduces, which shows a comparison of the ground speed Vgnd and the cali-
brated airpseed Vcas.

7 Conclusion

The TECS concept, introduced by Lambregts, was taken up, modified and extended
and tested in flight. The additional use of airbrakes proved to be an adequate possi-
bility to manipulate the total energy of a aircraft and to extend the sink performance.
This allows flying steeper vertical flight path missions. The function was validated
in flight with satisfactory results. Improvements of speed and flight path accuracy
during transient behaviour, i.e. transition from descent to horizontal flight without
using airbrakes are under investigation.
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TECS Generalized Airplane Control System 
Design – An Update 

Antonius A. Lambregts 

Abstract. The Total Energy Control System (TECS) was developed in the early 
eighties to overcome well known safety/design deficiencies of traditional Single 
Input/Single output (SISO) based Flight Guidance and Control (FG&C) systems. 
TECS uses generalized Multi Input/Multi Output (MIMO) based airplane control 
strategies to functionally integrate all desired automatic and augmented manual 
control modes and achieve consistently high performance for airplane maneuver-
ing in the vertical plane. This paper documents further insights gained over the 
past years on TECS design details for achieving precision control decoupling, 
integration of augmented manual control modes, embedded envelope protection 
functions and innerloop design using airplane dynamic model inversion. Addition-
ally, non-linear design aspects are discussed, including thrust limiting, energy 
management, maneuver rate limiting and mode logic.  

1 Introduction 

Automatic Flight Guidance and Control (FG&C) systems have evolved into highly 
capable systems. These systems have contributed immensely to the improvement 
of aviation safety. Unfortunately, these systems still use traditional SISO control 
strategies that do not provide full 6 degrees of freedom airplane control. There-
fore, airplanes equipped with these systems are still vulnerable to Loss of Control 
(LOC). Furthermore, these systems have become exceedingly complex, due to an 
excessive number of modes, mode overlap and mode idiosyncrasies, making it a 
challenge for the flight crew to avoid mistakes using these systems that can jeo-
pardize operational safety. Most of the FG&C system modes are considered “non-
flight critical”. This means that the flight crew is assumed to recognize and safely 
manage any failure of function of such modes. However, too often this assumption 
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has proven to be unwarranted.  As a result there have been too many automation 
related incidents and accidents, due to stall, roll divergence after an engine failure, 
icing etc. The current generation of FG&C systems do not take full advantage of 
modern MIMO control and functional integration strategies provide simpler, more 
efficient and less costly designs.  

1.1 TECS and THCS Development  

FG&C system design and safety deficiencies were well recognized as long ago as 
the late seventies. In the early eighties NASA initiated research to address these 
deficiencies. This work resulted in the Total Energy Control System (TECS), 
which uses a generalized MIMO-based energy control strategy to functionally 
integrate all vertical flight path and speed control modes. This approach provides 
inherent envelope protection and avoids open ended SISO mode operations, there-
by largely eliminating LOC safety risks.  System complexities are reduced sharply 
by eliminating mode overlap, simplifying mode processing and providing more 
intuitive Man Machine Interfaces (MMI). Design generalization makes the system 
directly reusable, thereby reducing development costs for new applications. The 
system was successfully implemented and flight tested on the NASA B737 in 
1985. The counterpart to TECS is the Total Heading Control System (THCS) 
which integrates all lateral directional control modes. Its design objectives and 
strategies are analogous to TECS. It was developed in the late eighties on the 
Condor High Altitude Long Endurance autonomous UAV program.  TECS  
and THCS were successfully applied on the Condor and flight tested to demon-
strate autonomous control capability under all operational and variety of failure 
conditions.  

The basic TECS concepts are described in [1, 2]. This paper describes TECS 
design updates since the early nineties. A companion paper [3] describes design 
updates to the THCS design. It also describes a simplified TECS/THCS-based 
Mode Control Panel concept and a Primary Flight Displays concept that incorpo-
rates the TECS/THCS control and guidance strategies. Another companion paper 
[4] provides more details on Flight Envelope protection strategies. 

1.2 Design Objectives 

The TECS/THCS design objectives include: 

• use of one pilot-like MIMO-based control strategy for all automatic and ma-
nual control modes,  

• full envelope protection to prevent LOC   
• generalized functionally integrated design, consistency of operation between 

modes   
• energy-efficient vertical flight path/speed control (elimination of stand-alone 

Autothrottle)  
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• decoupled Mode Command responses,  reduced controller activity 
• reduced design complexity by elimination of function overlap and using  

modular design 
• simpler, more intuitive Mode Control Panel (MCP), clearer Flight Mode  

Annunciation (FMA) 
• large cost reductions by generalized/reusable design, minimal application-

specific development, reduction in laboratory and flight testing and shorter  
application development cycle. 

2 TECS Architecture and Conceptual Design  

2.1 TECS Design 

TECS uses a generalized MIMO based energy control strategy to provide all ver-
tical flight path and airspeed control mode functions. Thrust is used to control the 
airplane’s Total Energy requirement, the elevator is used to distribute the Total 
Energy between Potential and Kinetic energy.  

MODE CONTROL
PANEL

FMC

IRU

CDU

THROTTLE

ELEVATOR
ACTUATOR

ENGINE

PATH MODES
FEEDBACK

NORMALIZATION

SPEED MODES 
FEEDBACK

NORMALIZATION

MIMO
Core Controller 

COMMANDS

COORDINATION

FEED FORWARD
COMMANDS 
PROCESSING

THRUST
SCALING

PITCH
INNER
LOOP

INTEGRATED FLIGHT GUIDANCE
& CONTROL COMPUTER

C
γ

g
v C

COLUMN

.

E
E
C

ADC

BACK-DRIVE

T

δe

MODE CONTROL
PANEL

FMC

IRU

CDU

THROTTLE

ELEVATOR
ACTUATOR

ENGINE

PATH MODES
FEEDBACK

NORMALIZATION

SPEED MODES 
FEEDBACK

NORMALIZATION

MIMO
Core Controller 

COMMANDS

COORDINATION

FEED FORWARD
COMMANDS 
PROCESSING

THRUST
SCALING

PITCH
INNER
LOOP

INTEGRATED FLIGHT GUIDANCE
& CONTROL COMPUTER

C
γ

g
v C

COLUMN

.

E
E
C

ADC

BACK-DRIVE

MODE CONTROL
PANEL

FMCFMC

IRUIRU

CDU

THROTTLE

ELEVATOR
ACTUATOR

ENGINE

PATH MODES
FEEDBACK

NORMALIZATION

SPEED MODES 
FEEDBACK

NORMALIZATION

MIMO
Core Controller 

COMMANDS

COORDINATION

FEED FORWARD
COMMANDS 
PROCESSING

THRUST
SCALING

PITCH
INNER
LOOP

INTEGRATED FLIGHT GUIDANCE
& CONTROL COMPUTER

C
γ

g
v C

COLUMN

.

E
E
C

ADC

BACK-DRIVE

T

δe

 

Fig. 1 TECS Architecture 

A detailed discussion about the energy based control and design generalization 
strategy can be found in [1]. The general architecture is shown in Fig. 1. 

Outerloop Modes Signal Processing 

The outerloop speed mode error is first converted to a true airspeed error and this 

error is multiplied by a factor /VK g  to produce the non-dimensional longitudin-

al acceleration signal ( /cV g ). The outerloop path mode error (path deviation) is 
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multiplied by a factor ˆ/ truehK V  to produce the non-dimensional flight path angle 

signal ( cγ ). Speed and vertical path energy errors need to be weighted equally. 

Thus the gains VK and hK  should have the same numerical value. The /cV g  

and cγ  signals are used as the standard inputs to the TECS Core Controller, see 

Fig. 1. The t̂rueV  signal is a filtered true airspeed signal. This simple outerloop 

mode signal processing does not include integral control signal paths to assure 

transient free mode switching and avoid the need for mode integrator initialization 

logic.  

Core Controller 

In the Core Controller the associated error signals ( / )V gε
  and ( )εγ  are formed. 

The sum of these error signals ( / )V gε εγ +   represents the airplane’s specific 

Total Energy Rate error signal. This signal is used in an integral control signal 

path, together with ˆ /V g   and γ̂  feedbacks used in proportional signal paths, to 

develop a normalized thrust command. Likewise, the difference between these 

error signals ( / )V gε εγ −   represents the airplane’s Differential Energy Rate 

error signal. In the original concept this signal was used in an integral control 

signal path, together with proportional ˆ /V g   and γ̂  feedback signal paths, to 

develop the elevator command during operations with the thrust command be-

tween Tmin and Tmax. In the current design, explained below, εγ is used instead 

of ( / )V gε εγ −   during operations with the thrust command between Tmin and 

Tmax.  Because the error signals are used only in integral control signal paths, the 

control effectors respond to a step command from any of the outerloop modes 

with a control effector rate, resulting in smooth airplane dynamics.   

Avoiding Outerloop Mode Tracking Errors 

Since the integrators reside in the core controller, the feedback signals ( γ̂  and 
ˆ /V g ), used in the TECS Core Controller, must be re-referenced in the low fre-

quency range to the outerloop mode true airspeed and vertical path feedback sig-

nals respectively, to avoid possible outerloop mode command tracking offset due 

to bias errors in these feedback signals.  This is done by using free running com-

plementary filters, designed to take into account turbulence and windshear effects 

on system performance.  

Command Response Decoupling 

In order to achieve decoupled outerloop command responses, the Core Controller 

must be designed so that in response to a  /cV g  or a cγ  command,  the 
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( / )V gε εγ +   and ( / )V gε εγ −  quantities go to zero simultaneously with 

identical dynamics. 

Speed Envelope Protection – Automatic Modes 

Generally, for most automatic mode operations, whenever the thrust command is 
at the upper or lower limit, a Speed-on-Elevator Control Priority (SoECP) is used 
to maintain the commanded airspeed.  For those cases there is no need for separate 
speed envelope protection functions. However, for the Glide Slope mode a Path-
on Elevator Control Priority (PoECP) strategy is used to handle conditions with 
thrust command at the upper or lower limit. This strategy assures the Glide Slope 
will be captured when the airplane is at the correct position to do so, often while 
the thrust is at idle. Momentary open loop speed responses are protected by the 
Vmin and Vmax control. Vmin/Vmax and Normal Load factor protection is also 
provided as an integrated part of the augmented manual control modes and are 
used to protect automatic mode operations for such rare events.  

Normal Load Factor Protection – Automatic Modes 

In the original TECS design, normal acceleration limiting was achieved by placing 

a rate limiting function on the cγ and /cV g  signals. These rate limiting circuits 

introduce new system states which must be initialized at mode engagement and at 
any time the input to the rate limiter reverses direction, in order to avoid a re-
sponse delays. To avoid this extra complexity an alternate method for normal load 

factor limiting, using amplitude limiting on  ( )εγ  and ( / )V gε
 was developed. 

This method is described below. 

Energy Management during Execution of Simultaneous Flight Path and 
Airspeed Commands 

The rate limiters on the cγ  and  /cV g  signals (or the amplitude limiters on ( )εγ  

and ( / )V gε
 signals in the updated design) also provide effective rate limiting on 

the thrust and elevator commands. In addition, these functions provide efficient 
airplane energy management during execution of large simultaneous vertical flight 
path and airspeed commands. If the commands have opposing energy demands, 

the ( )εγ  and ( / )V gε
  error signal inputs to the TECS Core thrust control chan-

nel will initially cancel, so thrust will stay constant until the elevator control has 
exchanged kinetic energy and potential energy to the extent possible. This depends 
on the relative amplitude of the speed and flight path mode commands. After the 
energy exchange is completed a change in thrust will be commanded to reduce 
any remaining airplane total energy error to zero. Thus, thrust is always used  
efficiently.  

 



508 A.A. Lambregts 

 

If the commands require a substantial energy change in the same direction, the 

thrust command will quickly go the upper or lower limit with double the rate limit 

of a single command. After the thrust command reaches the limit, a SoECP will 

be used and a Control Authority Allocation (CAA) amplitude limit is applied to 

the ( / )cV g  signal. This CAA-limit, defined as limit
ˆ( / ) ( / )c emV g K V gγ= +  , 

effectively limits energy rate used  to execute the speed command. (The quantity 
ˆ( / )V gγ +  represents the airplane’s total energy rate.) Therefore the remaining 

part of the available energy rate will by default be used to satisfy the flight path 

command. For example, if during a climb at maximum thrust and therefore  
ˆ( / ) 0V gγ + >  a value of .5emK =   is selected, an accelerate command will be 

executed with half of the available energy rate. The other half is then allocated to 

continue the climb at ~half the initial rate. After the speed command is captured 

the climb rate will return to its original value, or if the altitude command is cap-

tured first, the acceleration will increase to capture the commanded speed, see the 

simulation results in Fig. 8. Similarly, if during idle descent when ˆ( / ) 0V gγ + <  a 

value of 1emK =   is selected, a deceleration command temporarily reduce the 

climb rate to ~zero to capture the commanded speed and then the idle descent rate 

will be reestablished. This strategy facilitates the operational requirement for re-

ducing the airplane speed to 250 knots or less, before descending below 10,000ft. 

In the original design, the required logic for this Energy Management function 

was complex and not without flaws. These flaws and the fixes developed are dis-

cussed below.  

2.2 TECS Performance in Turbulence and Windshear   

Balancing the control command tracking performance and control effector activity 
for operation in turbulence and windshear conditions is a difficult problem for any 
flight control design. Reducing control effector activity inevitably results in dete-
rioration of the command tracking in windshear.  The performance objective used 
here for command tracking in a 1 knot/sec windshear is a peak IAS-error < 5 knots 

and a vertical path deviation 20hΔ <  ft. The V̂ , ĥ , α̂ , β̂  filter gains are deter-

mined to achieve the preferred compromise between control effector activity in 
turbulence and reducing induced vertical and side acceleration and path deviation 
in windshear. It is beyond the scope of this paper to describe details related to 
choices of controller architecture, feedback signal processing and gains.  
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3 TECS Design Updates  

3.1 Flight Path and Speed Control Decoupling – Revisited  

From the start of the TECS and THCS development it has been a design  
objective to avoid ad hoc design and experimental tuning and instead use design 
solutions based on first principles of physics, whenever possible. Since then a 
better theoretical insight has been gained into achieving improved decoupling of 
the flight path response from the execution of a speed command. In the original 

TECS concept the differential energy rate error ( / )V gε εγ −   was used as the 

input to the elevator control channel during operation with the thrust command 
between the lower and the upper limit. This conceptual architecture did not 
achieve the desired decoupling of the vertical path response during execution of an 
airspeed command. Therefore in the early TECS design and ad hoc method was 
used to improve path decoupling during speed command execution, with limited 
success. Later it was realized that an acceleration at constant flight path angle does 
not require an immediate change in pitch attitude, as is the case when changing 
flight path angle while maintaining airspeed. In fact, a permanent change in speed 
at 1 g flight requires a change in Angle of Attack and therefore an equal change in 
pitch attitude, which must be developed at the output of the integrator of the eleva-
tor control channel. Also, the change in angle of attack requires a change in the 
elevator trim, but this re-trim is accomplished in the updated design as part of the 
Short Period Model inversion, discussed below. Using this insight, the control 

strategy was changed from using ( / )V gε εγ −  to using /V gε
 as the input to the 

elevator control channel, during operation with the thrust command between Tmin 

to Tmax.  Also, a new ˆ /V g  signal with the gain Ktrim is added to the input of the 

elevator control channel integrator, as shown in the revised Core Controller archi-
tecture of Fig. 2, to retrim the pitch attitude command during speed changes. 

Since the integral of 
trimK .KEIˆ( / ).V g  must equal the required change in pitch 

attitude, the value of Ktrim is calculated using the 1 g relationship between Angle 
of Attack and true airspeed. Thus, it is found that 

Ltrim
ˆK (1/ KEI).{W/(q.S)}/(C . )trueV

α
= , where W = airplane weight, q = dy-

namic pressure, S is the airplane wing reference area and LC
α

= lift coefficient 

change per unit angle of attack change. In addition, the proportional signal path 
through the gain KEP has been revised to now use γ  only, at all times by select-

ing K=2, see next section below. These changes do not alter the energy redistribu-
tion nature of the elevator control, but do tend to favor suppression of path control 
tracking errors over speed control tracking errors in turbulence and windshear.  
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Fig. 2 TECS Core Controller Architecture 

3.2 TECS Core – Elevator Control Channel Design 

Classical Approach 

The intent of the Energy Control strategy is to develop a priori coordinated thrust 
and elevator control commands, in order to decouple the outerloop flight path and 
speed command responses. If this is realized, the elevator and thrust control chan-
nels can be treated as independent decoupled SISO components of the system. So, 
the elevator control channel can be designed using the Short Period airplane pitch 
dynamics Model Inversion, together with the simple first order representation of 
flight path angle response to pitch attitude. The thrust control channel design can 
also be approached as a simple “SISO” Energy Control problem.  

During the early TECS development root locus analyses was used to define the 
Core Controller gains and gain schedules to support flight path and speed control 
modes at all flight conditions.  This approach provides little or no physical insight 
into the reason why and how the gains need to change. A better approach to gain 
insight is to use first principles of physics, including Model Inversion, feedback 
concatenation/normalization, Control Bandwidth Separation or Pole Placement. 
These concepts are discussed below. 

Feedback Normalization/Concatenation, Pole Placement 

Consider Fig. 3, representing a plant model of 3 chained integrators, with concate-
nated feedback loops/gains closed around each plant state. 
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Fig. 3 Control Loop Concatenation 

The Transfer Function (TF) for this system is: 

3 2
1 2 3

1 1 2 1 2 3c

K K Kx

x S K S K K S K K K
=

+ + +
   (1) 

Note that the TF for a similar system with any number of concatenated system 
states can be written directly. The normalized loop gains relate directly to the 
physical properties of the controlled system, such as natural frequency and damp-
ing. Then, if the gain associated with each feedback loop, starting from the inner-

most loop, is dropped by a factor 4 or greater, the poles of the / cx x  transfer 

function will all fall on negative side of the real axis in a root locus plot. Alterna-
tively, considering (1), it is easy to use Pole Placement to achieve the desired dy-
namics and find the required gains.  

Elevator Control Using Short Period Model Inversion 

In our approach only the airplane rotational degrees of freedom are inverted. 
The Short Period Model Inversion and rebuilding of the airplane pitch dynamics is 

shown in Fig. 4.  Note that pitch attitude (θ ) can be used instead of Angle of 
Attack (α ) to form the new desired pitch dynamics, as long as the frequency of 
the new augmented Short Period is selected to be in the frequency range where 
θ α≈ . Fig. 4 does not show the pitching moment due to thrust, but this effect is 
included in the full design and analyses and simulations. The Model Inversion 
approach used here is not more risky that a classical design approach, since the 
same conservative gain and phase margins will be maintained to provide robust-
ness against airplane model errors and unmodeled dynamics.  If the flight test 
results do not match the simulation results from the generalized control system 
design, there are only two possible causes: errors in the design implementation 
or, insufficient fidelity of the airplane and sensor models.  In that case it is more 
productive to correct possible design and implementation errors and, if necessary, 
develop higher fidelity airplane models, rather than revert to an ad hoc “trial and 
error” approach. The resulting new Short Period dynamics are represented by  
the TF: 

2

q

q qc

K K

S K S K K
θ

θ

θ
θ

=
+ +

  (2)
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Fig. 4 Short Period Model Inversion and build up of new Short Period Dynamics   

To provide the proper flight path angle control dynamics to support closing of the 
outerloop mode feedback, proportional γ feedback and integral control signal 
path of  εγ  are closed around the / cγ θ  transfer function, as shown in Fig. 5.  

The cγ coming from the automatic, or the augmented manual mode which  

develops cγ  by integration of the vertical control inceptor signal ( )vciδ . [An 

alternate architecture using ( )εγ in the proportional signal path has also been 

developed [6], but this architecture has disadvantages for the automatic control 
modes.]  The controller structure of Fig. 5 was specifically developed to support 
the manual mode bandwidth requirement, by using pole zero cancellation to create 

effectively a lower order [ / ]vciγ δ  TF, as explained in section 4, below. 

To make this possible the [ /γ θ ] heave dynamic have been made to appear as 

an explicit part of the [ / ]autocγ γ TF.  By selecting
2EPK θτ= the TF for the 

automatic modes becomes (KFFI and KFFP both set to zero): 
 

2

3 2

1
.

[{1/ ( . . )} {1/ ( . )} (1/ ) 1]( 1)q EI EI EIc cauto K K K S K K S K S Sθ θ θ

γ θ γ
γ γ θ τ
 

= =  + + + + 

     (3)  
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Fig. 5 TECS Core elevator control channel 

Note that the variation of 
2θτ no longer affects the system stability. The heave 

time constant is defined as:  

2 .

. .
. .. S

C V W VtrueL true
g C qLg CL

θτ
αα

==   (4)

This 
2θτ can be readily computed/updated by the onboard flight control computer. 

3.3 Normal Load Factor Limiting – Revisited 

Using εγ  instead of the ( / )V gε εγ −   as the input to the elevator control channel 

during operations with the thrust between the lower and upper limit also solved a 
Normal Load Factor (NLF) control issue. In the earlier design, during execution of 

simultaneous /cV g  and cγ  with opposite signs, the effective Normal Load Fac-

tor limit was twice the intended value, because both  /cV g  and cγ  contributed 

to the effective NLF-limit.  The new control strategy, using either εγ  or /V gε
 , 

eliminates this problem. As mentioned above, in the current design NLF control 

for the automatic modes is achieved by placing an amplitude limit on the εγ  and 

/V gε
  signals. This amplitude limit is calculated as follows. Given a 

limitNLF , 

the normal acceleration limit is limit.NLFg . So the desired flight path angle rate 

limit becomes limitNLF . / Gg Vγ = . According to (3) for a ramping cγ  the flight 

path angle response will lag the command by an amount: 

2
1/ KEIγ θτ τ= +     (5)
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Then, .γεγ τ γ=  .  Therefore the amplitude limit on εγ  should be: 

limit Glimit 2
(NLF . / V )(1/ )g KEIε θγ τ= +   (6) 

Also, the same limit needs to be applied to the  /V gε
  signal, to achieve the same 

NLF control during operations with SoECP when the thrust command is at the 
upper or lower limit. 

When the εγ  or the /V gε
 signal at its limit, the feedback path to the integrator 

is effectively broken, so it must be shown that the remaining elevator/thrust con-
trol configuration maintains satisfactory γ  and TΔ  response dynamics.  

3.4 TECS Core – Thrust Control Channel Design  

The basic control decoupling requirement is met when the responses of 

( / )V gε εγ −   and ( / )V gε εγ +  due to a cγ or a /cV g  command are identic-

al.  The equation for requiredTΔ  is:  

.( / )requiredT W V g DragγΔ Δ + + Δ=    (7)

It can be shown that during automatic mode operations the drag change due to 
incremental NLF  (which is limited to .1 g),  can be neglected. From this equation 
it follows that ideally, in order to maintain / 0V gε =  during the execution of a 

cγ  maneuver, the following TF identity must hold:  

[( / ) / ] [ / ]thrust elevatorc cT W γ γ γΔ =   (8) 

Then by inference, in order to maintain 0εγ =  during execution of an accelera-

tion command, the following TF identity will hold too:  

[( / ) / ( / )] [( / ) / ]c cT W V g T W γΔ = Δ   (9) 

The above decoupling requirements can be achieved by matching thrust control 
channel dynamics to mimic the elevator control channel dynamics. One approach 
is to select TI EIK K=  and TP EPK K= , and insert a matching filter before the 

final Thrust Command that represents the augmented pitch attitude and heave 
dynamics, as well as the inverted engine dynamics [1/ ( / )]cT T . This approach 

and also another more traditional approach, matching the TF frequency/amplitude 
responses, were evaluated. Both approaches produced very good control decoupl-
ing results. However, the more traditional design resulted in a simpler design and 
achieved slightly better decoupling of the flight path and airspeed command  
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responses. It also resulted in much lower gains KTP and KTI and therefore lower 
control activity in turbulence. Simplicity has its advantages.  

Provisions for Thrust and Elevator Command Saturation 

The classical way to limit the final thrust command is to continually calculate and 
apply the integrator limit by subtracting the contribution of the proportional 

ˆ( / )V gγ +   signal path from the externally provided Net Thrust Limit (NTL).  

Alternatively, the integrator may be moved to end of the net thrust command sig-
nal processing path, where its output can be simply limited to the engine’s net 
thrust command limit, provided by the FADEC. In that case, a differentiator func-

tion must be placed in the proportional ˆ( / )V gγ +   signal path. In the later 

TECS designs the latter approach is used, because it is simpler.   
Likewise, similar provisions must be implemented to prevent windup of the in-

tegrator in the elevator command processing signal path.  

Priority Use of Elevator When the Thrust Command Is at a Limit 

The change to using εγ  instead of  ( / )V gε εγ −  as the input to the TECS Core 

elevator control channel during MIMO control, allowed the elevator control 
priority logic  for conditions with thrust at the upper or lower limit to be simplified 
considerably. It also allows smooth, transient-free execution of simultaneous air-
speed and flight path commands for all possible combinations of amplitude and 
timing to be achieved. The updated Elevator Control Priority works as follows. 
When the thrust command is within the linear control range between Tmin and 
Tmax, Path-on-Elevator Control Priority (PoECP) is used. PoECP also remains 
in effect after the thrust command reaches Tmax or Tmin when 

ˆˆ.5( / )c V gγ γ≤ +   and one of the following modes is engaged: 

• the FPA mode , or  
• the Altitude Acquisition/Hold mode, or  
• the Glide Slope mode, or  
• the Augmented Manual control mode,  and the control inceptor is at neutral  
• the Augmented Manual control mode, and the control inceptor is deflected 

and the Vmin/Vmax envelope protection control priority is not in effect  
 

Using PoECP during operation in the Altitude Acquisition/Hold mode or the 
Glide Slope control mode when the thrust command is at the upper or lower limit 
is self evident. In that case the airplane will stay on the commanded flight path and 
accelerate/decelerate according to the available “excess energy rate”. This strategy 
assures that the Glide Slope will be captured, when the airplane is at the right posi-
tion for capture, either from below or from above the glide slope. When the thrust 
command reaches Tmin or Tmax,  Speed-on-Elevator Control Priority (SoECP) is 
invoked in the following situations: 
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• Altitude Acquisition or FPA mode engaged and maxcT T= and 

ˆˆ.( / )c ECP V gKγ γ +>  , or 

• Altitude Acquisition or FPA mode engaged and mincT T= and 

ˆˆ.( / )c ECPK V gγ γ< +  , or   

• Augmented Manual Control mode engaged and the control inceptor is at neu-
tral, or  

• Augmented Manual Control mode engaged and the control inceptor is not at 
neutral and either the Vmin control develops a more nose down command 
than the Manual FPA Control mode, or the Vmax control develops a more 
nose up command than the Manual FPA Control mode. 

Currently, .5ECPK =  has been selected. When ˆˆ.( / )c ECP V gKγ γ +>   is not 

true (for small values of cγ ) speed commands will be executed using  PoECP, 

e.g. when the Altitude Hold mode is engaged, or during a shallow climb in the 

FPA mode. When ˆˆ.( / )c ECP V gKγ γ +>   is true, then there would be little con-

trol authority to accelerate using the thrust only, so in that case the SoECP is in-
voked and part of the energy rate used for climbing is transferred to accelerate the 
airplane and capture the commanded speed quicker. Examples of Energy Man-

agement cases are shown in Fig. 8.  When SoECP is invoked the εγ  signal input 

to the Core Controller is replaced with the /V gε
  signal, see Fig. 2. In that case, 

to allow for execution of a simultaneous flight path command, Control Authority 
Allocation (CAA) is applied to the longitudinal acceleration command ( / )cV g . 

The CCA function is explained in more detail in the next section. Then, when the 
thrust command computation computes a thrust rate command that drives the 
thrust command out of the limit, the control priority reverts back to flight path 
control priority.  The thrust coming off its limit always coincides with the start of 
the final flight path or speed command capture phase. 

3.5 Energy Management during Execution of Simultaneous 
Flight Path and Airspeed Commands – Revisited 

In the earlier TECS design the Energy Management function and associated logic 
was rather complex and not without flaws. One of the reasons was that the diffe-

rential energy rate error ( / )V gε εγ −   was used as the input to the elevator con-

trol channel during operations with the thrust command between Tmin and Tmax. 
When during the capture of a flight path command the thrust came off its limit, the 

Core elevator control channel would revert to using ( / )V gε εγ −  as its input 

signal. This made it difficult to smoothly capture smooth vertical path, if at that 
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time the /V gε
 signal was not close to zero. The revised control priority logic 

discussed above, using PoECP during operations with the thrust command be-
tween Tmin and Tmax has made it possible to greatly simplify the Control Au-
thority Allocation (CAA) associated signal processing. In the current design, the 
Core elevator control channel only uses the /V gε

 signal as its input when the 

SoECP is invoked. Therefore, in the current design, the /V gε
 signal that is routed 

the Core elevator control channel has the CCA amplitude limit [ ˆ( / )emK V gγ + 

] applied to it full time. No CCA amplitude limit is applied the /V gε
 signal that 

is routed the thrust control channel, so the thrust control channel always uses the 
basic ( / )V gε εγ +  signal. The CCA associated logic used in the earlier design 

has been eliminated. 

3.6 TECS Automatic Modes Simulation Results 

Simulation 

A complete TECS/THCS system simulation capability was developed in 
MATLAB-Simulink. The simulation includes all TECS and THCS modes and 
design features discussed above in this paper, as well as a full flight regime six 
degrees of freedom nonlinear airplane simulation. Realistic 2nd order actuator 
models including rate and position limits were included, along with a rate limited 
2nd order engine model. The system time responses below were generated using 
this simulation. No “design tuning” is used for any of the maneuvers shown be-
low. The airplane model represents a generic 100-125 passenger twin turbofan 
engine transport airplane at 120,000 lbs.  

Results 

Fig. 6a and 6b show the airplane response to a 25 knots step command (upper 
plot) and a 100 knots step command (lower plot) in the IAS and Altitude Hold 
modes.  

The responses are very smooth and the flight path coupling error due to the ex-
ecution of the speed command is very small:  the temporary altitude deviation was 
a little over 1 ft for the 25 knots speed increase (within the “linear” thrust operat-
ing range) and ~2 ft altitude deviation for the 100 knots speed change, which in-
volved a 20 second period with the thrust command at the upper (Tmax) limit.  

In Fig. 7 the system responses are shown for the IAS and Altitude Acquisition 
modes for step altitude commands of 500 ft (upper plot), and 5000 ft (lower plot). 
For both cases the responses are smooth and without an overshoot of the com-
mand. For the 500ft step command case the thrust does not reach the limit (Tmax).  
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Fig. 6a TECS Responses to step IAS-cmd = 25 knots 

 

Fig. 6b TECS Responses to step IAS-cmd = 100 knots 

For the 5000 ft step command case the thrust reaches Tmax and stays there for 
~60 seconds before the thrust is reduced smoothly during the final linear exponen-
tial capture. There are no perceptible control transients resulting from the rever-
sion from PoECP to SoECP and vice versa. In both cases the maximum speed 
deviation is limited to ~.2 knots. Notice also that the NLF is limited to .1 and that 
Tmax slowly decreases during the climb, due to the air density effect on the en-
gine thrust.  
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Fig. 7a Response to step Alt Acq-cmd: 10000 to 10500 ft 
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Fig. 7b Response to step Alt Acq-cmd: 10000 to 15000 ft  

In Fig. 8 upper plot, the system responses are shown for the IAS and Altitude 
Acquisition modes for a   step Alt-cmd = 3000 ft at t= 20 seconds and a step IAS-
cmd = 100 knots at t=60 seconds.  
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Fig. 8a Energy Management for Alt Acq-cmd = 10000 to 13000 ft, followed by  IAS-cmd= 
200 to 300 knots at t= 60 sec 
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Fig. 8b Energy Management for IAS-cmd = 200 to 300 knots, followed by  Alt Acq-cmd = 
10000 to 13000 ft at t= 60 sec 
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The timing of the commands are chosen to demonstrate the “pilot like” Energy 
Management feature built into the system. The altitude command drives the thrust 
command to Tmax, establishing SoECP.  Then when the IAS-cmd follows, the 

Control Authority Allocation (CAA) limit, ˆˆ( / )emK V gγ +   with .5emK = , is 

placed on the /cV g  signal, causing the airplane to reduce the climb rate by ~50 

% to execute the IAS-cmd. During the execution of the IAS-cmd the cγ  drops 

below ˆˆ.5( / )V gγ +  , causing the elevator control priority to revert from SoECP 

to PoECP, allowing the ALT-cmd to be captured. At this point the Total Energy 
demand is not yet satisfied, so the thrust stays at Tmax and the excess energy rate 
is now causing the acceleration to increase. Then, when the airspeed comes within 
the capture range, the thrust command drops below Tmax, PoECP is reestablished 
and the commanded airspeed is captured exponentially.  

In Fig. 8 lower plot, the system responses are shown for the same step Alt-cmd 
=3000 ft and  

IAS-cmd=100 knots, but order is reversed. Now the IAS-cmd causes the thrust 
to ramp up to Tmax, to accelerate the airplane while maintaining PoECP, until at 

t=40 seconds the step Alt-cmd results in ˆˆ.5( / )c V gγ γ> +  , causing a reversal of 

the elevator control  priority to SoECP with the CCA acceleration limit 

limit
ˆˆ( / ) .5( / )cV g V gγ= +  applied to the /cV g  signal that is routed to the ele-

vator control channel. This causes the acceleration to drop to 
ˆˆ/ .5( / )cV g V gγ= +  , thereby transferring ~50 % of the energy rate to the ex-

ecution of the climb command, while maintaining Tmax. Next, the IAS-cmd is 

captured first, but since at this point still ˆˆ.5( / )c V gγ γ> +   the SoECP is main-

tained. During the IAS-cmd capture, the excess energy is transferred to increase 
the climb rate, while maintaining T= Tmax . When the thrust command drops 
below Tmax , the “linear” PoECP capture of the Alt-cmd begins. 

4 Flight Path Angle Based Augmented Manual Control  

4.1 Specific Design Objectives  

The FBW Augmented Manual Control mode provides pilot maneuvering capabili-
ty in the vertical plane by using the vertical control inceptors. A earlier stand-
alone Flight Path Angle based augmented manual control mode was developed 
and flight demonstrated/evaluated under the NASA TCV Program 1976-79  [3].  
Key design objectives include:  
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• good handling qualities at all flight conditions, with  precision maneuvering 
capability  

• reduced pilot workload using “Direct FPA Control” strategy , eliminating 
need for continuous compensatory pitch attitude control. 

• carefree maneuvering capability to the limits of the safe airplane performance, 
using envelope protection to reduce the risk of Loss of Control (LOC)  

• operational consistency with automatic modes, one pilot “mental model” for 
all operations 

• clean and simple integration of the manual and automatic modes, shared  
function elements 

In order to achieve the last three objectives the Augmented Manual control mode 
is designed as a simple augmentation to the automatic FPA control mode. Thus, 
the Core elevator control channel of Fig. 5 provides the basic airplane control 
when the pilot is not using the control inceptor. The airplane then maintains the 
last pilot-established earth referenced γ , regardless of changes in airspeed, air-

plane configuration changes or disturbances due to turbulence and windshear.  As 
a result this FPA Rate Command Hold strategy largely eliminates the need for the 
pilot to use a Continuous Compensatory Control Strategy. Instead the control 
tracking performance tends to improve when the pilot adopts an Intermittent Ma-
neuver Control Strategy. So, the main reasons for going to a “Direct FPA Con-
trol” strategy are to reduce the tedious kind of workload controlling flight path 
perturbations, and to simplify interception and tracking a vertical path in space. 
This operation can be further enhanced by proper flight displays, e.g. a HUD or 
Synthetic Vision background display of the airport and runway. This makes it easy 
to capture a desired Glide Path and from there on, the FPA-based Augmented 
manual control algorithm will track the pilot established flight path with little or 
no need for pilot corrections. This capability, then called “Velocity Vector Con-
trol”, was first developed and demonstrated by NASA under the TCV program in 
the late 1980-ties [5]. 

4.2 Design Implementation  

For the design shown in Fig. 5 the control inceptor command signal is processed 
in three very basic feed forward command paths. The first signal path integrates 

the inceptor command to establish the reference cγ . The second and third signal 

paths shape the control responses of the airplane to achieve the exact response 
dynamics prescribed by a specified ideal (classical) handling qualities model. 

Briefly, the TECS Core elevator control channel [ / ]c autoγ γ TF, equation (3), 

has a unity numerator and a fourth order denominator. The feedback and feed 
forward gains of this Core Controller can be selected such that the resulting aug-

mented manual [ / ]vciγ δ  TF results in a [ / ]vciθ δ  TF that represents a speci-

fied ideal handling qualities model, for example:  
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Here vciδ  is the vertical control inceptor deflection, vciK  is the vertical control 

inceptor gain. Since  

2

1
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it follows in order to achieve (10) , the final  [ / ]vciγ δ  TF must be  

2

2 22G

vci

vci

K g

S V S S

γ ω
δ ζω ω

=
+ +
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Here GV  is the groundspeed. This [ / ]vciγ δ  TF can be realized by using feed the 

forward gains FFPK  and FFIK to create two zeros designed to cancel two poles 

of the [ / ]c autoγ γ TF, equation (3). One of these numerator zeros is used to can-

cel the 
2θτ associated pole and the second zero is used to cancel the first order 

pole that is part of the third order part of the denominator of the [ / ]c autoγ γ  TF. 

Thus the “ideal” SP frequency and damping coefficient in (10) can be specified. 

For example: selecting  2SPω ω= =  rad/sec and 1SPζ ζ= =   results in: 

2

2

2

( . . 1)

(.25 1 1)( 1)( 1)
FFP FFI

G D

vci

vci

K K S K Sg

S V S S S Sθ

γ
δ τ τ

+ +=
+ + + +

  (13) 

The second order numerator of (13) must cancel the two first order poles.   
Therefore: 

2

2
( . . 1) ( 1)( . 1)FFP FFI DK S K S S Sθτ τ+ + = + +   (14)

However, to determine FFPK  and FFIK , 
Dτ  must be known, or one of the feed-

back gains must be known. The simplest way is to select Dτ . Then from (14) it 

follows that 
2

.FFP DK θτ τ=  and 
2

FFI DK θτ τ= + .  For example for 1Dτ = , it 

follows that 
2

FFPK θτ=  and 
2

1FFIK θτ= + . Also the following identity must 

hold:  

2 3 2(.25 1 1)( 1) [{1/ ( )} {1/ ( )} {1/ ( )} 1]D q EI EI EIS S S K K K S K K S K Sθ θτ+ + + = + + +   (15) 
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The right hand part of equation (15) is the third order part of the original 

[ / ]c autoγ γ TF, Equation (3).  For  1Dτ =  the gains become 5qK =  

(rad/sec2)/(rad/sec), 1.6Kθ =  (rad/sec)/rad and .5EIK =  rad/rad. The gain 

.5EIK = adequately supports the outerloop altitude and airspeed modes band-

width of .1 rad/sec. The γ  response lag relative to cγ becomes 1γτ = second. 

The above sketched approach for designing the [ / ]c autoγ γ and [ / ]vciγ δ  TF 

allows a quick evaluation of the change in the [ / ]c autoγ γ dynamics and the 

gains, in particular qK  and EIK , for other choices of  
Dτ . Here it was assumed 

that the linear elevator control actuator transfer function will have its lowest first 
order pole located at -20 rad/sec or higher. This allows for a gain qK  up to 

5(rad/sec2)/(rad/sec) or somewhat higher, while still assuring that the lowest fre-
quency pole of the actuator dynamics  will not couple with the first order pole 
associated with the qK  control loop, to form a lowly damped oscillatory mode. 

The selected gains also allows for the addition of structural mode filters, if needed. 
The robustness margins can be increased further by increasing 

Dτ  which lowers 

qK , but reduces EIK . If the “ideal response model” is different than the one 

defined by equation (10), or if it needs to change for different flight conditions, it 
is a simple matter to recalculate the corresponding gains. More details on this FPA 
based Augmented Manual control mode design can be found in [3,4]. 

4.3 Augmented Manual Mode – Thrust Control 

No changes to the basic thrust control channel are required for the Augmented 

manual mode, except the feed forward gains FFPKT  and FFIKT  (implemented 

analogous to FFPK  and FFIK ) can be used to minimize speed deviations due to 

vertical maneuvering. However, 0FFPK =  was found to relax throttle response 

during vertical stick inputs, albeit at the expense of incurring a slightly larger 
speed error. 

4.4 Pilot Display Requirements for Manual γ -Control Loop 
Closure 

The FPA-based augmented manual control mode was designed to meet the clas-
sical handling qualities requirements intended for pitch attitude control, so a stan-
dard Primary Flight Display can be used for closing the pilot control loop using 
pitch attitude. However, to realize “direct FPA Control” requires the addition of 
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the FPA information to the PFD. In the earlier NASA “Velocity Vector Control” 
development program [5] it was found that 1γτ = second,  although less than for 

the unaugmented airplane, it is still too large for the pilot to be able to close the 
loop on γ  directly. Therefore a quickened γ  display signal must be used. The 

obvious candidate signal is cγ . Pilot control loop closure around cγ , instead of 

around the actual airplane dynamics, was found to work very well, since only 90 
degrees lag is incurred in this loop, discounting the pilot’s lag. So then the pilot 

can use very high gain without PIO risk. To avoid displaying both γ  and cγ , a 

blended quickγ signal can be used that responds like cγ  during maneuvering and 

reverts to γ  when the pilot is out of the control loop. It is based on equation (12):  

2 2

2 21
(1/ ) (2 / )

(1/ ) (2 / ) 1 cquick
S S

S S

ω ζ ωγ γ γ
ω ζ ω

+= +
+ +

  (16) 

or, by defining (2 / )q ζ ωτ = a first order approximation of (20) becomes: 

2 1
q

cquick
q

S

S
γ γ γ

τ
τ= +

+
  (17) 

Still another approach to “on demand” γ  quickening was proposed in [6]. It adds 

a pitch rate signal to γ .  

4.5 Augmented Manual Mode – Envelope Protection 

Speed Envelope Protection. The FPA-based augmented manual control mode 

should normally be operated with the autothrust engaged because of the lack of 

speed stability at constant throttle setting. However the airspeed should be allowed 

to drift after the thrust reaches the upper or lower limit and the pilot commands a 

γ in excess of the airplane’s steady state performance capability, or during ma-

neuvering  with the autothrust disengaged, as long as  Vmin and Vmax protection 

is provided when the airplane’s excess kinetic energy runs out. Therefore simple 

independent Vmin, and Vmax control functions have been developed that work as 

follows. When the autothrust is engaged, the Vmin control function is armed to 

allow engagement using SoECP after the thrust-command reaches Tmax and after 

the Vmin control develops a pitch command that is more nose down than the pitch 

command developed by the manual FPA control. Likewise, the Vmax control 

function is armed to allow engagement using SoECP after the thrust-command 
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reaches Tmin and after the Vmax control develops a pitch command that is more 

nose up than the manual FPA control. Also, the Vmin target is lowered in propor-

tion to the nose up vciδ  deflection, from the command speed at zero vciδ deflec-

tion to 1.05 stallV
ϕ  for full nose up deflection. Likewise, the Vmax target is in-

creased in proportion to the nose down vciδ deflection, from the command speed 

at zero vciδ  deflection to Vmo/Mmo + XX knots for full nose down deflection. 

When the autothrust is disengaged, the Vmin/Vmax envelope protection func-

tion is always armed to engage. In this case the Vmin target is 1.2 stallV
ϕ

at zero 

vciδ  deflection. The Vmin target is lowered in proportion to the nose up vciδ  

deflection to 1.05 stallV
ϕ

for full nose up deflection. Here 
1

1/ cosstall stall g
V V

ϕ
ϕ=

is the stall speed for the airplane in a level coordinated banked turn. Likewise, the 

Vmax target is increased in proportion to the nose down vciδ  deflection, from 

Vmo/Mmo at zero vciδ  deflection to Vmo/Mmo + XX knots for a full nose down 

deflection.  
 

Normal Load Factor Control.  To prevent excessive positive zn that can result 

in stall or undesirable negative zn , both a bank angle command limit and  a full 

vciδ deflection zn - command limit are imposed.  The vertical maneuver authori-

ty, max( )
vzn , is calculated according to equation (18) below, and the NLF-

command is scheduled so that a full vertical control inceptor deflection always 

commands the maximum safe NLF. However, it was found that simple command 

limiting cannot prevent exceeding the NLF limits for extreme stop to stop vertical 

inceptor deflections at high speed (e.g. due to PIO). Therefore a simple innerloop 

feedback NLF-limit control function was also implemented. A more detailed dis-

cussion on Envelope Protection requirements and design for automatic and aug-

mented manual control mode can be found in the companion paper [4].  

4.6 Scheduling of the Command Gain,
 vciK   

To minimize the possibility of overstressing or stalling the airplane, the vertical 

control inceptor command gain vciK  needs to be scheduled as a function of  stick 

deflection and  airspeed, such that full vertical stick deflection commands the 

maximum safe Normal Load Factor ( zn ), at any speed.  At speeds greater than 

the Maneuver Speed 
structLimauthorityz zn n= . Generally at design weight,  

2.5
structLimzn = . Below the Maneuver Speed 2 2

1/
aeroLimauthority stall gz zn n V V= = . 
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The vertical control inceptor deflection ( vciδ ) is normalized to +1 for full nose up 

deflection and -1 for full nose down deflection. For 1vciδ =  The maximum 

available normal load factor for vertical maneuvering, max( )
vzn , is: 

max Margin
( )

v authority stallz z z zn n n n
ϕ

= − Δ − Δ  (18)

In equation (19) 
authorityzn is the lower of  

structLimzn   or the 
aeroLimzn ; 

(1/ cos ) 1zn
ϕ

ϕΔ = −  is the incremental load factor due to roll angle, assuming 

a coordinated turn; 
MarginstallznΔ  is a selected safety margin, typically equal to .1. 

For this study it was decided that the negative zn control authority should be li-

mited to min( ) 0
vzn =  , rather than min( ) 1

vzn = − , because a capability to com-

mand min( ) 0
vzn =  in a vertical maneuver gives plenty maneuver authority for a 

transport airplane and protects the passengers and the airplane against possible 

injuries and damage. (An arrangement should be provided to change this limit to 

min( ) 1
vzn = −  in case the airplane becomes inverted, since the airplane must 

remain controllable at any attitude.) Thus, with the 
czn  defined at three points for 

vciδ  =1, 0, -1, the above requirements can be met by defining the incremental 

normal load factor ( )
cvznΔ , commanded as a function of  max( )

vzn  and vciδ , 

using the following parabolic schedule: 

max max[{.5( ) 1}. 5( ) ]. ..
cv v cvci vci vcivciz z zn n n Kδ δ δΔ = − + =  (19)

Therefore:  

. / . . . /
cv G Gc vci vcizn g V K g Vγ δ= Δ =      (20)

Here 
cvznΔ is the incremental load factor commanded by the vertical control in-

ceptor deflection.  It should be noted that for this schedule the command gradient, 

max0( / ) .5( )
cv vvcivciz zn nδδ =Δ = , is a function of airspeed and the inceptor 

deflection. When combined with a passive inceptor that has a fixed force gradient, 

it produces a “stick force per g” ( / )
cvvci zF nΔ  that at high speeds decreases 

with increasing deflection and this is generally regarded as unacceptable for han-
dling qualities. Another stick command schedule that allows for a selectable 

command gradient, 0/ )
cv vcivcizn gradδδ =Δ = ,  can be defined using  a (1-cos) 

function and the requirements: for 1vciδ =  max( ) 1
cv vz zn nΔ = − ; for 0vciδ =  
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0
cvznΔ = ; and for 1vciδ = −  1

cvznΔ = − . Then for 0vciδ ≥  the relationship 

becomes: 

max. {( ) 1 }[1 cos{ .( / 2)}]
cv vvci vciz zn grad n gradδ δ πΔ = + − − −    (21)

and for 0vciδ <  the relationship becomes: 

. ( 1 ).[1 cos{ .( / 2)}]
cv vci vcizn grad gradδ δ πΔ = + − + −  (22)

Although for this command the gradient at zero control effector deflection can be 

selected, at high speed the /
cvvci zF nΔ gradient still decreases with increasing 

deflection. So this schedule may also be unsuitable for use with a passive control 
inceptor that has a fixed force/deflection gradient. Still another alternative is to use 

a constant command gradient, ( / )
cv vcizn δΔ , at any defection and airspeed.  This 

approach would produce a constant /
cvvci zF nΔ , when using a passive constant 

force gradient control inceptor, but it also has a number of design and handling 
qualities issues. These include: matching full deflection command with maximum 
maneuver authority; unequal maximum positive and negative deflection; com-
mand gradient discontinuity around zero inceptor deflection and possibly for large 

nose up deflection; and possible need for flat zones where / 0
cv vcizn δΔ = , used 

to prevent exceeding  max( )
vzn . For these reasons, the FAA is currently sponsor-

ing research to define design guidelines and certification requirements for passive 
and active control inceptor command gain and feel force gradient.  

4.7 Control Anticipation Parameter (CAP) Requirement 

The CAP is defined as the ratio /θ Δnzt 0 t= =∞
 . From the  [ / vciγ δ ] TF defined  

by (14), it follows that: 

0
. .( / ). . . .Gtc vci vci FFP EI qK g V K K K Kθθ δ

=
=   (23) 

For a constant stick input the final incremental load factor is: 

.( / )( ) ( / ) ( / ). .G G Gcz t c vci vciV V K g Vn g g δγ=∞Δ = =  (24)

Therefore  

. . . .( / )G FFP EI qCAP g V K K K Kθ=   (25)
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Thus, for an approach condition with 215V =  ft/sec and 
2

2θτ =  and a selected 

1γτ = , it follows that the required value 
2

2FFPK θτ= = , resulting in CAP = 1.2. 

This is well within the .28 to 3.6 CAP range allowed in MIL-STD-1757A for level 
1 handling qualities. With the feedback gains 

EIK , Kθ  and qK   pre-determined, 

the only parameter that can change CAP is FFPK . However,
FFPK  is a critical 

design parameter that cannot be varied much from the calculated value in the 
above analysis and still achieve acceptable responses. Furthermore, to achieve 
harmony between the initial pitch acceleration and the final zn  response 

FFIK  

(here controlling the steady state zn lag relative to /.vci vciK Sδ  must be selected 

within a narrow range, to achieve the desired value of γτ . Another way to analyze 

CAP is to look the variation of CAP as a function of Dτ . Changing Dτ  has no 

effect on the final [ / ]vciγ δ  TF , nor does it change the product . .EI qK K Kθ , but 

FFPK  varies in proportion to Dτ , so it is possible to change CAP value without 

changing the [ / ]vciγ δ  response!  One more observation: for higher values of 

Dτ  the basic [ / ]c autoγ γ TF incurs more lag,  because it reduces  
EIK  (see equa-

tion (5), so in order to still achieve the same final / vciγ δ  response, the feed 

forward gains  and 
FFIK  increase to compensate for the increased lag. So then the 

control augmentation relies more on the 
FFPK direct feed through signal path to 

the elevator and less on the feedback control signal paths. Conclusion: CAP is a 
dubious Handling Quality criterion that may need further updates or replacement.  

4.8 FPA Based Augmented Manual Control Simulation Results 

The same simulation as used above for the automatic modes was used to generate 
the time responses below for the FPA-based Augmented Manual control mode as 

defined above. Fig. 9a shows the responses to stick pitch
δ =.1, starting at t=20 

second for a duration of 5 seconds, resulting in a change of flight path angle of ~2 

degrees. The responses are very smooth, without an overshoot of the cγ , or oscil-

lations. Note the responses in Angle of Attack (AOA) and NLF ( zn ) are also 

controlled very smoothly. The flight path angle response lag is as designed: 
1γτ =  second. The pitch attitude shown is biased by the amount of the trim pitch 

attitude before the maneuver starts, to show its lead relative to lead cγ .  
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The pitch attitude leads the γ -response by 
2θτ and causes the attitude to drop 

back when the control inceptor is released, if 
2

1θτ > .  The IAS-error remains less 

than 1knot. The thrust command does not reach Tmax. 
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Fig. 9a FPA-based Augmented Manual Mode: responses to  vciδ =.1 from t= 20 to 25 sec 
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Fig. 9b FPA-based Augmented Manual Mode: responses to  vciδ =.1 from t = 20 to 36 sec, 

Transition to SoECP  
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Fig. 9b shows the responses to vciδ =.1, starting at t=20 second for a duration of 

16 seconds, resulting in a change of flight path angle of ~6.6 degrees. During this 
maneuver the thrust command increase to within a small margin of Tmax. The 
IAS-error reaches a maximum of ~1.5 knot and then gradually reduces to ~zero.  
Then, as Tmax decreases with increasing altitude, the thrust command reaches 
Tmax at t=87 seconds and this causes a reversion from PoECP to SoECP, in or-
der to maintain the airspeed. At that point the flight path angle will start to fall off 
in proportion to the thrust fall off. 

Fig. 10  shows the responses to vciδ =.1, starting at t=20 second held indefinite-

ly. This causes the flight path angle to rise until the Vmin control engages (using 
SoECP), a short time after the thrust command reaches Tmax. At that point the 
flight path angle and reaches ~ 9 degrees, then starts to decline as a result of the 
Vmin control priority. As discussed above, the Vmin control has been designed to 

mimic speed stability, allowing a final speed deviation in proportion to the vciδ
deflection. So in the upper plot, the speed bleeds of 10 % of the speed margin to 
1.05Vstall.  
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Fig. 10 FPA-based Augmented Manual Mode, responses to  vciδ =.1 held indefinitely  

In the Fig. 11 a full nose up deflection is applied ( vciδ =1). This results in a 

very aggressive maneuver using all available NLF authority.  For this case, the 
thrust command very quickly reaches Tmax and Vmin control priority is estab-
lished very shortly before the NLF and the AOA reach their peak value, at ~2.2 
and 13 degrees respectively. The stall AOA is 15 degrees. The flight path angle 
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reaches a peak value of ~22 degree.  The real peak pitch attitude reached is ~38 
degrees (34 degrees as shown + 4 degrees trim value before the start of the ma-
neuver). The final speed settles at 1.05Vstall.  The control responses and reversion 
to Vmin control are very smooth and without transients. 
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Fig. 11 FPA-based Augmented Manual Mode, responses to  vciδ =1 held indefinitely 

5 Additional TECS and THCS Related Developments 

5.1 Ecological PFD 

The TECS energy based control strategy and the THCS Heading control strategy 
can be embedded into the Primary flight Display (PFD), to bring out control  
guidance cues for using manual Thrust, Pitch and Roll control to efficiently and 
simultaneously capture and track airspeed, Altitude and heading targets in an 
energy efficient exponential and overshoot-free manner. This enhanced Ecological 
PFD concept is summarized in the companion paper [3] and described in more  
detail in [8]. 

5.2 TECS/THCS Mode Control Panel 

In order for the pilot to be able to use one mental model for all FG&C operations 
and to minimize effort needed for reuse, the TECS & THCS designs use one gene-
ralized guidance and control strategy for all automatic and augmented manual 
control modes. For the same reason this strategy has also been applied to the  
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design of the FG&C Mode Control Panel (MCP) and Flight Mode Annunciation 
(FMA) function on the FFD. These developments are described in the companion 
paper [3]. 

5.3 Interactive Real-Time TECS/THCS Demonstration System 

An interactive Real-Time TECS/THCS Demonstration System was develop, using 
The Simulink Real Time Workshop program, including the twin engine transport 
airplane simulation, an interactive TECS/THCS Mode Control Panel with inte-
grated Controller Pilot Data link Communication functions, a joystick manual 
control capability and several versions of Primary Flight Displays including a 
Flight Mode Annunciation Panel. 

6 Conclusion 

This paper describes recent design enhancements of the Total Energy Control 
System (TECS).  TECS uses a “pilot like” MIMO energy-based guidance and 
control strategy to generalize and functionally integrate all automatic and aug-
mented manual control modes for airplane control in the vertical plane. This de-
sign strategy enables the pilot to use one mental model for all FG&C operations. It 
also minimizes the effort needed for design application on various airplane pro-
grams. To limit the scope of this paper, additional related subject matter is covered 
in two companion papers [3] and [4].  Companion paper [3] covers design updates 
to the Total Heading Control System (THCS), the enhanced ecological PFD [also 
called Energy Management PFD (EMPFD)], and the design of the Mode Control 
Panel and the Flight Mode Annunciation Panel.  THCS uses strategies analogous 
to TECS, to generalize and functionally integrate all automatic and augmented 
manual lateral-direction control modes. TECS and THCS provide full 6 degrees of 
freedom airplane control capability to the limits of the safe flight envelope, with-
out allowing LOC by departure outside the safe flight envelope. It eliminates stand 
alone SISO based Autothrottle, Yaw Damper/ Turn Coordination and Trust 
Asymmetry Compensation systems. The EMPFD incorporates the TECS and THC 
guidance strategies to enhance pilot awareness of airplane maneuver capabilities 
and provide guidance cues to use the controls in an effective and energy efficient 
manner. A second companion paper [4] discusses various options for designing 
flight envelope protection functions.  
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Integrated Modelling of an Unmanned
High-Altitude Solar-Powered Aircraft for
Control Law Design Analysis

Andreas Klöckner, Martin Leitner, Daniel Schlabe, and Gertjan Looye

Abstract. Solar-powered high-altitude unmanned platforms are highly optimized
and integrated aircraft. In order to account for the complex, multi-physical in-
teractions between their systems, we propose using integrated simulation models
throughout the aircraft’s life cycle. Especially small teams with limited ressources
should benefit from this approach. In this paper, we describe our approach to an
integrated model of the Electric High-Altitude Solar-Powered Aircraft ELHASPA.
It includes aspects of the environment, flight mechanics, energy system, and aeroe-
lasticity. Model variants can be derived easily. The relevant parts of the model are
described and the model’s application is demonstrated.

1 Introduction

Solar-powered aircraft have received increasing interest by the scientific and indus-
trial community in the past fifty years. The subject of early solar flight is sum-
marized in depth by Boucher[3]. Voit-Nitschmann[21] and Noth[14] extend the
overview and the latter also includes a list of flown solar aircraft with their ba-
sic characteristics. Recent developments of the Solar Impulse[20] and the QinetiQ
Zephyr[15] prove that the technology is ready to allow for continuous solar-powered
flight.

However, solar-powered and high-altitude aircraft rely on highly optimized air-
craft design. This results in high lift configurations, fragile light-weight construction
and restrictive power reserves. These aircraft are thus constantly operated at their
physical limits. All aspects of the systems work in a highly integrated manner and
influence one another in a way, which is difficult to predict. Examples of the inter-
actions can be found between flight dynamics and the energy system or between the
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Fig. 1 A multitude of inter-
actions must be taken into
account, when developing
or operating high-altitude
solar-powered aircraft. The
modules of the simulation
are shown together with
the mutual influences. Ar-
rows indicate causality. Ex-
amplary couplings are la-
belled with the type of influ-
ence. Dashed arrows indi-
cate interactions, which are
not covered by the present
model.
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flight dynamics and the elastic modes of the aircraft. When an autopilot feedback
loop is introduced, the system becomes even more complex. Fig. 1 summarizes the
interactions to be taken into account, when developing or operating high-altitude
solar-powered aircraft.

The high level of integration of all these modules renders the development, simu-
lation and operation of high-altitude solar-powered aircraft a difficult task. Thus, we
propose to use integrated models during the whole life cycle of solar aircraft. They
provide faster and more accurate feedback to the design team of the aircraft than sep-
arate models, which are traditionally used. Refined versions of the models can later
be used for more realistic simulation, training, control design and hardware-in-the-
loop tests. An integrated model structure finally also provides consistent modelling
of all parts of the system and for all design and operational analyses to be carried
out. These features are especially valuable for small teams with limited ressources.

In order for this approach to work, the modelling technique must be suitable for a
variety of physical fields. The resulting models must be fast enough for closed-loop
simulation. Also, model versions of differing level of detail and reduced degrees of
freedom must be derived with little effort. The approach of the present study makes
use of Modelica [6] and the Flight Dynamics Library [12] to solve these difficulties.

Modelica is an open-source modelling standard, explicitly designed for multi-
disciplinary and multi-physics modelling and simulation. Its equation-based ap-
proach also allows for automatically generating model derivations such as linear
state-space or non-linear dynamic inverse models. The model equations can be ex-
ported to C-compiled code, allowing for fast simulation and integration in Simulink
S-functions or embedded systems using the Functional Mockup Interface [2].

The DLR Flight Dynamics Library provides a great variety of basic aircraft mod-
els as well as environmental models necessary for six degrees of freedom (6DOF)
and aeroelastic simulation of conventional aircraft. Positions can be expressed in the
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World Geodetic System (WGS84) and the rotation of the earth is taken into account.
Detailed models of the magnetic and gravitational fields of the earth are included in
the library as well as standard atmosphere data and wind simulation.

A major advantage of the Flight Dynamics Library is that it extensively uses
standard Modelica mechanical connectors, such as MultiBody frames. This allows
to connect any additional model with force or position interfaces to the airframe by
a standardized interface without changing the model equations. Interactions other
than mechanical connections are typically realized with Modelica’s ”outer” models
providing global functions for the environmental properties. Buses are used for in-
ternal control signals. The present model makes use of these techniques and keeps
up the interfacing philosophy.

Previous work on this subject has been published in [11]. In this paper, we en-
hance the model with elastic modes and an autopilot to gain a more holistic view of
the system. Thus, all interactions as shown in Fig. 1 are taken into account, except
for the dashed lines.

In the following sections, we first give an introduction to the solar aircraft used
in our study. We then introduce the overall model structure in section 3. Section 4
summarizes the main components of the integrated model. In section 5, we briefly
present selected appplications for the model and section 6 provides conclusions and
an outline of future work.

2 The ELHASPA Aircraft

In this paper, the Electric High-Altitude Solar-Powered Aircraft (ELHASPA) serves
as an example for the developed modelling approach. It is developed and built by a
consortium including the German Aerospace Center’s (DLR) Robotics and Mecha-
tronics Center (RMC) and several industrial partners. The unmanned aircraft is in-
tended to advance technologies and test applications for continuous high-altitude
solar-powered flight. A design model of the aircraft is shown in Fig. 2.

ELHASPA’s light-weight carbon fiber construction has a span width of 23m, a
wing area of 25m2 and a total mass of 100kg. It is designed to fly at speeds of
6m/s to 15m/s and in stratospheric altitudes of more than 15km. It has two separate

Fig. 2 The ELHASPA air-
craft has a wing span of
23m and a mass of 100kg.
It has two separate avionics
systems in its two fuselages
and is intended to advance
technologies and test appli-
cations for continuous high
altitude solar flight.
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fuselages with identical energy and avionics systems. The two ailerons and the all-
movable elevators and rudders are independently steerable.

3 Integrated Model Structure

While Modelica was chosen as the basic modelling environment, simulation and
autopilot development is performed in Simulink. All model components and their
interactions illustrated in Fig. 1 are therefore Modelica-based except for the autopi-
lot. The connections are mostly realized by the use of Modelica’s outer models and

Modelica & Flight Dynamics Library

Sensors

Aeroelaticity

Propulsion Energy System

Aerodynamics Actuators

Airframe

Aircraft

Environment

World Atmosphere Terrain

Simulink

Autopilot

Fig. 3 The overall model is comprised of a main and a controller module, realized in Mod-
elica and Simulink respectively. Interactions between aircraft and environment are managed
by ”outer” models in Modelica ( ), whereas internal aircraft components are mostly linked
by physical connectors ( ). The autopilot is connected to the aircraft model using regular
signal exchange ( ).
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Modelica’s standard mechanical connectors. The model is then exported to Simulink
and connected to the autopilot. Sensor and control data are passed as regular signals.
The overall model structure is shown in Fig. 3.

The model consists of three main parts. The aircraft model is separated from the
environment model, such that environmental information is globally available to all
submodules and possibly multiple aircraft. Data is exchanged between the aircraft
and the environment modules by Modelica’s ”outer” models, providing global func-
tions and variables. The autopilot model is again separated from the plant model
and can be implemented in Simulink, Modelica or any suitable modelling language.
It is connected to the plant by mere signal flows, making possible this multi-tool
approach.

The aircraft model is driven by a central airframe module, which implements the
equations of motion. All modules requiring or generating position, attitude, force or
moment information are connected to the airframe by physical ”MultiBody” connec-
tors. This includes aerodynamics, sensors, propulsion and aeroelasticity modules.
The propeller of the propulsion system is driven by a rotational flange connector,
which is connected to the motor flanges of the energy system. Actuator models
shape the command signals for the aerodynamic’s control surface deflections.

A variety of base models is already available in the Flight Dynamics Library. The
modularity of the library is maintained by defining additional modules and modular
upgrades to existing modules. For example, the atmospheric effects on radiation are
contained in a model called ”IrradianceUpgrade”, which is then overloaded on the
existing standard atmosphere model. All modules can be seamlessly interchanged
with the modules already provided by the Flight Dynamics Library.

The following section summarizes the modules particular to the ELHASPA case.

4 Components of the ELHASPA Model

The main parts of the ELHASPA model are described briefly in this section. This
includes the radiation calculation within the environment model, the energy system,
the propulsion and the aerodynamics modules of the aircraft. Special attention is
paid to the unsteady aerodynamics and aeroelasticity. The autopilot is described in
a separate paper [9].

4.1 Environment

The environment model provides reference systems and gravity models for the
world and atmospherical quantities relevant to flight mechanics such as the wind,
static pressure and air density. For solar aircraft, it is extended with additional com-
ponents to simulate the position of the sun and the resulting solar irradiance as well
as atmospheric refraction (ray deviation) and extinction (ray attenuation) of the so-
lar radiation. This allows to simulate day/night cycles including a fine resolution at
the horizon and attenuation of the solar radiation for altitudes close to the earth’s
surface.
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The calculation of the sun’s position is derived from Modelica’s Satellite Dy-
namics library and is build on a simplified analytical sun model by Schlyter [19].
This model implements the sun as a regular earth satellite on an elliptical orbit with
changing orbital elements. The mean solar irradiance is given by I0 = 1366W/m2

and varies slightly with the distance between the sun and the earth.
The atmospheric refraction R is modelled to deviate rays of sunlight from the

direct path according to Saemundsson [18]. The atmospheric extinction is modelled
using the relative airmass AM according to Young [23] and Honsberg and Bow-
den [8]. These models are valid for operation in relatively low altitudes. For actual
stratospheric flight simulation, additional effects of the solar spectrum and modified
extinction calculations have to be included in the models.

The modelled irradiation characteristics are depicted in Fig. 4. A more detailed
description of the modifications to the standard Flight Dynamics Library models
can be found in [11].

R

AM = 1 AM > 1

Fig. 4 The additional environmental model includes simulation of the sun location, the at-
mospheric refraction R and the atmospheric extinction as a function of the relative airmass
AM.

4.2 Energy System

The energy system consists of independent electrical systems for each fuselage of
the aircraft. Each side contains a solar energy generation block, a battery pack, an
electric motor, and further technical loads. The batteries and the solar generation
block are directly connected to the high voltage power bus. The motor is driven
by a motor controller. The low voltage technical loads are powered by a voltage
converter. A battery manager provides feedback on the current state of charge to the
solar energy generators. Fig. 5 depicts one side’s electrical system.

Each solar generation block contains several solar panels. Each solar panel has a
dedicated position on the aircraft structure and thus is exposed to an individual irra-
diance. The entire panel is modelled by means of one diode connected in parallel to
a current source. The source generates a current proportional to the solar irradiance.
An additional maximum power point tracker sets the operating voltage of the panels
such that the maximum power is retrieved. All outputs of the maximum power point
trackers are then connected in parallel to the main power bus.

The battery pack is modelled by a voltage source and an inner resistance, which
are both stored in look up tables as functions of the state of charge and current



Integrated Modelling of an Unmanned High-Altitude Solar-Powered Aircraft 541

saturation signal desired motor torque
rotational flanges

motor

solar energy

irradiance
to propeller

generation

vector

Fig. 5 One half of the energy system model including solar cells driven by the incoming
irradiance, batteries, a motor controller (MC) driving a motor and technical loads. The battery
manager (BM) provides feedback on the batteries’ state of charge.

flow. The battery’s state of charge is obtained by integrating the electric current. An
additional battery manager is needed in order to prevent the battery from overload.
To this end, the battery manager further reduces the voltage of the solar panels in
such a way, that no surplus power is generated. The internal saturation signal is
provided for use in the control loops. It indicates the amount of currently unused
solar power.

The electrical motor is the major consumer of electrical power and drives the
aircraft propeller through a Modelica rotational flange. The model consists of an
electromagnetic force, which ideally transforms electrical energy into mechanical
energy, an electrical resistor to consider copper losses, and a variable friction at
the mechanical side to incorporate iron losses. The motor torques are commanded
through a control signal.

Technical loads like computers, servos, and communication devices are modelled
by a fixed electrical resistance. These loads are powered by a voltage converter
considering constant-efficiency as well as fixed losses of the converter.

4.3 Propulsion

The aircraft is equipped with two fixed-pitch propellers. Their characteristics have
been estimated with the help of a Blade Element Method provided by the JavaProp
software [7]. The resulting thrust force and the torque on the propeller shaft have
been calculated for a grid of about 16000 points at different propeller turn rates, air-
craft airspeeds and altitudes. The propeller is driven through a Modelica standard ro-
tational connector, which allows to connect arbitrary motor models to the propeller
model, such as direct speed inputs or detailed motor models. The data is interpolated
at runtime to yield the current propeller thrust and shaft torque. The resulting forces
and moments are applied through a MultiBody connector to the airframe.
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4.4 Steady Aerodynamics

The baseline steady aerodynamics of the aircraft are modelled using the Athena
Vortex Lattice (AVL) software [4], a potential flow simulation for thin airfoils. The
estimation is augmented with airfoil data obtained from Xfoil [5]. These routines
provide fast aerodynamic estimation and they do not require extensive modelling.
Thus, the aerodynamic methods described here are capable of easily following
design changes and providing feedback to the design process in turn. Qualitative
assessment based on the pilot’s experience from training and the first test flight
indicates a good match between simulation and real flight.

The aerodynamic model is composed of the main wing, two horizontal, and two
vertical stabilizers. It is depicted in Fig. 6 along with the AVL coordinate system.
The model contains 1680 panels and six independently actuated control surfaces.
The differing axes definition from standard notation is handled by an extension to
the Flight Dynamics Library’s base models.

Fig. 6 ELHASPA’s vortex
lattice mesh contains 1680
panels for the main wing,
horizontal and vertical stabi-
lizers and six independently
actuated control surfaces

As the vortex lattice method is a detailled but mostly linear modelling tool, all
surfaces are augmented with Xfoil polars. The polars provide nonlinear drag effects,
which lead to a stop of the simulation in case of stall.

Since the computation of the flow field within AVL cannot be carried out in real
time, the aerodynamic model is reduced to a polynomial approximation of the AVL
model. To this end, a number of 10000 points are calculated in the relevant flight
envelope. The resulting aerodynamic coefficients are fitted in a least squares sense
to multi-dimensional polynomials p(x1,x2, ...) in the aerodynamic angles (α and β ),
the rotational rates (p,q,r) and the control surfaces (δa,δe,δr). These polynomials
also cover coupling effects of the form xm

1 ·xn
2. The output equations from the above

procedure have the following form:

CL = p(α,q,δa,δe) (Lift coefficient)

CD = p(α,q,δa,δe) (Drag coefficient)

CY = p(β , p,r,δa,δr) (Side-force coefficient)

Cl = p(β , p,r,δa,δe,δr) (Rolling moment coefficient)

Cm = p(α,q,δa,δe) (Pitch moment coefficient)

Cn = p(β , p,r,δa,δe,δr) (Yaw moment coefficient)
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4.5 Unsteady Aeroelasticity

By combining a traditional nonlinear rigid body flight dynamics model with linear
aeroelastic dynamics, the equations of motion of the flexible aircraft can be derived.
These equations combine the rigid body motion of the aircraft and the elastic de-
flections with respect to a body fixed system. A set of simplifying assumptions and
constraints as outlined for example by Waszak and Buttrill [22] and Reschke [16]
then lead to traditional nonlinear rigid body and flexible equations in decoupled
form.

The flexible part of the integrated model considers the representation of the air-
craft by a chosen number of linear elastic modes obtained through modal analysis of
the underlying condensed structural model of the aircraft. Rigid motion is defined
by six rigid body modes corresponding to the six degrees of freedom of a body
reference frame fixed to the center of gravity in three-dimensional space. The clas-
sic linear elastic equations of motion are then generalized by the elastic modes and
driven by the corresponding generalized coordinates.

In the Modelica Flight Dynamics Library arbitrary structural forces can easily
be incorporated by flexible connectors. Structural grid indices are used to specify
the location of the modal displacements within the modal basis to obtain the cor-
responding generalized flexible forces. Updating the resulting forces and moments
about the rigid motion reference frame then simply becomes a matter of incorporat-
ing the momentary structural grid displacements and rotations.

Rigid body modes in the body fixed reference frame are added to the modal basis
so that the nonlinear rigid body and elastic equations of motion are coupled after
generalizing a set of distributed aerodynamic forces. In the presented case unsteady
aerodynamic forces acting on the structural frame have been calculated using the
so called doublet lattice method (DLM) (see e.g. Albano and Rodden [1]). DLM
aerodynamic forces are derived from an aerodynamic panel model of the lifting sur-
faces. The result are constant complex valued matrices of aerodynamic influence
coefficients (AICs) relating the harmonically varying downwash on each of those
panels to the pressure difference across each of the other panels. Obtaining the aero-
dynamic forces thus becomes a matter of determining the downwash due to rigid
body motion and elastic deflections and multiplying the resulting panel pressures
with the respective area of the panel [10].

To be compatible to the generalized equations of motion, three subsequent post-
processing steps are required. First the DLM coefficients are available as complex
valued matrices in frequency domain only and have to be transformed to the time do-
main. Next the aerodynamic grid is splined to the structural grid by a conventional
beam spline as for example implemented in the commercial aeroelastic solvers of
Msc’s NASTRAN [13], so that rigid and flexible motion can be related to the applied
downwash as well as integrated aerodynamic pressures to structural forces. Roger’s
rational function approximation (see [17]) was therefore applied which allows con-
version to time domain by a simple inverse Laplace transformation, but also leads to
additional differential equations to capture the phase shift towards the correspond-
ing quasi-steady forces. In a second step, the generalization of the so obtained real
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Fig. 7 DLM panel mesh
of the ELHASPA aircraft.
The red dots represent the
grid points of the condensed
structural model.

valued unsteady aerodynamic coefficients using the modal basis of rigid and flexible
modes leads to rigid and elastic forces as well as coupling forces between the for-
mer two. The coupling forces provide the influence from rigid body motion onto the
flexible structure and vice versa such that the aircraft’s elastic structural behaviour is
fully integrated in the simulation model. Additional modes were added to the modal
basis to account for excitation by control surface deflections and turbulence.

5 Selected Applications

The integrated model is used throughout the development and commissioning of
the ELHASPA aircraft. Valuable feedback to the design team include aerodynamic
parameter studies and flutter estimations. In this section, two selected applications
are introduced. The preliminary analysis of a control law is illustrated by compar-
ing controlled flight of the full model to a reduced mission simulation. The second
example illustrates the influence of wing flexibility on the harvested solar energy.

The reduced mission simulation has been previously introduced in [11]. In a first
step, the ELHASPA model is reduced to a point mass model neglecting elasticity
and the energy system. For this reduced model, a non-linear dynamic inverse model
is automatically generated using Modelica. The inverse model directly receives the
trajectory as inputs and computes all relevant aircraft states from it. The reduced
mission simulation is approximately 50000 times faster than realtime. The results
are compared to a second simulation. It includes the fully flexible ELHASPA model
and the autopilot being developed for the aircraft (see [9] for details). The results
are compared for a turn of 180◦ taking approximately 100 seconds.

Figure 8 shows the track angle χ and the roll angle φ for the described maneu-
ver. The track angle develops a similar constant turn rate in both cases. However,
the transient behavior is more detailed in the full model case. The autopilot reacts
quicker to the command and uses an acquire-and-hold procedure to capture the new
track angle command.

The simulated roll angle is different for both cases: The inverse model illustrates
the ideal kinematic response of ELHASPA to the track angle change. The controlled
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Fig. 8 The track and roll angle plots for the point mass inverse model (– –) and the controlled
flexible model (—)
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Fig. 9 A trajectory from flight experiments ( ) is re-simulated using an inverse point mass
model with the reconstructed (—) and with zero (– –) sidelip angle

model shows actual dynamic behavior as expected from the controlled aircraft. Dur-
ing the turn, the controlled model builds up an adverse sideslip angle. This must be
compensated for by a higher roll angle.

A similar effect can be observed in data from the first manual test flights. Note,
that they have not been optimized for model validation. Figure 9 shows a turn of
approximately 220◦ taking about 40 seconds. The trajectory data is used to steer
an inverse point mass model taking into account steady aeroelastics. First, the re-
constructed sideslip angle is used. The model follows the given trajectory exactly
and the good agreement in terms of roll angle are an indicator of a good lateral sim-
ulation model. If the same trajectory is simulated maintaining zero sideslip angle,
the necessary roll angle is visibly decreased. This is according to expectations and
confirms the effect found with the controlled simulation.

To show the response of the model to unsteady wind profiles, a ’1-cosine’ gust
profile with a short gust reference length is applied to the fully flexible model. The
gust gradually applies downwash to the wing while travelling downstream. The pro-
file and the rigid body part of the model response are shown in Fig. 10. The aircraft
response is corrected by the trim angle of attack of approximately −7◦, which is
due to the wing’s high angle of incidence.
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The initial response to the gust is a mere change in sensed angle of attack α . This
change is then also converted to a kinematic pitch attitude. The dynamics of the
aircraft are strongly damped and return slowly to their trim state. Minor oscillations
can still be observed, right after the gust has passed.

Figure 11 illustrates the flexible response of ELHASPA’s lifting surfaces to the
’1-cosine’ gust. It also illustrates the flexibility influence on a solar panel attached
to the right wing tip. Each solar panel is fixed relative to a single structural grid. By
using flexible instead of rigid connector blocks, the position and orientation of the
grid points and hence the wing’s deformation is taken into account when calculating
the irradiance.

ELHASPA’s elastic response is dominated by the first symmetric bending mode,
which bends the central section between the engines upwards and rotates the outer
wing tips downwards. In trimmed flight, this is indicated by the negative x-axis
rotation of the outward structural grid on the right wing tip as shown in the graph on
the left hand side. The gust then hits the lifting surface leading to an inital upward
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Fig. 10 The applied ’1-cosine’ gust profile (– –) is depicted in terms of angle of attack. The
rigid body part of the response is shown by the kinematic and aerodynamic angles of attack
αF (—) and α (– - –). The aircraft angles of attack are corrected by the trim state.
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Fig. 11 The flexible response to the ’1-cosine’ gust is illustrated by the behavior of a struc-
tural grid point and the attached solar panel. The pair is located at the outward right wing side.
The rotation rx about the x-axis is measured in loads axes of the structural grid with positive
x is downstream. The resulting variation in irradiance can be seen in the right graph.
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deflection followed by damped oscillations. As can be seen in the graph on the right
side, these high frequency oscillations in the grid orientation manifest themselves
in a corresponding change of irradiance on the solar panel. The low frequency rigid
body motion initiated by the coupling with the elastic model can also be observed.

6 Conclusions

We have presented an integrated modelling approach for the Electric High-Altitude
Solar-Powered Aircraft ELHASPA. It meets all design requirements: The relevant
multi-physics interactions between flight dynamics, energy system, aeroelastics and
the environment are covered. The system is modular and can be extended easily to
cover remaining aspects. The approach provides a consistent modelling scheme of
all aspects of the aircraft. The simulation is sufficiently fast for closed-loop simula-
tions. Model variants for most imaginable applications can be derived easily, yield-
ing also extremely fast reduced variants.

The model is used in the overall design, flight test and operation process. This
includes application on different operating systems such as realtime embedded sys-
tems and desktop computers. The use of a single integrated model proves efficient
for a small project team.

Future work will concentrate on validating and extending the model. All modules
will be validated and updated with flight and ground tests. Results of recently con-
ducted load tests will be used to validate the elastic model. Additional modules will
be included to allow for high-fidelity simulation of longer flights in high altitudes,
such as temperature effects and servo energy consumption. The model will also be
exploited for the continuing development and operation, especially of the autopilot
and control laws as well as mission planning and management.
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[15] QinetiQ Group, PLC, Zephyr UAV (2009),

http://www.qinetiq.com/what/products/
Documents/Zephyr-UAV.pdf

[16] Reschke, C.: Integrated flight loads modelling and analysis for flexible transport aircraft.
PhD thesis, Institut für Flugmechanik und Flugregelung der Universität Stuttgart (2006)

[17] Roger, K.: Airplane math modeling methods for active control design. AGARD (1977)
[18] Saemundsson, T.: Atmospheric Refraction. Sky and Telescope 72, 70 (1986)
[19] Schlyter, P.: How to compute planetary positions (2011),

http://stjarnhimlen.se/comp/ppcomp.html
[20] Solar Impulse S. Solar impulse – around the world in a solar airplane (2011),

http://solarimpulse.com/
[21] Voit-Nitschmann, R.: Solar- und Elektroflugzeuge – Geschichte und Zukunft. In:

Jahrbuch aus Lehre und Forschung der Universität Stuttgart, Universität Stuttgart, pp.
88–99 (2001)

[22] Waszak, M.R., Buttrill, C.S.: Modeling and model simplification of aeroelastic vehicles:
An overview. Tech. rep., NASA (1992)

[23] Young, A.T.: Air mass and refraction. Applied Optics 33(6), 1108–1110 (1994)

http://www.pveducation.org/pvcdrom/properties-of-sunlight/air-mass
http://www.pveducation.org/pvcdrom/properties-of-sunlight/air-mass
http://www.qinetiq.com/what/products/Documents/Zephyr-UAV.pdf
http://www.qinetiq.com/what/products/Documents/Zephyr-UAV.pdf
http://stjarnhimlen.se/comp/ppcomp.html
http://solarimpulse.com/


Design and Flight Testing of Nonlinear
Autoflight Control Laws Incorporating Direct
Lift Control

Thomas Lombaerts and Gertjan Looye

Abstract. This publication describes how direct lift control has been incorporated
in a nonlinear autoflight control algorithm. Direct lift control demonstrated its use
in earlier aircraft designs. In two recent internal DLR projects, accurate flight path
tracking in atmospheric disturbances was an important research goal, where direct
lift control could potentially provide an important contribution. In these projects,
use has been made of nonlinear control techniques. Objective of this research pub-
lication is to incorporate direct lift control in these nonlinear control laws. Simula-
tions as well as flight tests have shown that more accurate flight path changes are
achieved by this addition. Direct lift control can be particularly useful for path track-
ing as well as in turbulent air, since it facilitates lift changes without pitching. The
non-minimum phase behaviour of the aircraft caused by the elevators is eliminated.

1 Introduction

Besides the regular control surfaces which can be found on a conventional aircraft
wing, such as (high and low speed) ailerons, flaps, slats and speedbrakes or spoilers,
some specific aircraft types have an additional control capability at the trailing edge
of the wing to influence lift directly, this is called direct lift control (DLC). For most
of the latter aircraft, DLC is provided by means of the spoilers in the lower deflec-
tion ranges, such as is the case for the Lockheed L-1011 Tristar civil airliner [14],
the Boeing C-17 Globemaster III military airlifter, and the aircraft-carrier based jets
the Grumman F-14 Tomcat and the Lockheed S-3 Viking. Their use is to manage
sink rate finely so that a more accurate and smoother glideslope can be flown. This is
done through the lift force directly instead of indirectly through the angle of attack
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α and subsequently the pitch rate q, which takes more time. As a result, direct lift
control facilitates lift changes without pitching. More precisely, the non-minimum
phase behaviour of the aircraft caused by the elevators is eliminated in this way.
This is especially useful during the approach. In the literature, many possible pur-
poses have been mentioned for direct lift control, namely flight path tracking[6],
station keeping for in flight refueling[15] and increasing passenger comfort during
turbulence[5]. Ref. [7] makes a comparative analysis of different control strategies
for the use of continuously variable trailing edge control surfaces during landing.
This history confirms the efficiency of direct lift control for flight guidance.

Two recent internal DLR projects focus on flight guidance, namely “Wetter-und-
Fliegen” and “TOPGAL”. “Wetter-und-Fliegen” (completed in 2011) aimed at aug-
menting safety and efficiency of air transport. This high-level goal has been achieved
by building systems for automatic control to increase the performance of the aircraft
when confronted with wind gusts, wake vortices and thunderstorms. TOPGAL (To-
tal Performance System for GBAS (Ground Based Augmentation System) based
Automatic Landings, completed in 2012) investigates GBAS based navigation in
conjunction with flight management and autopilot systems. A so-called Ground
Based Augmentation System enables aircraft to use satellite navigation for guidance
on a precision approach. In both projects, accurate path tracking and atmospheric
disturbance rejection are important research aspects. It is especially in this context
that direct lift control can provide an important contribution, as the aforementioned
history has shown.

In the VFW-614 based ATTAS laboratory aircraft (Advanced Technologies Test-
ing Aircraft System) of DLR, a direct lift control capability has been included pri-
marily for the purpose of in-flight simulation, however they can also be used for
autoflight guidance. ATTAS has DLC flaps as part of the landing flaps, which makes
them only usable at flap settings 1, 5 and 14. ATTAS’s direct lift control capability
provides an opportunity for the flight guidance research in the internal DLR projects
“Wetter-und-fliegen” and “TOPGAL”. In this context, a set of nonlinear autoflight
control laws incorporating direct lift control has been designed and flight tested
on ATTAS. This is an extension of a previously developed set of nonlinear flight
control laws, which has been presented in Ref. [11]. This latter autoflight control
algorithm is based on three consecutive dynamic inversion loops, which have been
separated by means of the principle of time scale separation. This control setup can
be augmented for flight path control by making use of the direct lift control flaps.
This augmentation serves a double purpose. First, aircraft responses to flight path
angle commands are made faster and more accurate. Secondly, turbulence induced
disturbances are rejected to improve passenger comfort, as will be shown in the re-
sults. The purpose of the paper is to show the integration of the concept of direct lift
control in nonlinear autoflight control laws.

Section 2 provides a description of the simulation model of the ATTAS labora-
tory aircraft. A summary of the benchmark nonlinear autoflight controller structure
is given in section 3, while the improvement of direct lift control is elaborated in
section 4. Simulation results and flight test results are given in sections 5 and 6.
Finally, section 7 provides some conclusions and recommendations.
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2 Description ATTAS Model

This section describes the high fidelity aircraft simulation model which has been
constructed using the Modelica Flight Dynamics Library [13]. The aircraft is the fly-
ing test-bed ATTAS (Advanced Technologies Testing Aircraft System) [3]), which
is operated by the German Aerospace Center (DLR). ATTAS is based on a VFW
614, a small 44-passenger civil transport aircraft with two Rolls-Royce turbofan en-
gines mounted on top of the wings, a wing span of 21.5 m and a length of 25 m, as
shown in Fig. 1. This simulation model was originally developed in the frame of the
EU project REAL [18] for automatic landing control laws design and is the basis
for the flight control law design described in this paper.

Fig. 1 DLR VFW-614 ATTAS in flight; source: DLR

The ATTAS model has been implemented using the object-oriented modeling
language Modelica and the Flight Dynamics Library, developed at the department
of Robotics and Mechatronics. An object diagram showing the most important com-
ponents is depicted in Fig. 2. From this model, simulation and design analysis mod-
els are automatically generated, as well as the inner core of the Nonlinear Dynamic
Inversion-based flight control laws [13].

The ATTAS simulation model includes flight dynamics, systems and environ-
ment models. The most important components are briefly described below. These
descriptions focus on aspects relevant for the purpose of control design.

Aerodynamics

Aerodynamic model equations have been defined for typical aerodynamic variables
like angle of attack α , angle of side slip β , true airspeed VTAS, Mach number M, etc.
For this, ATTAS-specific aerodynamic coefficient data have been implemented[1,
4]. In addition, multiplicative uncertainty has been added to the aerodynamic model
coefficients in order to cover potential differences with the actual aerodynamics.
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Fig. 2 Modelica object diagram with the most important ATTAS components

Propulsion

The ATTAS is equipped with Rolls-Royce turbofan engines. In this component, the
thrust is computed and equations of motion for engine shaft dynamics are taken into
account, including effects such as hysteresis in the fuel control unit.

Actuator dynamics

The ATTAS is amongst others equipped with ailerons, rudder, elevators and a
trimmable horizontal stabiliser. These surfaces are driven by hydraulic actuators,
which have been modelled as first order transfer functions with rate and position
limits. Speed dependent deflection command limiting has been incorporated as well.
Moreover, a flight control system signal transport delay of 150ms (including multi-
plicative uncertainty) has been added in the aileron, elevator and rudder channels.

Sensor dynamics

The ATTAS is equipped with a range of sensors for air data, inertial measurements
(accelerometers, etc.), guidance (ILS, Radio altitude), etc. These sensors are com-
bined into a sensor system model. As far as the air data sensors are concerned,
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there are two alternatives to measure the angle of attack α . This will be elaborated
further. The sensor dynamics are modelled by first order transfer functions repre-
senting the sensor lag. When the conventional vanes are used to measure the angle
of attack α , an additional transport delay of 300ms has to be incorporated as well.
For some measurement data, quantizer effects or noise is added. For example, when
the angle of attack sensor of ATTAS is on a long nose boom, its flexibility adds
a 6 Hz disturbance to the signal. For this reason, the signal has to be combined
with inertial measurements using complementary filtering techniques as explained
by Looye[13]. The relevance of these dynamics and disturbances for specific mea-
surements is shown in table 1.

Table 1 Instrumentation error information for measuring equipment

sensed quantity variables sensor delay quantizer noise type
lag effect

speed (various) V ✓ ✓

body angular rates p, q, r ✓

load factors nx, ny, nz ✓

Euler angles and course φ , θ , ψ , χ ✓ ✓

aerodynamic angle (nose boom) α ✓ sine form
aerodynamic angle (vanes) α ✓ ✓

flight path angle γ ✓ ✓

fan speed N1 white noise

Mind that raw measurement data contain much more disturbance effects, e.g.
raw inertial measurements from gyros and accelerometers are always perturbed by
a bias and noise. However, the research presented in this paper considers a loosely
coupled flight instrumentation system, using processed observations as opposed to
the tightly coupled counterpart with raw measurement data.

Wind and turbulence

Wind as well as turbulence have been incorporated in the simulation model. Wind
is treated here as a stationary phenomenon. Turbulence is a stochastic process that
can partially be defined by power spectra of the velocity components. Turbulence is
modeled by the commonly used Dryden spectra[16].

3 Autoflight Controller Structure

The autoflight controller consists of three consecutive dynamic inversion loops,
based on the concept of time scale separation, as illustrated in Fig. 3. The inner
dynamic inversion loop is in common with the manual control law. The middle and
outer control loops are autoflight specific. The inner loop is based on the aircraft dy-
namics, and is therefore aircraft specific. The second loop is based on the kinematics
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and thus independent of aircraft type. Finally, the third loop consists of a kinematic
(from navigation quantities towards bank angle and symmetric aerodynamic forces)
as well as a dynamic part (from symmetric aerodynamic forces towards aerody-
namic angles). The commanded sideslip angle in the second loop is typically zero,
and does not appear therefore in the outer loop1. The commanded quantities in the
outer loop: course angle χ , flight path angle γ and speed ΔV are typical naviga-
tion quantities for waypoint guidance. Mind that the dynamic part of the control
setup complies with the principle of time scale separation, since the aerodynamic
moments have typically a higher bandwidth than the aerodynamic forces.

Fig. 3 Global overview of the time scale separation based control setup

In the next sections, the control laws in the inner, middle and outer control loop
are given. Each loop consists of a dynamic inversion control, a first or second order
linear controller and a first order reference model. More detailed explanations about
the concept of nonlinear dynamic inversion and the control loops as they have been
implemented here, and how they were derived, can be found in Ref. [8, 11].

Inner control loop

The inner control loop for angular rate control is defined as follows [9]:⎡⎣δa
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where the virtual inputs
[
νp νq νr

]T
are the time derivatives of the rotational rates

of the aircraft, which are selected to be the control variables in order to obtain rate

1 Note that, due to the setup of the control laws and the nature of dynamic inversion, this can
still lead to non-zero steady state values of β , as long as they are in balance with steady
state roll angle φ and lateral specific force Ay, such that the first order time derivative of
the sideslip angle β̇ = 0, see also Ref. [8].
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control. They are provided by the first order linear controllers as shown in eq. (2)
– (4). The first part of eq. (1) performs the control inversion, while the second part
contains the state inversion.

It should be noted that this dynamic inversion is not perfect due to the presence
of the multiplicative uncertainties in the aerodynamic model as already explained in
section 2. However, the linear controller has shown to be capable to deal with these
modeling errors, as can be seen in sections 5 and 6.

The first order linear controllers have the following control laws:

νp = Kp (pref− pm)+ ṗref (2)

νq = Kq (qref− qm)+ q̇ref (3)

νr = Kr (rref− rm)+ ṙref (4)

The first order reference models are defined as follows:

pref =
1

Tps+ 1
pcomm, qref =

1
Tqs+ 1

qcomm, rref =
1

Trs+ 1
rcomm (5)

The interconnection of aircraft model, dynamic inversion control laws, first order
linear controllers and first order reference models is shown in Fig. 4. The feedfor-
ward channel of the first order time derivative from reference model to the linear
controller is visible here and eliminates a time delay which would otherwise be
present in the tracking of the reference signal.

Fig. 4 Interconnection of aircraft model, dynamic inversion control laws, controllers and
reference models

The parameter values, for time constants as well as control gains, are enumerated
in Tab. 2. In the next sections, the control laws in the middle and outer control loop
will be given.

Middle control loop

From the theory of flight dynamics, see ref. [17], the overall second level NDI
control law is:
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where the virtual inputs
[
νφ̇ να̇ νβ̇

]T
are the time derivatives of the roll angle and

aerodynamic angles of the aircraft, which are selected to be the control variables in
order to obtain angle control. They are provided by the first order linear controllers
as shown in eq. (7) – (9).

The linear controllers have the following control laws:

νφ̇ = Kφ (φref−φm)+ φ̇ref (7)

να̇ = Kα (αref−αm)+ α̇ref (8)

νβ̇ =

(
Kβ +

KβI

s

)
(βref−βm) (9)

The first order reference models are defined as follows:

φref =
1

Tφ s+ 1
φcomm, αref =

1
Tα s+ 1

αcomm, βref = 0 (10)

The parameter values, for time constants as well as control gains, are enumerated in
Tab. 2.

Outer control loop

The command laws in the outer loop for the symmetric forces in the aerodynamic
frame of reference FAXcomm

,FAZcomm
and the roll angle μ are [8, 11]:
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)2

(13)
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where μcomm ≈ φcomm and FAXcomm
,FAYcomm

,FAZcomm
are the combined aerodynamic

and thrust force components in the aerodynamic frame of reference. The quantities[
V̇comm γ̇comm χ̇comm

]T are the time derivatives of the navigation quantities of the
aircraft, which are selected to be the control variables in order to obtain navigation
control. They are provided by the second order linear controllers as shown in eq.
(17) – (19).

The command laws for angle of attack and thrust coefficient are as follows:

αcomm =
−FAZcomm

0.5ρV 2S
−CL0 −CLLGLG(

CLα,W F +CLα,M,WF M
)

Y + Sh
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(
CLαh
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)(
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where: Y =

(
1
4
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1+
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X
)2
)
, X =

1
2
(1− tanh(C1 (αm− τ2α̇m−α∗))) (15)

TCcomm =
FAXcomm

+CD0.5ρV2S

cos(α− 3◦)
(16)

with CL• the aerodynamic derivatives for the lift force, ‘LG’ stands for ‘landing
gear’, ‘WF’ depicts ‘wing-fuselage combination’, Sh and Sw are the surface areas
of horizontal stabilizer and wing respectively. εh is the downwash at the horizontal
stabilizer. αm is the measured angle of attack and α∗ is the angle of attack at X = 0.5.
X is the location on the wing where the airflow separates. The first and second order
linear controllers have the following control laws:

V̇comm =

(
KV +

KVI

s

)
(Vref−Vm) (17)

γ̇comm =

(
Kγ +

KγI

s

)
(γref− γm)+ γ̇ref (18)

χ̇comm = Kχ (χref− χm)+ χ̇ref (19)

where a limited integrator has been used in the speed controller in order to prevent
windup effects.

The first order reference models are defined as follows:

Vref =
1

TV s+ 1
Vcomm, γref =

1
Tγs+ 1

γcomm, χref =
1

Tχs+ 1
χcomm (20)

The commanded values for speed, flight path angle and course are provided by the
pilot through the mode control panel. The parameter values, for time constants as
well as control gains, are enumerated in Tab. 2.

Control gains

The parameter values for the three control loops are given in Tab. 2. The principle
of time scale separation can be observed in this table.
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Table 2 Parameter values for time constants and control gains

Navigation loop Aerodynamic loop Rate loop
Time Control Time Control Time Control

constants gains constants gains constants gains

Tχ = 0.2 Kχ = 0.4 Tφ = 1.8 Kφ = 0.4653 Tp = 2.8 Kp = 3.4
Tγ = 0.4 KγP = 0.9 Tα = 1.8 Kα = 2.3025 Tq = 2.8 Kq = 1.1735

KγI = 0.1
KβP

= 0.9163 Tr = 2.8 Kr = 2.3
KβI

= 0.8167
TV = 0,1 KVP = 0.35

KVI = 0.05

4 Direct Lift Control Flaps

The autoflight controller as discussed in section 3 can be extended by means of the
direct lift control flaps. Since they have a direct influence on the lift force, without
non-mimum phase transient as is the case with the elevator, they can improve the
agility of the aircraft. As a consequence, the slightly modified global overview is
illustrated in Fig. 5.

Fig. 5 Global overview of the control setup including direct lift control

Influence of DLC on lift force

The direct lift control flaps (DLC) have a third order influence on the lift force CL.
From ref. [4], this influence can be represented by the following relationship:

ΔCLDLC = 2
(
L1δDLC +L2δ 2

DLC +L3δ 3
DLC

)
The DLC’s are operational in flight conditions with flaps 1, 5, and 14. Their nonlin-
ear influence on the lift is illustrated in Fig. 6. This has been implemented in a look
up table for DLC deflection ranges between −30◦ and +20◦. Inverse table lookup
is allowed to extrapolate. The computed control deflections are then allowed up to
the aforementioned saturation limits.
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Fig. 6 Lift contribution by direct lift control flaps

DLC control law

The third order relationship above can be used as a nonlinear mapping from DLC
flap deflection towards lift force contribution. Inverse implementation in the flight
control law can be achieved by a lookup table. Since the reference model for the
angle of attack α is in fact a first order filter, the autoflight commanded angle of
attack is actually low-pass filtered while processed through the α reference model.
Simultaneously, the remaining lift force component to be provided by the DLC’s is
defined as:

ΔCLDLCcomm
=CLα (αcomm−αm) (21)

where αcomm is unfiltered. Based upon this lift component contribution, the required
DLC deflection is calculated by means of the earlier mentioned lookup table. An
overview of this direct lift control setup is given in Fig. 7. Since direct lift control
acts complementary to the slower angle of attack α (because of the low pass filtering
in the reference model), its behaviour has in fact washout characteristics. Adding
DLC increases significantly the γ channel bandwidth. Experiment results shown in
sections 5 and 6 will illustrate the beneficial influence of these DLC flaps.

5 Simulation Results

Simulations have been included to demonstrate the beneficial influence of direct lift
control on tracking performance as well as atmospheric disturbance rejection.
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Fig. 7 Frequency based distribution of commanded vertical aerodynamic force FAZcomm
over

slower reference angle of attack αslowref and faster direct lift control flap deflection δDLC

5.1 Tracking Performance of Direct Lift Control

A change in flight path angle Δγ = 3◦ has been commanded in the simulations,
with and without direct lift control. The simulations can be found in Fig. 8. Figure
8(a) shows the situation without direct lift control contribution. The flight path angle
change is achieved by the elevator only. A time delay in and minimal initial opposite
response (so-called non minimum phase behaviour) of the flight path angle γ can be
seen. The reason for this is explained in Fig. 9(a). The elevator deflects upward
(δe < 0 in Fig. 8(a)), which causes an instant and brief decrease in total lift on
the aircraft (ΔLtail < 0 in Fig. 9(a)). Simultaneously, a pitch up moment M > 0 is
generated, which sets off a sequence of positive pitch rate q > 0, positive change
in angle of attack (Δα > 0), positive lift change ΔL > 0 and thus a climbing flight
path angle γ > 0. Due to the principle of time scale separation, as illustrated in Fig.
3, this sequence causes a time delay.

Figure 8(b) illustrates the aircraft response with direct lift control. The flight
path angle change is achieved by cooperating elevator and DLC flaps. The response
tracks the reference signal γref very accurately. Complementary to the elevator ac-
tion, which takes some time to build up a change in flight path angle, the DLC flaps
act as a washout filter. As illustrated in Fig. 9(b), the downward deflection of the
DLC flaps (δDLC > 0 in Fig. 8(a)) has a direct influence on the total lift of the air-
craft ΔL > 0 and thus generates a climbing flight path angle γ > 0 without time
delay and without pitching. Fig. 5 illustrates this as well in the perspective of time
scale separation. As can be seen in Fig. 8(b), the DLC flaps have only an interme-
diate short term “washout” influence to eliminate the time delay and non-minimum
phase effect of the elevators. The elevator action is still dominant in the longer term.
This is also illustrated in Fig. 10.

5.2 Turbulence Disturbence Rejection of Direct Lift Control

Besides improving the tracking performance, direct lift control can contribute in at-
mospheric disturbance rejection, since it reacts faster on tracking errors. However,
this could not be verified during the test flight, since no turbulence has been encoun-
tered. Therefore, turbulence has been activated in the computer simulations. Two
simulation runs have been made through the same turbulence profile, with and with-
out direct lift control activated. During these level flight simulation runs, zero flight
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Fig. 8 Comparison of time responses of flight path angle captures with and without direct lift
control
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(a) elevator induced climb

(b) DLC flap induced climb

Fig. 9 Comparison of climb dynamics induced by elevator or DLC flaps

Fig. 10 Elevator and DLC contributions to flight path angle change
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Fig. 11 Turbulence handling with and without DLC

path angle was being tracked. Fig. 11 compares the time histories of flight path angle
γ and pitch attitude angle θ during this 80s simulation runs. From the figure, it can
be seen that the time responses have in general smaller turbulence induced peaks,
which is caused by DLC. This confirms that direct lift control effectively reduces
turbulence induced disturbances and as such increases passenger comfort.

6 Flight Test Results

On November 3 2011, a flight test has been performed to evaluate the performance
of the nonlinear autoflight control system in a relevant environment. First the AT-
TAS laboratory aircraft will be introduced. Thereafter the experiment procedure is
explained. Finally, the flight test results are shown.

6.1 ATTAS Flying Laboratory

The aforementioned flying test-bed ATTAS (Advanced Technologies Testing Air-
craft System) of DLR has been used for this test flight. ATTAS is based on a VFW
614, a 44-passenger civil transport aircraft. The original conventional mechanical
control system of the basic aircraft was supplemented by the German aerospace
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industry (MBB) and the DLR with an electrical flight control system (Fly-By-Wire).
Figure 12(a) shows an overview of the aircraft and which control effectors can be
steered through the fly-by-wire system. If the ATTAS electronic flight control sys-
tem is used, the safety pilot can go back to the mechanical control system at any
time by pressing the safety switch. In this perspective, the safety pilot is the central
instance of the ATTAS safety concept. As such, the mechanical control system of
the basic aircraft is the backup system of the electric flight control system.

The left hand side cockpit controls (evaluation pilot’s seat) are disconnected from
the right hand side mechanical basic aircraft controls of the safety pilot. The evalua-
tion pilot has a two-axes sidestick, shown in fig. 12(b), FBW-thrust levers, a landing
flap lever, and programmable electronic primary and navigational displays available.
The fly-by-wire systems architecture comprises full dual redundant control systems
with four computers in each of both lanes.

The fully fueled aircraft can load 3.5 tons of test equipment. Additional to the
standard control surfaces ATTAS has six direct lift control (DLC) flaps at the trail-
ing edge of the landing flaps. These flaps permit a very fast influence on the lift.
ATTAS has a maximum cruising altitude which amounts to 25000 feet (7620 m)
and its maximum cruising speed is 288 knots (148.2 m/s, CAS). Furthermore, AT-
TAS has a very low landing speed of about 100 knots (51.4 m/s). Due to its size, its
relatively spacious cabin, its additional load capacity and its flight characteristics the
VFW 614 is an ideal flying test-bed for various applications. Active flight control
is one of the most sophisticated fields of research of ATTAS, research results have
been presented in ref. [2, 12]. Recently, flight test results of nonlinear manual and
autoflight control in ATTAS have been presented in [10, 11].

(a) An overview of the technical modifications incor-
porated in ATTAS. Besides the conventional elevator,
rudder, and aileron control surfaces, the engines, six
direct lift control flaps, landing flaps, and stabilizer are
under fly-by-wire (FBW) control. Source: DLR

(b) ATTAS cockpit view, with ex-
periment pilot seat on the left
and safety pilot seat on the right;
Source: DLR

Fig. 12 DLR VFW-614 ATTAS
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6.2 Experiment Procedure

Fig. 13 Flight track of test flight, date:
3/11/2011

The DLC related experiments have
been performed in one flight condi-
tion. Altitude was around FL150, speed
regime was 180 KIAS with flaps 1◦,
gear was up and spoilers in. Autotrim
and autothrottle were both active dur-
ing the tests. After taking off at Braun-
schweig Airport, ATTAS has flown
north to the coastline of the Baltic Sea,
and then south back to the airport, as
illustrated in fig. 13. The experiments
have been performed throughout the
whole flight.

During the experiments, the eval-
uation pilot executed various flight
path angle captures in order to verify
the performance of the tracking mode
with and without DLC. These captures
are initiated by the experiment pilot
through the mode control panel. In or-
der to obtain pure step commands, an
activation switch has been incorporated
as well, which needs to be pressed after the requested value for the angle change has
been dialed. More information about the other captures and experiments during this
flight can be found in Ref. [11].

6.3 Results

The flight path angle captures are shown in Fig. 14. The oscillating behaviour of the
flight path angle after angle capture is caused by the perturbing autotrim actions. The
influence of the direct lift control (DLC) flaps is illustrated in Fig. 14(a). The cor-
responding elevator and direct lift control surface actions can be seen in Fig. 14(b).
By comparing the graphs in Fig. 14, it can be seen that the DLC’s assist in tracking
the reference flight path angle γref more accurately. Comparing the direct lift control
surfaces with the elevator behaviour in Fig. 14(b) reveals opposite deflections. This
is because the DLC’s have a direct influence on the lift force, and thus on the flight
path angle. This is more efficient than the elevator, which influences the lift force
primarily through the angle of attack, which causes a time delay in the responses.
Moreover, non minimum phase behaviour is present between elevator and lift force,
which is not the case for the DLC’s.
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Fig. 14 Flight path angle captures with and without direct lift control

7 Conclusions and Recommendations

An improvement to previously developed nonlinear autoflight control laws has been
designed, based on direct lift control. The previously developed nonlinear dynamic
inversion based control laws are built up in a modular way consisting of three lay-
ers, according to the principle of time scale separation. As such, adaptation of the
controller to different aircraft types does not require major conversion work of the
controller. The extension with direct lift control adds an additional control channel
in this setup and preserves the modular structure. These control laws have been flight
tested on the DLR ATTAS fly-by-wire testbed. Flight tests have shown that direct
lift control assists in tracking the flight path angle γ more accurately, since time de-
lays and non-minimum phase behaviour are effectively eliminated. More precisely,
direct lift control assists in establishing flight path angle changes without time delay
and without pitching. Moreover, the system increases flight path accuracy as well as
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passenger comfort during turbulence, by reducing turbulence induced perturbations
of the flight path angle γ as well as of the pitch attitude angle θ .

This direct lift control strategy has been designed for and flight tested in the AT-
TAS fly-by-wire testbed, since this aircraft has dedicated direct lift control flaps, as
explained in the introduction. Currently planned new aircraft designs have no dedi-
cated direct lift control flaps. However, the results which have been obtained in this
research warrant further investigations if the same performance could be achieved
by steering the spoilers or similar appropriate control surfaces on the aircraft wing
in a symmetrical manner.
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A Frequency-Limited H2 Model Approximation
Method with Application to a Medium-Scale
Flexible Aircraft

Pierre Vuillemin, Charles Poussot-Vassal, and Daniel Alazard

Abstract. In this paper, the problem of approximating a medium-scale MIMO LTI
dynamical system over a bounded frequency range is addressed. A new method
grounded on the SVD-Tangential model order reduction framework is proposed.
Based on the frequency-limited gramians defined in [5], the contribution of this
paper is to propose a frequency-limited iterative SVD-Tangential interpolation
algorithm (FL-ISTIA) to achieve frequency-limited model approximation without
involving weighting filters. The efficiency of the approach is addressed both on
standard benchmark and on an industrial flexible aircraft model.

1 Introduction

1.1 Motivation

Computer-based modeling software are often used in order to accurately capture the
mathematical model of physical systems or phenomena. They enable to handle com-
plex systems with an enhanced accuracy. These models allow time and cost saving
in the development process, but they often involve a large number of variables and
thus require a lot of resources when analysed or simulated. Some modern analysis
or synthesis tools may thereby become inefficient for such high dimensional models.
A relevant approach to solve this issue is to approximate the model with a smaller
one.
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The reduction process can be subject to several constraints which depend on the
purpose of the model. A commonly used constraint is the closeness between the
reduced-order model input/output behaviour and the full-order one over all frequen-
cies. Though it is a very interesting problem (see [9, 15, 17]), forcing models to
be close over all frequencies may be too binding. Indeed (i) some frequencies are
physically meaningless and can be viewed as uncertainties, (ii) in practice, actuators
and sensors bandwidth are limited which make some frequencies irrelevant for con-
trol purpose and (iii) when vibration control has to be performed, some frequencies
are more specifically of interest. Therefore considering the problem of reducing the
full-order model such that a good approximation is found over a bounded frequency
range can be more appropriate and appealing for engineers. This is the problem
treated in this paper.

1.2 Projection-Based Problem Statement

The reduction problem which consists in approximating a large-scale model by pro-
jection is recalled in Problem 1.

Problem 1. Given a continuous, stable and strictly proper MIMO LTI dynamical
model Σ defined as

Σ :=

{
ẋ(t) = Ax(t)+Bu(t)
y(t) = Cx(t)

(1)

where A∈Rn×n, B∈Rn×nu and C∈Rny×n. The projection-based model order reduc-
tion problem consists in finding V,W ∈Rn×r with W TV = Ir such that the reduced-
order model Σ̂ of order r " n defined as

Σ̂ :=

{
˙̂x(t) = Âx̂(t)+ B̂u(t)
ŷ(t) = Ĉx̂(t)

(2)

where Â = W T AV , B̂ = W T B and Ĉ =CV , accurately reproduces the behaviour of
the full-order system Σ over the whole frequency domain.

The accuracy can be evaluated through the H2-norm of the error system Σ− Σ̂ . This
measure, called mismatch error, is a good indicator of the global error between the
models and is commonly used in many research papers [9, 15, 17].

1.3 Frequency-Limited Model Approximation Problem

In this paper, a similar formulation is addressed for the frequency-limited case (see
Problem 2).

Problem 2. Given a continuous, stable and strictly proper MIMO LTI dynamical
model Σ as in (1), the projection-based frequency limited approximation problem
consists in finding projectors V,W ∈ Rn×r in order to construct the reduced-order
model Σ̂ as in (2) such that Σ̂ well approximates Σ over a given bounded frequency
range.
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In this paper, this problem will be tackled for the frequency range [0,ω ] because low
frequencies are particularly of interest for the intended applications. The accuracy
of the approximation over [0,ω ] will be evaluated through the frequency-limited
H2-norm proposed in [11] and recalled later in Definition 2.

1.4 Paper Structure

The paper is divided as follow. In Section 2 some preliminary results on the stan-
dard H2 model approximation are recalled. Then in Section 3, specific tools for
frequency-limited model approximation are presented. In Section 4, the proposed
frequency-limited approximation method is introduced. It is applied and compared
on standard benchmark models and on an industrial flexible aircraft model in Sec-
tion 5. Section 6 concludes this article.

2 Preliminary Results on H2 Model Approximation

2.1 H2-Optimal Model Approximation

The model approximation problem formulated previously in Problem 1 can be
viewed as the minimization of the following entity

JH2

(
Â, B̂,Ĉ

)
= ‖Σ − Σ̂‖2

H2
(3)

which represents the mismatch error between the full-order and the reduced-order
models in terms of H2-norm, i.e. over the whole frequency range (see Definition 1).

Definition 1. The H2-norm of a stable and strictly proper system Σ whose transfer
function is H(s) =C(sIn−A)−1B, is given by

‖H‖2
H2

=
1

2π j

∫ ∞

−∞
trace

(
H( jω)H(− jω)T )ds

= trace
(
BT QB

)
= trace

(
CPCT

) (4)

where P and Q are the controllability and the observability gramians given in the
frequency domain by the following integrals:

P =
1

2π

∫ ∞

−∞
T (ν)BBT T ∗(ν)dν (5a)

Q =
1

2π

∫ ∞

−∞
T ∗(ν)CTCT (ν)dν (5b)

with T (ν) = ( jνI−A)−1.
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Minimizing JH2 is a non-convex problem, thus finding a global minimizer is a
complex task. Finding a local minimizer is a more tractable problem. The most
commonly used approach consists in derivating the first-order necessary optimality
conditions which have been first addressed by Wilson [17]. Based on the interpo-
latory framework of Grimme [6], the Iterative Rational Krylov Algorithm (IRKA)
proposed in [9] enables to fill these conditions and leads to a local minimizer. How-
ever due to numerical issues, it is rather dedicated to SISO systems. For MIMO
systems, the tangential interpolatory framework [4] seems to be more appropriate.
Equivalent first-order optimality conditions have also been derived for this case [15]
and are recalled in Theorem 1.

Theorem 1. If ∇ÂJH2 = 0,∇B̂JH2 = 0 and ∇ĈJH2 = 0, which are the gradi-
ents of JH2 with respect to Â, B̂ and Ĉ respectively, then the following tangential
interpolation conditions are satisfied for i = 1, . . . ,r :

[H(−λ̂i)− Ĥ(−λ̂i)]b̂i = 0
ĉ∗i [H(−λ̂i)− Ĥ(−λ̂i)] = 0

ĉ∗i
d
ds [H(s)− Ĥ(s)]|s=−λ̂i

b̂i = 0
(6)

where the λ̂i are the eigenvalues of Â, {b̂1, . . . , b̂r} = B̂T R and {ĉ1, . . . , ĉr} = ĈL
(where L and R are the left and right eigenvectors associated to λ̂i).

Theorem 1 expresses the necessary conditions to find a local minimum of JH2 .

Hence the optimal model approximation problem consists in finding
{

λ̂i, ĉi, b̂i

}
such that (6) is satisfied. Theorem 2 then makes the link with Problem 1 and shows
how the projectors V and W are constructed to fulfil these conditions.

Theorem 2. Let V ∈Cn×r and W ∈Cn×r be full rank matrices such that W TV = Ir.
Let σi ∈ Cr, b̂i ∈ Cnu and ĉi ∈ Cny (for i = 1, . . . ,r) be given sets of interpolation
points and left and right tangential directions, respectively. Assume that points σi

are selected such that σiIn−A are invertible. If, for i = 1, . . . ,r,

(σiIn−A)−1Bb̂i ∈ span(V )

and (σiIn−AT )−1CT ĉ∗i ∈ span(W ),
(7)

then, the reduced-order system Ĥ(s) satisfies the tangential interpolation conditions
given in Theorem 1.

The Iterative Tangential Interpolation Algorithm (ITIA) suggested in [15] is a very
efficient way to achieve Theorem 2. The IRKA and ITIA are numerically efficient
and lead to local minimizers of JH2 . Nevertheless they theoretically do not pre-
serve stability of the full-order model1 and can lead to poor approximant when

1 Yet in practice it is often the case. Moreover algorithmic procedures such as restarting can
be used to avoid instability.
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applied to ill-conditioned models. Moreover for approximating medium-scale dy-
namical systems, numerical efficiency is less crucial than it can be in (very)large-
scale cases. That is why it may be more adequate to use a method which is heavier
than IRKA or ITIA from a computational point of view but which offers more guar-
antees and more robustness to parameters selection. Such a method has first been
proposed by Gugercin in [7] and is called Iterative SVD-Rational Krylov Algorithm
(ISRKA). It requires to compute only one gramian and it is directly applicable to
SISO, MISO and SIMO systems. A similar algorithm for MIMO systems, called It-
erative SVD Tangential Interpolation Algorithm (ISTIA) has been proposed in [13].
It is the basis of this work and for sake of completeness, its main properties are
recalled there after.

2.2 ISTIA

This algorithm consists in using one single gramian to construct one of the two
projectors involved in the approximation by projection. Indeed one projector is de-
signed by solving one single Lyapunov equation while the second one is iteratively
constructed to achieve one sided tangential interpolation and thus fulfil a subset of
the optimality conditions presented in Theorem 1. For instance, V and W can be
constructed such that

span (V ) =
[
(σ1In−A)−1Bb̂1, . . . ,(σrIn−A)−1Bb̂r

]
(8)

where σi are the shift points and b̂i corresponding right tangential directions, and

W = QV (V T QV )−1 (9)

where Q is the observability gramian. See [7] and [13] for more details on the
selection of interpolation points and for the complete version of the algorithm.

This method is numerically more expensive than the IRKA but it offers also more
guarantees. Indeed, if the full-order model is stable, then the reduced-order one will
be stable as well. The proof can be found in [7]. It consists in considering that
Q = In. Hence, W =V and V TV = Ir. The Lyapunov equation becomes,

AT +A+CTC = 0 (10)

By left and right multiplying (10) by V T and V , it comes

ÂT + Â+ ĈTĈ = 0 (11)

which indicates, by inertia results [12], that Â is stable. For the same reasons as in
[7], Â is even asymptotically stable.
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3 Preliminary Results on Frequency-Limited Model
Approximation

So far, only the H2 optimal model approximation has been considered but a lot of
studies concern the model approximation over a bounded frequency range. Useful
tools related to this issue are presented in this section.

3.1 The Frequency-Weighted Approach

The most common approach to tackle the issue of reducing a model over a bounded
frequency interval consists in considering input and/or output filters Wi(s) and Wo(s)
so that the reduction is achieved on the filtered full-order system H̃(s) given by

H̃(s) =Wo(s)H(s)Wi(s) (12)

where H(s) = C(sIn − A)−1B. The weighted model reduction problem has often
been tackled by weighted versions of the balanced truncation, see for instance [8]
and references therein for an overview of these methods. More recently, this problem
has been tackled from an interpolatory point of view, see [3] and [2].

Despite interesting results, the use of weights is very limiting since their choose
is a time consuming and challenging task for engineers. For instance to achieve
frequency-weighted balanced truncation, weights have to be stable and minimum
phase filters. To alleviate this practical difficulty, a weight-free approach is preferred
in this paper.

3.2 Frequency-Limited Gramians and Balanced Truncation

In [5], the authors proposed to narrow the frequency range of the integrals in (5a)
and (5b) in order to get gramians in frequency interval [0,ω ]:

Pω =
1

2π

∫ ω

−ω
T (ν)BBT T ∗(ν)dν (13a)

Qω =
1

2π

∫ ω

−ω
T ∗(ν)CTCT (ν)dν (13b)

with T (ν) = ( jνIn−A)−1.
These gramians are solutions of the two following Lyapunov equations:

APω +PωAT +Wc(ω) = 0 (14a)

AT Qω +QωA+Wo(ω) = 0 (14b)
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where

Wc(ω) = S(ω)BBT +BBT S∗(ω) (15a)

Wo(ω) = S∗(ω)CTC+CTCS(ω) (15b)

and

S(ω) =
1

2π

∫ ω

−ω
T (ν)dν

=
j

2π
log
(
(A+ jωIn)(A− jωIn)

−1) (16)

A direct application of the frequency-limited gramians in model order reduction
is the frequency-limited balanced truncation presented in [5]. It consists firstly in
balancing Pω and Qω , that is to say to find a basis so that both gramians are equals
and diagonals:

Pω = Qω = diag
(
σn1In1 , . . . ,σnq Inq

)
(17)

where σi is a singular value with multiplicity ni. Then the model is classically trun-
cated to obtain the reduced-order model.

Since Wc(ω) and Wo(ω) are not positive semi-definite, the frequency-limited
gramians Pω and Qω are not guaranteed to be positive semi-definite (see [12]).
Hence the reduced-order model obtained this way might be unstable. To preserve
stability, [8] has proposed a modification to this method but it drastically impacts
the quality of the reduced-order model.

As it is mentioned in [8], using frequency-limited gramians for balanced trunca-
tion can be viewed as a frequency-weighted balanced truncation method with perfect
filters.

3.3 H2,ω-Norm: Frequency-Limited H2-norm

The H2-norm is a convenient metric for measuring the quality of an approximant
over the whole frequency range, however it is less relevant if the approximant has to
be good only over a finite frequency interval [0,ω ]. In this case, another metric has
to be considered.

A frequency-bounded H2-norm has been addressed in [1] and recalled more
recently in [11] as a restriction of the H2-norm over the frequency range [0,ω ].
Its state-space representation directly comes from the definition of the frequency-
limited gramians given in Definition 2.

Definition 2. Given a stable and strictly proper MIMO linear dynamical system Σ
with H(s) =C(sIn−A)−1B, the H2,ω -norm is defined as follow

‖H‖2
H2,ω

=
1

2π

∫ ω

−ω
trace

(
H( jν)H(− jν)T )dν

= trace
(
CPωCT

)
= trace

(
BT QωB

) (18)

where Pω and Qω are the frequency-limited gramians defined by (13a) and (13b).
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Remark 1. Frequency-limited gramians can also be expressed over the frequency
interval Ω = [ω1,ω2]. Indeed, PΩ = Pω2 −Pω1 and QΩ = Qω2 −Qω1 . Hence a
restriction of the H2-norm over the interval Ω can easily be expressed in a similar
way.

Property 1. If H(s) is a stable and strictly proper linear dynamical system, then its
frequency-bounded H2-norm tends towards its H2-norm when the frequency bound
tends towards infinity,

‖H‖H2,ω −→ω→∞
‖H‖H2 (19)

Proof. Applying the residue theorem in (18) leads to the result. Another proof can
be found in [16]. �
To illustrate how the H2,ω -norm behaves as a function of ω , the Los-Angeles hos-
pital model is used (see [10]). It has 48 states, 1 input and 1 output. Its frequency
response and its H2,ω -norm are computed for several values of ω on Figure 1. It
enables to illustrate Property 1 and the fact that the H2,ω -norm evolves by steps.
When ω crosses the abscissa of a peak of the frequency response, the H2,ω -norm of
H(s) crosses a step. This can be viewed as the contribution of the gain of the peak
in the global input/output energy represented by the H2-norm.
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4 Frequency-Limited Iterative SVD-Tangential Interpolation
Algorithm

The proposed algorithm, namely the Frequency-Limited Iterative SVD-Tangential
Interpolation Algorithm, or FL-ISTIA (see Algorithm 1) is very similar to the IS-
TIA. Indeed, one projector is built through tangential interpolation (step 1 and 9)
whereas the other is obtained through the computation of a gramian. The main
difference lies in the fact that the gramian used to build the second projector is a
frequency-limited gramian.

For numerical purpose, the right projector W is obtained by enforcing orthog-
onality, as in step 3. Then, from step 4 to 11, the construction of projectors is re-
peated by using as new interpolation points the mirror images of the eigenvalues of
the reduced-order model, and, as new interpolation directions, the right eigenvec-
tors associated with these eigenvalues (steps 6-8). The process is repeated until the
interpolation points variation is smaller than a user defined tolerance ε .

Algorithm 1. Frequency-Limited Iterative SVD-Tangential Interpolation Algorithm
(FL-ISTIA)

Require: A ∈Rn×n, B ∈Rn×nu , C ∈Rny×n, R ∈R+∗, {σ (0)
1 , . . . ,σ (0)

r } ∈Cn×r with |σ (0)
i | ≤

R, i = 1, . . . ,r, {b̂1, . . . , b̂r} ∈ Cn×r, ε > 0
1: Construct,

span(V ) =
[
(σ (0)

1 In−A)−1Bb̂1, . . . ,(σ
(0)
r In−A)−1Bb̂r

]
2: Solve Qω A+AT Qω +Wo(ω) = 0 in Qω
3: Compute W = QωV (V T QωV )−1

4: while |σ (i)−σ (i−1)|> ε do
5: i← i+1, Â =W T AV , B̂ =W T B
6: Compute ÂX = diag(λ (Â))X
7: Compute

[
b̂1, . . . , b̂r

]
= B̂T X−T

8: Set σ (i) =−λ (Â)
9: Construct,

span(V ) =
[
(σ (i)

1 In−A)−1Bb̂1, . . . ,(σ
(i)
r In−A)−1Bb̂r

]
10: Compute W = QωV (V T QωV )−1

11: end while
12: Construct Σ̂ : (W T AV,W T B,CV )

Ensure: V,W ∈ Rn×r, W TV = Ir and Re
(

λ (Â)
)
< 0
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Some remarks about this algorithm can be addressed :

• Unlike the ISTIA, the stability of the reduced-order model cannot be guaran-
teed. Indeed, since Qω (step 2) is not guaranteed to be positive semi-definite, the
reasoning done previously with the ISTIA in Section 2.2 is no longer valid. Yet
in practice, instability has not been observed and numerical procedures such as
restarting can be used to alleviate this drawback.

• The initial shift points are selected so that their modulus is less than the frequency

bound ω , i.e. |σ (0)
i | ≤ ω , i = 1, . . . ,r. It is done to favour the interpolation of the

full-order model under this bound. A similar constraint could be imposed on the
following interpolation points (step 8) but the selection of tangential directions
would then become an issue.

• The frequency-limited controllability gramian Pω can identically be used in-
stead of the observability one, Qω . In this case, the tangential subspace to be con-

structed is span(W ) =
[
(σ (i)

1 In−AT )−1CT ĉ1, . . . ,(σ
(i)
r In−AT )−1CT ĉr

]
(where

{ĉ1, . . . , ĉr}= ĈX).
• As in all Krylov-like procedures, to obtain real valued projection V and W ma-

trices and increase computation speed, the starting shift grid should be either
real or complex conjugate. Indeed, one can use the fact that, if, v2 = v∗1, then
span[v1,v2] = span[Re(v1),Im(v1)].

• Since this procedure requires to solve a n-th order Lyapunov equation, it is lim-
ited to medium-scale dynamical systems. It could be extended to larger systems
with the use of low rank approximations of the gramian.

• The FL-ISTIA is equivalent to the ISTIA as ω increases. Indeed, as ω increases,
the realisation given by the FL-ISTIA tends (element-wise) towards the one given
by the ISTIA. This comes from the fact that frequency-limited gramians tends
(element-wise) towards infinite gramians as ω tends towards infinity.

5 Applications

In this section, the Iterative SVD-Tangential Interpolation Algorithm (ISTIA), the
frequency-limited balanced truncation (FL-BT) and the Frequency-Limited Itera-
tive SVD-Tangential Interpolation Algorithm (FL-ISTIA) are compared through
two standard benchmarks and one industrial flexible aircraft model.

The quality of the approximation over [0,ω ] is evaluated through the H2,ω -norm
(see Definition 2) of the relative error εω , i.e.:

εω =
‖Σ − Σ̂‖H2,ω

‖Σ‖H2,ω

(20)
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5.1 Standard Benchmark Models Case

As a first application of the Iterative Frequency-Limited SVD Tangential Interpo-
lation Algorithm (FL-ISTIA), the clamped beam model is used. It is a standard
benchmark model [10] with 348 states, 1 input and 1 output.

The clamped beam model is reduced to order r = 12 using the three reduction
methods. The upper bound ω of the frequency interval of reduction [0,ω ] is gradu-
ally increased from 2rad/s to 20rad/s. Results are represented in Figure 2.
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Fig. 2 H2,ω -norm of the relative error against the upper frequency bound ω (clamped beam
model, r = 12)

On this example, the FL-BT and the FL-ISTIA are quite similar excepted from
4rad/s to 8rad/s where the first method fails to correctly reduce the model. This may
come from numerical issues related to the computation of frequency-limited grami-
ans or the balancing of the system. This suggests that the FL-ISTIA is numerically
more reliable.

Figure 2 also clearly illustrates the fact that the FL-ISTIA and the ISTIA be-
come equivalent as ω increases since they lead to the same reduced-order model.
The frequency-limited aspect of the approximation methods considered here is well
illustrated by Figure 3 where the frequency responses of the error systems are plot-
ted. The upper bound of the frequency interval used in this case was ω = 2,5rad/s.
It appears that the error is very low from 0 to ω = 2,5rad/s and it rises after this
bound.

Similar results can be observed when the procedure is applied to the Los Angeles
hostpital model (see Figure 4).
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5.2 Flexible Aircraft Model Case

The second application is done in a similar way on a flexible aircraft model which
comes from the industry. It has 289 states, 4 outputs and 3 inputs.

The flexible behaviour of an aircraft leads to a model with poorly damped modes,
i.e. eigenvalues close to the imaginary axis and its rigid behaviour leads to eigenval-
ues which are real or almost real and very close to 0. All this make the model very
ill-conditioned and thus hard to reduce with classical approaches [13].

The full-order model is reduced to order r = 12 by the three reduction methods.
The upper bound R of the frequency interval goes from 1rad/s to 40rad/s and the
H2,ω -norm of the relative error is plotted with respect to ω on Figure 5.

Here the FL-BT leads to poor reduced-order models. The fact that the model
is ill-conditioned increases the numerical issues arising in the computation of the
frequency-limited gramians and in the balancing of the system. One example of
those numerical issues is illustrated by the 2-norm of the Lyapunov equation

rω = ‖AT Qω +QωA+Wo(ω)‖2

which should be almost equal to zero. Yet, for ω = 14rad/s, rω > 103.
This error on the frequency-limited gramians directly impacts the FL-BT whereas

it has little consequences on the FL-ISTIA. Indeed, until 18rad/s, FL-ISTIA leads
to a better reduced-order model than the ISTIA and for larger ω they become
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Fig. 5 H2,ω -norm of the relative error with respect to the upper frequency bound ω (aircraft
model, r = 12)
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Fig. 6 H2,ω -norm of the error with respect to the upper frequency bound ω and the order r
of the reduced model (aircraft model)

equivalent. This equivalence comes from the fact that most of the spectral infor-
mation is gathered in 0− 20rad/s.

When using the FL-BT and the FL-ISTIA, two parameters can be adjusted for the
approximation: the upper bound ω of the frequency interval and the order r of the
reduced model. Figure 6 represents the best approximation in terms of H2,ω -norm
among those provided by the ISTIA (green squares), the FL-BT (blue crosses) and
the FL-ISTIA (red triangles) for several frequencies going from 1rad/s to 60rad/s and
approximation orders going from r = 4 to r = 20. It plots the lowest H2,ω error, that
is to say that when a method is better than the other, then its H2,ω error is plotted.

For this model it is clear that the FL-ISTIA mostly leads to a better approximation
than the FL-BT independently of the frequency and order. Indeed, red triangles are
predominant excepted for small frequencies ω and large order r where the FL-BT
is the best method. This can be explained by the fact that a large number of inter-
polations cannot be achieved over a tight frequency range if there are not enough
different behaviours to catch.

6 Conclusion

In this paper, a new application of the frequency-limited gramians proposed in [5]
has been presented. Indeed they have been used in the Iterative SVD-Tangential
Interpolation Algorithm (ISTIA, [13]) instead of infinite gramians which leads to an
extended frequency-limited version of this algorithm called FL-ISTIA.
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The relevance of the FL-ISTIA has been illustrated through two standards bench-
mark models and one flexible aircraft model. These tests have revealed that the
method is as efficient as the frequency-limited balanced truncation but also more ro-
bust to numerical issues which makes it more tractable for ill-conditioned
models.

Besides, the proposed algorithm will be soonly made available in the MORE
Toolbox [14].
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Hardware-in-the-Loop Flight Simulator – An 
Essential Part in the Development Process  
for the Automatic Flight Control System  
of a Utility Aircraft 

André Kaden, Bernd Boche, and Robert Luckner 

Abstract. An automatic flight control system (AFCS) is designed for the utility 
aircraft STEMME S15, a high-performance motor glider. The AFCS shall auto-
matically control the aircraft with high precision during surveillance, reconnais-
sance and measurement flights. To test the AFCS a ground test facility in form of 
a hardware-in-the-loop (HIL) simulator was built. The correct integration of the 
AFCS and its flight control functions into the aircraft are verified by this test sys-
tem. HIL simulation is part of a cost-effective development process for safety-
critical systems that will be established as part of this project. This paper gives an 
overview of the development process and describes the concept, the functional 
principle and the design of the HIL simulator. A comparison of flight test and 
simulation results of the first automatic landing of the S15 is shown, as example 
for the HIL simulator validation. 

1 Introduction 

The automatic flight control system (AFCS) is an integral part of the utility air-
craft STEMME S15. The system is complex, highly-integrated and it has safety 
critical functions. It consists of software and hardware. The development process 
of such systems is subject to strict rules that are described in SAE ARP 4754 [1]. 
The potential of making mistakes during the development of complex systems is 
high. In order to assure the correctness of such a highly-integrated system, a  
structured system development process has to be established. That includes  
rigorous, systematic, and repeatable testing. The objective of Aerospace Systems 
Engineering is to develop and optimize the appropriate design methods in order to 
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realize an airworthy product that meets all requirements and can be certified by 
the authorities. In order to facilitate the approval process, policies and standards 
for system development in aviation exist. Guidelines for the development of soft-
ware are described in RTCA DO-178B [2]. 

An essential element of the development process is the functional test. It is car-
ried out on various test rigs on component, system and aircraft level. It is impor-
tant to use efficient development methods to achieve the goal of the overall system 
validation and certification that is affordable. This is crucial especially for small 
and midsize enterprises. One possibility is the choice of appropriate test benches. 
It is important to ensure that tests can be performed cost and time efficient without 
reducing their quality. This report describes a ground test facility, called hard-
ware-in-the-loop (HIL) flight simulator that replaces an Iron Bird by using the 
prototype aircraft in conjunction with a flight simulator. 

2 Research Project LAPAZ 

The acronym LAPAZ stands for Air Utility Platform for General Civil Aviation, 
Luft-Arbeits-Plattform für die Allgemeine Zivilluftfahrt in German. The LAPAZ 
project is funded by the Federal Ministry of Economics and Technology (BMWi) 
in the National Aerospace Research Program LUFO IV. Project partners are the 
STEMME AG as the coordinator, University of Stuttgart’s Institute of Aircraft 
Systems (ILS), and TU Berlin’s Department of Flight Mechanics, Flight Control 
and Aeroelasticity (FMRA). The objective of the research project is to develop 
and demonstrate a reliable and fault-tolerant automatic flight control system for a 
utility aircraft. ILS is responsible for the development of the fault-tolerant plat-
form for the flight control system, including all redundancy mechanisms. FMRA 
develops the flight control laws (FCL), the flight mechanical simulation model, 
the human-machine interface as well as the FCL development process. For the 
planned EASA CS23 certification as utility aircraft, a specially designed devel-
opment process for complex, safety-critical systems will be established. The soft-
ware development is based on it. The following Section gives an overview of the 
development process with focus on the part that is related to develop the flight 
control functions of the AFCS. 

2.1 Development Process 

The overall LAPAZ development process follows the V-Model that is shown in 
Fig. 1. Initially all functional and non-functional requirements for the automatic 
flight control system are defined in the top-level specification. They are gradually 
refined top-down from aircraft level via system and assembly level to the hard-
ware and software requirements on component level. After encoding and produc-
tion, the gradual integration and verification (bottom-up) follows. Each process 
step ends with verification tests. The final step includes validation tests. The  
ultimate validation is the acceptance by the market and the customer. 



Hardware-in-the-Loop Flight Simulator 587 

 

Compo-
nent

S/W  H/W

FCL Development Process
Mini – V  (model-based)

AFCS Development Process
V - Model

Aircraft
Spec.

System
Spec.

Assembly
Spec.

Production and
Encoding

Aircraft

System

Assembly

Validation
Tests

Tests

Verification

Tests

Verification

Tests

Verif.

Aircraft
Spec.

Aircraft
Sim.

FCL
Spec.

FCL
Sim.

Coding

Validation 

E
qu

ip
m

en
t 

m
an

uf
ac

tu
re

r
A

irc
ra

ft 
M

an
uf

ac
tu

re
r

S/W = Software
H/W = Hardware
Spec.= Specification
Sim. = Simulation

FCL - S/W
Specification

Tests

Component 
Spec.

 

Fig. 1   System development process according to the V-model [3] 

It should be noted that the V-model is an idealization. In reality, several itera-
tions occur that are not shown here. For example, if an error in the system specifi-
cation is detected during validation tests on aircraft level, a new iteration of the  
V-process will be initialized starting with updating the system specification. 

As LAPAZ is a research project, the AFCS development proceeds incremen-
tally. That means not all functions are created simultaneously. Instead, starting 
from a basic functionality, new features are added gradually. Each of them is de-
veloped in accordance to the V-model including the validation by flight tests. At 
the beginning, the sequence, in which the partial functions shall be incrementally 
developed, has to be defined. This is achieved by continuously considering the 
interdependencies between the functions, the implementation risk, and the impor-
tance for the final product. The advantage of this procedure in comparison to the 
development of the entire functionality in one shot is the early attainment of feed-
back from flight tests to the development process. Thereby gradual improvements 
are possible, so that the existing functionalities are subject to a maturation process. 
The incremental approach leads to continuously growing software architecture. In 
order to avoid sub-optimal structures, the basic system architecture has to be fully 
defined in the very beginning. Any restructuring would be extremely costly and 
has to be avoided. 

The development of flight control laws (FCL) is based on a flight mechanical 
simulation model of the aircraft. The software is specified by means of Simulink® 
and Stateflow® that are toolboxes of the software package MATLAB®. Source 
code of the FCL is generated through the use of the Real-Time Workshop®  
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Embedded Coder™ (RTW-EC). After compilation, an executable application is 
created that can be integrated on the target system. The integration work is done 
gradually from subsystem to the overall system. 

The entire integration process is accompanied by verification and validation 
testing to demonstrate the functionality according to the specifications (verifica-
tion), as well as the correctness of the requirements (validation). First model-based 
tests are carried out during FCL design using linear and non linear flight simula-
tions, see Fig. 2.  

 

Fig. 2  Work station and Automatic Flight Control Panel (AFCP) for flight control law  
development 

When the design is frozen, extensive automatic offline tests are performed to 
check all functional requirements (software-in-the-loop (SIL) simulations), fol-
lowed by real-time simulator tests with pilot and SIL. The real-time tests are per-
formed on TU Berlin’s research simulator SEPHIR (Simulator for Educational 
Projects and Highly Innovative Research). After C code generation using RTW-
EC and compilation, it is verified that the code will correctly run on the target 
system. This is achieved by using the so-called host simulator that is an emulation 
of the target system. The host simulator has been provided by the project partner 
ILS who implements the FCL code on the target system. Test vectors are specified 
and used to compare the correct implementation of the software. They comprise 
the input vector that is generated and used as input for the FCLs, and the corre-
sponding output vector that is computed by the FCL Simulink code in the devel-
opment environment. If the output test vector can be identically reproduced on the 
host simulator, the FCL software is delivered to ILS for implementation on the  
target system. ILS proves the correct implementation of the FCL software on the  
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target system, by verifying that the embedded FCL software behaves as in the  
development environment. The testing of the software on the target system is a 
fundamental requirement of the Directive RTCA DO-178B [2] that requires a 
validated and representative test environment. In Section 6.4.1 Test Environment, 
this is described as follows: „An excellent test environment includes the software 
loaded into the target computer and tested in a high fidelity simulation of the tar-
get computer environment.” [2] 

The HIL simulation is the next important step in the development process. It is 
performed at STEMME and is the first step to verify the correct integration of the 
AFCS into the aircraft. This verification step is particularly important because not 
all aircraft requirements can be tested model-based and on system level. With the 
HIL simulator, the following aspects can be tested: 

1. Hardware/Software Integration Testing to ensure that the application soft-
ware (FCL) in the target computer will satisfy the high-level requirements 
(Subsection 6.4.3 a [2]) in the fully integrated environment, 

2. Software Integration Testing, to ensure that the application software (FCL) 
interacts correctly with the AFCS middleware and satisfies the software re-
quirements and software architecture (Subsection 6.4.3 b, [2]) in the fully in-
tegrated environment, 

3. Interaction of the pilot with the AFCS via the Automatic Flight Control Panel 
AFCP (human-machine-interface). 

2.2 STEMME S15 Prototype 

The utility aircraft S15 is a variant of the motor glider S6. It is designed for com-
mercial applications and shall be certified according to EASA CS-23 [4]. In the 
LAPAZ project an AFCS was integrated into the S15 prototype [11]. The AFCS 
signal flow is schematically shown in Fig. 3. A detailed description can be found 
in [5], [6], [7], and [11]. Details for controller development are given in [8]. 

3 Hardware-in-the-Loop Simulator 

This Section describes the concept, the design and the functionality of the HIL 
simulator. According to the definition of the LAPAZ development process, the 
HIL simulator shall be used in different applications. For those applications, re-
quirements have been formulated, that are the basis for the design concept. One of 
the most important requirements is that the HIL simulator shall replace the Iron 
Bird for ground tests on aircraft level. This approach meets demands for time and 
cost efficiency, it also minimizes possible sources of error as it uses original 
hardware instead of simulations. The concept is to replace the Iron Bird by the 
prototype of the STEMME S15 as part of the HIL simulator. 
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Fig. 3 Overview of automatic flight control system AFCS 

3.1 Design Concept 

The main task of the HIL simulator is the functional ground test of the AFCS 
hardware and software, in order to verify the correct function of the flight control 
laws in the integrated state. Additionally, there are further applications. The flight 
test program can be safely examined before flight. Its feasibility can be assessed 
by the test pilot. Abnormal situations can be simulated to test and practice proce-
dures where the test pilot has to take over manual control and to prove that they 
are safe. The replay of recorded flight test data allows post-flight analyses. The 
reproducibility of experiments allows the comparison of different controller ver-
sions. Furthermore, the HIL simulator serves as a demonstrator for the automatic 
flight control system at air shows or in front of the customers. The following re-
quirement list is derived from these applications: 
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• inclusion of as many as possible original aircraft and AFCS components, 
• generation of the required sensor and engine data on ground by real-time 

simulation, 
• measuring the control surface deflections to drive the S15 flight simulation, 
• processing and transmitting simulated sensor data to the AFCS, 
• mobility of the test system for transport, 
• robustness of the test facility for use on rugged test sites, 
• presentation of the visual scenery on a projection system and the cockpit in-

struments on LCD screens. 

This requirement list is the basis for the design concept of the ground test system. 
Figure 4 schematically shows the HIL simulator. It consists of the aircraft 
(STEMME S15 prototype) and a simulation unit. 

 

Fig. 4 Concept for establishing the HIL simulator 

The simulation unit is mobile and ruggedized. All hardware is integrated into 
two wheeled transport cases that are connected to the S15 for testing. The work-
place of the test pilot is in the cockpit. From there, he controls the autopilot with 
the Automatic Flight Control Panel (AFCP) that is installed in the front panel. He 
monitors the aircraft motion on simulated instruments. Even manual flight control 
by using the control elements of the S15 is possible. A visual system that is in-
stalled in front of the aircraft, projects the outside view on a screen.  

3.2 Functional Principle 

The HIL simulator simulates the STEMME S15 flight dynamics throughout the 
entire flight envelope, i.e. in air and ground operations and allows flying in man-
ual mode and with the AFCS. In the following the functional principle of the 
simulator is described, see. Fig. 5. 
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Fig. 5 Functional principle of the HIL simulator 

Due to missing aircraft motion all AFCS sensors are inoperative. This applies 
to the air data systems (AD), the inertial platforms (AHRS), the satellite naviga-
tion system (GPS), the laser altimeter (LA), and the ground contact sensors 
(WOW). As the aerodynamic loads on the linkage and the actuators are missing, 
the deformation of the mechanical linkage between actuator and control surface is 
not exactly the same as in flight. For safety, environmental and economic reasons, 
the engine is not running during HIL simulator tests. Therefore sensor values for 
the propeller speed and exhaust gas temperature (EGT) are missing as well. 

A high-fidelity flight simulation generates the missing sensor signals that are 
required as input variables for a correct operation of the AFCS. The simulation 
runs on the simulation unit, see Fig. 5. It includes a non-linear flight mechanical 
model of the aircraft STEMME S15. The model consists of a six degree of free-
dom simulation of the rigid aircraft and the first sixteen structural modes. The 
modelling of structural vibrations is important for testing of highly dynamic AFCS 
functions such as gust load alleviation. In addition, it includes sensor models, that 
consist of a dynamic model (dead time, etc.) and an error model (noise, bias, drift, 
etc.). The simulated sensor and engine data are sent to the flight control computers 
as input signals. 

Input signals for the flight simulation are the deflections of the control ele-
ments. They are measured by potentiometers. The use of the deflections instead of 
the AFCS actuator command eliminates the necessity to model and simulate the 
overall transfer function from actuator to control surface (linkage kinematics, 
elasticity, friction, etc.). Currently, the effect of aerodynamic loads on the linkage 
and actuators is not simulated, as it would require additional hardware to apply 
forces and moments to the control surfaces. The effect of aerodynamic loads on 
the control linkage can be analytically considered in the simulation model. The 
engine model uses the throttle position (from the Turbo Control Unit, TCU) and 
the propeller speed (from the propeller speed control unit, P-120-U) as input 
command. 



Hardware-in-the-Loop Flight Simulator 593 

 

3.3 Configuration 

The HIL simulator has a similar architecture as FMRA’s research flight simulator 
SEPHIR. It uses the same hardware components that are used in other simulators 
of the department and that have been proven in practice. Thus, existing software 
modules can be adapted to the HIL simulator by minimal programming effort. The 
architecture of the simulator is modular and the system is expandable. Mostly 
standard components are used. Procurement and maintenance costs are low.  
Figure 6 shows the main hardware components of the simulation unit and their 
interaction. 

 

Fig. 6 Overview of the hardware components 

The actual simulation process runs on a high performance real-time computer 
with a UNIX operating system that is optimized for time-critical applications. The 
simulation runs at 125 Hz. 

The simulation interface (SIMIF) enables data transfer between the S15 and the 
simulation computer. It consists of a conventional personal computer (PC) and a 
PCI1 expansion system for increasing the number of PCI cards. The interface cards 
include the transmission standards ARINC 429, RS-232 and CAN and allow ana-
log/digital (A/D) conversion. The outputs of the cards are connected via a cable 
harness to the input/output modules of the computers of the AFCS. The process 
sequence of the data transfer is performed in the following order: 

                                                           
1 PCI (Peripheral Component Interconnect) is a computer bus for integrating hardware  

devices into a computer. 
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• receive data from the S15 prototype (e.g. control surface deflections), 
• send data via User Datagram Protocol (UDP) to the simulation, 
• receive data via UDP from the simulation, and 
• send data to the S15 prototype. 

These four steps form a cycle process with a frequency of 125 Hz. Latency result-
ing from this simulation process is discussed in Section 4.1. All communication 
between the client computers and the simulation unit is realized via UDP. The 
simulation is controlled by a notebook. Various simulation parameters can be 
modified in real time, for example atmospheric conditions or sensor offsets. Simu-
lated aircraft position and attitude are processed by a visual system to present the 
outside view to the pilot. The image generator software PHILOSIM is a product of 
the company Philotech. Aircraft instruments and a view of an outside observer on 
the aircraft are generated by an additional PC and are indicated on LCD monitors. 
Figure 7 shows the HIL simulator connected to the STEMME S15 during a func-
tional test of the AFCS. 

 

Fig. 7 STEMME S15 connected to the HIL simulator 

3.4 Simulation Environment 

To develop the FCL and to perform the subsequent tests (PC, SIL and HIL simula-
tion) a highly accurate flight mechanical simulation model of the S15 has been 
developed. It is implemented in MATLAB and Simulink, see [9]. Using the model 
in the HIL simulator, the sub-models for actuators, linkages and AFCS mecha-
nisms (consolidation, degradation) are not required as they are replaced by origi-
nal hardware. The following effects are simulated: 
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• six degrees of freedom rigid body motion coupled with aeroelastic degrees of 
freedom, 

• two-point aerodynamic (wing and tailplane) with stall and ground effect, that 
has been identified and modelled using flight test data, see [9], 

• propulsion system consisting of engine and propeller, 
• wing-mounted elastic boom for the angle of attack vane, 
• landing gear, 
• terrain, 
• position in WGS84 coordinates, 
• standard atmosphere and atmospheric turbulence, 
• sensor dynamics. 

Fig. 8 shows the integration of the S15 flight simulation model into the HIL simu-
lator. It is embedded into a Simulink framework model and a real-time simulation 
environment that is generated with RTW-EC. The Simulink framework model 
includes components for data transfer between the simulation and the client com-
puters of the simulation unit. Corresponding UDP ports are responsible for the 
transmission of data packages. For this reason, additional Simulink S-function 
blocks are created in the C programming language. The received data is processed 
and assigned to the inputs of the simulation model. Necessary initial values of the 
simulation are read from an input text file. Also, the binary model output data are 
converted for each sensor according to the respective communication protocol (for 
example ARINC 429) before sending. A block for data recording to an external 
file is also part of the framework model. The user can start and stop the data re-
cording as required. The data are stored in binary format. 

 

Fig. 8 Architecture of the simulation environment 
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Both models (framework and S15 flight simulation) are programmed in form 
of Simulink block diagrams, which has to be converted into C source code by 
means of RTW-EC in order to accelerate computation. The generated source code 
has to be supplemented with real-time functionalities that attach the entire simula-
tion process to the real-time clock of the simulation computer using the POSIX 
application interface [10]. 

4 Validation 

The validation of the HIL simulator has to prove that the simulator correctly 
represents the behaviour of the S15 prototype throughout the whole flight enve-
lope. Several analyses were done for validation: 

1. The flight simulation model was validated during the identification of the pa-
rameters for the aerodynamic and the thrust model, see [9]. The flight test data 
were partly used for model identification and partly for verification of the flight 
mechanical behaviour.  

2. During the integration phase of the HIL simulator the correct implementation 
of the transmission protocols for the simulated sensor signals was verified. 

3. A plausibility check of the simulated sensor values was done using the re-
corded data.  

The next two Subsections deal with the analysis of the HIL simulation latency and 
the comparison of flight tests and simulation results. 

4.1 Latency of the Simulation Unit 

The HIL simulator consists of two main components, the S15 aircraft and the 
simulation unit. The HIL simulation consists of three principal asynchronous 
processes (P1, P2, and P3): 

P1: automatic flight control system and S15 components, 
P2: data transfer and 
P3: flight simulation. 

Process P1 represents the AFCS and all S15 components that belong to it. It com-
prises sensor signal acquisition, computation of redundancy management and 
flight control functions, actuator control loops as well as mechanical linkage to 
control surfaces and measurement of their positions. Process P1 is carried out on 
the S15 prototype. Process 2 and 3 run on the simulation unit. Part of processes P2 
and P3 are the following data handling tasks: 

• data handling by interface cards (e.g. A/D conversion), 
• data transfer between PCI expansion system and SIMIF computer via PCI, 
• data transfer between SIMIF and the simulation computer. 
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These tasks are handled within microseconds and their latency can be neglected 
here. Figure 9 shows the time differences due to sensor data generation2. The dia-
gram shows all three main processes, without the clock rate of process 1. The time 
between reception of an input signal and the generation of corresponding output 
signal is defined as latency. Process P2 runs on the simulation interface computer 
(SIMIF) and P3 runs on the simulation computer. Both use the same clock rate. As 
the processes run asynchronously, latencies can vary. For the favourable case a) 
the latency is at least 8 ms. The cycle shift in the unfavourable case b) leads to a 
latency of at most 17 ms. As the maximum sensor update rate is 50 Hz (20 ms), 
the latencies are tolerable and do not significantly affect the behaviour of the con-
trolled system. 

 

Fig. 9 Latencies of simulation a) favourable case; b) unfavourable case 

4.2 Validation of HIL Simulation with Flight Test 

In this Section the results of the HIL simulation are compared to recorded data 
from flight tests. The main focus lies on the flight dynamical behaviour of the 
aircraft that is controlled by the automatic flight control system. For the validation, 
a manoeuvre has to be defined; the flight conditions (initial state, atmosphere, 
mass, centre of gravity, etc.) have to be identical (or at least similar). The results 
are stored with the same data recording system in flight and in HIL tests. 

The S15 simulation model has been validated with flight test data from specific 
identification flight. As a validation example for the closed loop system, the first 
automatic landing of the S15 prototype on March 22nd 2012 in Neuhardenberg is 
compared to results from the HIL simulation. During the landing process the air-
craft follows a defined three dimensional trajectory with a predefined speed. The 
results are stored in both cases within the AFCS by the so-called SPY functional-
ity. Amongst others, all sensor values are recorded there. The requirement for 
identical flight conditions is only partly met for the regarded case. During flight 
test, the turbulence level was low and the wind velocity was small; in the HIL 
simulation both were zero. 

 

                                                           
2 The simulated time lags as well as the sensor update rates are neglected. 
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The observations are restricted to the symmetrical plane. The crosswind com-
ponent plays a minor role in longitudinal motion. Mass and centre of gravity are 
similar for simulation and flight test. 

Important parameters of the aircraft longitudinal motion over the distance to the 
runway threshold3

 are shown in Fig. 10 and Fig. 11. In Fig. 10, sensor values for  
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Fig. 10 Pitch angle Θ, flight path angle γ, height HMSL und air speed VCAS over the distance 
to the runway threshold 

 

                                                           
3 The runway threshold is located in the origin of the abscissa. 
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pitch angle Θ, flight path angle γ, height above MSL (Mean Sea Level) HMSL and 
calibrated airspeed (CAS) VCAS are displayed. Figure 11 compares the height 
above MSL with the height above ground (GND - Ground) HGND. Not surpris-
ingly, the sensor values of the HIL simulation are relatively smooth, whereas the 
flight test data are noisy. This is attributed to atmospheric disturbances. During 
flight test and simulation, the gust load alleviation function was not active. 

During the final approach, the graphs of simulation and flight test match well 
for all depicted sensor values. Particularly this applies to the vertical flight profile 
shown in the third diagram of Fig. 10. Comparing flight test and HIL simulation  
it can be stated that in both cases the system shows basically the same control  
behaviour. 

The third graph of Fig. 10 shows that after touchdown of the S15 on the run-
way (about 400 m after the threshold) the simulated height above MSL differs 
from the actually measured height. Figure 11 illustrates this in detail. The first 
diagram shows that the deviation is about 3 m. The height above MSL is measured 
by GPS. According to the AIP (Aeronautical Information Publication), the pub-
lished landing elevation of the runway 08 in Neuhardenberg is 10 m above MSL. 
Correspondingly, the runway for the simulation is placed at this height. In reality, 
the GPS sensor of the AFCS measures a runway height of about 6-7 m MSL. This 
difference is attributed to the measurement accuracy. The height deviation is 
within the specified accuracy of the GPS that is augmented by EGNOS (European 
Geostationary Navigation Overlay Service). 

It is noteworthy that the first automatic landing was accomplished success-
fully. This is due to the robust design of the controller. Until the S15 reaches the 
runway threshold, the altitude above MSL is used as control variable. The vertical 
flight profile specifies that the aircraft crosses the threshold at 15 m above ground. 
The controller uses the runway elevation that is entered by the pilot (for HIL simu-
lation and flight test the runway elevation was set to 10 m MSL). Due to the error  
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Fig. 11 Height above MSL and GND over the distance to the runway threshold 
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in the measured MSL during the flight test, the S15 crosses the threshold 3 m too 
high, about 18 m above ground (second diagram Fig. 11). This value is within the 
specified tolerance, so that the landing could be continued. Having passed the  
threshold the aircraft is over the runway and the height above ground measured by 
the laser altimeters is used for control. This assures the adaptation of the flare to 
the actual runway. From 300 m after the threshold to touch down the trajectory 
relative to ground from simulation and flight test match again. 

5 Conclusion and Outlook 

As part of the research project LAPAZ, a hardware-in-the-loop (HIL) simulator 
was build. It has been validated and it is successfully used for functional tests of 
the STEMME S15 automatic flight control system. The HIL simulator is an inte-
gral part of the development process of this safety-critical system and contributes 
significantly to the success of the research project. Previous to the integration tests 
on the HIL simulator, the computer platform, its redundancy management and the 
correct integration of the FCL software are rigorously tested on a test system that 
is specifically designed for this purpose by the project partner ILS. During the HIL 
simulator tests the test pilot can sit in the S15 cockpit in his familiar working envi-
ronment. The tests that are performed before the actual flight tests improve the 
efficiency of the flight tests and reduce the risk for test pilot and aircraft. Standard 
and abnormal AFCS behaviour are realistically represented and the corresponding 
reaction of the pilot can be analysed or trained. So, this concept has proven to be 
highly valuable. In comparison with an Iron Bird both time and money can be 
saved, as well as floor space for storage. The HIL simulator can be linked to the 
aircraft in less than 15 minutes. The modular structure of the simulator facilitates 
the extension of the system if needed. The comparison of simulation and flight test 
shows that the HIL simulator realistically reproduces the behaviour of the 
STEMME S15. Therefore, findings from the HIL simulations can be used in the 
development of the AFCS. 
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Autonomous Wind Tunnel Free-Flight
of a Flapping Wing MAV

Christophe De Wagter, Andries Koopmans, Guido de Croon,
Bart Remes, and Rick Ruijsink

Abstract. A low-cost high performance control system is developed to enable au-
tonomous untethered flight inside a wind tunnel. Such autonomous flight is desir-
able for aerodynamic experiments on flapping wing MAVs, since fixing the fuselage
has been shown to significantly alter wing deformations, air flow and performance
on vehicles with a periodically moving fuselage. To obtain autonomous untethered
flight, 3D position information is obtained from off-board WiiMote infrared track-
ing sensors with a total system accuracy of 0.8mm and an update rate of 80Hz in a
quarter cubical meter control box. This information is sent to a 1.5 gram onboard
autopilot containing communication, inertial measurements as well as onboard in-
frared tracking of an in-tunnel LED to achieve the high performance control needed
to position itself precisely in the wind tunnel flow. Flight tests were performed with
the 16 gram flapping wing MAV DelFly II. The achieved control performance is
shown to be sufficient for many new research purposes, like researching the influ-
ence of a fixed fuselage in flapping wing aerodynamic measurements and obtaining
more precise performance characteristics.

1 Introduction

The aerodynamics of flapping wings is a broadly studied subject. Besides theoreti-
cal, numerical, and animal studies [19, 2, 13, 20, 5, 3, 11, 21], there is an increasing
number of studies on artificial wings of flapping wing Micro Air Vehicles (MAVs)
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(e.g., [4, 7, 12, 17]). Fluid-structure interaction makes the study of flapping wing
aerodynamics computationally very complex, but also makes it hard to obtain mea-
surements without any external influences.

Until now, studies on flapping wing MAVs are always performed with a fixed
fuselage [6, 8, 9, 7, 12, 10, 17]. For example, research on the DelFly II flapping
wing MAV (Fig. 1) has always been studied with a fixed fuselage be it for com-
putational fluid dynamics, force measurements[6], or Particle Image Velocimetry
(PIV)[9, 10]. While DelFly II was designed to minimize the fuselage rocking mo-
tion, some inevitable motion remains. This means that a fixed support changes the
flight conditions of the otherwise periodically moving fuselage.

This paper proposes a low cost high performance system that enables the DelFly II
to fly untethered at a fixed location in a constant wind flow. This allows for new
highly needed insight [15, 18] to be obtained about the aerodynamics, free flight
deformations, flight characteristics, performance aspects and transient behavior of
flapping wing MAVs. It is a first step toward free-flight PIV measurements in a wind
tunnel[16]. While this has been achieved with living creatures [5, 3, 11], it has not
been done before with a flapping wing MAV.

In the remainder of the paper, first the system setup is explained (Section 2).
Subsequently, in Section 3, the sensor fusion necessary to estimate the DelFly’s
state is discussed. The manner in which the state estimate is used for controlling
the DelFly during free flight is explained in Section 4. Then, results are discussed
of stationary (Section 5) and transient (Section 6) tests in the wind tunnel. Finally,
conclusions are drawn in Section 7.

Fig. 1 DelFly II has a dou-
ble pair of flapping wings,
driven by a 2 Watt sensor-
less brushless motor that
drives gears with pushrods
to the wings. The horizontal
stabilizer has an elevator
and the vertical stabilizer a
rudder. Both are driven by
servo’s. The flapping fre-
quency is controlled by the
power setting of the main
motor controller. Onboard
electronics comprise of a
radio or modem for com-
munication, an autopilot
processor with sensors and
a special made brushless
motor controller.
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2 System Overview

Precise high performance position control is an important requirement to allow close
up measurements, while the characteristics of the vehicle should not be altered by
adding too much weight. Therefore a combined onboard plus off-board solution is
used.

A high update rate tracking system measures the position of the DelFly exter-
nally. Simultaneously, an onboard microcontroller performs inertial measurements.
It also reads analysis results of the onboard camera looking at an infrared LED
placed in the tunnel in front of the DelFly and which acts as a heading reference [1].
External position measurements are sent to the DelFly to allow full onboard fast
control loops to follow the desired setpoints as illustrated in Fig. 2).

Fig. 2 Schematic overview
of all the system compo-
nents. It consists of a ground
section with the heavier sen-
sors and a section onboard
the DelFly with the high rate
low latency sensors to al-
low light high performance
control.

motor controller

rudderservo

elevator servo
CPU

camera

gyroscopes

ground station tracking system

transceiver

GROUND

DELFLY

log

Position data is gathered and processed on the ground and packed with com-
mands. These are then sent to the DelFly autopilot over the wireless Bluetooth link.
Final data merging and control is done onboard while telemetry is being returned to
the ground for logging purposes (Fig. 3).

Delfly logdata
unpacking

data
packing

command
input

tracking
system calculation

position &
velocity

Fig. 3 Flow diagram of ground station functionality

2.1 Onboard: Autopilot System

A 20 Mega-Instructions Per Second (MIPS) capable 4 by 4 millimeter microcon-
troller1 is heart of the autopilot system. A Bluetooth serial modem2 is used as bidi-
rectional digital communication link at 38400bps. A Wii-Mote camera sensor is

1 AVR ATmega88PA.
2 Panasonic PAN1321.
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A
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G

H J
K

L
Fig. 4 Side view of the DelFly. (A) Bluetooth module, (B) 3-axis gyroscope, (C) CPU, (D)
Servo and motor connectors (from top to bottom: motor controller, elevator servo, rudder
servo), (E) WiiMote Camera, (F) 180mAh LiPo battery, (G) Trailing edge tensioner, (H)
Motor controller, (J) Brushless motor, (K) Gear housing, (L) Tracking LED.

stripped down to 0.33 gram at 8 by 8 by 4 millimeter and placed onboard looking
forward. It provides 200Hz pixel positions of up to 4 LED. Finally the Invensense
ITG3200 MEMS 3-axis gyro provides up to 1kHz of inertial measurements. An
overview picture is found in Fig. 4.

The WiiMote camera is chosen because it is cheap, available, fast, small, and all
the preprocessing is already done by the build-in integrated circuit (IC) in the cam-
era. Calibration tests using stepper-motor tables with a moving LED showed that no
camera distortion worth un-distorting was present. Furthermore it interprets the im-
age, finds the four brightest Infrared (IR) point, and calculates the respective x and y
coordinates, which takes a significant workload away from the autopilot microcon-
troller. The WiiMote camera has a pixel resolution of 128 by 96 of sufficient quality
to allow interpolation up to 1024 by 768 subpixels. This corresponds to 0.03◦ with
the 44 by 33 degree field of view.

2.2 Off Board Tracking System

The tracking system consists of two non-modified WiiMote controllers mounted on
a rigid support. Using multiple view camera geometry the observed LED position is
reconstructed in 3D.
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xled zcalib
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Fig. 5 Schematic view of the OJF (Open Jet Facility) wind tunnel. The octagonal wind tunnel
nozzle is on the left, with a LED (red) attached to a fish wire stretched over the opening. The
DelFly II is attached to the T-shaped beam by means of a thin wire. The tracking cameras are
mounted on the horizontal beam across the platform, and look towards the DelFly at a 45◦
angle.

3 Sensor Fusion

3.1 Linear LS Triangulation

After un-distortion of lens effects, a camera can be well represented by the pin-
hole model [14] which maps point x in homogeneous world coordinates into its
projection u.

su = N[R|t]x
The camera observation u of an observed LED at position x is defined by u = Px,
with x = (x,y,z,w) the position vector and P is the camera matrix. Vector u is in
homogeneous coordinates, i.e. u = s(u,v,1)�, where u and v are the observed point
coordinates, and s is an unknown scale factor. Denoting p�i as the ith row of matrix
P, we can rewrite u = Px as

su = p�1 x, sv = p�2 x, s = p�3 x (1)

Eliminating s using the last equation, we have

up�3 x = p�1 x (2)

vp�3 x = p�2 x (3)
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From the two views we have 4 linear equations in the coordinates of x, written in
the form Ax = 0 with A a 4× 4 matrix. For non-infinity target x = (x,y,z,1)� is
set to reduce homogeneous equations to a set of four non-homogeneous equations
with three unknowns. To combine the measurements, the observed point x is also
expressed in the reference frame of the second camera. This is done introducing
rotation matrix R and translation vector t which describe the known relative posi-
tion and orientation of the two cameras. We also rewrite R and t in homogeneous
coordinate format. The camera matrixes for cameras 1 and 2 are

P1 = N1[I3 0] (4)

P2 = N2[R T ] (5)

Now using Eq. 3 and considering both measurements with the camera matrices P1

and P2, we can construct matrix A as

A =

⎡⎢⎢⎣
u1p�1 (3)−p�1 (1)
v1p�1 (3)−p�1 (2)
u2p�2 (3)−p�2 (1)
v2p�2 (3)−p�2 (2)

⎤⎥⎥⎦x

where the number in brackets indicates the row vector taken from the respective ma-
trix. The fourth element of x is 1 and brought to the right because of the assumption
of the homogeneous coordinate being finite. Writing A as [a1 a2 a3 a4] with each
vector an representing a column, we get[

a1 a2 a3
]
(x,y,z)� =−a4

This non-homogeneous equation can be solved by using the left pseudo inverse

x =−(A�A)−1A�a4

which gives xC1 relative to camera 1, as depicted by the subscript C1. To express u
in the windtunnel coordinates Fŵ (see Fig. 6) an extra transformation is applied

xŵ = Rŵ
C1
(xC1 +Tŵ

C1
) (6)

where xŵ is the coordinate in Fŵ, Rŵ
C1

the rotation matrix describing the rotation

from FC1 to Fŵ, and where Tŵ
C1

describes the position of the origin Oŵ relative to
the origin of OC1 , expressed in FC1 . Finally the rotation and translation of the dual
camera setup (Fig. 6) are

Tŵ
C1

=

⎡⎣ 0
0

1.5

⎤⎦ Rŵ
C1

=

⎡⎣ 0 1 0
cos45◦ 0 cos45◦
cos45◦ 0 −cos45◦

⎤⎦ (7)
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XC1

YC1

(a) Single WiiMote
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Xŵ

45°45°
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OC1

Oŵ

Zc2Xc2

Yc2

Zc1

Xc1
Yc1

(b) Tracking System Setup

Fig. 6 Axis definition of a Wiimote and Tracking System with two WiiMotes. The realive
positioning is shown in subfigure (b).

3.2 Velocity

The velocity is obtained by taking the discrete derivative directly from the position
measurements.

vk =
xk− xk−1

ΔT

where vk is the velocity at time step k, xk the position at time k and ΔT the time step
size. This is done by a discrete Kalman filter to smoothen the results and fill the gaps
when the LED was not detected during a frame.

3.3 Heading

To significantly improve the observability of the DelFly attitude, during slow hov-
ering flight of DelFly with high pitch angle a heading reference is computed from
an on-board camera combined with an IR Light Emitting Diode (LED) placed in
the middle of the wind tunnel. The horizontal pixel coordinate u as seen in DelFly
camera frame FC (Fig. 7) of the reference LED is transformed to the heading χ in
degrees by

χ = su(u− cu) (8)

where su is the angle one horizontal pixel represents and cu the center pixel that
defines the mid point of the field of view in pixels.

At faster forward flight the DelFly flies at much smaller pitch angles and the
on-board camera is no longer looking forward and is therefore unable to see the
reference LED inside the wind tunnel. The heading χ is therefore calculated from
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Fig. 7 Axis definition of
the Delfly body reference
frame FD and the on-board
camera reference frame FC.
The autopilot PCB is rotated
17 degrees around the YD
axis. The on-board camera
reference frame is defined
with the X-axis pointing
upward, the Y-axis pointing
to the negative YD axis, and
Z-axis pointing in the flight
direction and indicated with
a C subscript.

17◦

XC

YC ZC

YD

XD

ZD

difference in horizontal positions of 2 LED on the ground about a meter in front of
the DelFly

χ = tan−1( u1−u2
v1−v2

) (9)

where u is the horizontal pixel coordinate and v the vertical pixel coordinate of their
respective pixel. Small-angle approximation is applied to save on calculation time
on the on-board processor.

3.4 Calibration and Accuracy

At first the extrinsic parameters needed for the Linear-LS triangulation method of
the stereoscopic camera pair is determined using OpenCV’s stereoCalibration2 rou-
tine. Then the inertial calibration, which maps the observations from the stereo cam-
era frame Fw to the actual wind tunnel flight frame Fŵ. A rectangular LED board
was placed with one corner at the point that should become the origin of the new
coordinate system and its two side nicely aligned with the tunnel. A reading with
the tracking system was taken and the TRIAD algorithm was used to acquire the
correction rotation matrix and translation vector.

The accuracy of the hardware and algorithm was checked by moving the LED in
a predetermined pattern by means of a micrometer precise stepper motor table. The
setup was tested with a dog-leg pattern. The LED was moved 300 mm from the left
to the right, and then 200 mm backwards (positive z direction). (Fig. 8)

The standard deviation of the error is 0.3734 mm in the x-direction and 0.6378
mm in the z-direction. It can be seen that the error shows a saw-tooth behavior
probably caused by the pixel rounding of the cameras. Nevertheless the average
deviation is sub millimeter and maximum error never more than 2 millimeters.
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Fig. 8 Calibration track with corresponding errors. Coordinates are expressed in the camera
reference frame FC1 .

4 Controller Architecture

For the controller design, an important factor is the limited processing power avail-
able. Therefore the design goals focus on getting the required performance with
sufficiently low processing power.

4.1 Lateral Control of Slow Forward Flight

As the distance of the DelFly to its heading LED is constant, the angle μ at which
DelFly sees the target is homogenous. A heading controller is set to minimize μ .
This constant steering towards the LED Kμ μ creates a P-controller minimizing the
lateral offset (Fig. 9). A damping term Kp pC is added based on low pass filtered low
latency gyroscope measurements pC, which measures rotations around the onboard
camera X-axis. Kp is the so-called roll gyro gain.

During slow hovering flight the DelFly II flies almost nose up at very high
pitch angles, while the rudder generated moments around the ZD. To dampen ZD

Fig. 9 Schematic top-view
of an lateral error. The red
dot indicates the location of
the infra red reference LED.
μ is the angle towards the
LED while χ is the heading
of DelFly II.

μ

χ

x

y

ye
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oscillations a yaw damper is added constructed from the rates rC and pC aligned
with the ZC and XC axes respectively (Fig. 7)

rD = rC cos(17◦)+ pC sin(17◦) (10)

The yaw damper is inserted as KrrD where Kr is the yaw damper gain. To reduce
the steady state error an integrator term KI

y
∫
(y− yre f ) is added, where KI

y is the
integrator gain. The total controller for slow forward flight becomes after dropping
out yre f which is zero for the middle of the wind tunnel

δr = Kμ μ +KppC +KrrD +KI
y

∫
y+Kk (11)

where Kk is a value trim to be set manually when necessary.

4.2 Lateral Control of Forward Flight

When the DelFly is flying at higher velocities, the reference LED right in front of
the DelFly is out of view, because the camera is looking almost downwards. The
first part of the total controller shown in Eq. 11 is replaced by

δr = Kχ (yeKy− χ) (12)

including the lateral off-set ye = (yre f − y). The total three loop control scheme is
shown in Fig. 10.

Including an integrator term, setting the desired lateral offset yre f and some
rewriting the total controller becomes

δr = Kyy+Kχ χ +Krr+KI
y

∫
y+Kk (13)

rudder Delfly

gyro

camera

tracker

+- -+ -+yre f

χ

r

y

ye χe

position

KχKy Kr
rre f re δr

Fig. 10 DelFly II lateral position controller
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4.3 Longitudinal Control of Slow Forward Flight

When flying at low speeds, the thrust vector of the flapping wing DelFly II is point-
ing almost straight up. It mostly controls the climb rate while the elevator influences
the forward position. During forward flight however throttle most influences the
forward speed and elevator the altitude. So at slow hovering flight for the vertical
position z we have

δth = fPID(z− zre f ) (14)

and the horizontal position x

δe = fPID(x− xre f ) (15)

where δth and δe are resp. the thrust and elevator input, z and x the current horizontal
and vertical position and zre f , xre f the reference position we want to achieve. During
flight the battery will drain and the voltage significantly drops, as shown in Fig. 11.
This is well handled by the integral term in the controller removing the need for feed
forward compensations.

Fig. 11 Typical Lithium-
Polymer discharge curve
of a single cell. DelFly II
uses a single 180mAh cell
as power source. As the
voltage drops, the current is
increased to keep the same
power level.
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For zero references the total control law for the throttle setting becomes

δth = Kzz+KI
z

∫
z+Kn (16)

with Kz the proportional gain, KI the integral gain and Kn the trim setting. Due to
the very low wing loading high damping of DelFly II, the d-gain can be left out. For
the elevator input

δe = Kxx+KI
x

∫
x+Kqq+Km (17)

is used where a pitch damper Kqq is added and Km is the trim setting.
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4.4 Longitudinal Control of Forward flight

Unlike the slow hovering flight with rotorcraft-like characteristics, when the DelFly
flies at higher velocities, the pitch angle decreases to about 30◦ for velocities around
2 m/s and upwards and the DelFly starts to behaves like a conventional fixed wing
aircraft. The controls are configured to pitch from altitude error and throttle from
speed error

δe = fPID(z− zre f ) (18)

δth = fPID(x− xre f ) (19)

The total control law for the throttle setting becomes then

δth = Kx x+Kvxvx +KI
x

∫
(x)+Kn (20)

and for the elevator input

δe = Kz z+Kvzvz +KI
z

∫
(z)+Kqq+Km (21)

where Kq q is the pitch damper, Kn and Km the manual trim settings and the zero
reference values xre f and zre f have been left out. The control laws very similar to the
horizontal flight laws in Eq. 16 and Eq. 17, except that the axes on which controls
surface act on are exchanged and position derivative terms are needed.

5 Station Keeping Experiments

A series of test and tuning flights were performed in the Open Jet Facility wind-
tunnel of the Delft University of Technology. All gains were manually tuned in the
various flight regimes. One must keep in mind that the hand built DelFly II weighs
only 16 grams[8]. Imperfections, wear over time, undesired vibrations of the half a
gram servos, resolution of all actuators and motor control, residual vortices in the
wind tunnel as well as the lack of a full dynamics model for the development of the
controller play important roles in the achievable performance.

A first series of tests tried to keep DelFly II as close as possible to the center of
the tunnel. Results presented here concern slow hovering flight at 0.8m/s. Fig. 12
show a test flight with relatively low value for the integrator gains. It shows how an
untrimmed DelFly II rejects steady state errors.

A longer 14 minute flight in Fig. 13 shows the integrator nicely compensates for
the dropping battery voltage (Fig. 11) by increasing the throttle over time.

Looking closer at the position signal, very low frequency oscillations are seen
in the y and z direction, illustrated in Fig. 14. The resolution of throttle control of
DelFly II is only 170 discrete steps due to brushless motor controller constraints.
This motor controller was specially developed to be able to face the highly non-
constant load of the pushrods to the wings, flapping at about 13Hz. During a single
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Fig. 12 Initial test run with low integral gains while tuning the gains of the DelFly II without
a full dynamic model
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Fig. 13 Required Power as function of Battery Voltage

flap cycle the motor must accelerate and decelerate with a 1 to 2 ratio. Additional
trade-offs in the motor controller concerning efficiency make it hard to resolve this
power resolution limitation.

Upon inspection it can be seen that the oscillations are driven by the throttle
alternating between two values. The DelFly descents every time the throttle is re-
duced one unit, and ascends when the throttle is increased. When the battery voltage
decreases over time as seen in Fig. 11, eventually the required power matches a set-
table power level and oscillations disappear. Table 1 shows the performance in this
case and stands for the performance that could be obtained of finer throttle control
were possible.

The manual tuning with the unknown dynamics of DelFly was done by per-
forming many runs with different gains and searching for better RMS performance.
Fig. 15 illustrates the effect of several yaw damping gains and Fig. 16 of several
pitch damping gains on the station keeping performance of the DelFly II.
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clarity. It is alternating between one or two values. The y- and z-position are coupled: the
DelFly moves up and right, or down and left, with a period of about 8 seconds.

Table 1 Maximum devia-
tions from the windtunnel
center and the RMS error
values with correct power
setting.

maximum
direction deviation [cm] RMS [cm]
x 1.6 0.82
y 4.3 1.8
z 1.5 0.95
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Fig. 15 RMS error of the x,y and z position for different gain settings of the yaw damper.
The sample duration was about 40 seconds for each setting.
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6 Transient Behavior Experiments

In order to further analyze the stability and disturbance rejection of the system, and
simultaneously obtain new information about the transient behavior of DelFly II, a
series of step response tests were performed. These are depicted in Figures 17 to 20.
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Fig. 17 Step 30cm up. The throttle increase clearly results in a forward motion increase. For
a gain of Kz = 6 the system shows under damped behavior, at K2 over damped behavior.
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Fig. 18 Step 30cm down. DelFly is drifted backwards due to the lower thrust setting which
perturbs the horizontal equilibrium. Comparing with the step up, the same gain Kz = 4 shows
overshoot instead of critical damping behavior, showing the high non-linearity in the behavior
of DelFly II.
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Fig. 19 Horizontal 30cm step forward. The DelFly reacts very slowly due to saturation of the
elevator. As slow hovering flight is on the negative side of the power curve, at higher forward
speed less thrust is needed, which causes an upward perturbation.
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Fig. 20 Horizontal 30cm back. DelFly reacts very quickly, drifting backward with the wind-
tunnel flow. When flying at lower forward speed, extra thrust is needed which is visible as a
descending perturbation for the altitude controller.

7 Conclusions and Recommendations

A low-cost high performance control system is developed. The weight of the on-
board part is less than two grams, while the sensors consists of only three WiiMote
sensors, a few LED and a gyroscope chip. The total system station keeping perfor-
mance was shown to be in the order of centimeters. The most important factors that
limit the performance are the resolution of the power setting. Then the residual vor-
ticity in the tunnel and unsteady periodic aerodynamics together with the 16 grams
very low wing loading vehicle impose considerable perturbations to the control sys-
tem, while manufacturing imperfections, wear over time and undesired vibrations of
the miniature actuators also impact the performance. Nevertheless the achieved per-
formance is still largely sufficient for many new research purposes, amongst which
the analysis of the influence of fixing the fuselage in flapping wing research and
more precise performance characteristics of DelFly II.

Aspects that need additional attention in further work are a lower latency data
link to reduce delays and make them more constant than the Bluetooth modems. But
most of all a increased throttle resolution, for instance using modulation techniques.
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Application of Frequency-Limited Adaptive
Quadrocopter Control

Kirk Y.W. Scheper, Daniel Magree, Tansel Yucelen,
Gerardo De La Torre, and Eric N. Johnson

Abstract. Adaptive control systems have long been used to effectively control dy-
namical systems without excessive reliance on system models. This is due mainly
to the fact that adaptive control guarantees stability, the same however, cannot be
said for performance; adaptive control systems may exhibit poor tracking during
transient (learning) time. This paper discusses the experimental implementation of
a new architecture to model reference adaptive control, specifically, the reference
system is augmented with a novel mismatch term representing the high-frequency
content of the system tracking error. This mismatch term is an effective tool to re-
move the high frequency content of the error signal used in the adaptive element
update law. The augmented architecture therefore allows high-gain adaptation with-
out the usual side-effect of high-frequency oscillations. The proposed control ar-
chitecture is validated using the Georgia Tech unmanned aerial vehicle simulation
tool (GUST) and also implemented on the Georgia Tech Quadrocpoter (GTQ). It
is shown that the new framework allows the system to quickly suppress the effect
of uncertainty without the usual side effects of high gain adaptation such as high-
frequency oscillations.

1 Introduction

Unmanned Aerial Vehicles (UAV), like many other forms of robots, are often used
to perform tasks too dangerous or repetitive for humans. Examples in industry show
UAVs being used for surveillance and mapping of areas after natural disasters or
in enemy territory in the case of military application. UAVs should operate with
little user influence in hostile changing environments. That is, UAVs should have
the ability to quickly adapt to their surroundings and act appropriately to changing
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conditions. This paper aims to extend this research by providing a solution to high-
gain adaptive control without high-frequency oscillations, which ultimately allows
for fast adaptation of advanced control systems in UAVs.

It is well known that standard model reference adaptive control (MRAC) ap-
proaches employ high-gain learning rates to achieve fast adaptation in order to
rapidly reduce system tracking errors in the face of system uncertainties. High-gain
learning rates, however, lead to increased controller efforts and can cause high-
frequency oscillations, which may violate actuator rate saturation constraints [4]
and/or excite unmodeled system dynamics [10, 11] resulting in system instability.

Motivated from this standpoint, this paper resorts to a recently developed
frequency-limited adaptive control architecture [12]. The contribution of this frame-
work comes from suppressing undesired high frequency system oscillations using
a new reference system architecture. Specifically, the proposed reference system
captures a desired closed-loop dynamical system behavior modified by a novel
mismatch term representing the high-frequency content between the uncertain dy-
namical system and this reference system, i.e., the system error. In particular, this
mismatch term allows the limiting of the frequency content of the system error
dynamics both in transient and steady state, which is used to drive the adaptive
controller. The purpose of this methodology is to prevent the update law from at-
tempting to learn the high-frequency content of the system error. This key feature of
the framework yields fast adaptation without incurring high-frequency oscillations
in the transient performance.

The proposed augmentation to the reference system is implemented on a quadro-
copter model simulated in the Georgia Institute of Technology unmanned aerial ve-
hicle simulation tool (GUST) developed by the Unmanned Aerial Vehicle Research
Facility (UAVRF). The GUST software package combines a high-fidelity vehicle
and environment model, onboard flight control software, and ground station soft-
ware. GUST may be operated in hardware in the loop (HITL) mode or software in
the loop (SITL) mode. In HITL mode, the flight control software and ground station
interface with physical sensors, actuators, and communication links. In SITL mode,
the flight control software and ground station interface with the vehicle model and
simulated communication links. This design ensures that the same flight control
software is used in simulation and in flight reducing software development time.

The vehicle model used in the SITL mode is a six rigid body degree of freedom
model complete with additional engine and rotor dynamics. The vehicle model sim-
ulates sensor noise, delay, location, orientation, actuator dynamics and saturation.
For this paper, the SITL mode is used to obtain the simulation results and flight tests
were conducted using the HITL mode onboard the flight platform.

The flight platform used in this paper is a quadrocopter UAV based on the
commonly used Pelican airframe [2] from Ascending Technologies (AscTec). The
UAVRF uses this platform to perform research on indoor flight navigation and guid-
ance algorithms and is referred to as the Georgia Tech Quadrocopter (GTQ). The
GTQ is a fully autonomous vehicle which uses a laser SLAM based navigation sys-
tem to traverse cluttered indoor environments. A detailed description of the platform
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Fig. 1 Picture of the AscTec Pelican indoor flight platform known as GTQ. This is the flight
platform used to evaluate the performance of the frequency-limited adaptive control architec-
ture in this paper.

and navigation system can be found in [3]. A picture of the GTQ can be seen below
in Figure (1).

In the following sections, we first outline the adaptive update law used and give a
description of the proposed augmented reference system architecture. Then the con-
trol system implemented is described in detail. High fidelity simulation and flight
test results are then discussed. The performance of the frequency-limited architec-
ture is then compared to a that of standard MRAC and the closed loop reference
model framework as described in [9, 5].

The notation used in this paper is fairly standard. Specifically, R denotes the set
of real numbers, Rn denotes the set of n× 1 real column vectors, Rn×m denotes
the set of n×m real matrices, R+ (resp., R+ ) denotes the set of positive (resp.,
non-negative-definite) real numbers, Rn×n

+ (resp., R
n×n
+ ) denotes the set of n× n

positive-definite (resp., non-negative-definite) real matrices, Sn×n denotes the set
of n× n symmetric real matrices, Dn×n denotes n× n real matrices with diagonal
scalar entities, (·)T denotes transpose, (·)−1denotes inverse, and � denotes equality
by definition.

2 Preliminaries

We will begin by considering the nonlinear dynamical system given by

ẋp = Apxp(t)+BpΛu(t)+Bpδp(xp(t)), xp(0) = xp0 , t ∈ R+, (1)
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where xp(t) ∈Rnp is the state vector available for feedback, u(t) ∈Rm is the control
input, δp : Rnp →Rm is an uncertainty, Ap ∈Rnp×np is a known system matrix, Bp ∈
Rn×m is a known control input matrix, and Λ is the unknown control effectiveness
matrix. Furthermore, we assume the pair (Ap,Bp) is controllable and the uncertainty
can be parametrized as

δp(x) =W T
p σp(xp), (2)

where Wp ∈ Rs×m is an unknown weight matrix and σp : Rn
p →Rs is a known basis

function of the form σp(xp) = [σp1(xp),σp2(xp), . . . ,σps(xp)]
T .

Remark 1. For the case where the basis function σp(xp) is unknown, parametriza-
tion in (2) can be relaxed, for example, by considering δp(xp) = W T

p σnn
p (V T

p xp)+
εnn

p (xp),xp ∈Dxp , where Wp ∈Rs×m and Vp ∈Rnp×s are unknown weight matrices,
σnn

p : Dxp → Rs is a known basis composed of neural network functional approxi-
mators, εnn

p : Dxp → Rm is an unknown residual error, and Dxp is a compact subset
of Rnp [6].

Remark 2. If the uncertainty is time varying the adaptive element update law can be
extended using, for example, Theorem 7.1 from [12].

To address command following, let c(t) ∈ Rnc be a given bounded piecewise con-
tinuous command for tracking (or c(t) = 0 for stabilization) and xc(t) ∈ Rnc be the
integrator state satisfying

ẋc = Epxp(t)− c(t), xc(0) = xc0 , (3)

where Ep ∈ Rnc×np allows to choose a subset of xp(t) to be followed by c(t). Now
(1) can be augmented with (2) as

ẋ = Ax(t)+BΛu(t)+BWT
p σp(xp(t))+Brc(t), x(0) = x0, (4)

where x(t) �
[
xT

p (t),x
T
c (t)
]T ∈ Rn,n = np + nc is the augmented state vector, x0 �[

xT
p0
,xT

c0

]T ∈Rn,

A �
[

Ap 0np×nc

Ep 0nc×nc

]
∈Rn×n (5)

B �
[
BT

p 0nc×m
]T ∈Rn×m (6)

Br �
[
0np×nc − Inc×nc

]T ∈ Rn×nc (7)

Next, let us consider the reference system capturing the desired closed-loop dynam-
ical system performance given by

ẋr = Arxr(t)+Brc(t), xr(0) = xr0, (8)

where xr(t) ∈ Rn is the reference state vector, Ar ∈ Rn×n is the Hurwitz reference
system matrix, and Br ∈ Rn×m is the command input matrix. Also, their exist a
matrix K ∈ Rm×n such that Ar = A−BK holds.
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Let us now consider the feedback control law given by

u(t) = un(t)+ ua(t), (9)

where un(t)∈Rm and ua(t)∈Rm are the nominal and adaptive control laws, respec-
tively. Let un be given by

un(t) =−Kx(t), (10)

Combining (9), (10) into (4) yields

ẋ = Arx(t)+Brc(t)+BΛ
[
ua +WT (t)σ(x(t))

]
, (11)

where W �
[
Λ−1W T

p ,(Λ−1− Im×m)K
]T ∈ R(s+n)×m is an unknown (aggregated)

weight matrix and σ(x(t)) �
[
σT

p (x(t)),x
T (t)
]T ∈ Rs+n is a known (aggregated)

basis function. Now, considering (11), let the adaptive control law be defined as

ua(t) =−Ŵ(t)σ(x(t)), (12)

where Ŵ (t) ∈ Rs×m is the estimate of W satisfying the weight update law given by

˙̂W (t) = Γ σ(x(t))eT (t)PB, Ŵ (0) = Ŵ0, (13)

where Γ ∈ Rs×s
+ ∩ Ss×s is the learning rate matrix, e(t)� x(t)− xr(t) is the system

error state vector, and P ∈ Rn×n
+ ∩ Sn×n is a solution of the Lyapunov equation

0 = AT
r P+PAr +R, (14)

where R ∈ Rn×n
+ ∩ Sn×n can be viewed as an additional learning rate. Note that

since Ar is Hurwitz, it follows from converse Lyapunov theory [6] that there exists
a unique P satisfying (14) for a given R.

The system error dynamics is given from (8), (11) and (12).

ė(t) = Are(t)−BΛW̃T (t)σ(x(t)), e(0) = e0, (15)

where W̃ (t)� Ŵ (t)−W ∈R(s+n)×m is the weight error and e0 � x0−xr0. Proofs of
Lyapunov stability of the weight matrix W (t) and error vector e(t) and the conver-
gence of e(t)→ 0 as t → ∞ can be found in reference [1].

3 Frequency-Limited Adaptive Control Framework

The augmented MRAC system architecture, as defined in [12], is achieved by in-
troducing a mismatch term to the reference system dynamics. The mismatch term
captures the high-frequency content between the uncertain dynamical system and
the reference system. This augmenting of the reference system term allows the de-
signer to limit the frequency content of the system error dynamics which is used to
drive the adaptive element. The proposed architecture is visualized in the diagram
shown below in Figure (2).
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Fig. 2 Visualization of the proposed frequency-limited adaptive control architecture. Notice
not only is the reference system driven by the external command but also by the mismatch
term containing the high frequency error content. The augmented system is shown in grey.

To define our augmented system let us first consider eL ∈Rn, the low pass filtered
error of e(t) given by

ėL = AreL +η(e− eL), eL(0) = 0, (16)

where η ∈ R+ is a filter gain. From the low pass error update law it can be seen
that the filter gain η is used to limit the bandwidth of this signal. This term must be
large enough to capture the system dynamics to be input to the adaptive element but
small enough to reject the high frequency content of this signal. Considering this in
the classical loop shaping context, the user can now allow faster adaptation of the
system to uncertainty by amplifying the adaptive learning rate while suppressing
unwanted high frequency adaptation and subsequent high frequency oscillation.

Remark 3. As η → ∞ the frequency-limited architecture approaches standard
MRAC. As η → 0 the frequency-limited architecture approaches the closed loop
reference model framework described in [9, 5].

Now, as the purpose of the frequency limitation is to force our error to approach the
behavior of the low pass filtered error, we can introduce a mismatch term which is
a minimization of the relative distance of the trajectories of the two signals e(t) and
eL(t). This can be captured in the cost function given by J(e,eL) =

1
2 ||e− eL||22, and

note that the negative gradient of this cost function with respect to e(t) is given by

δ [−J(e(t)− eL(t))]
δe(t)

=−(e(t)− eL(t)) (17)
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Incorporating the mismatch term into the reference system in (8) results in the fol-
lowing augmented reference system

ẋr = Arxr +Brc(t)+κ(e− eL), xr(0) = xr0 , (18)

where κ ∈ R+. Through singular perturbation analysis of the augmented reference
system it can be shown that the high frequency content of the error signal is glob-
ally exponentially stable and vanishes in a fast manner for a sufficiently high κ1.
Theorem 5.1 in [12] also discusses that even though the proposed architecture is
predicated on a modified reference system given by (18) the augmented system ac-
tually converges to the ideal reference system given in (8).

Remark 4. It should be noted that increasing κ with a constant learning rate Γ
causes the distance between the augmented system and the ideal reference system
to increase so Γ and κ should be increased together for the best overall system
performance.

Updating (15) with (18) results in a the system error dynamics now given by

ė(t) = Are(t)−BΛW̃T (t)σ(x(t))−κ(e(t)− eL(t)), e(0) = e0, (19)

This framework can now be extended to the flight platform as is discussed in the
next section.

4 Application to a High-Fidelity Autonomous Quadrocopter
Model

This section describes the implementation of the frequency limitation architecture
in the Georgia Tech unmanned aerial vehicle simulation tool (GUST). Additional
information of the control architecture can be found in [8].

Let us first consider the nonlinear system which represents the dynamics a free
flying body in the following form

ṗ = v, (20)

v̇ = a(p,v,q,u f ,um), (21)

q̇ = q̇(q,ω), (22)

ω̇ = α(p,v,q,ω ,u f ,um), (23)

where p∈R3 is vehicle position, v∈R3 is velocity, q∈R4 is the attitude quaternion
and ω ∈R3 is angular velocity. u f ∈R1 and um ∈R3 are primary force and moment
actuators respectively. We may now define the state vector and control vector

x � [pT vT qT ωT ]T , (24)

u � [uT
f uT

m]
T , (25)

1 For a detailed description of the singular perturbation analysis, see Section VI in [12].
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It is assumed that psuedocontrol hedging as described in [7] copes with limita-
tions to the control inputs such as actuator amplitude saturation, actuator rate sat-
uration, and actuator dynamics so we will not include detailed actuator dynamics
in this formulation. The approximated translational and rotational dynamics can be
formulated from (20)-(23) as the following

ades = â(x,qdes,u fdes) (26)

αdes = α̂(x,umdes) (27)

where, ades and αdes are commonly referred to as the pseudocontrol. â and α̂ rep-
resent the available approximation of the real rates obtained from the navigation
system sensors. In addition, u fdes , umdes and qdes are the control inputs and attitude
expected to achieve the desired pseudocontrol. When ades and αdes are chosen such
that they are invertible, the desired control and attitude can be written as[

qdes

u fdes

]
= â−1(x,ades), (28)

umdes = α̂−1(x,αdes), (29)

Combining the inverse law in (21) with (28) and (23) with (29), the following closed
loop translational and rotational dynamics result

v̇ = ades + Δ̄a(x,u)− ah, (30)

ω̇ = αdes + Δ̄α(x,u)−αh, (31)

where,

Δ̄ =

[
Δ̄a

Δ̄α

]
�
[

a(x,u)− â(x,qdes,u fdes)
α(x,u)− α̂(x,umdes)

]
(32)

are the static model error due to imperfect model inversion and the pseudocontrol
hedging signals ah and αh are given by

ah = â(x,qdes,u fdes)− â(x, û f ) (33)

α = α̂(x,umdes)− α̂(x, ûm) (34)

where û f and ûm either estimations or measurements of the real control outputs. The
pseudocontrols are given by

ades = ac + apd− āad (35)

αdes = αc +αpd− ᾱad (36)

where ac and αc are outputs of reference systems for the translational and at-
titude dynamics, respectively; apd and αpd are outputs of proportional-derivative
(PD) compensators; and finally, aad and αad are the outputs of an adaptive element
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designed to cancel model error Δ̄ . This formulation uses a single hidden layer neural
network to update the adaptive law [8].

The full reference system dynamics are given by

ṗr = vr, (37)

v̇r = ac(pr,vr, pc,vc), (38)

q̇r = q̇r(qr,ωr), (39)

ω̇ = αc(qr,vr,qc,qc⊕ qdes,ωc), (40)

where pr and vr are the outer-loop reference system states and qr and ωr are the
inner-loop reference system states. The external command signal is xc =
[pT

c vT
c qT

c ωT
c ]

T . Note that the attitude desired by the outer loop is now added to the
commands for the inner-loop controller. Here, qc⊕qdes denotes quaternion addition.

Now, the error dynamics can be stated as

e =

⎡⎢⎢⎣
e1

e2

e3

e4

⎤⎥⎥⎦=

⎡⎢⎢⎣
p− pr

v− vr

Q(q,qr)
ω−ωr

⎤⎥⎥⎦ (41)

where Q(·, ·) :R4×R4 →R3 gives the three component error vector between quater-
nions. The output of the PD compensators can be written as[

apd

αpd

]
=−
[

Rp Rd 0 0
0 0 Kp Kd

]
e (42)

where Rp,Rd ∈ R3×3 and Kp,Kd ∈ R3×3 are the linear gain, positive definite matri-
ces determined from [8] as

Rp =
ω2

o ω2
i

ω2
i + 4ζoωoζiωi +ω2

o
, Rd =

ωoωi(ζoωi +ωoζi)

ω2
i + 4ζoωoζiωi +ω2

o
(43)

Kp = ω2
i + 4ζoωoζiωi +ω2

o , Kd = 2ζiωi + 2ζoωo (44)

where the index i and o represent inner and outer loop respectively and ω and ζ are
the frequency and damping ratio of the second order reference system dynamics.

The tracking error dynamics can be found directly by differentiating the error as

ė =

⎡⎢⎢⎣
v− vr

v̇− v̇r

ω−ωr

ω̇− ω̇r

⎤⎥⎥⎦ (45)

The overall tracking error dynamics can be expressed as

ė = Are+Br[νad − Δ̄(x,u)] (46)
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where Δ̄ is given by (32) and the reference system is described by

Ar =

⎡⎢⎢⎣
0 I3 0 0

−Rp −Rd 0 0
0 0 0 I3

0 0 −Kp −Kd

⎤⎥⎥⎦ ,Br =

⎡⎢⎢⎣
0 0
I3 0
0 0
0 I3

⎤⎥⎥⎦ ,νad =

[
aad

αad

]
(47)

An approximate model for the attitude dynamics of the helicopter was generated by
linearizing the nonlinear model around hover and neglecting coupling between the
attitude dynamics

αdes = α̂ = Â1ωb + Â2vb +Bumdes (48)

where Â1 and Â2 are linearized dynamics, and vb and ωb are body frame velocity and
angular velocity. Choosing the control matrix B such that it is invertible, inverting
(48), we are left with the following

umdes = B−1(αdes− Â1ωb− Â2vb) (49)

The translational dynamics are modeled as a point mass with a thrust vector that is a
function of the plant orientation. A simple model can be used here as any unmodeled
dynamics is compensated in the adaptive element. The simple relationships between
thrust, attitude, and accelerations can be described as

ades =

⎡⎣ 0
0

Zucoll

⎤⎦ (ucolldes − ucolltrim)+Lbvg (50)

where the subscript coll represents collective control input and Zucoll is the control
derivative for acceleration in the vertical axis. Lbv is the direction cosine matrix that
transforms a vector from the vehicle (or local) frame to the body frame and g is
an assumed gravity vector. The desired specific force along the body z axis may be
evaluated as

fs f = ades−Lbvg (51)

The required collective input can be evaluated as

ucolldes = fs f /ZUcoll + ucolltrim (52)

The attitude augmentation required to orient the thrust vector to attain the desired
translational accelerations are given by the following small-angle corrections from
the current reference body attitude and attitude command:

ΔΦ1 = ades2/ fs f , ,ΔΦ2 = ades1/ fs f , ΔΦ1 = 0, (53)

For this simplified model, heading change has no effect on accelerations in the x,y
plane, and hence, Φ3 = 0. These three correction angles may now be used to gener-
ate the attitude quaternion correction desired by the outer loop, thus,
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qdes = q(ΔΦ1,ΔΦ2,ΔΦ3) (54)

where q(·) is a function that expresses an Euler-angle-based rotation as a quaternion.
Now, with the framework for the implementation of the control scheme and the

adaptive element described let us describe the formulation of the frequency limita-
tion within that scheme. As the inner and outer loops are fully decoupled, applying
the frequency-limited framework to the outerloop results in the following.

ėL =

[
0 I3

−Rp −Rd

]
eL +η

([
e1(t)
e2(t)

]
− eL

)
(55)

This can be expanded to the following

ėL1 = eL2 +η(e1− eL1) (56)

ėL2 =−RpeL1 −RdeL2 +η(e2− eL2) (57)

Inserting this result into (46) results in the following updated error dynamics

ė = Are+Br[νad − Δ̄(x,u)]−κ

⎛⎜⎜⎝
⎡⎢⎢⎣

e1

e2

0
0

⎤⎥⎥⎦−
⎡⎢⎢⎣

eL1

eL2

0
0

⎤⎥⎥⎦
⎞⎟⎟⎠ (58)

5 Simulation and Flight Test Results

The following section shows the results of both Simulation and flight tests for trans-
lational position step commands to the GTQ quadrocopter using the GUST high
fidelity flight simulator. For the tests with the frequency limited MRAC active, η
was chosen as 5rad/s so as to pass the frequency range of the expected system dy-
namics of UAV while rejecting the high frequency content of the control signal. The
κ term was determined by simple trail and observation.

First, let us consider the simulation results starting with Figure (3) which shows
the results of standard MRAC with high gain adaptation, the outerloop learning
rate was set as Γol = 20. The figure shows oscillation in the position tracking, large
amplitude oscillations in the adaptive control signal and large outputs of the actua-
tors, with the actuators often hitting their magnitude limits. This flying performance
would not be suitable for a real flight.

Figure (4) shows the effect of the frequency-limited architecture. The test was
completed with the same adaptive gain as above but with the additional settings of
κ = 20,η = 5. It can be seen that the large oscillation in the position tracking is
reduced, the tracking error itself is reduced and the actuator output is now within an
acceptable magnitude and frequency range.
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Fig. 3 Simulation test results for translational commands using standard MRAC with the
following settings (Γol = 20 · I3,κ = 0,η = 0). (Dashed line is commanded position). Plots 3
and 4 are identical but are plotted with differing scales.

p
0
(t
)[

ft
]

e 0
(t
)[

ft
]

u
a

0
(t
)[

ra
d
]

u
m

1
(t
)[
−
]

time (t) [s]

0 5 10 15 20 25 30 35

0 5 10 15 20 25 30 35

0 5 10 15 20 25 30 35

0 5 10 15 20 25 30 35

-1

0

1

-2

0

2

-2

0

2

-2

0

2

4

Fig. 4 Simulation test results for translational commands using the frequency-limited adap-
tive control architecture with the following settings (Γol = 20 · I3,κ = 20,η = 5). (Dashed
line is commanded position).
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Fig. 5 Simulation test results for translational commands using approach from [9] with the
following settings (Γol = 20 · I3,κ = 20,η = 0). (Dashed line is commanded position).
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Fig. 6 Flight test results for translational commands using the frequency-limited adaptive
control architecture with the following settings (Γol = 3 · I3,κ = 6,η = 5). (Dashed line is
commanded position).
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Now, compare the performance of the frequency-limited architecture to the
closed loop reference architecture suggested in [9, 5] as shown in Figure (5). Notice
that the adaptive signal appears to have more high frequency content, this results in
a higher frequency content in the actuator output. This observation can be explained
as possible noise amplification in the adaptive signal due to the raw error feedback
in the reference system.

These simulations show that the frequency-limited architecture improves the per-
formance of high adaptive gain maneuverer by reducing the high frequency oscilla-
tions while ensuring the actuator output signal is within practicable limits.

The flight results are shown in Figures (6) and (7). Figure (6) shows the perfor-
mance of the frequency-limited architecture with high gain learning rate of Γol = 3.
At this learning rate, without the augmented architecture activated, the platform
would become unstable due to the influence of computational delays and noisy sen-
sor readings. The performance of the frequency-limited architecture can be com-
pared to the nominal case of standard MRAC with a learning rate of Γol = 1.5 in
Figure (7). Notice that the tracking error observed with the nominal case are approx-
imately a factor of two higher than that of the frequency-limited adaptive control,
this highlights the improvement in tracking performance using the new architecture.
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Fig. 7 Flight test results for translational commands using standard MRAC with the follow-
ing settings (Γol = 1.5 · I3,κ = 0,η = 0). (Dashed line is commanded position).
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6 Conclusion

In this paper, we presented an application of a frequency-limited adaptive control
framework to a high-fidelity autonomous quadrocopter model. We first presented
the framework of frequency-limited adaptive control. Next we presented the imple-
mentation of the controller on the outerloop of an existing model inversion adap-
tive controller for an autonomous quadrocopter. Finally we compared standard and
frequency-limited controller simulation results during translation maneuver in sim-
ulations and show the performance of the controller in real world flight tests. All
results showed that the frequency-limited controller improved tracking as compared
to the standard model reference adaptive control and kept control outputs within
reasonable limits.
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Aeroservoelastic Investigations of a
High-Aspect-Ratio Motor Glider

Flávio J. Silvestre

Abstract. This paper presents aeroservoelastic investigations for the STEMME S15
prototype using a methodology of modelling the flexible aircraft dynamics in the
time domain. The effects of the flexibility in the closed-loop stability according to
the sensor positioning are discussed, for a pitch and a yaw damper. The modelling of
the flexible dynamics is based on the mean axes approximation, without consider-
ing the inertial coupling between the rigid-body and the elastic degrees of freedom.
The structural dynamics is linearly represented in modal coordinates. To determine
the incremental aerodynamics due to elastic deformations, an unsteady strip theory
formulation in the time domain is used, considering the exponential representation
of the Wagner function and the resulting stripwise aerodynamic lag states. Span-
wise correction to account for three-dimensional effects at the wing tip based on the
quasi-steady circulation distribution was applied. The validation of the open-loop
flexible aircraft simulations with flight test results are also presented.

1 Introduction

The use of aircraft control associated with aeroelasticity, or the inclusion of aeroelas-
tic effects on the aircraft control design, gave rise to a new terminology, frequently
used in the last years in aeronautical engineering: Aeroservoelasticity. In the edi-
torial of a special issue of the AIAA Journal of Aircraft about the Active Flexible
Wing Program [5], Noll and Eastep [4] outlined the increasing importance of aeroe-
lasticity and aeroservoelasticity in the vehicle conceptual and preliminary design
process. Nowadays aeroservoelastic stability analyses are required for clearance of
flight control laws either if the control laws are designed for influencing aeroelastic
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behaviour, such as flutter suppression functions, or if they are designed for manual
or automatic flight control of the aircraft. Complex models of the flexible aircraft
dynamics that integrate CFD (computational fluid dynamics) and FEM (finite ele-
ment method) codes have been developed for open-loop and closed-loop simulation
and analysis, but they require very much computing time. Moreover, the complexity
of CFD/FEM models still hampers their usage in flight control system design [13].

Even in major aircraft industries, integrated aeroelastic models are still only ap-
plied for flight control validation, and not in the flight control system development.
A schematic flow chart representing the industrial flight control law design process
is shown in ref. [10], based on Fielding and Luckner [7] considerations, indicat-
ing that aeroservoelastic analyses are carried out only after the off-line design. The
costs associated with these methods are also very high, inhibiting their application
by small aircraft industries. According to Krüger [9], it is (also) necessary to offer
faster and cheaper processes for the stability analysis of small, sport class of aircraft.

In this scenario, simpler but still reliable models for aeroservoelastic applications
are desired. To fulfil these demands, a novel methodology for modelling the dy-
namics of slightly flexible, high-aspect-ratio aircraft in the time domain has been
developed by Silvestre [16]. The objective of this paper is to demonstrate how the
effects of the flexibility can be taken into account in flight control law design using
this methodology. For this, the examples of a yaw damper and a pitch damper for
the STEMME S15 are considered, and the effects of the flexibility according to the
angular rates sensor position are demonstrated. In section 2 the methodology is pre-
sented; section 3 details the S15; subsequently the validation of the methodology is
commented on in section 4; the aeroservoelastic investigations are discussed in sec-
tion 5, and finally the most important points are summarised in section 6 completing
the scope of this paper.

2 The Flexible Dynamics Model

Within the project LAPAZ a non-linear high-fidelity flight simulation model for
the rigid aircraft, the motor glider STEMME S15, was built up in MATLAB R©
Simulink environment at TUB, as described by Meyer-Brügel in [15]. This complete
and complex model involves the six-degrees-of-freedom equations of motion with
quaternion based attitude calculation, considering the earth’s rotation and defining
the earth as an ellipsoid. Not only the body flight dynamics was modelled, but also
the dynamics of various systems composing the aircraft, the power plant dynamics,
the dynamics of all actuators for all control surfaces and for the engine, the landing
gear and the nose wheel actuation, and the dynamics of all sensors installed on the
aircraft that are used for generating inputs to the flight control system. The model is
also equipped with a terrain model, necessary to validate the flight control laws at
low level flight. The aircraft is considered as a rigid body.
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The calculation of “rigid-body”1 aerodynamic forces and moments is based on
parameter identification, assuming the aerodynamic force and moment coefficients
to be represented by parametric polynomial equations. The equations have a maxi-
mal polynomial rank of three and contain cross coupling terms up to second order.
The parameters have been estimated from flight test results utilizing parameter iden-
tification methods. For the concerned aircraft class an extensive flight test campaign
was conducted, involving 16 different manoeuvre types which have been realised
in 16 different reference flight conditions. Overall, approximately 40 GB of data
was generated, analysed and evaluated by Meyer-Brügel [15]. The most important
variables of the identified non-linear aerodynamic model are the angle of attack,
sideslip angle, angular rates, aerodynamic control surfaces deflections and motor
rotation. The model takes also into account ground effect and stall.

Fig. 1 Flying flexible air-
craft, and the inertial and
mean axes reference frames
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To account for the aeroelasticity, a methodology was developed by Silvestre [16]
to extend the rigid-body simulation model. This methodology is based on the equa-
tions of motion for slightly flexible aircraft, derived at the reference system of the
so called mean axes, as explained in ref. [3]. The mean axes are defined as a float-
ing reference frame where the linear and angular momenta caused by elastic de-
formations vanish [2]. For slightly flexible aircraft, small structural displacements
can be assumed, and linearised mean axes constraints can be applied instead. Using
the modal approach to model the structural dynamics, the linearised mean axes are
found to lay at the centre of gravity (CG) of the undeformed structure, as in Fig. 1.

Applying Lagrangian mechanics, the use of the modal approach and the practical
mean axes constraints lead to the final equations of motion of the flexible aircraft.

1 “Rigid-body” aerodynamics refers to the aerodynamic forces and moments resulting
from global change of the aircraft state, regardless the changes caused by the flexible
displacements.
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These equations are formally the rigid-body equations of motion, supplemented by
the differential equations of the structural dynamics in modal coordinates (the modal
amplitudes). The hypothesis of small elastic displacements results in no inertial cou-
pling among the flight dynamics and the structural dynamics. The only coupling is
of an aerodynamic nature.

The unsteady incremental aerodynamic forces and moments are modelled using
the incompressible potential theory. Jones’ exponential approximation of the Wag-
ner function [1] is used to model the circulatory contribution in the time domain.
The strip theory is applied, and the quasi-steady circulation distribution is used to
account for three-dimensional effects. Working with ne elastic modes in the model,
which may be determined in a ground vibration test or calculated using a finite-
element model of the aircraft structure, each elastic mode is linearised at the elastic
axis (EA) of the lifting surface, as shown in Fig. 2.

Fig. 2 Approximation of the
elastic modal shapes at the
elastic axis by equivalent
displacement and torsion:
(a) representation of the k-th
modal shape on the LBRF;
(b) cross section y j
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Considering both the non-circulatory (NC) and the circulatory (C) contribu-
tions, the incremental aerodynamic forces FA|B(G) and moments MA|B(G) can be
written as:

FA|B(G) (t) = ρ(t)FAη̈ηη(t)η̈ηη(t)
+ρ(t)V (t)FAη̇ηη(t)η̇ηη(t)
+ρ(t)V 2(t)FAηηη(t)ηηη(t)
+ρ(t)V (t)FAλλλ (t)(λλλ 1(t)+λλλ 2(t)) , (1)
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MA|B(G) (t) = ρ(t)MAη̈ηη(t)η̈ηη(t)
+ρ(t)V (t)MAη̇ηη (t)η̇ηη(t)
+ρ(t)V 2(t)MAηηη (t)ηηη(t)
+ρ(t)V (t)MAλλλ (t)(λλλ 1(t)+λλλ 2(t)) . (2)

The generalised force at the k-th elastic mode can be similarly put into the form:

Qη k(t) = ρ(t)Qη kη̈ηη (t)η̈ηη(t)

+ρ(t)V (t)Qη kη̇ηη(t)η̇ηη(t)

+ρ(t)V 2(t)Qη kηηη(t)ηηη(t)

+ρ(t)V (t)Qη kλλλ (t)(λλλ 111(t)+λλλ 222(t)) . (3)

wherein ρ is the air density, V is the true airspeed, ηηη is the vector of the modal
amplitudes, λλλ 111 and λλλ 222 are the vectors of the stripwise first and second lag states,
according to the exponential approximation of the Wagner function. The twelve
matrix coefficients in Equations (1), (2) and (3) are determined in ref. [16]

The equations of motion of the flexible aircraft are summarised in the following.
The matrices used in Equations from (5) to (7) are defined according to Tab. 1.

• Equations of the flight dynamics:

V̇
∣∣
B(G) (t) =− ωωω |B(G) (t)× V|B(G) (t)+TB(G)I(t) G|I + 1

m Fext
∣∣
B(G) (t)

ω̇ωω |B(G) (t) =−J−1(ωωω |B(G) (t)×
(
J ωωω |B(G) (t)

))
+ J−1 Mext

∣∣
B(G) (t), (4)

wherein Fext|B(G) and Mext|B(G) are the external (propulsion and aerodynamic)
forces and moments acting over the aircraft, including the forces and moments
caused by the aircraft elasticity; G|I is the gravity acceleration vector(

[
0 0 g

]T
),

m is the aircraft mass and J is the aircraft inertia matrix; TB(G)I is the transformation
matrix from the inertial to the global body reference frame; V|B(G) and ωωω |B(G) are
respectively the aircraft linear and angular velocities relative to the inertial reference
system but written on the global body reference frame.

• Equations of the structural dynamics:[
η̇ηη(t)
η̈ηη(t)

]
=

[
0ne×ne Ine×ne

ΠΠΠ 1(t) ΠΠΠ 2(t)

][
ηηη(t)
η̇ηη(t)

]
+

[
0ne×ne

ΠΠΠ 3(t)

]
(λλλ 1(t)+λλλ 2(t))

+

[
0ne×ne

ΠΠΠ 4(t)

]
Xstate(t)+

[
0ne×ne

ΠΠΠ 5(t)

]
ucontrol(t). (5)
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The matrices ΠΠΠ 1, ΠΠΠ 2, ΠΠΠ 3, ΠΠΠ 4 and ΠΠΠ 5 are defined as:

ΠΠΠ 1(t) =
[
μμμ −ρ(t)Qηηη

(NC)
η̈ηη (t)

]−1 [−μμμωωω2
n +ρ(t)V2(t)

(
Qηηη

(NC)
ηηη (t)+Qηηη

(C)
ηηη (t)

)]
ΠΠΠ 2(t) =

[
μμμ −ρ(t)Qηηη

(NC)
η̈ηη (t)

]−1 [−2μμμξξξωωωn +ρ(t)V(t)
(

Qηηη
(NC)
η̇ηη (t)+Qηηη

(C)
η̇ηη (t)

)]
ΠΠΠ 3(t) =

[
μμμ −ρ(t)Qηηη

(NC)
η̈ηη (t)

]−1
ρ(t)V(t)Qηηη

(NC)
λλλ (t)

ΠΠΠ 4(t) =
[
μμμ −ρ(t)Qηηη

(NC)
η̈ηη (t)

]−1 1
2

ρ(t)V 2(t)Sc̄Qηηη
(QS)
Xstate

(t)

ΠΠΠ 5(t) =
[
μμμ −ρ(t)Qηηη

(NC)
η̈ηη (t)

]−1 1
2

ρ(t)V 2(t)Sc̄Qηηη
(QS)
ucontrol

(t). (6)

In the latter Equations (5) and (6), Ine×ne and 0ne×ne are respectively the identity
and the null matrices of order ne; Qηηη

(QS)
Xstate

and Qηηη
(QS)
ucontrol

are respectively the contri-
bution of the aircraft state and the deflection of the control surfaces to the elastic
generalised loads, which were assumed to be quasi-stationary in this work. They
are calculated with quasi-steady aerodynamics and the strip theory, as in ref. [11].
The elements of the state vector Xstate are the aircraft angle of attack α , sideslip
angle β , and the non-dimensional (divided by the factor V/

(
c̄
2

)
) angular rates p̄,

q̄, and r̄; the elements of the control vector ucontrol are the deflection of the control
surfaces: aileron, elevator, flaps, and rudder. Refer to ref. [11] for the expressions of
the structural stability derivatives in Qηηη

(QS)
Xstate

and Qηηη
(QS)
ucontrol

.

• Equations of the aerodynamic lag states:

λ̇λλ 1(t) = 2V (t)a1ccc−1λλλ 1(t)+A1ẇ f
3/4(t)

λ̇λλ 2(t) = 2V (t)a2ccc−1λλλ 2(t)+A2ẇ f
3/4(t), (7)

wherein ẇ f
3/4(t) is the vector collecting the stripwise accelerations at the three-

quarter-chord, which can be determined with the time derivative of the spanwise
downwash at the three-quarter-chord, calculated in Eq. (8). It is a function of the
modal amplitudes, velocities and accelerations, as well as the aircraft velocity:

wf
3/4(y j , t) = ϕϕϕEA(y j)η̇ηη(t)−V(t)γγγEA(y j)ηηη(t)+

(
x3/4 j

− xEA j

)
γγγEA(y j)η̇ηη(t)

=
[
ϕϕϕEA(y j)+

(
x3/4 j

− xEA j

)
γγγEA(y j)

]
η̇ηη(t)−V(t)γγγEA(y j)ηηη(t), (8)

wherein ϕϕϕEA and γγγEA are respectively the vectors equivalent displacement and tor-
sion at the lifting surface’s elastic axis of all considered elastic modes.

Together with the equations of the kinematics of flight, Equations (4), (5) and
(7) are already in the form to be programmed for flight simulations of the flexible
aircraft. Next section shows the integration of the aeroelastic model to the rigid-body
flight simulation model of S15 prototype.
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Table 1 Matrix definitions in the aeroelastic model

Matrix Definition Dimension

μμμ diagonal matrix, containing the modal mass μk
in the main diagonal (modal mass matrix)

ne×ne

ξξξ diagonal matrix, containing the structural
damping factors ξk in the main diagonal

ne×ne

ωωωn diagonal matrix, containing the natural frequen-
cies ωnk in the main diagonal

ne×ne

0ne×ne null matrix ne×ne

Ine×ne identity matrix ne×ne

Qηηη
(NC)
ηηη ,Qηηη

(NC)
η̇ηη ,Qηηη

(NC)
η̈ηη diagonal matrices, containing respectively the

line vectors Qηk
(NC)
ηηη ,Qηk

(NC)
η̇ηη ,Qηk

(NC)
η̈ηη

ne×ne

Qηηη
(C)
η̇ηη ,Qηηη

(C)
η̈ηη diagonal matrices, containing respectively the

line vectors Qηk
(C)
η̇ηη ,Qηk

(C)
η̈ηη

ne×ne

Qηηη
(C)
λλλ diagonal matrix, containing the line vectors

Qηk
(C)
λλλ

ne×ns

Qηηη
(QS)
Xstate

quasi-stationary contribution of aircraft states
to the elastic generalised loads, considering
Xstate =

[
1 α β p̄ q̄ r̄

]T
(see ref. [11])

ne×6

Qηηη
(QS)
ucontrol

quasi-stationary contribution of the control sur-
faces to the elastic generalised loads, consider-
ing aileron, flaps, elevator and rudder (see ref.
[11])

ne×4

ΠΠΠ 1,ΠΠΠ2,ΠΠΠ3,ΠΠΠ4,ΠΠΠ5 see Eq.(6) ne×ne

c diagonal matrix, containing the chords of all
strips, c j , in the main diagonal

ns×ns

ẇ f
3/4 column vector which collects the downwash ac-

celerations at the three-quarter-chord position
of all strips

ns×1

3 Aircraft Description

The modelling methodology of ref. [16], summarised in the last section, is ap-
plied to the STEMME S15 “Demonstrator”, a prototype of the commercial motor
gliders STEMME S6 and S152 from the German aircraft manufacturer STEMME
AG3. Having a higher wing stiffness than the production aircraft, the S15 prototype
is an experimental aircraft platform that is used in the project LAPAZ (abbrevia-
tion for Luft-Arbeits-Plattform für die Allgemeine Zivilluftfahrt in German, trans-
lated as aerial work platform for the general civil aviation), a project financially

2 S6 is the CS-22 certified sport version of the aircraft; S15 is the CS-23 certified utility
aircraft with increased MTOW and hard points under the wings that allow mounting pods.

3 Further information about the aircraft manufacturer at:
http://www.stemme.de

http://www.stemme.de
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supported by the German National Aeronautics Research Programme (LuFo IV,
abbreviation for Luftfahrtforschungsprogramm IV). In its first phase, the project
intended to develop and demonstrate a reliable, high-precision automatic flight con-
trol system for the S15 to support measurements in flight for geo-exploration and
surveillance tasks. The partners are the German aircraft manufacturer STEMME,
the Universität Stuttgart and the Technische Universität Berlin (TUB), TUB being
responsible for the flight simulation models as well as the flight control law design
for the automatic flight control system. The first project phase, LAPAZ I4, ended in
October 2010 with flight tests, which proved that the flight control system had been
successfully implemented. In a second phase, LAPAZ II5, inaugurated in October
2010, automatic take-off and landing as well as gust load alleviation functions will
be demonstrated. The landing function having already been successfully demon-
strated by the end of March 2012, see ref. [17].

Fig. 3 The STEMME S15
prototype used in the LA-
PAZ project at Strausberg
Airport.

The S15 is a utility aircraft, for which an optionally piloted version is being de-
veloped. It is equipped with a Bombardier-Rotax motor 914S, tricycle landing gear,
and has two seats. The wing span is 18m and the horizontal empennage is in T-tail
configuration. Figure 3 shows the aircraft at the aerodrome of Strausberg, Germany.
The main properties are listed in ref. [17], and a summary is presented in Tab. 2 for
the aircraft empty configuration. The inertia moments were determined experimen-
tally using a pendulum and techniques of system identification by Rudenko [14].
The inertia products Ixy, Ixz and Iyz were not estimated and thus considered null in
a first approximation. The position of the centre of gravity in Tab. 2 was estimated
as well in ref. [14], with the exception of the lateral position, approximated by zero
assuming symmetry relative to the xz-plane.

4 Further information at TU Berlin’s website of the project (February 2nd, 2012):
http://www.fmra.tu-berlin.de/menue/forschung/projekte/
flugregelung/lapaz i/

5 Further information at TU Berlin’s website of the project (March 8th, 2012):
http://www.fmra.tu-berlin.de/menue/forschung/projekte/
flugregelung/lapaz ii/

http://www.fmra.tu-berlin.de/menue/forschung/projekte/flugregelung/lapaz_i/
http://www.fmra.tu-berlin.de/menue/forschung/projekte/flugregelung/lapaz_i/
http://www.fmra.tu-berlin.de/menue/forschung/projekte/flugregelung/lapaz_ii/
http://www.fmra.tu-berlin.de/menue/forschung/projekte/flugregelung/lapaz_ii/
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Table 2 General properties of S15 “Demonstrator” in empty configuration (without pilot,
co-pilot, and fuel)

Property Symbol Value Unit

reference area S 17.40 m2

wing’s mean aerodynamic chord c̄ 1.0064 m
wing’s span b̄ 18.0 m
mass (empty) m 750 kg
inertia moment, x Ixx 5262 kg.m2

inertia moment, y Iyy 1913 kg.m2

inertia moment, z Izz 7015 kg.m2

position of the CG, x xCG −2.8070 m
position of the CG, y xCG 0 m
position of the CG, z xCG −0.2640 m

The S15 demonstrator has a stall speed at MTOW of approximately 90.0km/h
(25.0m/s), and a maximum speed in level flight with maximum continuous power
of approximately 280.0km/h (77.8m/s).

As discussed in section 2, the structural dynamics in the aeroelastic model are
represented using the modal approach. The Institute of Reliability (Institut für Zu-
verlässigkeitstechnik) of the Technical University Hamburg-Harburg (TUHH) car-
ried out a GVT (Ground Vibration Test) campaign with the S15 in 2008 for flutter
calculations [12]. This work uses the available results. For the aeroelastic model, the
modal eigenvectors up to 30Hz were considered, which are given in Tab. 3. This is
assumed to be sufficient for the intended investigations that address aeroservoelas-
tic effects of the controlled aircraft. Table 3 refers to the fixed-control-surface GVT
results6.

Figure 4 shows the linearised modal shape of the first symmetric wing torsion to-
gether with the points obtained at the GVT, where the accelerations were measured.
Observe that just the modal shape’s component perpendicular to the lifting surface,
thus the only component considered in the incremental aerodynamic model, is dis-
played. The linearised modal shape fits very well the points determined in the GVT.
Corresponding equivalent elastic displacements and torsions can be seen spanwise
in Fig. 5.

With the spanwise aerodynamic properties, the strip geometry, and spanwise
equivalent flexible displacements and torsions about the elastic axis, an aeroelas-
tic database can be created. The aeroelastic database enables the determination of
the matrices of unsteady coefficients, given in section 2.

6 The characterisation of the elastic modes in symmetric and anti-symmetric modes is
merely an approximation.
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Table 3 First 16 elastic modes of S15 (in order of modal frequency) determined at the GVT
test campaign at the TUHH [12], in empty configuration and with fixed control surfaces,
which are considered in the aeroelastic model

# Definition
Frequency Structural modal

Symmetryωn (Hz) damping ξ (%)

1 1st bending, wings 3.29 0.55 symmetric
2 1st swing, wings and body 4.24 1.24 anti-symmetric
3 1st bending, wings 7.34 1.00 anti-symmetric
4 1st swing, wings 7.39 1.02 symmetric
5 1st torsion, body 8.07 1.75 anti-symmetric
6 1st bending, body 9.02 0.84 symmetric
7 2nd bending, wings 11.55 0.72 symmetric
8 1st swing, horizontal fin 11.72 1.34 anti-symmetric
9 1st bending, horizontal fin 13.55 0.86 anti-symmetric
10 2nd bending, wings 15.37 1.09 anti-symmetric
11 2nd bending, body 19.74 1.74 symmetric
12 2nd swing, wings and body 20.13 0.86 anti-symmetric
13 3rd bending, wings 21.02 2.06 symmetric
14 2nd swing, wings 25.32 1.98 symmetric
15 1st torsion, wings 27.87 1.26 symmetric
16 1st torsion, wings 28.99 3.01 anti-symmetric

Fig. 4 Linearised modal
shape of the first symmetric
wing torsion and the eigen-
vector points from the GVT
(only the modal shape’s
components perpendicular
to the corresponding lifting
surfaces are shown)

non-deformed structure
measured points at the GVT
linearised modal shape

Fig. 5 Equivalent spanwise
elastic displacement and
torsion of the first symmetric
wing torsion, used in the
simulation model

First symmetric wing torsion, 27.87Hz

 

 

non−deformed structure
equivalent elastic displacement
equivalent elastic torsion
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4 Model Validation

To validate the aeroelastic simulation program in the time domain, manoeuvres were
specified to a limited portion of the aircraft flight envelope. Basically, manoeuvres
adding sufficient energy into the system were chosen, while keeping the excitation
amplitudes at a low level for safety reasons. Accelerometers distributed over the
aircraft structure measured the structural behaviour. The results were compared to
time simulation for the same (also measured) inputs and flight condition as similar
as possible.

For the validation of the aeroelastic simulation model, an independent aeroe-
lastic measurement system was integrated. The equipment consisted basically of 7
ICP (integrated circuit piezoelectric) one-dimensional accelerometers of the type
352C65 from the sensor manufacturer PCB7, low noise cables and an acquisition
system, a small portable SCADAS Recorder device from LMS8. The 352C65 sen-
sor type is a miniature accelerometer with 11.2mm height and less than 10.0mm
diameter, weighing only 2 grams. It measures accelerations up to ±50g peak in a
frequency range from 0.5 up to 10,000Hz and operates at temperatures from -54◦C
up to 93◦C. It is ideal for applications where it is desired to add as little as possible
extra weight to the test structure. The LMS SCADAS recorder is an autonomous ac-
quisition system built on the SCADAS mobile technology [8]. The SCM05 version
has up to 40 channels and a GPS antenna, and the acquired data are recorded on a
compact flash card. The data can be processed later using the device in a PC front
end configuration. The unity has the plant size of a laptop (345-92-300mm), weighs
6.2kg and its internal battery has 1h operation autonomy. A photo of the SCADAS
Recorder is shown in Fig. 6, mounted over the co-pilot seat in S15, in a front-
end configuration to program the compact flash card for the automatic recording
function.

Fig. 6 SCADAS Recorder
placed over the S15 co-pilot
seat (here in a front-end
configuration operating with
a laptop to configure the
compact flash card before
flight)

7 http://www.pcb.com/
8 http://www.lmsintl.com/

http://www.pcb.com/
http://www.lmsintl.com/
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The accelerometers were distributed in two measurement sets, namely:

• measurement set 1, specially for the behaviour of the wing - five sensors were
placed on the left wing, organised at three different stations, including the wing
tip; one sensor was mounted on the right wing tip to differentiate symmet-
ric from anti-symmetric elastic modes; the remaining sensor, common to both
measurement sets, was placed on the horizontal empennage as a link to both
measurements;

• measurement set 2, specially for the behaviour of the tail - three sensors were
placed on the vertical empennage, while the remaining four sensors were dis-
tributed on the horizontal empennage.

Figure 7 shows the assembly of the sensors S1 and S2 of measurement set 1, evi-
dencing the placement details and its exact location, fixation and cable disposition,
as well as the solutions to pass them through into the fuselage to the SCADAS
recorder.

Fig. 7 Assembly of sensors
S1 and S2 in measurement
set 1 at the left wing

cable duct

(a) Sensors S1 and S2 of measurement set 1 at the left
wing, laying in the connection wing-winglet. The elec-
trical cables pass through a small duct leading to the
cockpit;

(b) Sensor S1 close to the
wing leading edge in detail;

(c) Sensor S2 close to the
wing trailing edge in detail.

For the excitations, the control surfaces were used. Advantage was taken of the
S15’s full-authority flight control system (AFCS). The desired excitation signals
were programmed and their index and parameters could be selected using the re-
programmed auto-pilot control panel (AFCP), developed by TUB. As a whole, the
flight test campaign used the following excitation signals:

• sinusoidal inputs of constant frequency;
• sinusoidal inputs of increasing and decreasing frequencies (sine-sweep);
• 3-2-1-1 step input.



Aeroservoelastic Investigations of a High-Aspect-Ratio Motor Glider 651

The response at sensor S1 positioned at the left wing tip as well as the deflection
at the left wing’s internal flap (IL) can be seen in Fig. 8 for the sinusoidal input
using the flaps, at a constant frequency of 3.29Hz and 120km/h IAS. A very good
coherence between measured and simulated acceleration at S1 in the permanent
response and an almost unnoticeable phase difference can be observed.

Fig. 8 S1 accelerations
and flap deflection in a
3.29Hz flap sine manoeuvre
at 120km/h IAS
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Overall good results were reported from the comparison of the simulated results
and the flight test data. The damping factors predicted by the simulation model
were lower than the damping factors determined from flight test data. Therefore it
can be concluded that the model is conservative, i.e. the model is on the safe side. In
general, and also considering the difficulties in calculating the damping ratios from
flight test data due to signal degradation (noise for example), the values predicted by
the flight simulation model can be considered satisfactory - an average of up to 80%
of the measured value for modes 2 (first anti-symmetric swing, wings and fuselage)
and 3 (first anti-symmetric wing bending). The amplitudes of the accelerations in
the permanent excitation, regarding the flaps and ailerons, were predicted also sat-
isfactorily, with averages under 20% error. For the rudder, important differences in
amplitude appear, which die out with the flight speed, pointing out the importance of
the rudder effectiveness, not considered in the model. Phase differences become im-
portant for the excitation of modes 2 and 3. The analyses of the sweep manoeuvres
in the frequency domain indicated a small difference in the resonance frequencies
between model and flight measurement. Small differences in frequency have a great
impact on the phase.

5 Aeroservoelastic Stability Analysis

In this section, the aeroelastic model will be used to predict the influence of aircraft
control on the stability of the elastic modes. Two simple examples are analysed: a
yaw damper, with feedback from the yawing rate to the rudder; and a pitch damper,
with feedback from the pitching rate to the elevator.
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The integrated dynamic model of the flexible aircraft can be used to predict the
contribution of the flexibility to the angular rates based on the position of the respec-
tive sensor. Normally the sensors that measure the angular rates are located close to
the aircraft CG and at the aircraft symmetry plane, where the flexibility effects are
minimal. To demonstrate the effects of the flexibility, two different hypothetical
sensor locations are chosen, which are shown in Fig.9. Point P1 lies 0.67m from
the aircraft symmetry plane at the right wing, and 0,60m aft from the wing leading
edge. Point P2 lies at the VTP, 0.64m from the VTP leading edge, at a distance
0.16m from the fuselage.

Fig. 9 Hypothetical sensor
positioning to measure the
aircraft angular rates

CG P1

P2

Being ΦΦΦ (P) the vectorial function of the elastic displacements at a generic point
P of the aircraft structure, the elastic contributions to the roll, pitch and yaw rates
measured at this point are, respectively:

Δ pflex =

[
∂ΦΦΦ z (P)

∂y
− ∂ΦΦΦy (P)

∂ z

]
η̇ηη

Δqflex =

[
−∂ΦΦΦ z (P)

∂x
+

∂ΦΦΦx (P)
∂ z

]
η̇ηη

Δrflex =

[
∂ΦΦΦy (P)

∂x
− ∂ΦΦΦx (P)

∂y

]
η̇ηη . (9)

The elastic modes contribute to the angular rates at their eigen frequency. If the
angular rates are fed back to the control system, there is a demand for the control
system to act at the same frequencies. The result is a coupling of the control with
the elastic mode, which can increase or decrease the modal damping.

For the following aeroservoelastic investigations, the aircraft was linearised at
the flight condition of Tab. 4. The yaw damper is simply a feedback from the yaw
rate to the rudder command, so that:
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Table 4 Reference condition for aeroservoelastic investigations

Parameter Value Unit

mass 1000 kg
CG position (from nose) 2.64 m
velocity (TAS) 50 m/s
altitude 1200 m
throttle 98 %
RPM 1953.5 RPM
flaps 0 ◦
sideslip angle 0 ◦
bank angle 0 ◦

δrudder = Krrsensor

= Kr

(
rRB +Δrflex

)
. (10)

Here, rRB denotes the “rigid body” yaw rate, i.e. the yaw rate due to the angular
motion of the aircraft without flexibility effects, while rsensor is the measured yaw
rate at the respective sensor, thus accounting for the flexibility effects.

Similarly, the pitch damper consists in a feedback of the pitch rate to the elevator
command, so that:

δelevator = Kqqsensor

= Kq

(
qRB +Δqflex

)
. (11)

Reaction time and filters were ignored in this demonstration. Figures 10 and 11 show
the root-loci for the gain Kr varying from 0 to 1◦/(◦/s), for the yaw rate measurement
at point P1 and P2 respectively. In the first case, the root-loci of the elastic modes
remain almost unchanged as Kr increases. Point P1 lies on the wing, thus an incre-
mental elastic yaw rate would arise from a wing swing mode. Staying close to the
fuselage, rotations due to the swing mode are locally negligible. On the other side,
for measurements of yaw rate at point P2, Fig. 11 shows that elastic modes 2, 8, 12
and 16 get unstable. The first anti-symmetric wing swing (mode 2) gets unstable for
Kr = 0.3◦/(◦/s). This elastic mode, with a high contribution from HTP and VTP, has
a great influence over Δrflex. The same can also be said from modes 5 (first fuse-
lage torsion), 8 (first swing, horizontal fin), 12 (second swing, wings and body) and
16 (first anti-symmetric wing torsion) - refer to Tab. 3 to the association of elastic
mode number and mode description. In Fig. 12 the root-loci of the dutch roll mode
are shown in detail, comparing both measurement points P1 and P2. No important
differences are observed - for a slightly flexible aircraft, the elastic contribution to
the angular rate is small compared to the body angular rate.
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Fig. 10 Root-loci of the
flexible aircraft dynamics at
50m/s with yaw damper, the
gain Kr varying from 0 to
1s; the yaw rate measured
from point P1. × poles; o
zeros; + Kr = 0.1s.
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Fig. 11 Root-loci of the
flexible aircraft dynamics at
50m/s with yaw damper, the
gain Kr varying from 0 to
1s; the yaw rate measured
from point P2. × poles; o
zeros; + Kr = 0.1s.
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The root-loci of th e aircraft dynamics with the pitch damper are displayed in
Figures 13 and 14 respectively for measurements of pitch rate at points P1 and P2.
The flexibility can induce a pitch rate at point P1 by means of wing torsion or fuse-
lage bending. At point P2, the most important effect is the fuselage bending. In Fig.
13 it can be observed that mode 6 (first symmetric fuselage bending) gets unstable
(for Kq approximately 0.4◦/(◦/s)). Mode 14 (second symmetric wing swing) moves
in the direction of the unstable region, and mode 15 (first symmetric torsion of the
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Fig. 12 Root-loci of the
flexible aircraft dynamics
at 50m/s with yaw damper,
the gain Kr varying from
0 to 1s; comparison of
low frequency root-loci for
sensor positioning at P1 and
P2. × poles; o zeros; +
Kr = 0.1s (P1); ∗ Kr = 0.1s
(P2).
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Fig. 13 Root-loci of the
flexible aircraft dynamics at
50m/s with pitch damper,
the gain Kq varying from 0
to 1; the pitch rate measured
from point P1. × poles; o
zeros; + Kq = 0.1s.
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wings) gets more stable. Turning to Fig. 14 for point P2, mode 6 gets more stable,
while mode 11 (second fuselage bending) gets unstable for Kq approximately 0.75
◦/(◦/s). The different root-loci of the elastic mode 6 are shown in Fig. 15 comparing
the sensor position at P1 and P2 - observe the importance of the sensor placement. In
the same figure, the root-loci of the short-period are shown, and no important differ-
ences can be observed regarding the sensor position, for the same reason discussed
above for the yaw damper.
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Fig. 14 Root-loci of the
flexible aircraft dynamics at
50m/s with pitch damper,
the gain Kq varying from 0
to 1; the pitch rate measured
from point P2. × poles; o
zeros; + Kq = 0.1s.
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Fig. 15 Root-loci of the
flexible aircraft dynamics at
50m/s with pitch damper,
the gain Kq varying from 0
to 1; comparison of low fre-
quency root-loci for sensor
positioning at P1 and P2. ×
poles; o zeros; + Kq = 0.1s
(P1); ∗ Kq = 0.1s (P2).
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6 Conclusions

This paper demonstrated the application of a methodology of modelling the dynam-
ics of slightly flexible, high-aspect-ratio aircraft in the time domain for aeroser-
voelastic investigations. In the examples given in this paper, the effects of the
flexibility measured by angular rate sensors were illustrated concerning the stabil-
ity of the closed-loop system for an yaw and a pitch damper. It is clearly seen that
feeding back a signal containing flexible contributions (at different frequencies) can
make the overall system unstable. Similarly, control could be applied to increase the
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damping of the elastic modes. Selecting two different sensor positions, the influence
of different modes in the closed-loop system were outlined. These simple examples
evidence the relevance of this methodology. Validation of this methodology with
flight test results attested the fidelity of the model and therefore substantiates its ap-
plicability to this kind of problem. It is expected that this methodology will be used
to assist the control law design for the class of aircraft discussed here.
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Part IV
Space Applications



Relative Optical Navigation
for a Lunar Lander Mission

Mark J. Verweld

Abstract. This work explores the problem of providing relative velocity naviga-
tion for an autonomous precision landing approach on the moon without the use
of telemetry or known points of support. An error-state Unscented Kalman Filter
for the fusion of inertial and optical imaging sensors is presented. These sensors
include a star tracker, a monocular surface camera and a laser altimeter. The fil-
ter estimates position, velocity and attitude, which, together with an initial position
based on crater matching, allows for trajectory following to the surface. A main dif-
ficulty is the scale ambiguity in optical flow. The laser altimeter has been included to
resolve this ambiguity and allow for velocity and altitude estimation. The scenario
of a lunar landing from parking orbit was chosen to test and verify the developed
navigation method in simulation using a high resolution surface model of the moon.

1 Introduction

The goals of future space exploration missions include investigation of local sur-
face phenomena on moons, planets and asteroids as well as the building and sup-
port of outposts. Autonomous, precise and safe landings near hazardous terrain
are key requirements for such missions1. These requirements call for a complex
navigation system capable of providing accurate state estimation independent of
supporting telemetry. Optical imaging sensors may form an important component
in such a system as they allow low-latency measurements to be taken indepen-
dently from Earth, enabling autonomy. Integrating optical measurements into the

Mark J. Verweld
DLR, Lilienthalplatz 7, 38108 Braunschweig, Germany
e-mail: Mark.Verveld@dlr.de

1 2006 Solar System Exploration Roadmap for NASA’s Science Mission Directorate,
http://solarsystem.nasa.gov/multimedia/downloads/
SSE RoadMap 2006 Report FC-A opt.pdf

http://solarsystem.nasa.gov/multimedia/downloads/SSE_RoadMap_2006_Report_FC-A_opt.pdf
http://solarsystem.nasa.gov/multimedia/downloads/SSE_RoadMap_2006_Report_FC-A_opt.pdf
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navigation system provides position and attitude determination with respect to the
target body allowing for a precise autonomous landing.

Several past and present projects have investigated the problem of autonomous
planetary precision landing. The ESA commissioned Navigation for Planetary Ap-
proach & Landing (NPAL) [4] project focused on guidance and navigation algo-
rithms based on the tracking of unknown landmarks as well as navigation camera
hardware design and the PANGU planetary surface generator. An Extended Kalman
Filter (EKF) was used for state estimation. The following VisNAV [3] project ex-
tended NPAL developed vision based navigation schemes for use in a broader scope
of planetary navigation. The NASA commissioned Autonomous Precision Landing
and Hazard Avoidance Technology (ALHAT) [1,19] project develops precision nav-
igation and hazard detection and avoidance for planetary landing. The goals include
landing ability without surface illumination, thus requiring active sensors. Develop-
ment is directed at a flash LIDAR for this purpose. Map matching is also mentioned.
Johnson et al. [5,15] match descent images to a map in which features have a known
3D position using SIFT keypoints. They combine this with persistent and image-to-
image feature tracking and fuse the optical data with inertial measurements in an
EKF. S. Li et al. [12] combine feature tracking with a LIDAR and apply it to nav-
igation during the landing on asteroids. They match features found in the image of
a camera with distances found using the LIDAR to enable 6 degree-of-freedom rel-
ative position estimation. In a second paper [13] by the same authors a navigation
scheme for planetary landing is discussed on the basis of an EKF which fuses an
IMU and the optical flow from a single camera without known support points. It
shows a significant reduction in the position error growth rate compared to inertial
navigation alone.

The Autonomous Terrain based Optical Navigation for landers (ATON) project,
part of which is the work presented in this paper, develops the optical navigation and
obstacle avoidance technology to satisfy planetary precision landing requirements.
The scenario studied in the project is that of a lunar landing from a 100 km circular
parking orbit. The sensors available for this task are a six degree of freedom inertial
measurement unit (IMU), a star tracker for inertial attitude determination, a surface
camera and a laser altimeter. There are three modes of navigation employed, which
may be combined depending upon the available visual input.

Initially, navigation uses the surface camera together with a database of known
surface features (craters in the case of the moon), the star tracker and IMU. This
allows for direct position and attitude determination in a moon fixed frame of ref-
erence. As the lander gets closer to the surface fewer features in the camera field
of view may be matched to the database. Therefore a relative velocity navigation
mode is included which uses the optical flow (OF) from unknown surface features
to estimate the vehicle velocity with respect to the lunar surface and integrate this
to yield the position. Finally, as the lander gets the intended landing area in sight, it
will navigate relative to a hazard free landing spot. This work presents the relative
velocity navigation mode and assumes navigation based solely on this mode.

The navigation filter uses the Unscented Kalman Filter (UKF) algorithm at it’s
core. We have chosen the UKF for its reported [6,7,11,20] accuracy benefits over the
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EKF in problems with strong nonlinearities in their observation models. The delays
associated with especially image processing required for both the star tracker and
surface camera have to be accounted for in the navigation filter. Using an indirect
or error state approach simplifies this process [16, 18]. We have combined both
concepts into the error-state UKF (eUKF).

The paper is composed as follows. Section 2 explains the sensor concept and
develops the equations modeling sensor behavior. Section 3 describes the naviga-
tion filter and its eUKF equations. A significant part of the ATON project has been
the development of a comprehensive lunar landing simulation environment includ-
ing accurate sensor emulation and detailed lunar surface rendering using ray trac-
ing and specular lighting techniques. The surface digital elevation map (DEM) for
the visual simulation uses data from the Kaguya mission [9]. This simulation en-
vironment used for testing and validation of the presented method will be further
explained in section 4. The results obtained in the simulation will be presented and
discussed in section 5. Finally, section 6 draws overall conclusions about the pre-
sented navigation method and gives recommendations for further work.

2 Modeling

This section provides an overview of the spacecraft equations of motion and the
observation models used for the sensor fusion. The navigation filter as presented in
section 3 uses error states in its prediction step so the equations developed in this
section will then be cast into their error state formulation.

2.1 Kinematics

The vehicle navigation state x is expressed in Cartesian moon-fixed, moon-centered
coordinates denoted by subscript m. It consists of the velocity vm, the position rm,
the lander attitude quaternion qm, the bias of the accelerometers ba and the bias of
the gyroscopes bg. The IMU, delivering a specific force vector a and a rotational
rate vector ω, is used in the filter’s prediction step to propagate this state vector. The
subscript imu denotes the measured values, whereas the subscript b denotes the true
values in the body-fixed frame of reference. We employ a stochastic model due to
[2] using Gaussian white noise processes designated by the n terms in y as

y =

[
aimu

ω imu

]
=

[
ab +ba +na1

ωb +bg +ng1

]
,

[
ḃa

ḃg

]
=

[
na2

ng2

]
. (1)

A kinematic system of continuous time differential equations describes the state
derivative w.r.t. time as a function of the state itself and the IMU outputs, where
w(t) collects all additive Gaussian white noise terms:
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ẋ(t) =

⎡⎢⎢⎢⎢⎣
v̇m

ṙm

q̇m

ḃa

ḃg

⎤⎥⎥⎥⎥⎦= f (x(t) ,y(t))+w(t) =

⎡⎢⎢⎢⎢⎣
Rb→mab + gm

vm
1
2 B(qm)ωb

0
0

⎤⎥⎥⎥⎥⎦+w(t) . (2)

The vector gm is the gravitational acceleration at position rm above the lunar surface.
This may be expressed using Newton’s law of gravitation as

gm =−rm
GM

‖rm‖3
2

,

where GM is the gravitational parameter of the moon in this case. The 4× 3 matrix
B(qm) is the quaternion derivative matrix [17] and Rb→m is the rotation matrix [17]
from body-fixed to moon-fixed frame.

Since the Kalman filter will be computing in discrete time, a state transition
function

x(k+ 1) = φ (x(k),y(k))+w(k) , w(k)∼N (0,Qk) (3)

may be derived from Eq. (2) by applying Euler discretization. The estimated state is
computed using the same φ :

x̂(k+ 1) = φ (x(k),y(k)) (4)

2.2 Observation Models

The optical sensors used for navigation include a surface camera with 40◦ field of
view and 1024× 1024 pixel resolution, an optical star tracker with an accuracy in
the order of 10 arcsec and optionally a laser altimeter with 5 m standard deviation.
The configuration is shown in Fig. 1. In order to fuse these optical sensors with the
IMU, they have to be modeled by equations describing their outputs as a function
of time, the state vector x and the IMU outputs y.

The star tracker delivers the attitude quaternion of the spacecraft in the Interna-
tional Celestial Reference Frame (ICRF). This may be computed using time, the
lunar ephemeris and x.

Images from the surface camera are processed using a feature tracker based on
the Lucas-Kanade [14] algorithm. It yields a set of feature positions, represented by
unit length direction vectors ξ c in the camera frame (as denoted by the subscript
c), plus their projected displacement rates χc, also referred to as optical flow. The
directions ξ c themselves do not contain information on the camera motion and they
are taken as a given. The displacement rates however may be expressed as a function
of x, y and ξ c assuming all motion is due to the spacecraft. The starting point is to
express the motion of these features as an angular rate Ωc. This angular rate consists
of a component due to translational motion Ωct and a component due to rotational
motion Ωcr . The translational velocity vector of the spacecraft in the camera frame
vc must be considered with respect to the direction ξ c and the distance D to each
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Fig. 1 Schematic optical sensor configuration

feature. Only the component of vc which is perpendicular to ξ c contributes to Ωct .
This is expressed by the crossproduct. After dividing by D one arrives at the angular
rate (in rad/s) due to translation:

Ωct =
vc× ξ c

D
(5)

The rotational component of Ωc is equal to the component of the rotational rate
of the spacecraft which is again perpendicular to ξ c. Applying the crossproduct
again achieves this although the resulting direction is 90◦ false. By applying the
crossproduct with the unit vector ξ c a final time we arrive at the desired angular rate
due to rotation:

Ωcr = (ωc× ξ c)× ξ c (6)

The total angular rate of the feature’s motion in the camera frame of reference is the
sum of the translational and rotational components:

Ωc = Ωct +Ωcr =
vc× ξ c

D
+(ωc× ξ c)× ξ c , (7)

The camera frame is defined such that the image is projected parallel to the X-Y
plane, with the X-axis pointing up and the Y -axis to the right when looking through
the lens. The Z-axis coincides with the optical axis to form a right-handed coordinate
frame.

The two dimensional optical flow vector χc is the projected feature displace-
ment rate as seen in the camera frame. We use rectified images such that a pinhole
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Fig. 2 Diagram showing the y-component of χ

projection model may be applied. The geometry is drawn in Fig. 2, from which the
following expression may be found:

χc =

⎡⎢⎣−Ωc,z
ξc,y
ξc,z

+
1+ξ 2

c,x

ξ 2
c,z

Ωc,y

Ωc,z
ξc,x
ξc,z

− 1+ξ 2
c,y

ξ 2
c,z

Ωc,x

⎤⎥⎦ . (8)

The subscripts x, y and z denote the component along that axis in the camera frame
of reference.

In order to use Eqs. 7 and 8 in the navigation filter, the scale of the optical flow
geometry in Figure 3 must be resolved. This scale appears in Eq. (7) as the distance
D to a feature on the lunar surface. D must be described as a function of x and y.

One approach, used in the NPAL project [4], relies on the rate of change in the
translational optical flow to determine distances to tracked features. From Eq. (7),
only optical flow due to translation scales with distance. By comparing the accel-
eration of features due to translational motion of the camera to the specific force
as measured by the accelerometers, one can observe the distances to these features.
However, the distance estimates require sufficiently large accelerations in relation
to the distances for this method to work. It may be expected to work in the final ap-
proach phase where the vertical descent generates a diverging optical flow field. The
current application requires the relative velocity navigation earlier in the approach
where conditions are unfavorable. We therefore developed another approach.

This approach to derive a relation between the navigation state x and the distance
to a tracked feature on the lunar surface involves using the estimated vehicle position
rm, its attitude qm and information about the shape of the moon. This method has
the advantage that its accuracy does not depend on the details of the vehicle motion.
The current implementation is based on an ellipsoid model, although one could in
principle substitute a detailed DEM of the surface. The method is well suited to
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Fig. 3 Schematic geometry for the surface camera

incorporate corrections from the laser altimeter. This presents another advantage
over the derivative based method.

The distances D belonging to the feature directions ξ c are estimated by calculat-
ing the intersection with the lunar ellipsoid Λ which, in a moon-centered, Cartesian
reference frame, has the following form

Λ : rT
leΘrle = 1 , (9)

with rle being the set of position vectors on the lunar ellipsoid and Θ being a 3× 3
matrix defining the size and shape of the ellipsoid. To calculate D belonging to the
intersection of a feature in direction ξ m with Λ from viewing position rm, we define
a line of sight s parametrized in terms of D:

s (D) = Dξ m + rm . (10)

The problem may now be formulated as follows:

s = rle . (11)

Substituting Eq. (11) into Eq. (9) yields

sTΘs = 1 . (12)

Further, substituting Eq. (10) makes the distance appear:

(Dξ m + rm)
T Θ (Dξ m + rm) = 1 . (13)
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which is a quadratic equation having either 0, 1 or 2 solutions for D. The distance
to the surface is the smallest positive solution. If no positive solution is found, the
distance may be considered infinite to represent the fact that the camera is looking
at the sky. In this case Eq. (7) only depends on the rotational rate ω, which still
provides information to correct the gyroscope bias bg.

In order to correct for the local surface height w.r.t. Λ , a common scaling factor
c is applied to Θ yielding a local fit for the ellipsoid:

Θlocal =
1
c2 Θ . (14)

Substituting Eq. (14) into Eq. (13) yields

c2 = (Dlaserξ m + rm)
T Θ (Dlaserξ m + rm) . (15)

When a laser altimeter measurement arrives, Eq. (15) may be solved for c by se-
lecting ξ m equal to the laser altimeter direction and substituting the laser distance
measurement value Dlaser.

As such, the ellipsoid has been fit to the point on the lunar surface measured by
the laser altimeter. The direction of the laser altimeter is chosen to coincide with the
optical axis of the surface camera, see Figure 3. This implicitly assumes a smooth
ellipsoidal surface and any height deviation, e.g. due to mountain ridges or craters,
must be treated as a measurement error. This has been incorporated in the obser-
vation model by making the measurement covariance for each tracked feature a
function of the square of its Euclidean distance d to the intersection of the optical
axis with the lunar surface.

Rχ (d) = Rχ ,0 + δRχd2 (16)

3 Filter Algorithm

We have chosen to use the Unscented Kalman Filter [7] (UKF) as mentioned in
the introduction as it is equivalent in accuracy to a second order filter without the
need for deriving the Jacobian and Hessian matrices of the process and observation
models.

In the ATON lunar lander, measurements from the IMU are available at a high
sample rate and without significant delay while measurements from the optical sen-
sors have a varying delay of up to 0.5 s and will be available at lower sample rates.
This asynchronous, delayed nature of correction updates must be taken into account
in the navigation filter. An indirect, or error-state formulation allows the full state
to be propagated quickly based on inertial data, while the error state is updated
using the other sensors. Feedback after such an update corrects the full state. The
IMU is able to follow the high frequency motion of the spacecraft very accurately,
while the inertial error propagation equations are low frequency [16]. The process-
ing of optical sensor data may therefore be done in a separate thread as data become
available. Logged recording time stamps allow the filter to account for delays by
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taking the error state and covariance at the corresponding filter timestep and apply-
ing the resulting innovation to the current filter state.

Let the error state be defined as δx =: x̂− x. By combining this definition with
Eq. (3) and Eq. (4), the error state transition function becomes

δx(k+ 1 |k) = x̂(k+ 1 |k)− x(k+ 1)

= φ (x̂(k |k) ,y(k))−φ (x(k) ,y(k))−w(k)

= φ (x̂(k |k) ,y(k))−φ (x̂(k |k)− δx(k |k) ,y(k))−w(k)

(17)

where the notation (k+ 1 |k) means for timestep k + 1 with information from
timestep k. The full state propagation as presented in section 2 uses a quaternion at-
titude description for computational efficiency and stability. The error of the quater-
nion is not additive, but rather has the form:

δq = q⊗ q̂−1 .

However, the error state definition as well as the Unscented transform used in the
UKF assume additive error behavior. Therefore, in the error state filter the attitude
is described using the axis-angle vector θ m:

θm =: e ·Φ, qm =

[
esin
(Φ

2

)
cos
(Φ

2

) ] , eT e = 1 , (18)

where e is the principle axis and Φ the angle of rotation about that axis. θ m has the
required additive error behavior. In the case of the error state, we assume incremen-
tal attitude changes. The error quaternion δq therefore corresponds very closely to
a small rotation, so the fourth component will be close to unity and the attitude in-
formation is contained in the vector component δq: δq � [δqT 1

]T
. Further, if the

rotation δΦ is sufficiently small, δq may be approximated as δq� 1
2 δθ . Using this

assumption and the error state definition, the continuous time differential equation
for δθ m becomes [16]:

d
dt

δθ m = [[ω imu]]δθ m− δbg−ng1 , (19)

where [[ω imu]] is a 3× 3 skew symmetric matrix. Equation (19) may be discretized
to yield the state transition function for δθ m.

The error state δx shows the same stochastic behavior as the full state x since the
estimated state x̂ is not a stochastic variable. Therefore, the error covariance matrix
P and the process noise covariance matrix for the error state are identical to those of
the full state.

The delayed feedback error state UKF equations may be summarized as follows.

1. The error state estimate and covariance are augmented with the mean and co-
variance of the process noise w(k):
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δxa (k |k) = [ δxT (k |k) E
{

wT (k+ 1)
} ]T

,

Pa (k |k) =
[

P(k |k) 0
0 Qk

]
.

2. A set of 2L+1 prediction sigma points is derived from the augmented state and
covariance where L is the dimension of the augmented error state:

ς p,0
(k |k) = δxa (k |k) ,

ς p,i
(k |k) = δxa (k |k)+

(√
(L+λ)Pa (k |k)

)
i

, for i = 1 . . .L ,

ς p,i
(k |k) = δxa (k |k)−

(√
(L+λ)Pa (k |k)

)
i−L

, for i = (L+ 1) . . .2L ,

where (√
(L+λ)Pa (k |k)

)
i

is the ith column of the matrix square root of

(L+λ)Pa (k |k)

using the definition: The matrix square root A of B satisfies B =: AAT .
3. The prediction sigma points are propagated through the state transition function

for δx:

ς p,i (k+ 1 |k)=φ (x̂(k |k) ,y(k))−φ
(

x̂(k |k)− ς p,i (k |k) ,y(k)
)

, for i=0 . . .2L .

4. The propagated sigma points are recombined to produce the predicted state and
covariance:

δx(k+ 1 |k) =
2L

∑
i=0

Ws (i)ς p,i (k+ 1 |k) ,

P(k+1 |k) =
2L

∑
i=0

Wc (i)
[
ς p,i (k+1 |k)−δx(k+1 |k)

][
ς p,i (k+1 |k)−δx (k+1 |k)

]T
,

where the weights for the state and covariance are given by:

Ws (0) =
λ

L+λ
,

Wc (0) =
λ

L+λ
+
(
1−α2 +β

)
,

Ws (i) =Wc (i) =
1

2(L+λ)
,

λ = α2 (L+κ)−L .
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Values for α , β and κ have to be chosen to tune the prediction step. Some
guidelines to choose these constants for a particular problem are given in Ref. 8.

5. For the update step the availability of new data from the surface camera and/or
star tracker is checked. If these are not available, the current prediction is used
for the next timestep: So δx(k+ 1 |k+ 1) = δx(k+ 1 |k) and P(k+ 1 |k+ 1) =
P(k+ 1 |k) and no feedback to the full state takes place. Otherwise, the pre-
dicted state and covariance corresponding to timestep l ≤ k of the incoming
data are augmented with the mean and covariance of the measurement noise of
the available sensors R∗:

δxa
u (l + 1 | l) = [ δxT (l + 1 | l) E

{
vT (l)

} ]T
,

Pa
u (l + 1 | l) =

[
P(l + 1 | l) 0

0 R∗

]
.

6. A set of 2L+1 update sigma points is derived from δxa
u (l + 1 | l) and Pa

u (l+ 1 | l)
where L is the dimension of the augmented state:

ςu,0 (l + 1 | l) = δxa
u (l + 1 | l) ,

ς u,i (l + 1 | l) = δxa
u (l + 1 | l)+

(√
(L+λ)Pa

u (l + 1 | l)
)

i
, for i = 1 . . .L ,

ςu,i (l + 1 | l)=δxa
u (l+ 1 | l)−

(√
(L+λ)Pa

u (l + 1 | l)
)

i−L
, for i=(L+ 1) . . .2L .

7. An appropriate observation function h∗ (x) is composed from the complete ob-
servation function by selecting the sensors having new data since the last IMU
timestep.

8. The update sigma points are fed to h∗, using x = x̂−δx where the sigma points
ςu,i are substituted for δx:

γ i (l+ 1 | l) = h∗
(
x̂(l + 1 | l)− ςu,i (l + 1 | l)) , for i = 0 . . .2L .

9. The result is recombined to yield the predicted measurement and predicted mea-
surement covariance:

z(l + 1 | l) =
2L

∑
i=0

Ws (i)γ i (l + 1 | l) ,

Pzz =
2L

∑
i=0

Wc (i) [γ i (l + 1 | l)− z(l + 1 | l)] [γ i (l+ 1 | l)− z(l + 1 | l)]T .

10. The UKF Kalman gain is computed as:

Kl+1 = PxzP
−1
zz ,
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where the state-measurement cross-covariance matrix is expressed as:

Pxz =
2L

∑
i=0

Wc (i)
[
ς u,i (l + 1 | l)− δx(l + 1 | l)] [γ i (l + 1 | l)− z(l + 1 | l)]T .

11. The error state update equation using z(l + 1) is:

δx(k+ 1 |k+ 1) = δx(k+ 1 |k)+Kl+1 (z(l + 1)− z(l + 1 | l)) .

12. The updated covariance is:

P(k+ 1 |k+ 1) = P(k+ 1 |k)−Kl+1PzzK
T
l+1 .

13. At this point the updated error state δx(k+ 1 |k+ 1) is fed back to the estimated
full state x̂ which has been propagated using IMU data to timestep k+ 1 since
the last update at timestep k− n:

x̂(k+ 1 |k+ 1) = x̂(k+ 1 |k− n)− δx(k+ 1 |k+ 1) .

Subsequently, the error state must be reset to zero: δx(k+ 1 |k+ 1)⇒ 0. The
covariance P(k+ 1 |k+ 1) retains its value however, since it represents the un-
certainty in δx which is the same as the uncertainty in x̂.

4 Simulation Environment

The simulation environment has been designed in a modular fashion to allow dif-
ferent configurations to work with common parts. For testing during development
there is a Software-in-the-Loop (SiL) model which uses logged state data and pre-
rendered images from a selection of scenarios to generate further sensor outputs
including realistic signal delays. Figure 4 shows an image from the lunar surface
rendering. The surface model is based on data from the Kaguya [9] mission.

The results in this work are generated using the SiL configuration with the fol-
lowing characteristics:

• the IMU sensor model has a bias drift of 1◦/hr, 300 ppm scale factor stability and
0.03◦/

√
hr white noise running at 100 Hz update rate,

• the star tracker model has 5 arcsec angular accuracy, 5 Hz update rate and vari-
able delay (jitter) of up to 0.2 s,

• the surface camera has a resolution of 1024× 1024 pixels, 40◦ × 40◦ field of
view and produces 30 frames per second. Including the Lucas-Kanade tracker,
the delay for optical flow may be up to 0.2 s depending on the number of features
to be tracked which was capped at 40,

• the laser altimeter is accurate to 5 meter with 0.5 meter bias and an update rate
of 0.5 Hz.
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Fig. 4 An example image of the surface camera simulation

5 Results

The scenario presented here starts at 700 km downrange from the landing zone at an
altitude of about 10 km. The spacecraft travels at 1700 m/s at that point. The trajec-
tory is shown in Fig. 5. It is assumed that at this point the absolute crater navigation
does not find enough matching craters in its database anymore and hands over its
estimated state to the relative navigation. To assess the expected error accumulation
due to the relative velocity navigation mode, the true state has been taken as initial
state. Due to the fact that the sensor signals don’t give direct positioning informa-
tion, an initial position error would not contribute to the error growth during this
phase of the landing.

Fig. 5 Spacecraft trajectory from scenario start to landing
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(c) Attitude errors compared.

Fig. 6 Resulting errors for a powered descent trajectory with and without surface camera

The same scenario has been flown with and without the surface camera to show
the precision gained from using optical flow. With the surface camera and laser al-
timeter turned off, the remaining sensors are the IMU and star tracker. The results
in Fig. 6 show the position, velocity and attitude errors comparing the two cases.
The results without the surface camera show a typical error growth expected for an
inertial navigation system. The velocity error increases linearly in time and the po-
sition quadratically. This can be attributed to the accelerometer biases which cannot
be estimated in this case. Attitude is mainly driven by the star tracker, but benefits
from optical flow as well. (Note that Euler angles have been used here merely for
interpretation purposes: the filter works with quaternions and the axis-angle vector
internally as described in subsection 2.1 and section 3.) The relative velocity optical
navigation limits the velocity error to about 1.4 m/s. Although the position error is
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Fig. 7 Standard deviation error bounds estimated by the UKF for the case with surface
camera

still unbounded, its growth is also significantly reduced. Figure 7 shows the case
with surface camera including the 1σ -bounds derived from the auto covariances in
P estimated by the UKF. The errors remain below this bound showing that the filter
produces a consistent estimate. From the development of σ in time one can further
conclude that the velocity and attitude are observable as σ converges. The position
is not observable as may be expected when only surface features with unknown
position are available.

To investigate the effects of initial position and velocity errors a Monte Carlo sim-
ulation with 100 runs was performed. The initial errors were normally distributed.
Together with the resulting added errors their statistical properties are listed in
Table 1.
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Table 1 Monte Carlo Analysis: statistical properties of the errors

initial initial added added
position error velocity error position error velocity error

[m] [m/s] [m] [m/s]
mean 95 0.4 65 1.07

standard
32 0.5 42 0.68

deviation
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Fig. 8 Monte Carlo Analysis: resulting error distributions

The added errors are the normed additional position and velocity errors at the end
of the relative velocity navigation phase. Their distributions are shown in Fig. 8.

6 Conclusion

The results so far show a significant position error growth reduction when optical
flow and star tracker sensors are used to update the IMU state predictions. An im-
portant element of the navigation filter is the way it takes the processing delay for
the optical data into account. Although currently the filter implementation is single
threaded, the algorithm lends itself to a dual threaded structure, allowing fast pro-
cessing of IMU data and enough processing time for the optical updates including
delay compensation.

It should be noted that the crater navigation accuracy will degrade gradually and
relative navigation will work in parallel for part of the descent. This combined nav-
igation mode is planned as part of the ATON project, but the current paper concen-
trates on the evaluation of relative velocity navigation only. Also, the actual landing
site will be autonomously selected based on LIDAR and camera image processing.
This process starts as soon as the landing site crosses the horizon. From then on,
navigation will continue relative to the selected landing site. This marks the end-
point for the relative velocity navigation mode. The main goal is to provide slow
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Fig. 9 The TRON facility can generate planetary approach images using an industrial robotic
arm, scaled relief models and special lighting

Fig. 10 DLR’s pilotless helicopter superARTIS shown at the ILA 2012 in Berlin

position error growth in the gap between crater navigation and landing site relative
navigation. The results in Table 1 show that the position error can be expected to be
65 m with a standard deviation of 42 m under the chosen sensor characteristics and
navigation errors at the start of the relative phase.

Future work will include demonstration and validation of Technology Readiness
Level 4 (TRL4) using a Hardware-in-the-Loop (HiL) configuration which will use
the TRON Facility [10], see Fig. 9, as well as flight tests using superARTIS, see
Fig. 10.
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Toward an Autonomous Lunar Landing
Based on Low-Speed Optic Flow Sensors

Guillaume Sabiron, Paul Chavent, Laurent Burlion, Erwan Kervendal,
Eric Bornschlegl, Patrick Fabiani, Thibaut Raharijaona, and Franck Ruffier

Abstract. For the last few decades, growing interest has returned to the quite chal-
lenging task of the autonomous lunar landing. Soft landing of payloads on the lu-
nar surface requires the development of new means of ensuring safe descent with
strong final conditions and aerospace-related constraints in terms of mass, cost and
computational resources. In this paper, a two-phase approach is presented: first a
biomimetic method inspired from the neuronal and sensory system of flying insects
is presented as a solution to perform safe lunar landing. In order to design an au-
topilot relying only on optic flow (OF) and inertial measurements, an estimation
method based on a two-sensor setup is introduced: these sensors allow us to accu-
rately estimate the orientation of the velocity vector which is mandatory to control
the lander’s pitch in a quasi-optimal way with respect to the fuel consumption. Sec-
ondly a new low-speed Visual Motion Sensor (VMS) inspired by insects’ visual
systems performing local angular 1-D speed measurements ranging from 1.5◦/s to
25◦/s and weighing only 2.8 g is presented. It was tested under free-flying outdoor
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conditions over various fields onboard an 80 kg unmanned helicopter. These pre-
liminary results show that the optic flow measured despite the complex disturbances
encountered closely matched the ground-truth optic flow.

1 Introduction

Landing on extraterrestrial bodies is still a critical stage in any exploration missions.
A safe and soft landing is therefore required even though the task is way harder than
on the Earth. On the Moon, the lack of atmosphere (acting as a natural brake or
allowing the use of a parachute as on Mars [6]) and also the lack of usual sens-
ing systems such as Global Positioning System (GPS) increase the complexity. On
top of that, the time delay introduced by Earth to Moon communications forces the
landing to be autonomous and based on robust and reliable sensors. Furthermore,
sharp constraints in terms of embedded mass led us to design a very lightweight
biologically inspired sensor that measures the visual angular velocity (in ◦/s) of the
images sweeping backward across the visual field which is known as the optic flow.
The visual cues seem to be a promising way to achieve autonomous lunar land-
ing. Recently, several studies have shown various visual techniques such as LIDAR
(LIght Detection And Ranging) techniques [36,37] or other vision based navigation
systems to estimate position and velocity parameters [7, 11, 16, 25, 34, 41, 47, 50],
to perform hazard avoidance [48] or to control unmanned spacecraft [23, 24, 51].
In [51], the optic flow regulation principle [45] was applied to autonomous lunar
landing problems using a feedback loop and tested by performing simulations on
PANGU software (Planet and Asteroid Natural scene Generation Utility) developed
for ESA by the University of Dundee which is a tool used to simulate visual envi-
ronment of planetary surfaces(see [9, 38] for more information). In [24], based on
numerical simulations, optimal trajectories were calculated in terms of the duration
of the landing phase or the fuel consumption while keeping the OF constant. In [32],
a fully optic flow-based visual servo control system was developed, in which a large
visual field was combined with a centroid in order to estimate the direction of the
speed vector in the case of small aerial robotic vehicles. In the extended Kalman
filter (EKF) method described in [34], both of the above visual approaches were
combined with an Inertial Measurement Unit (IMU), and accurate estimates of the
lander’s terrain-relative position, attitude, and velocity were obtained. In the prelim-
inary strategy presented here, we focus on means to estimate from optic flow signals
useful information such as the orientation of the velocity vector. Finding means of
sensing the optic flow onboard unmanned aerial and terrestrial vehicles has been a
key research topic during the last few decades. Several flight control systems based
on optic flow cues have been constructed so far for performing hazardous tasks such
as hovering and landing on a moving platform [21], avoiding obstacles [1, 3, 20],
following terrain [18] and tracking a moving target [28]. Insects are capable of im-
pressive flying behavior thanks to the built-in abilities they have developed and im-
proved over several hundred millions of years, despite their small size and hence
limited neural resources. Based on the findings obtained at our Laboratory on the



Toward an Autonomous Lunar Landing Based on Low-Speed Optic Flow Sensors 683

fly’s visual sensory system [12], several versions of the 2-pixel Local Motion Sensor
(LMS) [10,13,14,44,46] were developed, using an algorithm introduced by [5,39],
which was later called the ”time of travel scheme” (see [2, 33]). Several vision-
based systems have been previously designed to measure the optic flow onboard
UAVs (Unmanned Aerial Vehicles) [8, 19, 22] and in particular in the range expe-
rienced during lunar landing [20, 28, 52]. Most of these visual systems were quite
demanding in terms of their computational requirements and/or their weight or were
not very well characterized, except for the optical mouse sensors [4], with which a
standard error of approximately ±5◦/s around 25◦/s was obtained in the case of
an optical mouse sensor measuring motion in a ±280◦/s overall range. However,
to our knowledge, very few studies have been published so far in which optic flow
systems have been implemented and tested outdoors onboard an unmanned aircraft
subject to vibrations, where the illuminance cannot be easily controlled (see [1] in
the case of linear 1-D motion sensors and see [18, 20, 27, 49] in that of 2-D optic
flow sensors). A particular effort has been made in this study to cope the sensor’s
measurement range [1.5◦/s; 25◦/s] with the one experienced during a lunar land-
ing approach phase approximately of [2◦/s; 6◦/s]. It therefore seemed to be worth
testing the reliability of the present 1-D optic flow-based visual sensor on a plat-
form featuring the most similar conditions as on a spacecraft during lunar landing
in terms of vibration dynamics and optic flow measurement range. Finally the sen-
sor has been embedded onboard a free-flying helicopter called ReSSAC (ReSSAC
stands in French for Recherche et Sauvetage par Système Autonome Coopérant) and
tested in terms of its resolution, accuracy, sensitivity over a series of trees. This
paper is organized as follows. The intended control strategy, the reference descent
trajectory and the basic equations of the lunar lander dynamics allowing the estima-
tion of the orientation of the velocity vector are described in Sect. 2. Section 3 gives
a brief description of the new 1-D visual motion device, outlines the processing al-
gorithm and the optical/electrical assembly, and finally presents the results of the
outdoor experiments.

2 Lunar Landing Using Bio-inspired Measurements

Here, the principle of the control problem studied in this work is introduced. The
landing scenario is presented along with initial and final states constraints. Then, the
future approach of the biologically inspired feedback control loops is discussed.

2.1 Autonomous Lunar Landing Strategy

Lunar landing trajectory has been divided into four different phases in [15] (see
Fig. 1):

1. De-orbit Phase,
2. Approach Phase,
3. Final Descent,
4. Free Fall.
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Fig. 1 Reference trajectory for lunar landing and 3D representation of the lunar module
(courtesy: Astrium). The landing part addressed in this work is the approach phase defined
between the high gate (1800 m ± 10%AGL) and the low gate (10 m AGL). The objectives
of the lander is to reach the low gate (10 m high) with both vertical and horizontal velocities
lower than 1 m/s and a pitch angle in the range ±2◦. Modified from [26].

In this research work, a solution of the autonomy problem of the approach phase
defined from the high gate (1800 m ± 10% Above Ground Level -AGL-) to the
low gate (10 m AGL) is studied. High gate corresponds to the height from which
the landing site becomes visible from the spacecraft vision system. Low gate corre-
sponds to the height from which the visual contact with the landing site is no longer
available due to the dust raised by the thrusters. Initial parameters are a horizon-
tal speed Vx0 = 69± .03 m/s, a vertical speed Vz0 = −36± .03 m/s, a pitch angle
θ0 = −61◦, a ground height h0 = 1800± 180 m and a mass mldr0 = 762± 11 kg
(see Fig. 1). This reference trajectory is thus very similar to the Apollo test case
scenario used in [23, 24, 51]. The considered solution features demanding terminal
constraints at the low gate (h f = 10 m) which are the following:

• Vxf ≤ 1 m/s,
• Vz f ≥−1 m/s,
• |θ f |< 2◦.

We do not introduce position accuracy since the intended landing strategy is not
aiming at a pinpoint or even at a precision landing but only at a soft landing. The
objectives are thus listed in terms of velocity and attitude. The position on the x-
axis is left free and concerning the altitude, the low gate will eventually be reached
since the vertical velocity stays negative. In the current approach, the propellant
mass consumption should be decrease as much as possible by the autonomous lunar
landing strategy. The main challenge is that the entire state vector is not available
from the measurements. For instance, velocities and position are neither measured
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nor estimated, only accelerations, angular rates, attitude, mass and optic flow are
measured and thus available to feed the controllers. To land softly on the moon the
autopilot should be able to reduce the velocity vector magnitude and to control the
velocity vector orientation. This could be achieved by acting jointly on the lander’s
pitch and the lander’s main thrust, the two available control signals. In [24, 51],
authors have shown the substance of the pitch control law in the design to achieve
optimal performances since the system is underactuated. In the solution currently
under investigation, the main idea is to design an autopilot that keeps the main thrust
antiparallel to the velocity vector orientation, in order to minimize fuel consumption.
This principle states the pitch angle of reference θre f to be fed into the controller:

θre f =−γ− π
2

(1)

Where γ denotes the flight path angle (angle between the orientation of the speed
vector and the local horizontal) as described in Fig. 2.

2.2 Lander’s Dynamic Modeling and Optic Flow Equations

The autopilot under consideration consists mainly of an optic flow-based control
system operating in the vertical plane (ex,ez), which control the spacecraft’s main
thruster force and pitch angle. To stabilize the lander, it is necessary to cope with
non-linearities and the inherent instability. Since there is no atmosphere on the
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Fig. 2 Diagram of the lander, showing its speed vector V and the mean thruster force F
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Moon: no friction, wind or drag forces are applied to the lander. In the present
model, the heave and surge dynamics are coupled via the lander’s pitch (see Fig.
2). It is worth noting that it is not suitable using the scenario described in Fig. 1
to measure ω45 (where the subscript denotes the elevation angle: the angle between
the gaze direction and the local horizontal) to determine the direction of the velocity
vector, since it is near the focus of expansion where the motion is always null (see
Fig. 2). To include physical constraints into the model, the following assumption is
adopted:

(H1)
{

The thrusters can produce only positive forces and the maximum
thrust is limited to 3820 N, which means 0≤ uth ≤ 3820 N.

The dynamic motion of the lander can be described in the time domain by the fol-
lowing dynamic system in the inertial frame (ex,ey,ez):⎧⎪⎨⎪⎩

aldrz(t) =
cos(θ (t))

mldr(t)
uth(t)− gMoon

aldrx(t) =
sin(θ (t))
mldr(t)

uth(t)
(2)

Where uth = ‖F‖ corresponds to the control force applied to the lander, aldrx,z are
the lander’s accelerations in the lunar inertial reference frame, mldr stands for the
lander’s mass, θ is the pitch angle, t denotes the time and gMoon the lunar grav-
ity constant (gMoon = 1.63 m/s2). The lander’s mass depends directly on the fuel
consumption, as given by the following relation:

ṁldr =
−1

Isp.gEarth
uth(t), (3)

where Isp = 311 s corresponds to the specific impulse and gEarth = 9.81 m/s2 to the
Earth’s gravity. This means that:

mldr(t) = mldr(t0)− 1
Isp.gEarth

∫ t

t0
uth(ε)dε (4)

where mldr(t0) = 762 kg is the lander’s mass at high gate level. Since the initial
mass is known and the lander’s mass depends linearly on the integral of the lander’s
thruster control signal, the mass can be computed and assessed at any time during
the simulated descent. The inner pitch control system is modeled as follows:

I
R

d2θ
dt2 = upitch(t) (5)

upitch is the control input signal acting on the spacecraft’s pitch, θ is measured via
an IMU, I the moment of inertia of the lander and R the eccentricity of the thrusters
from the center of mass. In this study, the well-known problem of error growth in
IMU is not taken into account, the attitude measurement are thus considered accu-
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rate all along the descent. Once the dynamic model of the spacecraft is defined, one
need to state the optic flow equations to find what information can be deduced from
this visual cue. The ground-truth optic flow ωgrd−trh can be described as the sum
of the two distinct components defined by [29], i.e. the translational and rotational
optic flow:

ωgrd−trh = ωT +ωR (6)

The translational optic flow ωT depends on the linear velocity V expressed in the in-
ertial frame associated with the vector basis (ex,ey,ez), the distance from the ground
D in the gaze direction and Φ , the angle between the gaze direction and the heading
direction.

ωT =
V
D

sin(Φ) (7)

The rotational optic flow ωR depends only on the angular speed Ω j expressed in the
body fixed frame, where j denotes the axis of rotation, and on the elevation angle λ
between the gaze direction and the axis of rotation which is always π

2 in the 2D case
(see [43] for a graphical illustration).

ωR = Ω j sin(λ ) (8)

Finally the general equation of the optic flow is as follows:

ωgrd−trh =
V
D

sin(Φ)+Ω j sin(λ ) (9)

From the previous equation and regarding hazardous terrain avoidance, one can see
that as soon as an obstacle appears in the line of sight of the sensor, the distance
D will be reduced/increased whether it is a boulder or a crater. This will cause the
autopilot to react by decelerating or by accelerating accordingly ensuring the safety
of the lander no matter the topography of the terrain.

2.3 Optic Flow Measurements ω90 and ω135 for Velocity Vector
Orientation Estimation and Control

In order to be able to strongly reduce the lander’s speed during the approach phase,
one needs to act both on the pitch angle and on the magnitude of the thrust as ex-
plained in Sect. 2.1. Since γ is required for the pitch angle reference signal θre f gen-
eration and is not measured, one needs to find a way to estimate it by the means of
the available sensors such as optic flow sensors and IMU. The main question is how
to fuse different visual angular speed measurements to obtain useful information
about unavailable measurements of the state vector. It is straightforward to note that
the optic flow cue is related to the orientation of the velocity vector. Therefore, under
the assumption that the sensors are embedded on a gimbal system one can derive the
orientation angle γ from optic flow sensors positioned in different directions. From
(9), under the assumption of a practically flat ground (i.e. D = h/cos(π

2 −Φ + γ),
−Φ + γ denotes the angle between the gaze direction and the local horizontal), and
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gimbaled mounted sensors (i.e. the camera rotation with respect to an inertial ref-
erence frame is kept to zero thanks to the attitude measurement provided by the
IMU):

ω90 =
Vx

h
(10)

with V =Vx/cos(γ) and h the ground height,

ω135 =
V

h/cos(π/4)

√
2

2
(cos(γ)− sin(γ)) =

ω90

2
(1− tan(γ)) (11)

Finally one can obtain:

tan(γ) = 1− 2
ω135

ω90
(12)

It is worth noting that both the horizontal and vertical dynamics are expressed in
tan(γ) with tan(γ) = Vz

Vx
. Thanks to (12) featuring only visual information, a pitch

controller based on optic flow and pitch measurement θ provided by the IMU could
be designed through (5) in order to ensure the collinearity between the lander’s
main thruster force and its velocity vector orientation. The low speed visual motion
sensors are thus the cornerstones of this autonomous lunar landing strategy. Since
the optic flow controller and the pitch controller are based on the output signals of
the optic flow sensors, it seemed to be worth testing the reliability of this sensor in
real-life conditions. This is the purpose of the following section.

3 VMS-Based Optic Flow Measurements Obtained Onboard
ReSSAC

As presented in the previous section, the control signals (pitch and thrust) which
depend mainly on the optic flow measurement are strongly linked to the precision,
robustness, sensitivity of the low speed visual motion sensors. That is why we had
to develop and test a new VMS dedicated to angular speed measurements that cope
with the range experienced during lunar landing, which is a range of low optic flow.
Conveniently, the optic flow range experienced during lunar landing corresponds
roughly to the range experienced with a high scale helicopter UAV which has been
used to test the sensor on Earth.

3.1 Bio-inspired Optic Flow Processing

A mandatory step in the maturation of a technology is to design and embed the
previously simulated device on a real-life complex system. In order to validate the
feasibility of the work performed in simulation using low speed VMS in Sect. 2, an
experimental approach is presented. A low resolution visual motion sensor based
on six pixels array and dedicated to low speeds has been developed to demonstrate
the feasibility of measuring the 1-D local angular speed on a lunar landing like sce-
nario on Earth. We tested the sensor onboard the ReSSAC unmanned helicopter
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to validate the bio-inspired algorithm on such low speeds at high heights and with
strong disturbances (i.e. helicopter vibrations, uncontrolled illuminance, rough ter-
rain). This sensor is an updated version of the 2-pixels Local Motion Sensors based
on neuromorphic findings [12] designed in our laboratory.

3.2 Presentation of the Low-Speed Visual Motion Sensor

The new low-speed visual motion sensor consists mainly of a low-cost plastic lens
placed in front of an off-the-shelf photosensor array. The photosensor used in this
study, which is called the LSC, was purchased from iC-Haus: it features six pho-
todiodes, each having a large sensitive area of 300× 1600 μm and an integrated
preamplifier. The LSC conveys the visual signals received to a hybrid analog/digital
processing algorithm, where the optic flow value ωmeas is computed. The cheap,
lightweight lens used here was a CAX183 from Thorlabs (focal length 18.33 mm,
f-number 4.07). A custom-made protective case was added in order to protect the
low-weight sensor and the optical assembly from unfavorable weather conditions
(see Fig. 3.a for pictures and Fig. 3.b for an exploded view). The new visual motion
sensor and its custom-made protective case weighed 29.4 g. Many of the parame-
ters of the original visual motion detecting scheme presented in [5, 39] have been
updated, especially in terms of the optical angles and the cut-off frequency of the
temporal filters. The six optical axes formed by the photodiodes are separated by
an interreceptor angle Δϕ see Fig. 4. By defocusing the lens (i.e., by adjusting the
distance between the lens and the photosensors), we obtained Gaussian angular sen-
sitivity functions for each photoreceptor with a correlation coefficient greater than
99% (R2

LSC > 0.990), in line with what occurs in the common fly’s eye [17]. These
features were assessed by slowly rotating the lens in front of a point light source
placed at a distance of 85 cm. The local 1-D angular speed ωmeas measured by the
sensor was defined as the ratio between the interreceptor angle Δϕ and the time
elapsing Δ t between the moments when two adjacent photodiode signals reach the
threshold (i.e., the time of travel of a contrast from the optical axis of one photodiode
to the optical axis of the following one).
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Fig. 3 (a) Top and bottom view of the electronic board (size: 33× 40 mm) of a low-speed
visual motion sensor with its lens mounted on the LSC photosensor array. The custom-made
protective case is presented on the right. (b) Exploded view of the complete assembly, includ-
ing the custom-made protective case (front and back), the electronic board, and the optical
assembly (lens, lens support, optical chamber).
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Fig. 4 Approximate Gaussian angular sensitivity functions of the LSC photosensor array
with a CAX183 plastic aspherical lens. By adjusting the distance between the lens and the
LSC photosensor, we obtained a correlation coefficient almost equal to 1 (R2

LSC > 0.990), and
a Δϕ value approximately equal to Δρ .

ωmeas =
Δϕ
Δ t

(13)

In [10], the measurement range of the sensor covered a large range of high speeds
from 50◦/s to 300◦/s, whereas the present study focused on low velocities giving a
range of 1.5◦/s to 25◦/s, which is more than tenfold slower. In order to stay in the
same range of Δ t, whose accuracy of measurement depends on the microcontroller’s
sampling frequency, we therefore had to narrow Δϕ . Δϕ corresponds to the angle
separating two adjacent photodiodes optical axis: it depends on the focal lens, on
the pitch (distance between the center of two adjacent photodiodes) and also on the
distance from the photodiode plane to the focal point which is the easiest setting
to adjust. The large 18.33 mm focal length increases the defocalizing effects of the
lens, giving a suitably small mean interreceptor angle of Δϕ = 1.488◦. The second
advantage of the defocusing process is that it adds a blurring effect giving Gaussian-
shaped angular sensitivity functions. As found to occur in some diurnal insects [30],

Δϕ = Δρ (14)

Achieving a tight Δρ made it possible for the sensor to respond to higher
spatial frequency contrasts. The acceptance angle, defined by Δρ , acts like an
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Table 1 Characteristics of the new low-speed visual motion sensor

Parameter Value

Focal length of the lens CAX183 (mm) 18.33
fnumber of the lens (#) 4.07
Angular velocity range (◦/s) [1.5; 25]
Field of view of a single photodiode (◦) 2.90×15.44
Sensitivity (◦/s/LSB) 4.58 e-5
Mean interreceptor angle Δϕ (◦) 1.488
Mean acceptance angle Δρ (◦) 1.448
Photodiode size (μm) 300×1,600
Pixel pitch (μm) 420
Resolution (◦/s) [min; max] [0.01; 0.21]
Mass of the visual motion sensor in a stand-alone version (g) 2,8

optical low pass spatial filter. We eventually reached 1.4◦ ≥ Δϕ ≈ Δρ < 1.5◦, cor-
responding to a field of view in the direction of the visual motion sensor of 10.28◦(

∑5
i=1 Δϕi +

Δϕ1
2 + Δϕ5

2

)
. Table 1 gives the optical characteristics of the sensor. The

general processing algorithm consists of two parts: an analog processing part con-
verts the six visual signals into electrical signals with a high signal to noise ratio, and
the digital processing part then simultaneously computes five optic flow values plus
the median value (see Fig. 5). The analog processing begins with a programmable
gain connected to the microcontroller via a SPI communication bus [46]. A pass-
band filter then differentiates the visual signal and acts as an anti-aliasing filter.
The digital processing algorithm starts with a second order fixed-point notch filter
centered on the ReSSAC’s main rotor frequency. The center frequency of the filter
is f0 = 13.8Hz with a Q-factor Q = 6.9 at a sampling frequency fs = 500 Hz. Its
transfer function, which has been defined in [35], is as follows:

Hnotch(z) = b
1− 2cos(ω0) z−1 + z−2

1− 2bcos(ω0) z−1 +(2b− 1)z−2 (15)

with

b =
1

1+
√

1−G2
B

GB
tan
(Δω

2

)
where Δω is the full width at a level G2

B and ω0 is the center frequency. We chose
ω0 = 2π fs

f0
, Δω = 2π Δ f

fs
with Δ f = 2 Hz and G2

B = −3 dB. As the visual angu-
lar speed ωmeas is quite low, the temporal frequency ft of the visual signal (which
consists of contrasts) is also quite low, as expressed by the following equation [31]:

ft = ωmeas× fspatial (16)
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Fig. 5 General processing architecture of the low-speed visual motion sensor. First of all, the
spatial sampling and low-pass filtering steps are carried out by the defocused lens. The six
photodiode signals are amplified by a programmable gain in order to increase the signal to
noise ratio, before being filtered by an analog bandpass filter (1− 22 Hz). The digital stage
begins with a second order fixed-point notch filter centered on the main rotor frequency of
ReSSAC, 13.8 Hz. It is followed by a second order fixed-point low pass filter with a cut-off
frequency set at 10 Hz. A hysteresis thresholding process is associated with the computation
of the time Δ t elapsing between two adjacent signals (with either ON or OFF contrasts).
Lastly, after an outlier filtering step, the output signal of the 1-D visual motion sensor is
obtained from a precomputed look-up table and the median value is calculated.

where fspatial is the spatial frequency (in cycles/◦) associated with the contrasting
pattern.

Therefore, a second order fixed-point low pass filter was used to enhance the
signal to noise ratio by removing the noise remaining at frequencies of more than
10 Hz. The algorithm called the ”Time of travel scheme” implemented here con-
sists mainly of a hysteresis thresholding process with separate ON and OFF path-
ways [5, 39, 40, 42, 45] followed by the Δ t computation, the result of which is fed
into a corresponding table. Lastly, the five simultaneously computed optic flows
ωm

i are combined by the median operator in order to increase the robustness and
the refresh rate of the output [40]. The microcontroller used for this purpose is a
dsPIC33FJ128GP802 working at a sampling frequency of 2 kHz, except for the
digital filters, which are sampled at a rate of 500 Hz. Special efforts were made
to optimize the algorithm, and a computational load of only 17% was eventually
obtained.

3.3 Free-Flying Results with ReSSAC

The characteristics of the present visual motion sensor (VMS) were assessed by
performing optic flow measurements under controlled motion conditions (orienta-
tion and velocity) outdoors. Pure rotational motion was applied to the sensor with
angular speed variations ranging from 1◦/s to 20◦/s using a previously described
outdoor set-up [10]. The triangular response pattern obtained corresponds closely to
the reference angular speed (see Fig. 6). It can therefore be said that this new tiny
sensor is able to accurately compute the 1-D visual angular speed during a rotational
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Fig. 6 Dynamic outdoor response of the low-speed VMS (blue), as compared with the
ground-truth optic flow (red). The visual motion sensor was rotated by means of a conveyor
belt driven by a stepping motor (103H5208-0440 from Sanyo-Denki) [10]. Rotations from
1◦/s to 20◦/s were applied to the sensor, which is designed to operate in the 1.5◦/s to 25◦/s
range. The optic flow measured closely matched the reference signal, with a refresh rate of
6.64 Hz. Since no synchronization signal was available, the ground-truth optic flow has been
roughly synchronized here.

motion within its operating range. The refresh rate is defined as the ratio between
the total number of new measurements of each ωi occurring within the acceptable
range [1.5◦/s−25◦/s] and the time elapsing. The median value is delivered at 2 kHz
(output data rate) even if the measure is not refreshed, that is why the refresh rate
metric is needed to evaluate the performance of the sensor. The mean refresh rate
achieved during the dynamic performances evaluation was fre f resh = 6.64 Hz: this
value depends on the richness of the visual environment, as well as on the actual an-
gular speed. The low-speed VMS performances were then studied on a six degrees
of freedom UAV during free flight over fields. The ONERA’s ReSSAC unmanned
helicopter was used to test the sensor’s dynamic responses. The characteristics of
ReSSAC (Yamaha RmaX) in terms of the mass balance have been described in [53].
Its mass, its flight envelope and the vibration dynamics due to the main rotor’s ro-
tational speed presented us with quite a challenging ground-truth optic flow profile.
The flight was performed in South-western France in mid-July around 5pm on a
bright sunny day: the mean illuminance was approximately 10000 lx. Another tests
should be performed on special setup at ESA or Astrium facilities to be sure that the
sensor would respond similarly in a moon-like environment in terms of robustness
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Fig. 7 Low-speed visual motion sensor and flight data sensed on-board the ReSSAC UAV.
(a) Approximate ground-truth optic flow (see (17)) (red) and measured optic flow ωmeas =
Δϕ/Δ t (blue dots). Despite the strong variations mainly due to vibrations, the low-speed vi-
sual motion sensor’s output closely matched the approximate ground-truth optic flow, giving
a standard deviation of 2.21◦/s and a refresh rate of 7.88 Hz. The effects of strong variations
in the local height due to the successive trees and houses are directly reflected in the low-
speed VMS measurement signal. (i) ReSSAC unmanned helicopter in-flight (ii) Aerial view
of the flight environment obtained on http://geoportail.fr. (b) Pitch angular rate
of ReSSAC as measured by the IMU. (c) Local ground height measured by combining GPS
data and previously mapped LIDAR data. The nominal height was around 40 m. But due to
the variable relief, the local height often changed suddenly by 15 meters.

http://geoportail.fr
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to moon-like contrasts and illuminance. Onboard ReSSAC, the 1-D local optic flow
measured is subject to several variations as follows. Since the roll and pitch angles
are small during the whole flight, the distance to the ground in the gaze direction
D can be approximated as D ≈ h/(cos(ϕ)cos(θ )), where ϕ denotes the roll angle,
θ denotes the pitch angle and h denotes the local ground height. In our case, Φ =
−θ +γ+ π

2 (with the sensor oriented downward, γ < 0, θ < 0), λ = π
2 and Ω j =Ω2,

where Ω2 is the pitch angular velocity defined in the body fixed reference frame, the
ground-truth optic flow (see (9)) is therefore computed as described in (17).

ωgrd−trh =

(
V
h

cos(θ )cos(ϕ)sin
(

θ + γ +
π
2

))
+Ω2 (17)

During the experiment described below, the approximate ground-truth optic flow
ωgrd−trh was computed using data from the IMU, the GPS (OEM4 G2 from No-
vAtel) and the data grabbed by a LIDAR (Sick LDMRS 400001) during previous
flights over the same fields. We computed the ground-truth optic flow as precisely as
possible but since the data are coming from cartographic data previously recorded
and from different sensors with different accuracy as well as different noise sources:
ωgrd−trh is the approximate ground-truth optic flow. The low speed visual motion
sensor was embedded at the front end of ReSSAC pointing directly downward with
a clear field of view. Fig. 7 shows the nice response of the low-speed visual motion
sensor mounted onboard the unmanned ReSSAC helicopter. Despite the complex
ground-truth optic flow, the visual motion sensor responded appropriately to the
visual stimuli. The standard deviation of the error between the ground-truth optic
flow ωgrd−trh and the measured optic flow ωmeas was less than 2.25◦/s, which is
quite low. The refresh rate fre f resh was greater than 7.8 Hz, which is even slightly
higher than in the dynamic measurements performed during a rotating motion on
ground. Fig. 7.b, giving the pitch angular rate of ReSSAC and Fig. 7.c the local
ground height shows how well the sensor responded to its visual environment and
how complex is the visual motion combining at the same time erratic relief and
pitch variations. Once again, the low-speed VMS accurately sensed these height
variations and yielded similar values to the ground-truth value. The robust and ac-
curate performances observed during this experiment show that the low-speed visual
motion sensor is highly suitable for use in many high-scaled robotic applications.

4 Conclusion

In this paper, we gathered several emerging technologies to achieve an autonomous
lunar landing based on low-speed optic flow sensors. The mathematical expression
describing the dynamic model of the spacecraft as well as the optic flow fusion al-
lowing some useful states estimation have been presented along with the intended
control strategy based on two parallel control loops acting on the lander’s pitch
angle and main thruster. The main idea of this promising biologically inspired ap-
proach is to avoid the direct measurement of the height or velocity. We intend to
design the thrust control law using optic flow measurements while keeping the main
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thruster force collinear to the velocity vector in a concern of mass consumption op-
timization. We showed that with a sensor set-up based on two optic flow sensors
pointing downward in different directions (90◦ and 135◦ from the local horizon-
tal), we obtained a direct measurement of γ the orientation of the velocity vector
allowing us to generate a reference signal for the pitch angle controller. The next
step will be to develop the full simulations featuring two control loops to achieve at
low gate the final conditions stated in the reference scenario presented in this paper.
The loop controlling the main thruster will be designed using optic flow cue. Sec-
ondly the gimbal setup used in simulations needs to be addressed. Since the main
benefits of this minimalistic optic flow technology is the weight efficiency and sim-
plicity, a gimbal system is then not suited for this purpose. Increasing the number
of VMS and thus enlarging the sensory field of view is a potential way to achieve
such challenge. The extension of the solution to a real-life, 3D setup, is an inter-
esting objective to be addressed. Furthermore, during the flight on ReSSAC, even
if the yaw and roll angle are considered small, they exist during the whole flight
without deteriorating the measurements performances. Once the strategy of the lu-
nar landing was introduced, we presented a new lightweight visual motion sensor
able to compute accurately the optic flow in the range experienced during a quasi-
optimal approach phase of a lunar landing. This new VMS has been developed, and
then tested both on the ground and in flight onboard a 80 kg unmanned helicopter
called ReSSAC over an unknown complex outdoor environment and under real-life
dynamic and vibratory conditions. Encouraging results of this experiment showed
that this sensor is perfectly suited for aeronautics or aerospace applications since it
sensed accurately the local 1-D angular speed ranging from 1.5◦/s to 25◦/s with a
quite frequently refreshed measurement. In future work emphasis will be placed on
the lunar landing simulations using Matlab/Simulink c© and the PANGU software
using the tan(γ) estimation method and the control scheme presented here.
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Online Estimation of Mean Orbital Elements
with Control Inputs

Weichao Zhong and Pini Gurfil

Abstract. Estimating the mean orbital elements is essential for satellite orbit deter-
mination as well as guidance and autonomous orbital transfer. Whereas offline es-
timation of mean elements can be performed using batch processing and analytical
satellite theories, online estimation requires recursive filtering. This paper proposes
a unique formulation for mean orbital elements estimation, wherein the semiana-
lytical theory is used for generating both the process and measurement equations,
but the mean elements estimation is performed using an Unscented Kalman Filter.
A comprehensive performance evaluation for both controlled and uncontrolled or-
bits shows the potential applicability of the method and its advantages compared to
Brouwer-based approaches.

1 Introduction

In many cases of practical interest, satellite guidance and orbit control laws utilize
mean orbital elements, rather than osculating elements, as inputs. This pertains both
for open-loop and closed-loop guidance and control [1,2]. The use of mean elements
– which are usually defined as a single-period-averaged osculating elements – has
clear benefits, including reduced sensitivity to high-frequency content and short-
periodic oscillations, which implies much lower fuel consumption. It makes more
sense to have the satellite track an orbit defined by mean elements than have it
respond to the fast variations of the osculating elements. This observation holds
both for single- and multiple-satellite missions [3].
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With the onset of autonomous satellite missions, capable of performing closed-
loop autonomous orbital transfer [4], the importance of efficient on-board mean
elements estimation becomes evident. Whereas in traditional satellite missions the
mean elements can be estimated on the ground and uploaded to the satellites within
the visibility slots, autonomous missions must be capable of producing real-time
mean element estimates based on measurements obtained from the on-board sensors
– typically GPS receivers.

In general, there are three main alternatives for estimating the mean orbital ele-
ments. The first is to use an analytical theory, such as the Brouwer artificial satellite
theory [5], the Kozai theory [6], the drag-extended Brouwer theory [7], or newer
theories, including those discussed in Refs. [8–15] to name only a few. The second
alternative is to use batch processing to convert from osculating to mean elements
using least-square-type approaches. Both of these alternatives could be problematic:
Brouwer-type theories are sensitive to noise and modeling errors and cannot easily
accommodate thrust; and batch processing is not adequate for real-time on-board
implementation as it requires data accumulation for at least a complete orbital pe-
riod (in addition, the actual orbital period changes, which may introduce additional
errors).

The third alternative, which is the focus of the current work, is to use recursive fil-
tering to estimate the mean elements. This approach has not received much attention
in the literature, and there are only a handful of works that consider on-board mean
elements estimation from osculating elements measurements [4]. This problem is
not trivial, since it is difficult to write a good dynamical model for mean element
propagation, formulate a mapping from mean elements back to osculating elements
to get a measurement-type equation, and in addition find a filter that would be capa-
ble of properly processing the highly-nonlinear state and measurement equations.

In this work, a new approach for on-board estimation of the mean elements from
osculating element measurements is proposed. First, a semianalytical dynamical
model that includes zonal/tesseral/sectorial harmonics and drag is formulated to
capture the daily, long-periodic, and secular evolution of the mean orbital elements.
Because there is a clear tradeoff between precision and complexity, the semianalyt-
ical model is truncated to include the control inputs, the long-periodic and secular
terms up to J4/C33/S33 and exponential drag. The mapping from mean to osculating
elements, which is used as a measurement equation, is obtained by adding the short-
periodic effects of drag and zonal/tesseral/sectorial harmonics to the mean elements.
This unique formulation is then matched up with a square-root unscented Kalman
filter (SR-UKF) [16] that serves as the mean elements estimator. The sigma point
selection is performed based on the spherical simplex (SS) algorithm [17], which
significantly reduces the number of propagated sigma points, thus allowing for im-
proved computational efficiency and possible real-time implementation. A compre-
hensive performance evaluation for both controlled and uncontrolled orbits shows
the potential advantages of the proposed filtering approach vis-à-vis Brouwer-type
methods.
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2 Preliminaries

In an inertial reference frame, the equations of motion for the perturbed Keplerian
two-body problem are written as

r̈+
μ
r3 r = F (1)

where r ∈ R3\{0} is the position vector, r = ‖r‖ and F is the perturbation. The
solution for the respective position and velocity vectors can be written as [18]

r = fr [a(t), e(t), i(t), Ω(t), ω(t), M0(t), t] , v = fv [a(t), e(t), i(t), Ω(t), ω(t) ,M0(t), t] (2)

where {a(t), e(t), i(t), Ω(t) ,ω(t) ,M0(t)} are the classical osculating orbital ele-
ments – semimajor axis, eccentricity, inclination, right ascension of the ascending
node (RAAN), argument of perigee and mean anomaly at epoch, respectively. The
variational equations for the classical elements are usually written in two forms. If
F = ∂R/∂ r, for some perturbing potential R, then one obtains the Lagrange plane-
tary equations (LPE) [18]

da
dt

=
2

ña
∂R
∂M

(3a)

de
dt

=
1− e2

ña2e
∂R
∂M

−
√

1− e2

ña2e
∂R
∂ω

(3b)

di
dt

=
cot i

ña2
√

1− e2

∂R
∂ω

− 1

ña2
√

1− e2 sin i

∂R
∂Ω

(3c)

dΩ
dt

=
1

ña2
√

1− e2 sin i

∂R
∂ i

(3d)

dω
dt

=

√
1− e2

ña2e
∂R
∂e

− cot i

ña2
√

1− e2

∂R
∂ i

(3e)

dM0

dt
= −1− e2

ña2e
∂R
∂e

− 2
ña

∂R
∂a

(3f)

where ñ =
√

μ/a3 is the mean motion.
A more general formulation of the variational equations, which allows for non-

conservative specific forces, yields the Gauss variational equations (GVE). In the
GVE, the perturbation is represented in RSW, i.e., ΔF = FRR̂+FSŜ+FW Ŵ. The
resulting equations are [18]:
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da
dt

=
2

ñ
√

1− e2

(
esin f FR +

p̃
r

FS

)
(4a)

de
dt

=

√
1− e2

ña

(
sin f FR +

(
cos f +

e+ cos f
1+ ecos f

)
FS

)
(4b)

di
dt

=
r cos (ω + f )

ña2
√

1− e2
FW (4c)

dΩ
dt

=
r sin(ω + f )

ña2
√

1− e2 sin i
FW (4d)

dω
dt

=

√
1− e2

ñae

(
−cos f FR + sin f

(
1+

r
p̃

)
FS

)
− r cot isin(ω + f )√

μ p̃
FW (4e)

dM0

dt
=

1
ña2e

(( p̃cos f − 2er) FR− (p̃+ r)sin f FS) (4f)

where p̃ = a
(
1− e2

)
is the semilatus rectum and f is the true anomaly.

With α � [a(t), e(t), i(t), Ω(t) ,ω(t) ,M0(t)] as a state vector, and a mapping of
the form t �→ f (t,α), the LPE (3) and GVE (4) can be written in a unified form as

α̇ = g(α, t) (5)

In many cases of interest, such as satellite orbit control, guidance and orbit propaga-
tion, the osculating elements are replaced by mean elements. A common definition
of the mean elements relies on the averaging operator, which, for some given vector-
valued function s(t), is defined by

s̄ = 〈s(t)〉 � 1
T

∫ T

0
sdt =

1
2π

∫ 2π

0
s

1√
1− e2

( r
a

)2
d f =

1
2π

∫ 2π

0
sdM (6)

where M is the mean anomaly. Thus, the mean elements are obtained by

ᾱ = 〈α(t)〉� 1
T

∫ T

0
α(t) dt (7)

where T denotes the orbital period.
An analytical mean-elements calculation scheme was proposed by Kozai [6] and

Brouwer [5], who used the averaging technique to isolate the short-periodic terms,
αshort , so that

ᾱ (t) = α (t)−αshort (t) (8)

Substituting Eq. (8) into Eq. (5) yields

˙̄α (t)+ α̇short (t) = g = ḡ+ gshort (9)

In this formulation, ˙̄α (t) consists of secular and long-periodic terms, namely

ḡ = gsec + glong (10)
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where
gsec = gsec (ā, ē, ī) , glong = glong

(
ā, ē, ī, Ω̄ , ω̄

)
, gshort = gshort

(
ā, ē, ī, Ω̄ , ω̄ , M̄

)
= g− ḡ

(11)

In the following discussion, this mean element calculation scheme will be coupled
with a recursive filtering algorithm to yield accurate and computationally-tractable
estimation of the mean elements.

3 Modeling the Orbital Dynamics

In this section, the semianalytical astrodynamical models used for the propagation
of the mean elements will be discussed, including zonal, tesseral and sectorial har-
monics, as well as drag.

3.1 The Zonal Part of the Geopotential

The perturbing gravitational potential including zonal harmonics only is given by
[19]:

Rzonal =−μ
r

∞

∑
n=2

Jn

(re

r

)n
Pn (sinϕ) (12)

where Jn, n = 2,3, . . . are the zonal gravitational coefficients, ϕ is the latitude,
sinϕ = sin isin u , u = ω + f is the argument of latitude, re is Earth’s mean equa-
torial radius and Pn (x) denotes a Legendre polynomial of the first kind of order n,
which is expressed as [20]

Pn (x) =
1

2nn!
dn

dxn

(
x2− 1

)n
(13)

It is customary to average Rzonal prior to the substitution into the LPE (3). Applying
the averaging operator (6) gives:

R̄zonal =
1

2π

∫ 2π

0
Rzonal

1√
1− e2

( r
a

)2
d f = Rsec +Rlong (14)

To evaluate the integral in Eq. (14), the zonal potential should be written as a func-
tion of the classical orbital elements. This procedure can be found in [19, 21].

3.2 Second-Order Effects

As pointed out by Brouwer [5], due to the nonlinear nature of the variational equa-
tions, the short-periodic terms contribute both secular and long-periodic inputs of
O(J2

2 ).
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The resulting short-periodic averaged potential, after transforming into the clas-
sical orbital elements, is given by

R̄short =
3J2

2 r4
e μ

128η7a5

[
5η2− 4η− 5− cos2i

(
18η2− 24η− 10

)
+

cos4i
(
5η2 + 36η + 35

)
+ e2 (30cos4i− 32cos2i+ 2

)
cos2ω

] (15)

where η =
√

1− e2 .

3.3 The Tesseral-Sectorial Part of the Geopotential

The dominant tesseral and sectorial harmonics (degree 2 and order 2) have a period
of approximately half day, which is much longer than the orbital period [19, 22].
Hence, tesseral and sectorial harmonics may have a significant effect on the long-
periodic dynamics. It is thus imperative to include the tesseral and sectorial harmon-
ics in the mean elements dynamical model. The perturbing gravitational potential of
Tesseral and sectorial harmonics is given by [19]:

RTesseral =
μ
r

∞

∑
n=2

n

∑
m=1

( re

r

)n
Pnm (sinϕ) [Cnm cosmλ + Snm sinmλ ] (16)

where λ is the geographic longitude of the satellite measured eastward from the
Greenwich meridian, Cnm, Snm are harmonic coefficients and Pnm (x) are the associ-
ated Legendre polynomials of degree n and order m, which are expressed as

Pnm (x) =
1

2nn!

(
1− x2)m

2 dn+m

dxn+m

(
x2− 1

)n
=
(
1− x2)m

2 dm

dxm Pn (x) (17)

The geopotential up to degree 3 and order 3 can be written down based on Eq. (16):

R22 = 3cos2ϕ
μ
r

( re

r

)2
(C22 cos2λ + S22 sin 2λ )

R31 =
3
2

(
5sin2ϕ− 1

) μ
r

(re

r

)3
(C31 cosλ + S31 sinλ )

R32 = 15sinϕcos2ϕ
μ
r

( re

r

)3
(C32 cos2λ + S32 sin2λ )

R33 = 15cos3ϕ
μ
r

(re

r

)3
(C33 cos3λ + S33 sin3λ )

(18)

Using the averaging method presented in Section 2, the long-periodic perturbing
potentials of the tesseral and sectorial harmonics up to degree 3 and order 3 can be
derived:
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Rlong,22 =
3
2

sin2i
(
1− e2)− 3

2 μ
a

( re

a

)2
(C22 cos2Ωs +S22 sin2Ωs)

Rlong,31=
3
2

e
(
1− e2)− 5

2 μ
a

( re

a

)3
(

C31
(
cosΩs cosω

( 5
4 sin2i−1

)
+ sinΩs sinω cos i

(
1− 15

4 sin2i
))

+S31
(
cosΩs sinω cos i

(
15
4 sin2i−1

)
+ sinΩs cosω

(
5
4 sin2i−1

)))

Rlong,32 =
15
4

e
(
1− e2)− 5

2 sin2i
μ
a

( re

a

)3
(

C32
(
cos2Ωs sinω

(
3sin2i−2

)−2sin2Ωs cosω cos i
)

+S32
(
2cos 2Ωs cosω cos i+ sinΩs sinω

(
3sin2i−2

)))

Rlong,33 =
45
4

e
(
1− e2)− 5

2 μ
a

( re

a

)3
(

C33
(
2cos3Ωs cosω cos i+ sin3Ωs sinω

(
3sin2i−2

))
+S33

(
2sin 3Ωs cosω cos i+ cos3Ωs sinω

(
2−3sin2i

)))
(19)

where Ωs = Ω −θ , and θ is the Greenwich sidereal angle.

3.4 Atmospheric Drag

The specific force due to atmospheric drag can be modeled as

Fdrag =−1
2

SCD

m
ρ (v− vatm)‖v− vatm‖ (20)

where m is the satellite mass, S is the cross-sectional reference area, CD is the drag
coefficient defined with respect to the cross-sectional area, and ρ is the atmospheric
density. The vector vatm is the atmospheric velocity. If the atmosphere is assumed
to be spherical and co-rotating with the Earth, then vatm =

[
0 0 ωe

]T× r .
The model used herein approximates the atmospheric density as [18]

ρ = ρ0 exp

(
rp0− r

H

)
(21)

where ρ0 is the atmospheric density at the initial perigee radius, rp0, and H is the
density scale height of the atmosphere. The drag specific force vector Fdrag, written
in terms of the osculating elements, can be expressed in the NTW frame as follows
[23]:

FT =−1
2

K1ñ2a2ρ
1+ 2ecos f + e2

(1− e2)

FN = 0

FW =−1
2

K2ñaρr cos(ω + f )sin i

(
1+ 2ecos f + e2

(1− e2)

)1/2

(22)

where K1 = (CDS1/m )Q , K2 = (CDS2/m )ωe
√

Q , and Q=
(
1− rp0ωe cos i/vp0

)2
.

The variables S1 and S2 are the respective cross-sectional areas perpendicular to the
tangential and subnormal directions, and vp0 is the velocity at the initial perigee. To
use the GVE (4), the drag components are first transformed from NTW into RSW
using the transformation
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FR =
esin f√

1+ 2ecos f + e2
FT +

1+ ecos f√
1+ 2ecos f + e2

FN

FS =
1+ ecos f√

1+ 2ecos f + e2
FT − esin f√

1+ 2ecos f + e2
FN

(23)

Substituting Eqs. (22) and (23) into Eq. (4) yields:

ȧdrag =− K1ña2(
1−e2

)3/2
ρ
(

1+2ecos f +e2
)3/2

ėdrag =− K1ña(
1−e2

)1/2
ρ (cos f +e)

(
1+2ecos f +e2

)1/2

di/dt drag =− K2a

4(1+ecos f )2 ρ sin i(1+cos (2(ω + f )))
(

1−e2
)(

1+2ecos f +e2
)1/2

Ω̇drag =− K2a

4(1+ecos f )2 ρ sin(2(ω + f ))
(

1−e2
)(

1+2ecos f +e2
)1/2

ω̇drag =− K1ña

e
(
1−e2

)1/2
ρ sin f

(
1+2ecos f +e2

)1/2 −cos i · Ω̇drag

Ṁdrag =− K1ña
e(1+ecos f )

ρ sin f
(

1+ecos f +e2
)(

1+2ecos f +e2
)1/2

(24)

The atmospheric density can be expanded into a series dependant upon modified
Bessel functions [24, 25], a procedure that results in the following variational equa-
tions for the secular terms,

ȧdrag,sec =−K1ρ0ña2
(

1+e2
(

3
4
+

a
H

+
a2

4H2

)
+O
(

e3
))

exp

(
rp0−a

H

)
ėdrag,sec =−K1ρ0ña

( e
2
+

ae
2H

+O
(

e3
))

exp

(
rp0−a

H

)
di/dt drag,sec =−1

4
K2ρ0asin i

(
1+e2

(
3
4
− a

H
+

a2

4H2

)
+O
(

e3
))

exp

(
rp0−a

H

)
Ω̇drag,sec = 0

ω̇drag,sec = 0

Ṁdrag,sec =
3
4

K1ρ0ñ2a

(
1+e2

(
3
4
+

a
H

+
a2

4H2

)
+O
(

e3
))

exp

(
rp0−a

H

)
(t− t0)

(25)
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while the long-periodic terms are given by:

ȧdrag,long = 0

ėdrag,long = 0

di/dt drag,long =−1
4

K2ρ0asin i

((
11
8
− a

H
+

a2

8H2

)
e2 cos2ω +O

(
e3
))

exp

(
rp0−a

H

)
Ω̇drag,long =−1

4
K2ρ0a

((
11
8
− a

H
+

a2

8H

)
e2 sin2ω +O

(
e3
))

exp

(
rp0−a

H

)
ω̇drag,long =−cos i · Ω̇drag,long

Ṁdrag,long = 0
(26)

Finally, the effect of the short-periodic terms can be obtained following the method
of Kozai [6].

4 Mean Elements Estimator

The fully-assembled semianalytical model described in Section 3 may be written in
the form

˙̄α = α̇sec (ᾱ)+ α̇ long (ᾱ)+ α̇sec,2 (ᾱ)+ α̇ long,2 (ᾱ)

+ α̇ long,nm (ᾱ)+ α̇drag,sec (ᾱ)+ α̇drag,long (ᾱ)+ u(ᾱ)+w (27)

where u denotes control inputs (either impulsive or continuous), whose effect is
modeled using the GVE (4). The incorporation of the control forces using the GVE
(4) involves an inherent approximation, since the GVE (4) are written in osculating
elements. However, as previous studies have indicated, this approximation is ade-
quate [3]. The vector w appearing in Eq. (27) is an additive process noise, which
reflects modeling uncertainties. It is assumed that w is a white noise with power
spectral density Q.

The satellite on-board sensors – e.g., a GPS receiver – provide measurements
of the inertial position and velocity or unfiltered outputs for the osculating orbital
elements by using the inverse of relations (2). Thus, in light of the discussion in
Section 3, it is possible to write

αosc = ᾱ +αshort (ᾱ)+αdrag,short (ᾱ)+αshort,nm (ᾱ)+υ (28)

where υ is the measurement noise, which is a discrete white noise process with the
covariance matrix R.

It is readily seen that Eqs. (27) and (28) constitute nonlinear process and mea-
surement equations, respectively, which adhere to the form
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ẋ(tk) = f(x(tk) , tk)+w(tk) (29)

y(tk) = h(x(tk))+υ (tk) (30)

where x ≡ ᾱ ∈ Rn is the state vector, y ≡ αosc ∈ Rn is the measurement vector,
f : Rn×R+→Rn, and h : Rn →Rn. To obtain the estimated mean elements ˆ̄α from
the osculating elements measurements, a nonlinear estimation algorithm should be
used. In this work, the square-root form of the spherical simplex unscented Kalman
filter (SR-UKF) is utilized.

As mentioned in the Introduction, the UKF is a sigma-point Kalman filter
[26–28]. The square-root form of the UKF [16] provides improved numerical sta-
bility and keeps the covariance positive semidefinite. The spherical simplex sigma
point selection method reduces the number of sigma points and decreases the com-
putational time [17], and is hence more suitable for on-board real-time implemen-
tation. For completeness, the main steps necessary for the implementation of mean
elements estimation based on the SR-UKF are elaborated herein.

4.1 Spherical Simplex Sigma-Point Selection

For an n-dimensional space, this sigma-point selection strategy provides n+2 sigma
points, instead of the traditional 2n+ 1 points. The point selection algorithm of the
spherical simplex unscented transform for an n-dimensional system can be found
in [17].

4.2 SR-UKF Algorithm

After the sigma points have been calculated, the SR-UKF can be applied as follows
[16]:

(a) Calculate sigma points:

χk−1|i = x̂k−1 + Sxk−1Zi, i = 0, . . . ,n+ 1 (31)

where Sx denotes a Cholesky factor, initialized by taking S0 = chol(
E [x0− x̂0] [x0− x̂0]

T
)

, chol(·) denotes the Cholesky factorization, and x̂0 =

E [x0].

(b) Time update equations:

χ̇k−1|i = f(xk−1, tk−1) , i = 0, . . . ,n+ 1 (32)

Discretization of the state equations will generally degrade the filter perfor-
mance; Runge-Kutta integration is used instead for propagating the continuous
nonlinear state equations, avoiding discretization. Here χk|i is obtained. Now,
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x̂−k =
n+1

∑
i=0

wm
i χk|i (33a)

S−xk
= qr
([√

wc
1

(
χk|1:n+1− x̂−k

)
,
√

Q
])

(33b)

S−xk
= cholupdate

(
S−xk

,χk|0− x̂−k ,w
c
0

)
(33c)

χ∗k|i = x̂−k + S−xk
Zi, i = 0, . . . ,n+ 1 (33d)

γk|i = h
(

χ∗k|i
)
, i = 0, . . . ,n+ 1 (33e)

ŷ−k =
n+1

∑
i=0

wm
i γk|i (33f)

where qr(·) is a function that performs the QR decomposition, and cholupdate(·)
is a function that carries out the rank 1 Cholesky factor updating.

(c) Generate the Kalman gain and perform the measurement update:

Syk = qr
([√

wc
1

(
γk|1:n+1− ŷ−k

)
,
√

R
])

(34a)

Syk = cholupdate
(
Syk ,γk|0− ŷ−k ,w

c
0

)
(34b)

Pxyk =
n+1

∑
i=0

wc
i

[
χk|i− x̂−k

][
γk|i− ŷ−k

]T
(34c)

Kk =
(
Pxyk/ST

yk

)
/Syk (34d)

x̂k = x̂−k +Kk
(
yk− ŷ−k

)
(34e)

U = KkSyk (34f)

Sxk = cholupdate
(
S−xk

,U,−1
)

(34g)

where the operator A/B denotes the matrix division of B into A, i.e. a solution for x
to the equation AAT x = AT B (see [29] for additional implementation details).

5 Results

The objective of this section is to evaluate the performance of the SS SR-UKF as a
mean elements estimator subject to the semianalytical dynamical model. The mean
elements estimation performance is evaluated using three test cases: Uncontrolled
orbits (including a Monte-Carlo simulation), impulsive orbital corrections and con-
tinuous low-thrust orbital transfer. The “true” orbits are generated based on the High
Precision Orbit Propagator in STK R© , including a 21×21 gravity model (EGM96),
drag according to the ISA-1976 model [30] and other perturbations, including so-
lar radiation pressure, lunisolar third-body gravitational attraction and tides. For the
first example, a lifetime of one year is chosen so that the long-periodic terms, whose
period is around five months, can manifest themselves in the orbital dynamics.
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5.1 Initial Conditions and Parameter Values

The mission epoch is 1 Mar 2012 10:00:00.000 UTC, and it lasts until 28 Feb 2013
10:00:00.000 UTC. Table 1 gives the initial conditions in terms of osculating orbital
elements.

The observation data are generated by contaminating the STK R© -generated
position and velocity vectors with GPS measurement errors. The one-sigma three-
dimensional position and velocity errors are 5m and 2cm/s, respectively. The pro-
jection of the position and velocity measurement noise covariance onto osculating
orbital elements space can be obtained by means of a Monte-Carlo simulation, yield-
ing the results presented in Table 2, where the measurement noise covariance matrix
R is given by

R = diag [cova,cove,covi,covΩ ,covω ,covM] (35)

The time update was performed based on model (27), which included zonal har-
monics up to J4 and tesseral/sectorial terms up to C33/S33. Table 3 lists the numerical
values of the geopotential coefficients and other parameters related to the astrody-
namical models. The SS SR-UKF parameters are listed in Table 4.

To obtain faster convergence, a judicious initialization of the estimated mean
elements is required. To that end, the following initialization is used:

ˆ̄α(t0) = αosc (t0)−αshort (αosc (t0))−αdrag,short (αosc (t0)) (36)

Equation (36) generates an approximation of the initial estimated values by replac-
ing the mean elements with the (measured) osculating elements in the expressions
for the short-periodic variations.

Table 1 Initial osculating orbital elements values

Parameter Numerical value
a 7000 km
e 0.01
i 55 deg

Ω 10 deg
ω 10 deg
M 10 deg

Table 2 Measurement noise covariance of the osculating orbital elements

Parameter Numerical value
cova 500.4 m2

cove 8.966× 10−12

covi 1.886× 10−12 rad2

covΩ 9.020× 10−13 rad2

covω 3.179× 10−8 rad2

covM 3.086× 10−8 rad2
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Table 3 Geopotential and drag model coefficients

Parameter Numerical value
J2 1082.62668355×10−6

J3 −2.53265648533×10−6

J4 −1.61962159137×10−6

C22 1.57446037456×10−6

S22 −9.03803806639×10−7

C31 2.19263852917×10−6

S31 2.68424890297×10−7

C32 3.08989206881×10−7

S32 −2.11437612437×10−7

C33 1.00548778064×10−7

S33 1.97222559006×10−7

ωe 7.2921158553× 10−5rad/s
re 6378.137 km
μ 3.98600436× 1014m3/s2

H 68.7 km
ρ0 2.34× 10−13 kg/m3

Table 4 Filter parameters

Parameter Numerical value
W0 0.25
σ 1
β 0

5.2 Uncontrolled Orbits, Single Run

The simulation study starts by evaluating the ability of the filter to capture the long-
periodic and secular mean element evolution for a one-year mission. The results are
presented in Fig. 1, which compares the osculating and mean values of the semima-
jor axis (Fig. 1a), eccentricity (Fig. 1b), inclination (Fig. 1c), RAAN (Fig. 1d), and
argument of perigee (Fig. 1e). It is evident that the filter captures the long-periodic
evolution of the eccentricity and inclination and the slow secular evolution of the
semimajor axis (due to atmospheric drag).

The next step is to evaluate the mean elements estimation errors. However, as
opposed to standard filtering problems, in which the states of the process model are
used as reference for comparing the estimated states, in the case at hand the semi-
analytical model of the mean elements, given by Eq. (27), is truncated on purpose,
and does not include effects such as lunisolar attraction, gravitational perturbations
beyond order 4 and solar radiation pressure, to allow for computational efficiency.
Thus, it makes little sense to use it as a reference for evaluating the estimation er-
rors. Instead, a batch numerical averaging procedure is carried out to evaluate the
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(a) Semimajor axis (b) Eccentricity

(c) Inclination (d) RAAN

(e) Argument of perigee

Fig. 1 Sample single 1-year simulation run comparing the osculating and estimated mean
orbital elements
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“true” mean elements per definition (7). The batch averaging relies on the extended
Simpson quadrature rule, given by [31]

ᾱ =
1
T

∫ T

0
α (t)dt =

1
N

∫ tN−1

t0
α (t)dt

=
1
N

(
1
3

α (t0)+
4
3

α (t1)+
2
3

α (t2)+
4
3

α (t3)+

· · ·+ 2
3

α (tN−3)+
4
3

α (tN−2)+
1
3

α (tN−1)

)
+O

(
1

N4

) (37)

where the alternation of 2/3 and 4/3 continues throughout the interior of Eq. (37).
The vector of estimation errors is then defined as

eα � ᾱ− ˆ̄α (38)

The estimation errors (38) are compared to a direct application of the Brouwer ar-
tificial satellite theory as formulated in Ref. [32]. The purpose of the comparison
between the Brouwer and SS SR-UKF-based estimation of the mean elements is to
inquire whether a direct application of the Brouwer theory may be used as a sub-
stitute for recursive filtering; as will be seen shortly, the answer to this question is
strictly negative.

A comparison of estimation errors between the SS SR-UKF and the Brouwer
theory is depicted in Fig. 2. In this figure, the estimation errors of the semimajor axis
(Fig. 2a), eccentricity (Fig. 2b), inclination (Fig. 2c), RAAN (Fig. 2d) and argument
of perigee (Fig. 2e) are shown for a 24-hour period to better illustrate the quantitative
aspects of the differences between the Brouwer theory and the recursive filter. It is
evident that the Brouwer-based errors are noisier than the filter-based estimation
errors. In addition, the eccentricity estimation through Brouwer’s theory is slightly
biased, whereas in the filter-based estimation it is unbiased.

5.3 Uncontrolled Orbits, Monte-Carlo Runs

The observations in Section 5-5.2 can be substantiated using a long-term Monte-
Carlo simulation. The numerical values of the standard deviations are summarized
in Table 5. It is evident that the filter yields at least an order of magnitude better

Table 5 Standard deviation values of the mean elements estimation errors for 100 Monte-
Carlo Runs

σ Filter Brouwer
ea 0.6118 m 22.42 m
ee 3.972× 10−7 2.994× 10−6

ei 9.380× 10−6 deg 7.877× 10−5 deg
eΩ 6.665× 10−6 deg 5.486× 10−5 deg
eω 0.0013 deg 0.0103 deg
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Fig. 2 Sample simulation run comparing the mean element estimation errors as obtained
from the Brouwer theory and the SS SR-UKF filter
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Fig. 3 Estimated mean elements under continuous constant-magnitude low thrust. The SS
SR-UKF provides unbiased estimation of the mean elements for a 3-hour thrusting arc.
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accuracy than the Brouwer theory. The difference is particularly dramatic in the
estimation of the semimajor axis, wherein the filter provides a 1-σ accuracy of about
60cm, compared to a Brouwer 1-σ value of about 22m.

5.4 Continuous Thrust

The final test case involves continuous thrust. The magnitude of the thrust is 0.08N,
as used in the SAMSON mission [33] and the direction is determined by the unit
vector

[√
3/3 ,

√
3/3 ,

√
3/3
]

in the NTW frame, indicating that all three maneuver
channels are active. A thrusting arc of 3 hours is used. The results for a 12-hour
integration are shown in Fig. 3. Although the acceleration caused by the continuous
thrusting induces both secular and periodic variations in the mean elements, the
filter is capable of providing unbiased estimation of the mean elements, including
the semimajor axis (Fig. 3a), eccentricity (Fig. 3b), inclination (Fig. 3c), RAAN
(Fig. 3d) and argument of perigee (Fig. 3e).

6 Conclusions

Using the spherical simplex square-root unscented Kalman filter for estimating the
mean orbital elements has clear advantages over the Brouwer artificial satellite the-
ory: It can adequately respond to thrust, and it is much less sensitive to measurement
noise. In the examined scenarios, the filter provided a sub-meter 1-σ estimation ac-
curacy of the mean semimajor axis, which is almost two orders of magnitude better
than the Brouwer-based estimation. The filter was designed from an astrodynamical
standpoint – the equations were formulated in a True of Date reference frame, thus
taking into account the precession and nutation of the Earth; tesseral and sectorial
harmonics were not neglected, thus yielding improved estimation of the inclination
and eccentricity variations; and the short-periodic effects were used to transform
from mean to osculating elements.
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Flight Nutation Validation of the COS-B  
and EQUATOR-S Spacecraft 

Hans Kuiper and Edward Bongers 

Abstract. The validation of spacecraft flight nutation damping performance can 
only be obtained when flight data become available. Dedicated space nutation 
tests, e.g. in a decommissioning phase, are required to enable a systematic 
evaluation of model, ground test and space performance results. Space nutation 
flight data, however, are sparsely available. This article deals with the verification 
and validation of the COS-B and EQUATOR-S nutation flight data on basis of 
their ground test data and three model types. It will be shown that the Navier-
Stokes model solution in the co-rotating body reference frame, as used in the 
development of the Ulysses, FY-2 and Cluster nutation dampers, is the backbone 
of liquid damper design of the type “tube-with-endpots”. 

1 Introduction 

The flight nutation performance data of a series of spinning spacecraft (S/C) given in 
Table 1 was studied. The S/C were selected for reasons of availability of their 
Nutation Damper (ND) design heritage, flight and ground test as well as 
qualification data. The given S/C refer to different mission classes: Meteorological 
in GEO orbit (3, 4) and purely scientific (1, 2, 5, 6). From the latter class #2, 5 and 6 
are in highly elliptical Earth orbits whilst #1 is in a solar elliptical orbit. The Attitude 
and Orbit Control System (AOCS) of S/C #5 and #6 incorporates a pair of meridian 
NDs, shown in Figs-1, 2 and 3, which are mounted at radius Rm from the spin-axis 
perpendicular to the equatorial Centre-Of-Mass (COM) plane at Z = 0.  
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All other S/C are equipped with a pair of equatorial NDs mounted in the 
equatorial plane at height Z = Z0 above the COM plane and R = Re. Fig 2 shows 
the typical liquid damper design of the type “tube-with-endpots” to be considered 
in this article. 

The only traceable and useful space test validation data are from the COS-B 
S/C [5] and the EQUATOR-S S/C [12] mission. The applied NDs are both of the 
meridian type with comparable design driving requirements as becomes clear from 
Table 2 in section 4. In the following sections a cross verification of different 
models is made using experimental results on ground as well as space flight data.  

Table 1 Selection of nutation damping V&V missions 

V&V 
 # 

S/C 
Prime contractor 
Principal 
investigator 

ND1 
Spin-
rate 
[rpm] 

Lifetime 

1 Ulysses ESA/NASA E 5 1990-2008 
2 Cluster ESA/NASA E 5 2001- 
3 FY-2   Chinese GWIC E 100 1994- 
4 MSG ESA/Eumetsat E 100 2002- 
5 EQUATOR-S Max Planck M 48 1997 
6 COS-B ESA M 10 1975-1982 

1 E=equatorial, M= Meridian 
 

In the exploration of the applicable nutation damping theory different models 
were distinguished and compared. This article is dedicated to the verification and 
validation (V&V) of these models given by [2, 3, 4, 11, 12, 14, 15, 17, 18, 23].    

The first step is the verification of the model predictions by scaled ground tests 
using a Performance Test Model (PTM). This typically happens during the phase 
B of a Nutation Damper (ND) project and is essential to convince the customer 
(prime contractor) of the health of the design. After the Preliminary Design 
Review (PDR) milestone is successful the go ahead is given for the extended test 
and production phase C/D of the qualification (QM) and the flight models (FM). 

The ultimate ground test system, to verify and validate flight ND damping 
performance, is either a horizontal pendulum arrangement like the air-bearing test 
setup at Dutch Space [5] or a vertical pendulum [11]. 

 In the following section, first the applicability of the selected missions #3 up to 
6 will be briefly dealt with whilst #1 and 2 are skipped due to the limited amount 
of useful data. The ground test equipment as primary instrument for verification of 
the ND model predictions will be discussed in section 3. 

2 Verification and Validation Data 

2.1 MSG and FY-2 

The meteorological European Meteosat Second Generation (MSG) and Chinese 
FY-2 S/C in Table 1 are both 100 rpm spin-stabilized geostationary S/C.  
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The nutation of the sophisticated MSG S/C is dealt with briefly despite the limited 
amount of traceable V&V flight data. The MSG NDs are of the equatorial tube-
with-endpots type and were made by URENCO in the Netherlands. The author 
was involved independently in the pre-phase A study questions from Marconi 
Space Systems as well as those from subcontractor Aerospatiale Cannes [9] to 
supply a basic ND design and Rough Order of Magnitude (ROM) cost estimate. 
The MSG flight validation data are given by [10, 16, 21]. In these sources the 
following types of MSG nutation damping are considered: 

• Nutation damping and tank sloshing - The nutational damping may reveal 
sharp resonance effects at particular propellant tank fillings. This was studied 
for MSG by [10]. The authors state that liquid inertial modes and S/C 
nutation are strongly resonance related and may explain the strong variations 
in in-orbit tests on INTELSAT-V and in the airbearing tests [1]. 

• Nutation due to scan mirror movements - The MSG S/C incorporates the 
Spinning Enhanced Visible and Infra-Red Imager (SEVIRI) which is capable 
to provide measurements of stars, Earth horizon  and landmarks, apart from 
meteorological images.  

The MSG nutation due to the SEVIRI scan mirror movements is dealt with by 
[16]. The author was involved as a system engineer in the design team of the 
SEVIRI passive radiant cooler [6] as well. The SEVIRI instrument contains a 20 
kg mirror that rotates around an axis parallel to the S/C X-axis with the Z-axis 
being the spin-axis. The equatorial NDs are mounted on the Y-axis. The SEVIRI  
mirror rotation can be described as an initial stage in which the mirror is 
repositioned (retraced) in the starting point to obtain the meteorologocal data, a 
second Black-Body calibration stage at fixed position and a final scanning stage 
to acquire the image. The mirror movement induces a variation in the S/C inertia 
matrix and as a consequence modified rotations thus S/C nutation during the 
scanning and retracing phases. 

A S/C attitude dynamics model including the NDs is given by [16] and 
incorporates viscous damping.  The worst case performance yields a time constant 
 τ = 2 min which is compliant with the requirement τ < 4 min [21].  

The maximum impact in between two nominal scan cycles equals ∆߱௬ ൌ0.5 ሾmrad/s] angular velocity about the principal inertia Y-axis. The results 
comply with the ND performance design data and comply very well with results 
derived from telemetry data. This is, beside a confirmation of the correctness of 
the applied models, a proof of the predicted nominal ND performance.  

The strongest ND performance model proofs, however, will be extracted from 
the EQUATOR-S and especially COS-B flight data in the following sections. First 
these missions are briefly regarded, secondly the terrestrial test equipment for the 
scaled ND performance experiments is described and finally the validation by 
flight data will be considered. 
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2.2 EQUATOR-S 

The EQUATOR-S S/C mission was designed and developed at the Max-Planck 
Institute in Garching with some supplementary items from agencies and industry. 
The S/C was launched the 2nd of December 1997 into an elliptical Earth orbit with 
perigee 479 km, apogee 67,275 km, inclination 3.90 and orbit period T = 22.3 hr. 
The science mission included magneto-spherical plasma and field measurements 
in the frame of the International Solar Terrestrial Physics Program.  

The meridian EQUATOR-S NDs are shown in the right picture of Fig 1. Its 
build standard is derived from the AMPTE-IRM S/C meridian ND [19] and shown 
in Fig 2. The endpots are adhesive fastened whilst the similar Fokker type tube-
with-endpots NDs are electron beam welded. Space validation data for the 
EQUATOR-S operational case are given by [11,12]. 

 
 

 
 

Fig. 1 EQUATOR-S S/C (left picture) and its interior (right picture) showing one of the 
two meridian NDs vertically mounted [12]. One endpot is red indicated.  

 

Fig. 2 AMPTE ND build standard [19]. This damper design is adhesive fastened at the 
endpots whilst the COS-B damper and its successors were electron-beam welded. The 
drawing shows the liquid and vapor tube with the same radius a [mm] whilst the two 
cylindrical endpots have the radius b [mm]. The equilibrium liquid level in the endpots  h ൌ H/2 with H the endpot height which is indicated red. Together with the physical tube 
length L this yields the geometry design set <a, b, L, H>. 
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2.3 COS-B 

The COS-B scientific mission [22] was to study in detail the sources of extra-
terrestrial gamma radiation at energies above about 30 MeV. The successful 
mission had no optical telescopes or complicated scientific instrumentation. The 
only function was to point in the direction of a star or other object and measuring 
its gamma-ray emissions. COS-B was an ESA mission, built and equipped by 
European scientists and launched by NASA. It was ESA's first satellite dedicated 
to a single experiment enabling an extensive survey of the galaxy in the energy 
range 50 MeV to 5 GeV. The spacecraft overall mass equals 278 kg and the 
attitude measurement accuracy 10. Its cylindrical sizes are a height 1.2 m and a 
diameter 1.4 m. The orbit with period T = 37 hour was eccentric (launch 1975-08-
09, perigee 350 km, apogee 100,000 km, inclination 900)  ensuring that the 
satellite was outside the Earth's radiation belts for most of the time [7]. The end of 
the mission coincided with the end of its propellant supply, which had been 
conserved by careful choice of maneuvers. The originally foreseen duration of the 
mission was two years, but COS-B was finally switched off on 25th April 1982, 
having functioned successfully for more than 6.5 years. In spring 1982 a 
dedicated series of space nutation experiments were executed at different 
frequencies and initial nutation angles induced by thruster firing. The position of 
the NDs in the spacecraft is shown in Fig 3. The rich amount of COS-B nutation 
modeling, ground verification and space operational validation data [5] was partly 
re-analyzed.   

 
 

 

 

Fig. 3 COS-B S/C exploded view (left) and enlarged upper stage with a meridian ND [7] 
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3 Airbearing Pendulum Tests  

3.1 Vertical Pendulum  

The vertical plane pendulum used by [12] to verify the EQUATOR-S meridian 
ND performance is shown in Fig 4. In the left picture the two black contra 
weights are visible along the vertical rod whilst the (faintly visible) plexi-glass 
scale model is at the lower side. This scale model is enlarged in the right picture. 
In this pendulum configuration with horizontal axis, springs are not required. The 
angular dependent gravitational acceleration is taken into account in the Euler-
Lagrange equations of the damper liquid motion. 
 

 

 
 

Fig. 4 The vertical pendulum for ND performance verification used by [12]. The meridian 
plexi-glass Performance Test Model (PTM) is enlarged in the right picture. 

3.2 Horizontal Pendulum 

The setup of the Fokker ND performance measurement setup with tests 
oscillations in the horizontal iso-gravity plane is shown in Fig 5. The zoomed-in 
picture at the right side shows the central air-bearing hub, the oscillation springs 
and the ND attachment rail at the end of the mounting arm. One of the two wire-
suspended arms is recognized as well as the two oscillation springs which provide 
the harmonic driving torque. For stiffness and stability reasons a steal test-arm 
with square intersection and length Ra = 2 m was chosen. This limits torsion and 
linear arm oscillations down to < 1% disturbing accelerations of the ND liquid 
damping performance to be tested. The digital angle read-out - an optical encoder 
- and computer system are integrated to monitor the oscillation angle with 2.75” 
resolution. 
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The spacecraft nutation is simulated by the oscillatory movement about the 
vertical rotation axis. The desired pendulum time is provided by two adjustable 
springs and/or additional masses. The horizontal pendulum with vertical axis uses 
the gravitational 1-g force to scale (“replace”) the flight centrifugal acceleration. 
Visible in Fig 5 are the suspension wires of the ND arms and the oscillation 
springs. The NDs themselves are not attached.  

The damping performance at very small angles is analyzed after automatic 
recording and processing of the normalized damping versus the angular amplitude. 
The latter is given by ܴ௔ ·Φ(t) over the specified amplitude range with ܴ௔ the 
mounting arm length and Φ(t)  the momentary air-bearing oscillation angle.  

The damping performance verification is initially obtained by Performance Test 
Model (PTM) scale tests. In a later project phase this is done in addition by the 
Qualification Model (QM) and Flight Model (FM) air-bearing performance tests 
yielding additional damping performance verification.  

The air-bearing arm length ܴ௔  and its Mass-Of-Inertia (MOI) I0 are independent 
of scaling rules. On basis of measurement accuracy trade-offs a compliant arm 
length is chosen. The radius for the FY-2 ND was e.g. taken ܴ௔= 2000 ± 5 mm 
with a total MOI of 199.1 kg·m2 using two dummy models (DMs) without 
damping liquid or 190–200 kg·m2 with two PTMs. The difference is attributed to 
the ‘free’ sloshing motion of the damping liquid in the endpots of the ND. For 
other ND projects specific choices and refined trade-offs are made on the arm 
lengths and the required stability as imposed by the ND test plan.  

 
 

 

 

Fig. 5 Air-bearing setup for the ND damping performance tests at Dutch Space in 1990. 
The red arrow indicates the support rail for the ND which is not attached. 
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The exponential damping time constant ߬௧௘௦௧  is found using single logarithmic 
plots of  the amplitude ܴ௔Φሺݐሻ recorded over a time range  ∆ݐ ൌ ௘ݐ െ  ଴ using 4ݐ
to 5 logarithmic units, i.e., ln ሾΦሺݐ଴ሻ Φሺݐ௘ሻሿ⁄ ൌ 4  to 5 with    ܴ௔Φሺݐሻ ൌ ܴ௔Φ଴݁ି௧ ఛ೟೐ೞ೟⁄ . (1) 

The time test range is related to the required nutation angle range prescribed by 
the specific ND project requirements. The ranges are scaled according space-to-
ground fluid mechanics scaling rules.  

By shifting the extra weights on the test arms the oscillation frequency can be 
varied. The net ND damping time constant  ߬ே஽ is finally obtained by 1߬ே஽ ൌ 1߬ଵ െ 1߬ଶ (2)

with ߬ଵ  the test damping time constant using a PTM, QM or FM and ߬ଶ the test 
damping time constant using a dummy model (DM). The time constant ߬ଶ refers 
to the same test but with the PTM, QM and FMs replaced by dummy models. 
These DMs have the same mass and aerodynamic geometry but do not contain 
damping liquid. This enables the separation of the liquid damping performance 
from the friction of the air-bearing and air resistance. The reduced time constant ߬ே஽ approximates the time constant of the nutation liquid damping only. The 
influence of the test room air-environmental damping and air-bearing friction are 
therefore practically eliminated by applying Eqn. (2).  

The reverse exponential damping time constant (the damping coefficient) is 
related to the normalized average dissipation per (nutation or test) cycle ܲ ഥ  and the 
squared test acceleration ܽ௢ଶ in the liquid tube by  1߬௧௘௦௧ ൌ ܴ௔ଶΩଶܫ௧௢௧ ቆ തܽܲ଴ଶቇ௧௘௦௧ (3) 

with ܫ௧௢௧ ൌ ଴ܫ ൅ ே஽ܫ2  the total inertia about the vertical air-bearing axis, ܫ଴ the test 
arm MOI including resonance tuning weights and ܫே஽ the additional inertia due to 
the test ND thus the PTM, DM, QM or FM. 

The damping coefficient given by Eqn. (3) becomes constant only in the 
laminar oscillation range at very small angles. The constant ߬௧௘௦௧ depends on the 
air-bearing radius, its MOI, the airbearing angular test frequency and the damping 
rate of the test model (PTM, QM, FM and DM). Finally by scaling the 1-g 
damping rate towards its space value, the performance of the FM as function of 
the S/C inertia ratio λ is found. As basic rule five λ values are taken as minimum 
number to define a proper performance check of the FM design. A number of 
precautions are taken to obtain optimal test conditions and accurate results: 

• The total MOI of the air bearing including the NDs (or DMs) is measured   
• The oscillation arms generate airflows. This effect is reduced by doing the 

same measurements with DMs and applying Eqn. (2). Additional disturbance 
effects, possibly caused by people walking around or accidental ventilation 
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flows, are avoided. It was proposed by the author to do tests with 
aerodynamic (ellipsoidal encapsulation) profiles attached to the end of the 
arms around the attached NDs to limit and control the additional airflows 
even further 

• NDs are leveled within arcsecs using a theodolite  
• The air-bearing feet are adjusted up to the level where the end of the arms are 

within arcsec variation  over the full angular range at the operational air-
bearing operational pressure 

• The moving damper liquid exerts a torsional moment on the mounting arms. 
To limit vibrations the torsional material stiffness G [Nm/rad] of the test arms 
is chosen to limit torsional accelerations down to 1% of the maximum 
tangential value. The G value is verified by applying a zero and a well-
defined torsional moment on one end of the mounting arm whilst theodolite 
measurements are made with a mirror at the end of the arm 

• The same kind of engineering arguments hold for the trade-off on the 
effective test arm length which is driven by a < 1% relative magnitude of the 
centrifugal to nutation acceleration 

• The centrifugal flight acceleration field is curved whilst the terrestrial 1-g 
field is straight. This implies a curved FM and a straight PTM. In general, 
however, the FM NDs are chosen straight as well as the PTMs. The effect on 
the damping performance is negligible. To prove this, consider a straight ND 
in a curved acceleration gravity field. It is clear that the acceleration decrease 
in the left part of the liquid tube is symmetrically compensated by an equal 
increase in the right part. The same argument holds for a curved ND in a 
straight 1-g terrestrial gravity field.   

4 EQUATOR-S and COS-B Data Analysis 

4.1 Input Parameters  

The two S/C and their ND design data are given in Table 2. In the last rows the 
relative ND liquid mass and the factor k0 is given. The factor k0 accounts in the 
refined Hagen-Poiseuille (RHP) model [12] for the effective relative amount of 
damping liquid mass.  

The amount of COS-B liquid mass m compared to the S/C mass M - with 
requirement ݉ ⁄ܯ ا 1 as prerequisite of a quasi-rigid S/C configuration - is 
about one third of the EQUATOR-S value whilst the k0 factor is comparable. The 
required 5” extreme nutation angle for COS-B and the less than 0.5” per orbit drift 
requirements follow from the X-ray science experiment requirements [22]. 

4.2 Applicable Models 

Four applicable ND models are dealt with in the given sources in the introduction. 
In the frame of the nutation Verification and Validation (V&V) analysis they are 
briefly summarized here:  
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1. The Hagen-Poiseuille (HP) model considers a fully developed single directional 
flow which is in general not valid due to the harmonic nutation sweep-up forces 
in the liquid tube. Only at low S/C spin-rates with consequently low nutation 
frequencies the model can be used. The HP model is a special class of the 
generic Navier-Stokes solution. The model proved to be well applicable to 
describe and quantify the natural resonance behavior at sweep-up moments of 
nutation in performance verification tests. 

2. The Refined HP (RHP) model [12] is an adapted version of the HP model 
based on the theory derived by [18]. An additional factor k0 accounts for the 
effective relative amount of damping liquid mass in a system with static and 
dynamic (i.e. liquid) inertia contributors. 

3. The Navier Stokes (NS) model derived by solving the Navier Stokes Equation 
(NSE) in the co-rotating S/C body reference frame with the fluid velocity 
relative to the liquid tube.  

4. NS model [8] applied at ESTEC/ESA based on the solution of the NSE but on 
basis of the absolute fluid velocity. It was used beside the previous NS model in 
the Ulysses nutation anomaly study. The power dissipation and resulting 
damping time constants agree seamless though different inertial systems are 
used.  

Table 2  COS-B [5] and EQUATOR-S [12] meridian ND design data 
 

Spacecraft  [source] 
Total mass M [kg] 
Spin axis inertia  IZZ  [kg.m2] 
Spinrate ߱௭ (nom) [rpm] 
BOL inertia ratio λ0    [-] 
Nutation amplitude [degree] 
• Initial 
• Final 
Temperature [deg C] 
Nutation Damper 
Hardware model 
Materials liquid / housing 
ND time constant [s] 
• Theory (NS, RHP) 
• FM space/PTM 
ground  test 
S/C mounting radius Rm [mm] 
Design FM dimensions 
 <a, b, L, H>  [mm] 
FM/PTM  damping liquid 
ND  liquid  temperature [0C] 
ND liquid mass m [kg] 
ND liquid mass ratio m/M [%] 
RHP k0  correction factor [-]  
see Eqn. (5) 

COS-B [5, 7] EQUATOR-S [11, 12]  
278 

54.53 
10 ± 0.1 

1.232 
 

3.8 
< 5” 

-20  to +30 
 
FM              PTM 
PP1/ Al        PP1/ Al 

 
see multiple cases in 

text 
668 

 
4.0, 20.96, 400, 40 

PP1/PP1 
9.9                  18-21 

0.136 
0.049 

 
0.473 

216.9 (dry mass) 
45.35a to 54.67b 

48 to 50 
1.33a to 1.406 b 

 
3.3 

< 1.0c 
+12.7 (nomimal) 

 
FM            PTMd 

PP3/Al       H2O/plexi-glass 
    
38.7   (RHP)   72.3 (RHP) 
38 ± 3(RHP)   72 ± 6 

565 
 

5.0, 23.04, 500, 80 
PP3/H2O 

12.7               18-21 
0.291 
0.134 

 
0.374 

aBooms folded    bBooms deployed    cRange from Fig 6    dNot flight representative      
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The HP, its adapted EQUATOR-S version RHP and the NS model were all used 
to analyze the differences in flight and ground test results. The resonance tuning 
parameter is the nominal inertia ratio ߣ଴ ൌ ௓ܫ ⁄௫ܫ  with ܫ௓ the inertia about the spin-
axis and ܫ௫ ؆  ௬ the lateral inertias about the perpendicular X and Y axis. The S/Cܫ

nutation frequency Ω଴ ൌ ሺߣ଴ െ 1ሻ߱௭ with ߱௭ the S/C spin-rate. This frequency  
has to be tuned with the ND resonance frequency ߱଴  which is is given by ߱଴ଶ߱௭ଶ ൌ α

ܴ଴ܮ௘௙௙ ܽଶܾଶ (4) 

with ܴ଴ the ND mounting radius from to the spin-axis, ܮ௘௙௙ ൎ ܮ ൅ 2ܽ the 
effective damping length, ܮ the liquid tube length, ܽ the liquid tube radius,  ܾ the 
endpot radius whilst ߙ ൌ 1.5 for the HP model and α = 2 for the RHP and NS 
model.  

The RHP model is interesting since the amount of EQUATOR-S damping 
liquid 14% is relatively high making it a case of provoking the issue of S/C quasi-
rigidness which is assumed in the regular ND designs. To account for this a static 
(s) and dynamic (d) part of the inertia tensor is applied so  ࡵ ൌ ࢙ࡵ ൅  The  . ࢊࡵ
model is based on the fluid mechanics theory from [18]. This author treats the 
stationary case of communicating vessels starting with the Bernoulli energy 
conservation along a streamline applying an incompressible liquid without 
damping. The extended case includes damping and oscillatory flows with the 
following restrictions   

• Negligible dissipation losses in the endpots and transition parts of the liquid 
tubes 

• Turbulence magnitude at the entrance and exit of the endpots is the same  
• Instantaneous damp pressure equilibrium above the endpots. 

A liquid inertia correction factor ݇଴  is implemented additionally which quantifies 
the fraction of effective viscous damping mass based on the HP velocity profile. It 
becomes significant at small ܽ ܾ⁄  and ߱௓ since  ݇଴ ൌ ଴ߣሺܮߥ4 െ 1ሻܾଶܴ଴߱௓ ܽସ  (5) 

with ߥ [m2/s]the kinematic viscosity of the damping liquid. In case k0 =100% the 
RHP model equals the HP model with a parabolic velocity profile except for the 
damper resonance frequency as worked out at Eqn. 4. 

In the following sections the different models and their verification will be 
further explored and explained. 

4.3 EQUATOR-S S/C Nutation 

The EQUATOR-S ND design was driven by the RHP model [11] based on [18]. It 
enabled a compliance in the modeling results, air-bearing test results and flight 
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nutation data of the 48 rpm spin-stabilized EQUATOR-S S/C. The RHP model 
derivation starts from the generic case of communicating vessels with, in addition, 
an inertia correction factor to account for the moving liquid mass in the dampers. 

The determination of the flight operational damping time constant is shown in  
Fig -6 with the detected nutation angle versus the elapsed flight time. The RHP 
time constant model results are in good agreement with EQUATOR-S ground test 
and in orbit nutation data [12]. The application of the RHP model however, 
revealed substantial differences compared with the NS model results. These will 
be further analyzed to study the validation range of the diverse models.   

First the EQUATOR-S results from [11, 12] were verified (model calibration) 
by embedding their RHP model in MathCad® code beside the NS as well. Taking 
their nominal inertia λo = 1.33 maximum damping design case with endpot 
diameter 2b = 46.08 mm and liquid tube diameter 2a = 10 mm as calibration case 
at the nutation frequency Ωo = 1.661 rad/s, yields seamless model agreement. The 
two MathCad® models yield ߬  = 50.330 s (NS) and 50.332 s (RHP) versus the 
RHP value 50.33 s given by [12]. 

Flight Validation  

In Fig 7 the flight results of RHP, NS and HP modeling are shown. The flight ND 
model is given by 2b = 45 mm and 2a = 9 mm. The predicted time constants differ 
slightly since ߬ = 69.3 s (RHP MathCad) versus 72.3 s [12] from the RHP model. 
The flight validation value is derived from the exponential decay in Fig 6 and 
yields τflight = 72 ± 6 s. The nominal NS model value τ = 61.3 s is read from Fig 7 
at the nominal nutation frequency Ωo = 1.661 rad/s and nominal inertia λo = 1.33 
(red arrows).  The time constant differences between the NS, HP and RHP model 
predictions at λo = 1.33 are within 15% whilst the flight value is within the range 
of the NS and HP model.  

In the horizontal direction the optimal inertia ratios, i.e. with minimum 
damping time constant, all show significant off-sets compared to the desired 
nominal inertia λo = 1.33 which means a mistuned ND resonance condition. The 
RHP model shows a -3% off-set whilst the NS and HP model show a -5% offset. 
It is remarkable that the EQUATOR-S ND design data  [11, 12] do not reveal an 
essential picture like Fig 7 with the RHP model damping time constant as a 
function of either the nutation frequency Ω or the spacecraft inertia ratio λ. The 
right picture shows the results for an increase of the effective length by 2a (one 
tube diameter) which is a good estimate for the additional damping from the inlet 
and outlet flows at the endpots. The differences are negligible due to the low value 
of  2·a / L = 1.8%.  

The results from Figs 7 and 8 as well as Eqn. (4) show that the ND mass, length 
and damping time constant could have been minimized since the liquid tube length 
can be reduced to -25% (RHP) and even -40% (HP and NS) to get a well-tuned 
condition at Begin-Of-Life (BOL) inertia conditions.  
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Ultimate Nutation Angle  

The EQUATOR-S flight data show a minimum nutation angle < 0.10. No 
additional requirements, test data or test philosophy is given to investigate the 
ultimate damping angle as was done for the COS-B S/C to follow. 

 

 

Fig. 6 The nutation angle attenuation of the EQUATOR-S S/C measured in flight yields the 
flight validation value  τexp = 72 ± 6 s from its exponential decay [12] 

  

L = L0 = 500 mm L = L0 + 2a = 509  mm 
 

Fig. 7 EQUATOR-S S/C flight nutation time constant prediction at T = 12.7 0C by three 
ND models. The red arrow indicates the desired tuning condition. The right picture includes 
the in- and outlet flows yielding an increased effective length by 2a. 

4.4 COS-B S/C Nutation 

The EOL COS-B S/C flight nutation data were analyzed by [5].  The COS-B 
AOCS was equipped with two meridian NDs, shown in Fig 9. In the upper picture 
the liquid and vapor tube, as well as the endpots are partly disguised by its 
structural housing. The lower picture shows the A-A cross-section with the liquid 
tube (a = 4 mm) at the bottom side. 
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L = L0 + 2a = 395 + 9 = 404  mm L = L0 + 2a = 310 + 9 = 319  mm 
 

Fig. 8 EQUATOR-S S/C BOL flight nutation time constant prediction at T = 12.7 0C by 
three ND models. The red arrow indicates the desired tuning condition. The left picture 
shows the -25% reduced optimized length using the RHP model. The right picture shows 
the -40% reduced optimized length on basis of the HP and NS model.  

Nutation experiments were executed during spring 1982 at the S/C End-Of-Life 
(EOL) cycle. The nutation was induced by thruster firings up to angles of 3.8 
degree. The nutation behavior was extracted from the sun sensor telemetry data 
and analyzed by Fast Fourier Transform (FFT) analysis from the S/C oscillatory 
behavior, a method described by [20]. The ND flight performance complies well 
with the NS model predictions. The basic uncertainty in the modeling results is 
caused by inaccuracies in the Moments-Of-Inertia (MOI) values with less than 2% 
absolute error, temperature and position angle of the NDs. Taking these into 
account the re-analyzed results from the NS model [5] are:  

• The nutation decays exponentially in all cases. 
• No correlation exists between the initial nutation angle and the time constant. 
• The in-orbit time constants, resulting from the invoked flight test nutation spin-

rates 9.45 and 17.63 rpm, comply well with the results obtained by NS 
modeling and air-bearing tests. 

• Air-bearing PTM results comply well at lower spin rates (8 rpm)  
• At the high spin-rates 36.6 and 113.4 rpm the air-bearing tests predict less 

damping and consequently higher time constants. 

The Fokker Space models as well as their test setup procedures were improved 
since the development of the COS-B ND according to [5] up to the standard used 
in the design and qualification of the Ulysses, FY-2 and Cluster nutation dampers.    
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Fig. 9 Meridian COSB nutation damper built by (Fokker) Dutch Space [5] 

Flight Validation  

The end-of-life (EOL) space nutation experiments [5] were re-analyzed at the low 
spin-rate range ωz  = 9.45 ± 0.06 rpm and at the higher range ωz  = 17.63 ± 0.02 rpm.  

In Fig 10 the HP, RHP and NS model results are shown at 9.45 rpm spin-rate 
with all other parameters nominal as defined by Table 2 and a ND position angle 
 α = 400  in the equatorial plane with respect to the X-axis. The NS and HP model 
 

 

                L = L0 = 400 mm                  L = L0 + 2a = 408  mm 

Fig. 10 COS-B FM nutation damping prediction by the HP, RHP and NS models at the  
S/C spin-rate 9.45 rpm. The right picture includes the in- and outlet flows accounting for an 
increased effective length by 2a.    
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results show a resonance shift of +5% beyond the specified EOL λo = 1.232 value 
whilst the RHP model shows a shift of +9%.The RHP curve differs significantly 
with less bandwidth. The NS result at the EOL value λo = 1.232 agrees seamless 
with the space experiment results [5], i.e. the flight damping time constant τ = 7.0 
min with standard deviation σ = 0.5. Although the NS and HP curve almost 
coincide as expected at low spin-rates they are not tuned to the End-Of-Life 
(EOL) design.  

The same shifts hold for the model predictions of the nutation performance at 
17.63 rpm spin-rate given in Fig 11. The result at λo = 1.232 matches again 
seamless with the results given by [5] since the extracted flight damping time 
constant τ = 4.2 min with standard deviation σ = 0.3. In both cases the RHP model 
and its time constant prediction is far off and does not apply to the COS-B design 
and its flight performance validation.  

 

  

               L = L0 = 400 mm                  L = L0 + 2a = 408  mm 
 

Fig. 11 COS-B FM damping prediction by the HP, RHP and NS models at 17.63 rpm spin-
rate. The right picture includes the in- and outlet flows accounting for an increased effective 
length by 2a.    

The design and qualification procedures have been significantly improved since 
the development of the COS-B ND up to the standards of the Cluster ND. The 
design can be typically tuned within 0.5% using these standards. The Dutch ND 
design heritage is nowadays concentrated at Aeronamic B.V. in Almelo, The 
Netherlands.  
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Ultimate Nutation Angle  

The COS-B ND contact angle hysteresis below the required 5” flight nutation 
angle is not experimentally detectable. Therefore a scaled experiment was 
executed with a glass-water PTM model. The experiments were executed down to 
air-bearing angular motion levels representative for flight nutation angles less than 
0.2”. Because of the low accuracy, caused by air-bearing turbulence flow 
phenomena in this range, a large number of repetitive experiments were necessary. 
The experimental values, given in Fig 12, are valid in the vicinity of the flight 
spin-rate ωz = 0.661 rad/s. The results were re-analyzed with conclusions: 

• The measured (marked) normalized damping values തܲ/ܽ଴ଶ are determined at 1” 
and 0.2” equivalent flight nutation angles. The 1”and 0.2”series do not show a 
significant difference (magnitude) in damping performance. At these airbearing 
amplitudes the typical damping uncertainty is about 30%. 

• A resonance shift is not recognized going from the 1” to the 0.2” data series. 
This shows that a second time constant from contact angle hysteresis is absent 
for the glass model.  

• The ultimate proof was delivered by refined tests using PTM models with the 
same endpot materials and surface treatment as the FM, e.g. during the FY-2 
and Cluster S/C ND qualification tests. The ultimate linear damping limit 
proved to be beyond the values predicted by the theory from [13].   

 

 

Fig. 12 Re-analyzed NS model results and PTM experiments of the COS-B ND behavior at 
the extreme small flight nutation angle 1.0” and 0.2” in the vicinity of 0.661 rad/s with 
nominal flight  liquid temperature T = 7.5 0C. The vertical scale shows the normalized (by 
the squared nutation acceleration component) average damping dissipation rate.  
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5 Conclusions 

The ND verification and validation data of the following three classes of S/C were 
investigated:   

• The 5 rpm Ulysses and 15 rpm Cluster S/C flight data mention nominal ND 
performance but do not comprise explicit data or in-orbit invoked nutation 
experiments.  

• The 100 rpm MSG and FY-2 S/C data yield in-orbit AOCS compliance with 
the ND designs.  

• The EQUATOR-S at 48-50 rpm and COS-B S/C at 9.45-17.63 rpm records 
yield very interesting data.  

A systematic model comparison for the latter two was conducted yielding the 
following results: 

• The relative amount of COS-B liquid mass, with requirement m/M << 1 as 
prerequisite of a quasi-rigid S/C configuration, is about one third of the 
EQUATOR-S value. The “free liquid” k0 factor accounting for the applicability 
of the RHP model is comparable.  

• The EQUATOR-S RHP (Refined Hagen-Poiseuille Model) flight damping time 
constant prediction is within 15% compared to the NS and HP model. Peculiar 
is the fact that the RHP model which drove the ND design, shows a -3% 
resonance offset from the design value λo = 1.33.  

• The EQUATOR-S ND design data [11, 12] do not reveal an essential picture 
with the modeled time constant as a function of the S/C inertia ratio λ. The 
frequency tuning of the ND is not mentioned but only the agreement in 
damping time constant between the RHP model results, air-bearing verification 
data and nominal flight results. The considerable -3% offset from the ND 
resonance frequency (with consequently optimum damping) indicates that the 
mass of the EQUATOR-S ND could have been reduced.  

• The plexi-glass EQUATOR-S PTM model has totally different end pot 
materials, surface treatment (if any) and RMS roughness compared to the 
Aluminum FM. Despite these differences the PTM tests show a good RHP 
based agreement with the FM flight and ground test damping time constant 
results.  

• The Dutch Space COS-B flight nutation data have been embedded in the HP, 
RHP and NS model predictions. At the spin-rates 9.45 and 17.63 rpm excellent 
damping performance agreement was found with the developed HP and NS 
MathCad® coded models. The RHP model shows an additional resonance off-
set of 4% compared to the NS and HP modeling. In both cases the RHP model 
and its time constant prediction is far off and does not comply with the COS-B 
design and its flight performance validation.  
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• The COS-B ultimate damping angle tests with the PTM glass model did not 
reveal a second time constant due to end pot hysteresis phenomena. This is 
concluded after studying and re-analyzing the results of a high number of 
repetitive tests at 1.0 and 0.2” ultimate angles in air-bearing tests. An ultimate 
nutation angle analysis for the EQUATOR-S ND design is not given. 

• It can be concluded that the NS model derived in the co-rotating S/C body 
reference frame is the backbone of ND design on basis of its superior V&V 
status. 
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Abstract. This work is concerned with the development of a suboptimal
control algorithm for Markovian jump-linear systems, and its application
to fault-tolerant spacecraft magnetic attitude control. For completeness, the
jump-linear quadratic optimal controller with full state and mode informa-
tion is presented. Relaxing the assumption of perfect mode information, a
similar optimal control problem is formulated where the mode is observed
via discrete measurements. The elements of the measurement matrix, i.e. the
probabilities for correct and wrong mode observations are assumed known.
The optimal controller is developed, which requires an exponentially growing
computational burden, and a suboptimal controller is proposed that only re-
quires knowledge of the current mode measurement. This controller is finite
memory and possess some of the classical linear quadratic regulator features
such as the linear state feedback structure and a state quadratic optimal cost-
to-go. The performances of the suggested algorithm are illustrated through
extensive Monte-Carlo simulations on a simple numerical example. A realis-
tic fault-tolerant spacecraft magnetic attitude controller is developed based
on the proposed approach. The attitude controller succeeds in mitigating the
destabilizing effect of corrupted mode observations while being computation-
ally efficient.
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1 Introduction

Jumping parameters processes, also called step processes, are commonly used
in order to model abrupt parametric variations in the models of dynami-
cal systems due for instance to sensors or actuators failures. Such processes
also allow to incorporate state discontinuities in the differential equations
that govern the system dynamics and they are useful when approximating
non-linear systems by a set of linearized models [1]. Research focused on
the development of optimal control algorithms when both the state of the
system and the value of the step process (“the mode”) are instantaneously
available. Stochastic minimum principles were given for non-linear [2] and
linear [3] continuous-time systems where the jumping process is modeled as
a Markov step processes. Further works on quadratic regulation of Jump
Linear systems investigated the influence of additive diffusive process noise
on the optimal control [4], the case where the mode transition probability
matrix is a stochastic variable [5], and where the state discontinuities have
random amplitudes [6]. Following the stochastic Dynamic Programming ap-
proach, quadratic regulators of Jump Linear systems were developed in the
continuous-time [7] and discrete-time [8] settings. The working assumptions
in Ref. 7 were that full state and mode information was available and that a
Markov feedback control law was sought. The jumping parameter was mod-
eled as a finite-state continuous-time homogenous Markov step process with
ν possible values and a known differential transition matrix. The highlights of
that work are that the control is linear in the dynamic state, with gain param-
eters that are determined by the simultaneous backward propagation of a set
of ν coupled Riccati differential equations, where the coupling captures the
effect of the stochastic mode-switching on the state dynamics. These gains,
however, depend on the current value of the mode. In applications, the mode
variations would represent parametric variations in linear dynamics, and such
variations are usually not directly accessible to physical measurements. For
this reason, the model described is of limited practical interest. On the other
hand, when the assumption of full information is relaxed, optimal control and
estimation solutions are known to yield algorithms with exponentially grow-
ing memory [9]. This motivated the development of suboptimal but practical
algorithms that can operate on systems with process and measurement noises
and where the state only is observed. To achieve practicality such algorithms
rely on approximations in the hypothesis pruning or in the expression for the
optimal return function [10]. Such a sub-optimal controller is suggested in
Ref [11] under the assumptions of known continuous state while the mode is
detected after some random delay, which probabilistic model is given.

This work is concerned with the development of an approximate jump-
linear quadratic controller with partial mode information and its applica-
tion to spacecraft attitude control. This work briefly reviews the general
jump-linear quadratic controller under full state and mode information. Re-
laxing the assumption of perfect mode information, the mode is observed
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via discrete-valued measurements with known conditional probability distri-
bution. The optimal solution is presented, the conflict between optimality
and practicality is noted, and a computationally efficient suboptimal algo-
rithm is suggested. The proposed algorithm has got some of the classical
Linear Quadratic regulator features: recursion, linear state feedback, state
quadratic optimal cost-to-go, which are direct consequences of the nested
property of the information patterns and of the full continuous-state infor-
mation. The gain computation, however, depends on the specific information
structure. The proposed suboptimal controller is a finite memory controller
and a look-up table for the gains can be computed off-line. Comparative re-
sults of an extensive Monte-Carlo simulation for a simple system illustrate
the efficiency of the proposed algorithm that mitigates the destabilizing effect
of corrupted mode observations. The detailed developments of the optimal
and the proposed suboptimal jump-linear quadratic controllers are presented.
The novel approximate controller is compared to other hybrid systems con-
troller. The modeling of failures in the context of spacecraft attitude dynamics
are described and their embedding in the framework of jump-linear system
is addressed. Focus is made on failures in magnetic sensing and actuators,
which are common on-board small satellites. Simulations for an Earth or-
biting three-axis magnetically stabilized small spacecraft is performed under
realistic modeling assumptions and results from extensive Monte-Carlo sim-
ulations are presented.

2 Jump-Linear Quadratic Control Problem

Consider the following discrete time jump-linear dynamical system

x
k+1

= A(y
k
)x

k
+B(y

k
)u

k
+w

k
k = 0, 1, . . . , N − 1 (1)

where x
k
∈ Rn, u

k
∈ Rm, w

k
∈ Rn, A(y

k
) ∈ Rn×n, B(y

k
) ∈ Rn×m, {w

k
:

k=0,1,. . . ,N-1} is a zero mean white sequence, with known covariance matri-
ces, Wk, and {yk

: k = 0, 1, . . . , N − 1} is a scalar autonomous Markov chain
with finite state space S

y
={1, 2, . . . , ν} and transition matrix P ; that is,

P [i, j] = pij = Pr(y
k+1

= j | y
k
= i) (2)

The sequences {y
k
}, and {w

k
} are assumed to be independent one from the

other and from the initial conditions x
0
. The system represented by the joint

state {xk, yk}, which dynamics is governed by Eq. (1) and by the above as-
sumption on {yk}, belongs to the class of Markovian jump-linear systems [7].
Typically, the continuous states, xk, represent physical quantities while the
discrete state, yk, represents a logical state that describes a “mode” of oper-
ation of the system. In the context of fault modeling, occurrences of failures
are modeled by the switch of the Markov chain state, yk, from one value
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to another, according to a priori transition probabilities. Let J denote the
following quadratic cost function

J = E

{
N−1∑
k=0

‖x
k+1

‖2Q(y
k
) + ‖u

k
‖2R(y

k
)

}
(3)

where Q(y
k
) ∈ Rn×n, Q(y

k
) ≥ 0 , R(y

k
) ∈ Rm×m, R(y

k
) > 0, for k =

0, 1, . . . , N − 1. The jump-linear quadratic control problem (JLQ) [13, Ch. 2]
consists in finding the sequence {u

k
} that minimizes the cost J in Eq. (3) sub-

ject to Eq. (1) and under the assumptions of state and mode full information.
The set of admissible controls is the set of functions of the available infor-
mation. This type of controller is called “fault-tolerant” because its design
simultaneously accounts for failure-driven dynamics of the physical states.
The random variables A(y

k
), B(y

k
), Q(y

k
), and R(y

k
), will be denoted by

A
k
, B

k
, Q

k
, and R

k
, respectively. The solution to the full information JLQ

problem [2, 8] yields a linear controller where the gains are computed as
follows:

Initialize the algorithm with

K{yN , N} = 0 yN = 1, 2, . . . , ν (4)

For k = N − 1, N − 2, ..., 0, and yk = 1, 2, . . . , ν, compute,

K̃{yk, k + 1} =
ν∑

j=1

pyk,j K{j, k + 1}+Qk (5)

M {yk, k} =
(
Rk +Bk

T K̃ {yk, k + 1}Bk

)−1

BT
k K̃ {yk, k + 1}A

k
(6)

K {yk, k} = A
k

T K̃ {yk, k + 1} (A
k
−BkM {yk, k}) (7)

Notice that Eqs. (5)- (7) are functions of the mode yk and consist, thus,
of a set of ν coupled backward Riccati-like equations. These computations
yield ν sequences of gain matrices M{yk, k}, k = 0, 1, . . . , N − 1, which are
mode dependent and can be computed off-line. The control algorithm is then
applied as follows: at each time step k, yk and x

k
are known and the adequate

gain matrix M{yk, k} is selected. The control, u∗
k, is

u∗
k = −Mk xk (8)

where Mk denotes M{yk, k}, for simplicity. Notice that the linear structure
of the control law Eq. (8) is an outcome of the optimal control derivation and
not an assumption. As a by product, the optimal cost-to-go is computed as
follows:
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J∗
k
= ‖x

k
‖2Kk

+

N−1∑
i=k

tr
(
WiK̃i+1

)
(9)

where Kk, K̃i+1 denote, respectively, the matrices K{yk, k} and K̃{yk,k+1 },
from Eqs. (4), (7). The optimal cost-to-go J∗

k is computed forward along with
the optimal control sequence.

3 JLQ Control with Discrete Mode Observations

3.1 Problem Formulation

Consider the same discrete time jump-linear dynamical system as given in
Eq. (1) with the same assumptions on the dynamics of the mode, on the
noises, and on the state-x

k
information. It is also assumed that the mode

y
k
is observed and that the mode measurements are discrete-valued random

variables. Let {z
k
: k = 0, 1, . . . , N − 1} denote the sequence of observations

of the mode yk and let Sz ={1, 2, . . . , ν} denote the finite state space of each
observation zk. The mode measurement model is characterized by a priori
probabilities of correct and missed detections as follows

Πk[i, j]


= Pr (zk = i |yk = j) (10)

Considering the following quadratic cost function,

J = E

{
N−1∑
k=0

‖x
k+1

‖2Q(y
k
) + ‖u

k
‖2R(y

k
)

}
(11)

where Q(y
k
) ∈ Rn×n, Q(y

k
) ≥ 0 and R(y

k
) ∈ Rm×m, R(y

k
) > 0, k =

0, 1, . . . , N −1, a sequence of control vectors {u
k
} is sought that minimizes J

subject to Eq. (1), under the assumption of full information on x
k
. The set

of admissible controls is the set of functions of the present and past history
of the state x

k
and of the observations zk.

3.2 Optimal and Suboptimal Solution

The optimal solution to this problem was developed via Dynamic Program-
ming (Appendix A) and is summarized next. The detailed developments will
be provided in the final manuscript.

Initialize the algorithm with

S̃N = 0 (12)
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For k = N − 1, N − 2, ..., 0, compute

Sk

(X k+1,Zk+1, yk
)
= S̃k+1 +Qk (13)

Γk

(X k,Zk
)
=
(
BT

k SkBk +Rk

)−1

BT
k SkAk (14)

S̃k

(X k,Zk
)
= AT

k SkAk −AT
k SkBkΓk (15)

where X k 

= {x

0
,x

1
, . . . ,x

k
} and Zk 


= {z
0
, z

1
, . . . , z

k
} denote the histories of

{x
k
} and {z

k
}, respectively. The variables F in Eqs. (14) and (15) are defined

as follows:

F (X k,Zk)


= E{F | X k,Zk} (16)

Considering the conditioning sequence in Eq. (16) the computation of these
conditional expectations would require a growing memory size. Two approx-
imate solutions are examined, first only the mode observation histories Zk

are retained, i.e., by computing the following conditional expectation

F̃ (Zk) = E{F | Zk}

The computations of F̃ (Zk) are performed as follows (Proof in Appendix B):

˜F (Zk
) =

∑

zk+1∈Sz

∑

yk∈Sy

F
(

yk,Zk
, zk+1

)

×
∑ν

yk+1

{

Pr
(

zk+1|yk+1

)

Pr
(

yk+1|yk
)}

∑ν
yk−1

{

Pr
(

yk|yk−1

)

Pr
(

yk−1, zk|Zk−1
)

Pr
(

yk−1

)

}

∑ν
yk−1

{

Pr
(

yk−1, zk|Zk−1
)

Pr
(

yk−1

)}

(17)

which yields the following expressions as a function of the model parameters:

F̃ (Zk−1, zk = ζ) =

ν∑
i=1

ν∑
j=1

F (j, i,Zk) (18)

×
∑ν

r=1

{
π
(k+1)
ir pjr

}∑ν
l=1

{
pljΛ

(k−1)
ζl (Zk−1) Pr (yk−1 = l)

}
∑ν

m=1

{
Λ
(k−1)
ζm (Zk−1) Pr (yk−1 = m)

} (19)

where pij denotes the element at location i, j in the transition matrix P , π
(k)
ij

denotes the element at location i, j in the matrix Πk and Λ
(n)
ζl (Zn) can be

computed as as follows:
Initialize the computation with

Λ
(0)
ij (ζ) =

∑ν
r=1

{
π
(1)
ir pjr

}
π
(0)
ζj Pr (y0 = j)∑ν

τ=1

{
π
(0)
ζτ Pr (y0 = τ)

} (20)
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For k = 1, 2, ..., n, compute

Λ
(k)
ij (Zk−1, zk = ζ) =

∑ν
r=1

{
π
(k+1)
ir pjr

}∑ν
l=1

{
pljΛ

(k−1)
ζl (Zk−1) Pr (yk−1 = l)

}

∑ν
m=1

{
Λ

(k−1)
ζm (Zk−1) Pr (yk−1 = m)

}

(21)

The resulting algorithm for that approximation also has substantial compu-
tational burden of about νk, which leads to the second suggested approximate
solution by retaining only the current mode observation zk, i.e., by computing
the following conditional expectation

F (z
k
) = E{F | zk}

The computations of F (z
k
) are performed as follows (Proof in Appendix B):

F (zk) =
∑

zk+1∈Sz

∑
yk∈Sy

F (yk, zk+1)

×
Pr (zk|yk) Pr (yk)

∑
yk+1∈Sy

{Pr (zk+1|yk+1) Pr (yk+1|yk)}∑
yk∈Sy

{Pr (zk|yk) Pr (yk)} (22)

which yields the following expressions as a function of the model parameters:

F (ζ) =

ν∑
i=1

ν∑
j=1

F (j, i)
π
(k)
ζj

∑ν
r=1

{
p
(k)
rj Pr (y0 = r)

}∑ν
l=1

{
π
(k+1)
il pjl

}
∑ν

m=1

{
π
(k)
ζm

∑ν
μ=1

{
p
(k)
μm Pr (y0 = μ)

}} (23)

for z
k
= ζ = 1, 2, . . . , ν, where p

(k)
ij denotes the element at location i, j in the

power matrix P k and π
(k)
ij denotes the element at location i, j in the matrix

Πk. The rationale for that approximation is that the resulting algorithm has
got the same computational burden as the full information JLQ controller
while, partly, accounting for the imperfect information. The gain computa-

tions consist of Eqs. (12) - (15) where F is replaced by F from Eq. (23).

Notice that the expressions for F are functions of z
k
, where z

k
= 1, 2, . . . , ν.

These computations thus involve a set of ν coupled backward matrix equa-
tions. These computation are performed off-line and the gains are stored in
a look-up table with ν possible values at each step. The resulting control is
linear:

uk = −Γk xk (24)
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As a by-product, the algorithm produces the cost-to-go:

J∗
k
= ‖x

k
‖2
˜S
k

+

N−1∑
i=k

tr (W
i
S

i
) (25)

since Qk and Rk are design parameters, they can be chosen via trial and error
such as to achieve desired performances. Throughout the paper this algorithm
will be addressed as the proposed suboptimal JLQ controller. For the special
case where there are no errors in the mode observations, it is straightfor-
ward to show that the proposed algorithm boils down to the standard JLQ
controller.

3.3 Numerical Simulation

The performance of the proposed JLQ control algorithm are illustrated over
a simple system via extensive Monte-Carlo simulations. A scalar jump-linear
system with three possible values of the mode is considered. The dynamics
equation parameters and the cost function weights are given Table 1.

Table 1 System Parameters and Cost Function Weights

yk Ak Bk Qk Rk

1 0.1 1 5 1
2 0.9 2 4 2
3 4 4 2 0.5

The transition probability matrix of the Markov chain y
k
is given as follows:

P =

⎛⎝0.6 0.1 0.3
0.1 0.7 0.2
0.1 0.1 0.8

⎞⎠ (26)

The a priori probabilities for correct and for wrong detections are given as
follows:

Π =

⎛⎝ 0.5 0.25 0.25
0.25 0.5 0.25
0.25 0.25 0.5

⎞⎠ (27)

The initial state was chosen to be x0 = 3, the process noise was a zero-mean
Gaussian white sequence with a standard deviation of 0.05 and the initial
mode distribution was Pr(y0) = [1/3, 1/3, 1/3]. Four simulation cases were
examined. In Case 1, there are perfect state and mode measurements and
the standard JLQ algorithm is applied. In Case 2, the mode measurement
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sequence is corrupted, according to the mixing matrix Π in Eq. (27), and
the proposed suboptimal JLQ controller is implemented. In Case 3, the novel
algorithm is applied in presence of perfect state and mode information. The
latter checks the conservativeness of the proposed algorithm. In Case 4, the
standard JLQ algorithm is applied in presence of corrupted mode measure-
ments. This clearly illustrates the motivation for the proposed work. For each
case 1000 Monte-Carlo simulation runs were performed along a time space of
30 steps and their averages were computed for each step of the state cost-to-go
histories. The results are summarized in Figs. 1 and 2.

Another simulation Case was examined, Case 5, in this case the mode
measurement sequence is corrupted and the suboptimal JLQ algorithm based
on the increasing mode measurement history is applied (Eq. (19)). Comparing
that case to Case 2 show that the novel algorithm achieve fairly close results
with much less computational burden. For each case, 1 2 and 5, 10000 Monte-
Carlo simulation runs were performed along a short time space of 9 steps, due
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Fig. 1 Monte-Carlo means of the state trajectories and an example for the mode
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to the substantial computational burden of Case 5, and their averages were
computed for each step of the state. The results are summarized in Fig. 3.

4 Fault-Tolerant Spacecraft Magnetic Attitude Control

In this section, the efficiency of the proposed fault-tolerant control approach
is illustrated on a spacecraft attitude control problem. The case considered is
of a very small satellite flying around the earth on a Low-Earth-Orbit, with
a mass of a few kilograms. Three Cartesian coordinate reference frames are
considered. The first is the inertial (I) frame, its origin is at Erth’s center,
the z axis coincide with Earth’s rotational axis, the x axis point towards a
fixed celestial point and y axis is completes a right hand orthogonal frame.
The second reference frame is the orbit (O) frame, its origin is at the space-
craft center of mass, the z axis is directed towards nadir, x axis is along the
spacecraft orbital velocity vector and y axis also completes a right-handed
frame. The third coordinate frame is the body (B) frame, it is also centered
at the spacecraft center of mass and its axes coincide with the spacecraft
principal axes. The satellite is assumed to be equipped with magnetic actua-
tors only in order to regulate its nadir-pointing attitude. Magnetic actuators,
a.k.a magnetorquers, are typical to small spacecraft close enough to the earth
such that the magnetic field intensity allows efficient torques. The dynamical
model of the satellite is as follows:

Jω̇BI + ωBI × JωBI = m× bB + τ g + nd (28)

where ωBI denotes the angular velocity of the satellite B frame with respect
to the inertial I frame along the B frame. τ g is the gravity gradient torque
expressed in the B frame, bB is the body-referenced Earth magnetic field and
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m is the body-referenced magnetic control dipole generated by the magne-
torquer. nd is the perturbation torque, it is modeled as a Gaussian zero-mean
noise process, it reflects the uncertainty in the satellite model, which is fore-
most due to residual magnetic torques and atmospheric drag. The quaternion
kinematics model is considered as follows,

q̇ =
1

2
Ωq (29)

Ω =

⎛⎜⎜⎝
0 ωBO

z −ωBO
y ωBO

x

−ωBO
z 0 ωBO

x ωBO
y

ωBO
y −ωBO

x 0 ωBO
z

−ωBO
x −ωBO

y −ωBO
z 0

⎞⎟⎟⎠ (30)

where ωBO denotes the body-referenced angular velocity of B with respect
to O. Using rigid body assumptions and small angle approximations, the
dynamics and the kinematics modeling equations lend themselves to a set of
linear differential equations [12],

ẋ = Ax+B(t)m+Gnd (31)

And it is expressed as follows:,

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

φ̇

θ̇

ψ̇
ω̇BO
x

ω̇BO
y

ω̇BO
z

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

−4ω2
orσ1 0 0 0 0 ωor (1− σ1)
0 3ω2

orσ2 0 0 0 0
0 0 ω2

orσ3 −ωor (1 + σ3) 0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

φ
θ
ψ

ωBO
x

ωBO
y

ωBO
z

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

+

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0
0 0 0
0 0 0

0 bz
J11

− by
J11

− bz
J22

0 bx
J22

by
J33

− bx
J33

0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎝
mx

my

mz

⎞

⎠+

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0
0 0 0
0 0 0
1

J11
0 0

0 1
J22

0

0 0 1
J33

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

nd (32)

σ1 =
J22 − J33

J11
(33)

σ2 =
J33 − J11

J22
(34)

σ3 =
J11 − J22

J33
(35)
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The angles φ, θ and ψ are the roll, pitch, and yaw Euler angles, respectively.
The magnetic control torques are proportional to the magnetic field com-
ponents and to the on-board magnetic dipole components (with bounds of
1Am2). The magnetic field along the trajectory, the attitude, and the at-
titude rates are assumed known. Three types of modes are considered. The
first mode is the “healthy” mode where no failures of the magnetometers nor
disturbances in the magnetorquers occur. In the second mode, the magnetic
rods are assumed to loose efficiency due to a loss of voltage. The logic of this
mode consists in maintaining an attitude stabilization capability to some ex-
tent, while saving power. The third mode happens when the magnetometers
fail to sense the magnetic field by loosing 90% of their output signal strength.
These three modes, i.e., the healthy and the two failed modes, are assumed
to occur at random according to the next transition probabilities,

P =

⎛⎝0.985 0.01 0.005
0.02 0.975 0.005
0.02 0.02 0.96

⎞⎠ (36)

and their occurring is detected with same correct and wrong a priori proba-
bilities as in Eq. (27). The weighing matrices, Q(y) and R(y), were tuned such
as to fit with the model assumptions and to yield best possible performances.
An example for associated parameters for the modes are displayed in Ta-
ble 2. The dynamical state was initialized with, {20[deg];−15[deg]; 15[deg]; 1×
10−3[ radsec ]; 5×10−4[ radsec ];−1.2×10−3[ radsec ]}, and it was assumed that the initial
mode was chosen at random in each run using the steady-state distribution
{0.571, 0.317, 0.111}. Extensive Monte-Carlo simulations were run in order
to illustrate the proposed regulator performances. Four cases were tested.
Case 1 consists in applying the JLQ regulator of Section 1 when the mode
is perfectly known. Case 2 consists in applying the proposed fault-tolerant
JLQ regulator when the mode is measured with errors. In Case 3, the fault-
tolerant JLQ algorithm is applied while the mode is perfectly measured, and
in Case 4 the original JLQ is applied while the mode is imperfectly measured.
The results are summarized in Figs. 4 and 5. The plots depict the time histo-
ries of the pointing errors for all four cases. Figure 4 shows that the applied
JLQ magnetic attitude controllers succeed in achieving a nadir-pointing ac-
curacy of the order of 1 degree in steady state for Cases 1, 2, and 3, and
that cases 2 and 3 show relatively close performance. Figure 5 illustrates the
fact that the original JLQ attitude controller can not handle imperfect mode
measurements.
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Table 2 Modes and Parameters

yk Bk(yk) Qk(yk) Rk(yk)

Ideal

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0
0 0 0
0 0 0

0 bz
J11

− by
J11

− bz
J22

0 bx
J22

by
J33

− bx
J33

0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

38 0 0 0 0 0
0 25 0 0 0 0
0 0 20 0 0 0
0 0 0 0.1 0 0
0 0 0 0 0.1 0
0 0 0 0 0 0.1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎝
2.5 0 0
0 25 0
0 0 10

⎞

⎠

Power
saving

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0
0 0 0
0 0 0

0 bz
J11

− by
J11

− bz
J22

0 bx
J22

by
J33

− bx
J33

0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

38 0 0 0 0 0
0 25 0 0 0 0
0 0 20 0 0 0
0 0 0 0.1 0 0
0 0 0 0 0.1 0
0 0 0 0 0 0.1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎝
300 0 0
0 800 0
0 0 400

⎞

⎠

90%
decrease

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0
0 0 0
0 0 0

0 0.1bz
J11

− 0.1by
J11

− 0.1bz
J22

0 0.1bx
J22

0.1by
J33

− 0.1bx
J33

0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

38 0 0 0 0 0
0 25 0 0 0 0
0 0 20 0 0 0
0 0 0 0.1 0 0
0 0 0 0 0.1 0
0 0 0 0 0 0.1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎝
4 0 0
0 50 0
0 0 10

⎞

⎠
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Fig. 4 Pointing errors for Cases 1 to 3. Monte-Carlo averages (100)
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Fig. 5 Pointing errors in Cases 2 and 4. Monte-Carlo averages (100)

5 Conclusion

In this work, a novel suboptimal JLQ controller is suggested for discrete-time
dynamical systems under the assumptions of full state information and a pri-
ori probabilities for correct and for wrong mode detections. Comparative re-
sults of an extensiveMonte-Carlo simulation for a simple system illustrates the
efficiency and conservativeness of the proposed algorithm that mitigates the
destabilizing effect of corruptedmode observationswhile having the same com-
putational burden as the full information JLQ controller. The fault-tolerant
spacecraft attitude control results illustrate the validity of the approach, show-
ing a steady state pointing accuracy of a few degrees, which is typical for mag-
netic based small satellites control performances. This general approach shows
flexibility from the modeling standpoint and proves to be promising for the de-
velopment of successful fault-tolerant attitude controllers.

Acknowledgements. This research was supported by The Israel Science Foun-
dation (grant No. 1546/08).

Appendix

A Recursive Formulation of the Control Problem via
Dynamic Programming:

Given the cost function,

J = E

{
N−1∑
k=0

‖xk+1‖2Qk
+ ‖uk‖2Rk

}
(37)
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Consider the problem of minimizing J with respect to {u
k
},

J∗
k

(X k,Zk
) 

= min

UN−1
k

E

{
N−1∑
i=k

‖xi+1‖2Qi
+ ‖ui‖2Ri

|X k,Zk

}
(38)

where X k 

= {x

0
,x

1
, . . . ,x

k
} and Zk 


= {z
0
, z

1
, . . . , z

k
} denote the histories of

{x
k
} and {z

k
}, respectively.

Recursive formulation of the control problem:

Start with step N − 1 :

min
uN−1

J∗
N−1 = min

uN−1

E
{

‖xN‖2
QN−1

+ ‖uN−1‖ 2
RN−1

|XN−1,ZN−1
}

xN = AN−1xN−1 + BN−1uN−1 + wN−1

min
uN−1

J
∗
N−1 = min

uN−1

E
{

‖AN−1xN−1 + BN−1uN−1 + wN−1‖2
QN−1

+ ‖uN−1‖ 2
RN−1

|XN−1,ZN−1
}

= min
uN−1

{‖uN−1‖ 2

E
{

BT
N−1

QN−1BN−1+RN−1|XN−1,ZN−1
}

+ ‖xN−1‖2

E
{

AT
N−1

QN−1AN−1|XN−1,ZN−1
}

+ 2xT
N−1E

{

AT
N−1QN−1BN−1|XN−1,ZN−1

}

uN−1

+ 2x
T
N−1 E

{

A
T
N−1QN−1wN−1|XN−1

,ZN−1
}

︸ ︷︷ ︸

=0

+ 2uT
N−1 E

{

BT
N−1QN−1wN−1|XN−1,ZN−1

}

︸ ︷︷ ︸

=0

+ E
{

wT
N−1QN−1wN−1|XN−1,ZN−1

}

︸ ︷︷ ︸

Trace{WN−1QN−1}

}

= min
uN−1

{
∥

∥

∥
uN−1+

[

BT
N−1QN−1BN−1 + RN−1

]

−1

BT
N−1QN−1AN−1xN−1‖

2

BT
N−1

QN−1BN−1+RN−1
}

+ ‖xN−1‖2

AT
N−1

QN−1AN−1−AT
N−1

QN−1BN−1

[

BT
N−1

QN−1BN−1+RN−1

]−1BT
N−1

QN−1AN−1

+ tr {WN−1QN−1}

And for summary the solution for step N − 1 is,

u∗
N−1 = −

[
BT

N−1QN−1BN−1 +RN−1

]
−1BT

N−1QN−1AN−1xN−1 = −ΓN−1xN−1

(39)

J∗
N−1 = ‖xN−1‖2

AT
N−1

QN−1AN−1−AT
N−1

QN−1BN−1ΓN−1
+ tr {WN−1QN−1} (40)

J∗
N−1 = ‖xN−1‖2S̃N−1

+ tr {WN−1QN−1} (41)
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Step N − 2 :

J∗
N−2

(

XN−2,ZN−2
)

≡ min
U

N−1
N−2

E

⎧

⎨

⎩

N−1
∑

i=N−2

‖xi+1‖2
Qi

+ ‖ui‖2
Ri

|XN−2,ZN−2

⎫

⎬

⎭

= min
U

N−1
N−2

E
{

‖xN‖2
QN−1

+ ‖uN−1‖ 2
RN−1

+ ‖xN−1‖2
QN−2

+ ‖uN−2‖ 2
RN−2

|XN−2
,ZN−2

}

= min
uN−2

E{‖xN−1‖2
QN−2

+ ‖uN−2‖ 2
RN−2

+ min
uN−1

E{‖xN‖2
QN−1

+ ‖uN−1‖ 2
RN−1

|XN−1,ZN−1}|XN−2,ZN−2}

= min
uN−2

E
{

‖xN−1‖2
QN−2

+ ‖uN−2‖ 2
RN−2

+ J∗
N−1|XN−2,ZN−2

}

= min
uN−2

E
{

‖xN−1‖2
QN−2

+ ‖uN−2‖ 2
RN−2

+ ‖xN−1‖2
S̃N−1

+ tr {WN−1QN−1} |XN−2,ZN−2
}

= min
uN−2

E
{

‖xN−1‖2
QN−2+S̃N−1

+ ‖uN−2‖ 2
RN−2

|XN−2,ZN−2
}

+ tr {WN−1QN−1}

The solution for step N − 2 is,

u∗
N−2 = −

[
BT

N−2

(
QN−2 + S̃N−1

)
BN−2 +RN−2

]
−1

BT
N−2

(
QN−2 + S̃N−1

)
AN−2xN−2

u∗
N−2 = −ΓN−2xN−2

J∗
N−2 = ‖xN−2‖2

AT
N−2(QN−2+S̃N−1)AN−2−AT

N−2(QN−2+S̃N−1)BN−2ΓN−2

+ tr {WN−1QN−1}+ tr
{
WN−2

(
QN−2 + S̃N−1

)}
= ‖xN−1‖2AT

N−2SN−2AN−2−AT
N−2SN−2BN−2ΓN−2

+

N−1∑
i=N−2

tr {WiSi}

It is straightforward to show that the solution for step k is,

u∗
k = −

[
BT

k

(
Qk + S̃k+1

)
Bk +Rk

]
−1BT

k

(
Qk + S̃k+1

)
Akxk = −Γkxk

(42)

J∗
k = ‖xk‖2AT

k SkAk−AT
k SkBkΓk

+

N−1∑
i=k

tr {WiSi} = ‖xk‖2S̃k
+

N−1∑
i=k

tr {WiSi}

(43)

Where, for k = N initialize the computation with

S̃N = 0 (44)
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For k = N − 1, N − 2, ..., 0, compute

Sk

(X k+1,Zk+1, yk
)
= S̃k+1 +Qk (45)

Γk

(X k,Zk
)
=
(
BT

k SkBk +Rk

)−1

BT
k SkAk (46)

S̃k

(X k,Zk
)
= AT

k SkAk −AT
k SkBkΓk (47)

The variables F in Eqs. (46) and (47) are defined as follows:

F (X k,Zk)


= E{F | X k,Zk} (48)

B Conditional Expectation Approximations

In the case examined in this work there is a need to calculate a conditional
expectation of the next form,

F (X k,Zk)


= E{F | X k,Zk} (49)

Considering the conditioning sequence in Eq. (49) the computation of these
conditional expectations would require a growing memory size. Two approx-
imate solutions are examined, the first approximation is the case where only
the mode observation histories Zk are retained, i.e., by computing the fol-
lowing conditional expectation

E
{
F |X k,Zk

} ≈ F̃ (Zk) = E{F | Zk} = E
{
F
(
yk,Zk, zk+1

) |Zk
}

(50)

F̃ (Zk) =
∑

zk+1∈Sz

∑
yk∈Sy

F
(
yk,Zk, zk+1

)
Pr
(
yk, zk+1|Zk

)
(51)

In order to find the expression for the conditional probability Pr
(
yk, zk+1|Zk

)
we will first examine the analytic solution from step k=0,

Pr
(
y0, z1|Z0

)
=

Pr
(
y0, z1,Z0

)
Pr (Z0)

=
Pr (y0, z1, z0)

Pr (z0)
(52)

Pr
(
y0, z1|Z0

)
=

Pr (z1|y0, z0) Pr (z0|y0) Pr (y0)
Pr (z0)

(53)

Pr
(
y0, z1|Z0

)
=

∑ν
y1
{Pr (z1|y1) Pr (y1|y0)}Pr (z0|y0) Pr (y0)

Pr (z0)
(54)
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For step k = 1,

Pr
(
y1, z2|Z1

)
=

Pr
(
y1, z2,Z1

)

Pr (Z1)
=

Pr (y1, z0, z1, z2)

Pr (z0, z1)
(55)

Pr
(
y1, z2|Z1

)
=

Pr (z2|y1, z0, z1)
∑ν

y0
Pr (y0, y1, z0, z1) Pr (y0)

Pr (z0, z1)
(56)

Pr
(
y1, z2|Z1

)
=

Pr (z2|y1, z0, z1)
∑ν

y0
{Pr (y1|y0, z0, z1) Pr (y0) Pr (y0, z1, z0)}

Pr (z0, z1)
(57)

Pr
(
y1, z2|Z1

)
=

Pr (z2|y1, z0, z1)
∑ν

y0

{
Pr (y1|y0) Pr (y0) Pr

(
y0, z1|Z0

)
Pr (z0)

}

∑ν
y0

Pr (y0, z0, z1) Pr (y0)
(58)

Pr
(
y1, z2|Z1

)
=

Pr (z2|y1, z0, z1)
∑ν

y0
{Pr (y1|y0) Pr (y0) Pr (y0, z1|z0) Pr (z0)}

∑ν
y0

{Pr (y0, z1|Z0) Pr (z0) Pr (y0)}
(59)

Pr
(
y1, z2|Z1

)
=

∑ν
y2

{Pr (z2|y2) Pr (y2|y1)}
∑ν

y0
{Pr (y1|y0) Pr (y0) Pr (y0, z1|z0) Pr (z0)}

∑ν
y0

{Pr (y0, z1|Z0) Pr (z0) Pr (y0)}
(60)

Pr
(
y1, z2|Z1

)
=

∑ν
y2

{Pr (z2|y2) Pr (y2|y1)}
∑ν

y0
{Pr (y1|y0) Pr (y0) Pr (y0, z1|z0)}

∑ν
y0

{Pr (y0, z1|z0) Pr (y0)}
(61)

And for step k = 2,

Pr
(
y2, z3|Z2

)
=

Pr
(
y2, z3,Z2

)
Pr (Z2)

=
Pr (y2, z3, z2, z1, z0)

Pr (z2,Z1)
(62)

Pr
(

y2, z3|Z2
)

=
Pr

(

z3|y2,Z2
)∑ν

y1

{

Pr
(

y2, y1, z2,Z1
)

Pr (y1)
}

Pr (z2, Z1)
(63)

Pr
(

y2, z3|Z2
)

=

∑ν
y3

{Pr (z3|y3) Pr (y3|y2)}
∑ν

y1

{

Pr (y2|y1) Pr (y1) Pr
(

y1, z2|Z1
)

Pr
(Z1

)}

∑

ν
y1

{Pr (y1, z2|Z1) Pr (Z1) Pr (y1)}
(64)

Pr
(

y2, z3|Z2
)

=

∑ν
y3

{Pr (z3|y3) Pr (y3|y2)}
∑ν

y1

{

Pr (y2|y1) Pr (y1) Pr
(

y1, z2|Z1
)}

∑

ν
y1

{Pr (y1, z2|Z1) Pr (y1)}
(65)

It is straightforward to show that the solution for step k > 0 is,

Pr
(

yk, zk+1|Zk
)

=

=

∑ν
yk+1

{Pr (zk+1|yk+1) Pr (yk+1|yk)}
∑ν

yk−1

{

Pr (yk|yk−1) Pr
(

yk−1, zk|Zk−1
)

Pr (yk−1)
}

∑ν
yk−1

{Pr (yk−1, zk|Zk−1) Pr (yk−1)}
(66)
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The computations of F̃ (Zk) are performed as follows:

˜F (Zk) =
∑

zk+1∈Sz

∑

yk∈Sy

F
(

yk,Zk, zk+1

)

×
∑ν

yk+1
{Pr (zk+1|yk+1) Pr (yk+1|yk)}

∑ν
yk−1

{

Pr (yk|yk−1) Pr
(

yk−1, zk|Zk−1
)

Pr (yk−1)
}

∑

ν
yk−1

{Pr (yk−1, zk|Zk−1) Pr (yk−1)}
(67)

The second suggested approximate solution is achieved by retaining only the
current mode observation zk, i.e., by computing the following conditional
expectation:

E
{
F |X k,Zk

} ≈ F (z
k
) = E{F | zk} = E {F (yk, zk+1) |zk} (68)

F (zk) =
∑

zk+1∈Sz

∑
yk∈Sy

F (yk, zk+1) Pr (yk, zk+1|zk) (69)

The computations of Pr (yk, zk+1|zk) are performed as follows:

Pr (yk, zk+1|zk) = Pr (yk, zk+1, zk)

Pr (zk)
=

Pr (zk+1|yk, zk) Pr (zk|yk) Pr (yk)
Pr (zk)

(70)

Pr (yk, zk+1|zk) =
∑ν

yk+1
{Pr (zk+1|yk+1) Pr (yk+1|yk)}Pr (zk|yk) Pr (yk)

Pr (zk)
(71)

The computations of F (z
k
) are performed as follows:

F (zk) =
∑

zk+1∈Sz

∑
yk∈Sy

F (yk, zk+1)

×
Pr (zk|yk) Pr (yk)

∑
yk+1∈Sy

{Pr (zk+1|yk+1) Pr (yk+1|yk)}∑
yk∈Sy

{Pr (zk|yk) Pr (yk)} (72)
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GNC Challenges and Navigation Solutions  
for Active Debris Removal Mission 

Erwan Kervendal, Thomas Chabot, and Keyvan Kanani 

Abstract. Active removal of large space debris has been identified as a key mis-
sion to limit growth of debris jeopardizing missions of active satellites. In particu-
lar, orbits of economic and strategic importance, Low Earth Orbits, are pervaded 
with objects such as upper stages of launchers or defunct satellites: collision be-
tween large debris has become a likely event in the next five years according to 
simulations done in Space Agencies. Willing to anticipate such event and limit 
collision risk, Agencies and industrials investigate feasibility of Active Debris 
Removal (ADR) mission. Many critical points have yet to be solved, such as legal 
aspects, cost, debris to be removed and technological challenges to successfully 
complete the mission. This paper will first initiate a discussion around challenges 
that has to face the Guidance, Navigation and Control (GNC) sub-system during 
the ADR mission. Then, two navigation solutions that meet most of navigation 
challenges for ADR mission will be introduced in this paper. The first solution  
relies on an active, 3D camera, fused with IMU data in a navigation filter. The 
second solution relies on a passive, 2D camera and a state-of-the-art Image Proc-
essing that provides pseudo-measurements, also fused with IMU data in the  
navigation filter. 

1 Active Debris Removal: Main Challenges 

For the past forty years, space debris have been identified as a growing risk for 
present and future space missions, especially for Low Earth Orbits (LEO). As 
suggested by Kessler [1], there would even be a critical number of debris for 
which risk of cascading effect due to collisions in LEO would be inevitable.  
In 2009, two artificial satellites – Iridium 33 and defunct Kosmos-2251- actually 
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collided at 789 kilometres above Siberia [2] and therefore created clouds of debris 
on LEO, illustrating not only the risk generated by defunct satellites on orbits but 
also the detrimental, cascading effect of debris clouds. Recent studies of Space 
Agencies such as European Space Agency (ESA) [3], Centre national d’Etudes 
Spatiales (CNES for French Space Agency) [4], Deutsches Zentrum für Luft und 
Raumfahrt (DLR for German Space Agency) [5], National Aeronautics and Space 
Administration (NASA) [6] or Japan Aerospace Exploration Agency (JAXA) [7] 
identified removal of large debris as one of the solutions to limit growing numbers 
of hazardous objects in LEO, orbits of economic and strategic importance. Interest 
of Space agencies and consequently space industries has been significantly grow-
ing in Europe for the last years, and several feasibility studies of Active Debris 
Removal (ARD) mission have been investigated. 

 

Fig. 1 Projections of debris environment in Low Earth Orbits, considering objects larger 
than 10 cm, from 2009 to 2209, [3] 

In light of numerous papers throughout the world, there are yet many chal-
lenges to be overcome from a technological perspective (e.g. ways to approach 
debris and capture them, mission design to capture one or several targets, selection 
of targets), from a legal perspective (e.g. property transfer of debris owner to de-
bris remover, insurance, risk transfer), and financial perspective (e.g. business 
case, cost of mission). For the sake of completeness, a short list of technological 
issues to be solved is populated below: 

─ Mission design: numbers of debris, populations of debris to be removed, initial 
orbit of chaser/launcher, duration of mission, support from ground, level of 
autonomy, strategy for relative navigation and approach, target identification, 
capture and de-orbit phases 
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─ Propulsion: required ΔV and thrust level as function of mission design, com-
patibility with available launchers and targeted set of orbits, available propul-
sion (electrical vs. chemical) 

─ Navigation sensors: sensors to be used for relative navigation w.r.t. target dur-
ing different phases of the mission, able to provide measurements for target 
identification, estimation of rotating rates and estimation of relative position 
and velocity, within required accuracy, prior to capture. 

─ Fault Detection, Isolation and Recovery strategies and safe mode: The global 
FDIR of an ADR mission with one or several un-cooperative targets has never 
been investigated yet while close navigation, capture or docking inherently im-
ply risk of collision with or without failure of onboard sensors or actuators. De-
orbiting strategies consisting in bringing the debris in low altitude or graveyard 
orbit also bring up issue on FDIR. Safe mode has to be deeply investigated, in 
particular during terminal rendezvous (just prior to capture) or de-orbiting 
phase. Indeed, a typical safe mode relies on Sun –pointing strategy which could 
be not compatible with capture requirements or de-orbiting guidance. 

─ Capture devices: harpoon, net, claws, arm have been discussed in many papers 
and demonstrated on ground or in space. However, no firm baseline has yet 
been selected and demonstrated on actual debris removal mission. 

─ De-orbiting strategies and devices: drag sail, de-orbit sail, propulsive packs and 
active de-orbitation by the chaser are considered. 

Many technological issues are indeed related to the Guidance, Navigation and 
Control (GNC) sub-system as it lies in the heart of the critical phases of the ADR 
mission. This paper will henceforth focus on the GNC challenges to be faced dur-
ing the different phases. 

2 Challenges of GNC for ADR mission 

The design of the GNC sub-system for an ADR mission is a complicated and chal-
lenging task as the GNC system shall be adaptable to many environmental condi-
tions (Sun elevation, eclipse, Earth, Moon in background), many targets, and a 
large span of relative distances between chaser and target while being reliable, 
autonomous to some extent and CPU efficient. The following discussion will be 
articulated around the different phases of the ADR mission, presented in the fol-
lowing paragraphs. 

2.1 Typical Phases of an ADR Mission 

By analogy with rendezvous mission, ADR mission can be divided into five dis-
tinct phases for each target: phasing, approach, fly around/inspection, capture and 
de-orbitation phase. 
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Phasing 

The phasing phase typically consists of estimating orbital parameters of the tar-
get’s orbit and then “aligning” plane of chaser orbit w.r.t. that of target. Inclina-
tion, Right Ascension of Ascending Node (RAAN) and argument of periapsis are 
main parameters to be corrected in this sequence. Unlike typical rendezvous in 
LEO, phasing and subsequent phases can be rather challenging as target’s orbit 
can have significant eccentricity. 

 

Fig. 2 Approximately 19,000 manmade objects are larger than 10 centimetres in Earth orbit 
as of July 2009, most orbit close to the Earth, credit NASA Earth Observatory 

As far as removal of debris on Earth orbits is concerned, there are no specific 
needs in autonomy from the chaser during the phasing sequence. Navigation can 
easily be done with ground in the loop. For instance, the chaser orbit can be esti-
mated through GPS data while the debris orbit can be estimated from ground ob-
servations. Several networks are capable of detecting debris as small as 10 cm on 
LEO [8] implying radar or optical observations. Several studies and projects for 
improving performances of radar system dedicated to debris removal missions are 
being conducted [9], [10]. In such configuration, a conservative figure for the 
accuracy of estimation of relative position between the chaser and the debris is 
around 400 m (3σ), based on the 300 m (3σ) accuracy of US Air Force published 
performances [11] and a typical 10 m (3σ) accuracy for chaser position estimation 
with GPS on LEO, along with conservative margin. The phasing phase, with 
ground in the loop, should end at about 1 to 2 km from target. 

Approach 

The approach sequence is initiated at about 2 km from target. Relative navigation 
takes over ground-based navigation as the chaser needs to get closer and closer to 
the target (up to 10 meters) through dedicated manoeuvres. Owing to smaller and 
smaller distance between the chaser and the target, collision risks are growing and  
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Fig. 3 Example of Rendezvous manoeuvres with objects in LEO: ATV trajectory from 
phasing to docking with the International Space Station 

some autonomy is required, in particular to trigger anti-collision manoeuvres if 
needed. By analogy with typical rendezvous manoeuvres, V-bar and R-bar “hops” 
can be performed and perturbations due to atmospheric drag (for LEO), gravity 
gradient, magnetic torque or solar pressure (for higher orbit) acting on both chaser 
and target are corrected along manoeuvres. 

Fly around/Inspection 

Unlike typical rendezvous on LEO, missions for debris removal inherently imply 
un-cooperative targets. Besides, typical debris on LEO would be flying for several 
years; they should hence be poorly known (uncertainties on dimensions, mass, 
inertia…) because of aging effect, collisions with smaller debris, etc. A better 
“understanding” of the debris is needed. Depending on capture devices, rotation 
rates, rotation axes, possibly mass and inertia should be estimated. A spot to 
“grasp” the debris might be designated which inherently implies a mapping of the 
debris as well. To that end, inspection sequence would consist in stable orbit 
around the target (e.g. football orbit) or a station keeping at safe distance from 
target if the target is tumbling enough to allow for complete observations. On the 
inspection orbit, onboard sensors of chaser can take as many 2D or 3D pictures as 
needed to estimate necessary parameters. Attitude of the chaser is controlled for 
optimal inspection operations. Acquired data can either be processed onboard the 
spacecraft for debris estimation or sent to ground, provided the relative orbit is 
stable enough during the inspection sequence. 

After completion of debris estimation, the capture can be triggered. 
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Capture 

The capture is triggered as soon as necessary data have been estimated by  
the chaser. Operations and manoeuvres to be performed during the capture highly 
depend on the selected capture devices. Many capture technologies are being in-
vestigated, some have been demonstrated on ground mostly. 

 

Fig. 4 Deployment and capture sequence using a net 

Net has for instance been developed and demonstrated in 0-g flight [12] and 
can be launched from about 5 meters from target. Provided net diameter is much 
larger than debris, such a solution should be impacted by performances of attitude 
control.  

Harpoon was also demonstrated in laboratory [13]. It needs to be fired on a 
specific location of the debris, several meters away from debris. 

 

Fig. 5 sketch of harpoon for terrestrial demonstration, made up of conical tip to avoid de-
bris generation and crushable cartridge to limit depth of penetration within debris. 

Many other devices such as articulated arm [14] need the chaser to get close to 
the target (a couple of meters) and grasp the debris on a specific location. If the 
debris rotation rate is too high (above 1 deg/s), the chaser might need to align with 
the target’s main rotation axis and eventually spin with the same rotation rate. 
Such strategy would eventually allow to lower the braking torque in the arm  
at capture. The concept of arm as capture device was demonstrated on Orbital  
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Express. Claws can also be used as capturing device. Other solutions such as Ion 
Beam [15] [16] or electrostatic tractor force [17] are approaches that do not need 
to grasp the debris, only forcing the debris at lower altitude for de-orbitation. 

Once the debris is captured, the de-orbit operations can be initiated. 

De-orbitation 

Once the captured is confirmed, the very first step is to stabilize the captured de-
bris, through control of the chaser-debris system by the chaser’s Attitude and Or-
bit Control System (AOCS). Then, the debris is towed by the chaser either on 
graveyard orbit or to a lower orbit for atmospheric re-entry and destruction. This 
can be also done via dedicated “de-orbiting” packs that are separated from the 
chaser once the debris is captured [18]. The de-orbiting pack, linked to the debris 
and able to thrust, will then tow the debris while the chaser will continue its jour-
ney toward another target. Other device such as electrostatic tether [19] or drag 
augmenting device [20] can be fixed to the debris and will lower the debris orbit 
till re-entry. 

2.2 GNC Challenges and Possible Solutions 

As depicted above, an ADR mission is divided into several phases. From a GNC 
perspective, there are stringent requirements to be met in order to allow for suc-
cessful completion of mission as detailed above. Since a definitive concept is not 
known yet, there are no specific figures for requirements. Several GNC technolo-
gies still need to be developed, demonstrated and validated for ADR mission in 
order to face the following challenges: 

─ Robust guidance during approach and then de-orbiting phase, with un-
cooperative target 

─ Robust control during approach, capture (stabilization of composite chaser-
debris) and de-orbiting 

─ Identification of critical parameters of the un-cooperative and poorly known 
target 

─ Online estimation of relative position, velocity and attitude prior to capture 

Robust and Autonomous Guidance 

As previously stated, phasing sequence should mainly rely on ground for the navi-
gation and trajectory computation: distance to target and duration of operations are 
large enough w.r.t. relative dynamics of chaser and debris. Then, as the chaser is 
getting very close to the target, some autonomy could be needed. Relative distance 
and implied dynamics might be such that time needed to get a command forth and 
back from ground would be too large, the chaser should hence be able to autono-
mously elaborate withdrawal strategies if needed. Careful design of capture  
sequence and trajectory along with dedicated monitoring system (based on GEO 
satellite relay for instance) may alleviate need in autonomy. In any case, guidance 
and control should be able to meet safety requirements which, to some extent, call 



768 E. Kervendal, T. Chabot, and K. Kanani 

 

for robustness to environment uncertainties, robustness to system and sub-system 
uncertainties and most critically, robustness to debris uncertainty. 

During the approach and inspection phases, ground should monitor operations, 
relative trajectory and possibly correct manoeuvres if needed. Guidance of the 
chaser should compute in line the best trajectory to reach close vicinity of debris 
under minimal ΔV budget (especially if several debris removals are considered) 
and with maximal safety. Typical V-bar and R-bar hops, along with Station Keep-
ing points - allowing ground to monitor and correct operations -, should be the 
main features of approach’s trajectory. V-bar manoeuvres are known to be more 
ΔV efficient but can lead to collision with debris if there is some thrusters’ failure 
for instance as the manoeuvres consists in a drift in the direction of V-bar axis. R-
bar manoeuvres are more ΔV demanding but less safety critical as the motion 
along V-bar is bounded. In particular, if no ΔV correction is done after a R-bar 
hop, the chaser will stay on a football orbit (neglecting perturbations), at a rela-
tively stable distance from the debris which is not only safe but also favourable to 
debris observation if needed.  As a consequence, typical manoeuvres plan of such 
mission should result from a combination of both manoeuvres. Recent advances in 
domain of guidance for space rendezvous should also benefit to ADR mission for 
optimal manoeuvre plan computation and correction under uncertainties. For in-
stance, guidance algorithms relying on direct, indirect or analytical methods have 
shown high performances for typical rendezvous and formation-flying missions 
(prisma, Simbol-X, ATV) [21]. In particular, such methods can allow to optimize 
manoeuvres as function of uncertainties on relative navigation, thrust realizations 
and environment perturbations. They should also compute optimal trajectories to 
reach target on an eccentric orbit. The next step should therefore to validate CPU 
efficiency of such algorithms. 

 

 

Fig. 6 . Rendezvous performed using analytical guidance algorithm on quasi circular orbit 
(Prisma). The rendezvous duration is 64620 s (10 orbits) The error on the final state for this 
rendezvous is less than 1 cm in position, and around 1 mm/s in velocity. 
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After successful capture and tranquilization of the new composite (discussed in 
paragraph dedicated to control), a major challenge for the autonomous guidance is 
to compute manoeuvre plan in order to “tow” the debris from initial orbit to de-
orbitation state. This task is all the more challenging since debris could be initially 
poorly known. As a consequence, significant uncertainty on debris mass, inertia, 
drag coefficient or impact on thrust realization, is to be considered in autono-
mously computed trajectory while ensuring no collision. Composite behaviour is 
currently the most critical tasks as no mathematical model is widely accepted by 
space industries, nor representative demonstration was yet flown. In particular, the 
composite behaviour with non rigid link (a cable is used to track the debris if cap-
ture by a net, a harpoon or claws) is of most importance. Guidance should there-
fore take into account perturbations due to towed debris and avoid collision. Sen-
sitivity of guidance algorithms to debris uncertainty and guidance strategies taking 
into account composite behaviour should be investigated in order to ensure effi-
cient and safe de-orbitation. 

Should the de-orbit strategy rely on ion beam or electrostatic tractor force, op-
timal conditions to “push” or “tract” the debris should also be considered in guid-
ance. Behaviour of such composite (under electrostatic force for instance) should 
therefore be widely investigated and understood to compute efficient, robust and 
autonomous guidance. 

Robust and Adaptive Control 

Alike the guidance, ADR mission will significantly challenge design of control 
function. Although there is large, world-wide skills to design efficient control loop 
with high performances for satellites in LEO or GEO, control for tranquilization 
of debris at capture and efficient towing (depending on capture solution) is still to 
be investigated. 

During phasing and approach, AOCS should be very similar to that of a typical, 
large satellite. Such designs have been well validated for many years. Attitude 
control may be wheel-based or thruster-based. Control of relative position and 
velocity could be done with main engines oriented or not by attitude control. 
However, capture and towing sequences bring up unusual issues, depending on  
selected capture devices and de-orbiting strategies. 

During the capture, the capture device could be ejected from chaser. Depending 
on the location of the capture device, it will inevitably create a disturbance torque 
to be damped by control function as soon as possible in order to resume opera-
tions. Right after ejection, the chaser control might have to “tranquilize” the new 
composite (debris linked to the chaser).  

If the link is rigid (e.g. arm) part of the structure might be designed to damp 
part of the disturbance torque. The remaining of parasite torque should then be 
controlled and damped by the chaser.  

Provided the link is indeed not rigid (a cable for instance); specific strategies  
to tranquilize the debris have to be investigated and control is to be designed ac-
cordingly. Indeed, de-orbit ΔV can be transferred to motion of the debris if not 
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“tranquilized”. It could yield to a change in ΔV direction of the whole composite 
because of debris “free” motion.  To tranquilize the composite, the cable should 
first not be wrapped around the debris as it rotates: a constant force should be 
applied on the cable. De-spinning force could then be transferred from chaser to 
debris until tranquilisation is reached, i.e. when parasite torques and forces are 
within requirements. 

However, the tranquilisation sequence might imply the control to be robust 
enough to large change in mass and inertia between chaser and composite (before 
and after the capture) as well as flexibility. As a matter of fact, the control func-
tion is initially designed to cope up with requirements of phasing, approach, in-
spection phases and stabilization for capture. Similarly to typical controller tuning 
for satellites, tuning of control is partly function of accuracy requirements and 
expected margin for a given set of mass and inertia. With the coupling to the de-
bris, change in mass and inertia is probably much larger than considered uncer-
tainty and the controller might have very degraded performances or even be  
unstable. A scenario could be considered to face such a challenge.  

First, the initial controller is switched to another controller right after the cap-
ture. It could yield to a quite unstable situation due to controller transient created 
by the switch in controller, worsen by torque inherited from debris rotation rates. 
Then, the new controller – designed to be much more robust to mass and inertia 
uncertainty - could eventually tranquilize the composite. Nonetheless, due to the 
large margins to be considered, expected performances should be degraded. As a 
consequence, right after the tranquilisation is completed, another switch to higher 
performance controller should be done as de-orbit manoeuvres might need fine 
pointing accuracy. However, the third controller should consider mass and inertia 
of the composite in order to meet mission requirements. By definition, the debris 
is unknown and there are therefore two possibilities to compute the control of such 
new composite. The first possibility is to consider that the debris is roughly known 
and that mass and inertia can be estimated a priori. Uncertainty on mass and iner-
tia to be considered for control design should however be large enough to be ro-
bust to actual mass and inertia of debris. In all likelihood, performances would not 
be optimal. The second possibility is to estimate in line mass and inertia of com-
posite through dedicated manoeuvres. Such operations should be complex as it 
should involve dedicated manoeuvres and ground operations. 

To conclude, there are possibly several approaches to meet ADR mission re-
quirements and it seems the control should be as robust as possible to prompt 
change in mass and inertia, capable of damping sporadic high torques due to cap-
ture firing and tranquilisation of debris and capable of fine pointing performances. 
A possible solution should be to rely on different set of controllers with hard 
switch. Recently, recent breakthroughs on Linear Parameter Varying design have 
increased possibility to used adaptive and modern control within space industry 
[22]. Such solutions would allow to design an unique controller, capable to adapt 
to different AOCS mode and inherent requirements. Such solutions would be 
worth investigating further in the frame of the control design of ADR mission. 
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Identification of Critical Parameters of Debris 

By definition, debris are poorly known. Their mass, inertia, dimensions, center of 
gravity, rotations axes and rotation rates are needed for guidance, control and 
proper capture as discussed previously.  

Some debris such as defunct satellites should be roughly known by the owner 
and to some extent, a fair initial guess should be available to the chaser. Some 
other debris such as collided satellite for instance might be rather un-known by the 
chaser. In both cases however, an in-line identification of parameters should be 
needed. 

Identification of shape, rotation axes and rotation rates are the first needed pa-
rameters as they are critical for relative navigation. This estimation should be run 
during identification phase, a few meters away from the target after approach is 
completed. As discussed in previous chapter, two different strategies could be 
considered: either the chaser stays on a station Keeping point while the debris is 
tumbling – which should provide enough information for complete shape and 
rotation estimation - , or the chaser is set on a football orbit (radial ΔV) to “orbit” 
around the debris and observe it for reconstruction. From an identification per-
spective, the two different strategies should be equivalent. 

Reconstruction is a very challenging step that could be critical depending on 
captures devices (e.g. arm because it might be needed to align the chaser with 
main rotation axis, or harpoon because it might be needed to precisely hit the de-
bris). However, although there are several papers describing different algorithms 
or strategies, the reconstruction chain, which includes sensor and image process-
ing algorithms, has to be consolidated. Effort on design, validation and verifica-
tion is yet to be provided. 

Based on existing technologies throughout Europe, there are two main families 
of sensors: active and passive sensors. Passive sensors such as visible camera like 
NPAL-based solution (monocular, passive camera) have already been investigated 
in frame of rendezvous phase [23]. Infrared sensors are also sensors of high inter-
est; it has been off line demonstrated in the frame of Orbital Express rendezvous 
for instance [24]. Such sensors are known to be power efficient, light weighted, 
but sensitive to environmental conditions or reflectance of debris. Active sensors 
have been more recently considered as space rendezvous sensor thanks to recent 
improvements in active technology. Scanning lidar has been considered by several 
space agencies [25] [26]. More recently, flash lidar also called 3D camera [27], 
have been investigated and demonstrated as they do not feature mechanical de-
vices (as opposed to scanning lidar) and can provide an instantaneous 3D picture 
of the target. A flash lidar, the STORRM mission, was demonstrated by Ball 
Aerospace on STS-134 in May 2011, in rendezvous and docking with ISS [28]. 
Nonetheless, such flashing sensors require higher power as the laser energy is to 
be spread over the Field Of View (as opposed to scanning lidar that focuses laser 
energy on a single spot, mechanically spread over the FOV). 

For the past decade, image processing domain has made significant improve-
ments for reconstruction, based on 2D or 3D data. Several techniques are currently 
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being investigated to reconstruct an unknown target. A recent Innovative Triangle 
Initiative with ESA, Astrium and INRIA has demonstrated the capability of 3D 
reconstruction from 2D pictures, based on Structure From Motion (SFM) and 
Shape From Shading (SFS) methods. 

However, techniques based on SFS might suffer from an apriori knowledge of 
materials reflectance which might not be compatible with MLI of defunct satel-
lites for instance. Illumination conditions are also to be considered. Other tech-
nique such as Shape From Silhouette (SFSi) [29] could be a valid algorithm for 
reconstruction of unknown objects as it relies on building a 3D model from 2D 
silhouette. 

Reconstruction performances of such algorithm have still to be demonstrated 
on typical debris. Besides, another major step to be overcome is the computer 
efficiency of such algorithms on space processors. 

After reconstruction of the 3D model of the target, the identification phase is 
completed. Ground can decide the best way to capture the debris. 

Online Estimation of Relative State 

As discussed previously, the relative navigation should start during approach 
phase, i.e. at about 2 km from target and should provide necessary outputs for 
optimal manoeuvres toward target and anti-collision avoidance. The main chal-
lenge of the relative navigation function is to work under many environmental 
conditions, (Sun elevation, eclipse, Earth, Moon in background), for many differ-
ent targets, and within a large span of relative distances between chaser and target 
while being reliable, autonomous and CPU efficient. A few solutions, coupling 
sensors and innovative algorithms, could meet such stringent requirements. For 
instance, simple and CPU efficient solution can be considered as long as relative 
position and velocity are only needed (typically during approach phase). Then, 
more complex algorithms should be considered for estimation of relative attitude 
once the target has been reconstructed. 

Relative Position and Velocity 

Relative position and velocity can be easily computed with simple image process-
ing algorithms, relying on passive or active sensors, as discussed for identification 
phase. It could be computed from 3D data or 2D data. 

Regarding 3D data, several solutions can be considered. For instance, relative 
position and velocity can be estimated from a mean estimation of 3D points, pro-
vided by active sensor (flash lidar, scanning lidar). Fused with data from Inertial 
Measurement Unit (IMU) within navigation filter, this would easily provide mean 
distance and velocity to target. Indeed, measurements of rotation rate (provided by 
gyroscope) are needed by the filter to tell rotation from translation of debris in the 
sensor FOV. Typical accuracy of active sensors is about a few centimetres at be-
ginning of identification phase. The mean distance should therefore be accurate 
enough for safe operations, at low CPU cost. Another approach could also consist 
in considering the closest point of the cloud of 3D points provided by the sensor. 
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The distance would then be used as measurement of distance and be provided to 
the navigation filter along with IMU data. This solution however will not be ro-
bust to outlier. However, as direct 3D measurements are provided by active  
sensor, such solution should be more power demanding than passive sensor-based 
solution. 

Regarding relative navigation based on 2D data, infrared or visible images 
could be used and should be able to provide enough information to compute rela-
tive distance, provided state of the art image processing. One solution is discussed 
further in coming paragraph, for which an a-priori model (a priori 3D model or 
reconstructed model) of the target should be needed to compute relative position 
and velocity. As 2D data can be provided by passive sensors, such solution should 
be less power demanding and however highly CPU demanding. 

Relative Attitude 

Prior to capture, i.e. right after identification phase, the relative navigation should 
also provide estimation of relative attitude. This estimation can be done as soon as 
a target’s model is available. Onboard image processing could hence rely on 3D 
model of target and match measurements (2D or 3D) with model to estimate the 
relative attitude, along with position and velocity. Once the relative attitude is 
estimated, capture operations can be planned. Solution for comprehensive relative 
navigation is discussed in the following paragraph as well. 

Alike image processing for identification, image processing for relative naviga-
tion (in particular for estimation of relative attitude) have yet to be investigated 
further. 

3 Solutions for Relative Navigation with Debris 

As discussed previously, relative navigation with debris is a critical issue for ADR 
mission. Two solutions for relative navigation have been investigated by Astrium 
in collaboration with INRIA, with sensors investigated under ESA or European 
Commission (FP7) studies. The first solution relies on an active, 3D camera - 
currently developed by CSEM in frame of FP7 Fosternav study - fused with IMU 
data in a navigation filter. The second solution relies on a passive, 2D camera and 
a state-of-the-art Image Processing that provides pseudo-measurements, also fused 
with IMU data in the navigation filter. 

3.1 3D/3D Matching 

The first relative navigation relies on 3D pictures, provided by active sensor, and 
3D model of the debris, either a priori known or estimated during identification 
phase. 3D pictures are provided by state of the art 3D flash imaging lidar, cur-
rently developed in the frame of the FP7 project “Fosternav”. 
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The key components of flash imaging lidar are the laser illuminating the target 
and the receiver detector array. These two elements are operated in full synchroni-
sation to generate three dimensional images of the target. The device determines 
the time-of-flight (TOF) of photons by measuring the phase difference between 
the modulated illuminating laser beam and the incoming back-reflected light per 
pixel. One of the main challenges is the design of the laser head that should cover 
the range chaser-debris over which the relative navigation should be performed, 
under varying environmental conditions with, possibly, Earth as background and 
within power capabilities of spacecraft. The current solution considered in the 
frame of FP7 project should have a range measurement precision of 2-3 cm and a 
power consumption of 3W (laser illumination not included, no duty-cycle). 

Direct 3D measurements should therefore be provided to the image processing 
algorithms that would filter measurements.  

Regarding image processing, many publications on 3D cloud matching are 
available [31] [32]. Basically, it would be model-based, as it would aim to match 
the 3D model of the debris with the 3D point cloud provided by the camera. Many 
algorithms have been developed in the computer vision domain to solve this  
problem, but for different applications such as search in 3D database or object 
recognition.  

The relative navigation solution therefore consists in a 3D camera that provides 
3D pictures to image processing for matching with a known model. As there is 
always an ambiguity between pure rotation and translation of the target within 
FOV, fusion of IMU data within navigation filter is needed. As a result, reliable 
estimation of relative position, velocity and attitude are provided by the proposed 
navigation solution. 

 

Fig. 7 Example of 3D/3D matching algorithm. (left) a priori known 3D model of object. 
(right) matching of partial 3D point cloud (depth map) with 3D model [33]. 

3.2 2D/3D Matching 

One of the investigated solutions by Astrium in collaboration with INRIA relies 
on 2D pictures, post processed to match a 3D model of the target. It therefore  
can only be used when the 3D model of the debris is a priori known or estimated 
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during identification. Alike the 3D/3D matching, it can provide estimation of rela-
tive position, velocity and attitude, necessary conditions for successful capture. 
Such approach is divided into two steps: initialization and tracking.  

Initialization 

Initialization aims at detecting the target in an image sequence and at providing 
the tracking with an initial guess of the target pose, without any prior information 
on the pose. It consists in matching (detection/matching stage) the image contours 
with a database of views built during the identification phase. This initialisation is 
done stepwise. 
 
Identification Learning. A hierarchical model view graph leading to prototype 
views of the model is built. Each node of the view graph contains an image projec-
tion of the target contours at a particular point of view. The points of view are 
sampled on a sphere. The sampling of the views is optimized to limit the memory 
size of the database and to insure the whole coverage of the space of possible 
views. 

 

Fig. 8 Principle of initialization. Several views on a sphere are selected to produce proto-
type views stored in a hierarchical model view graph. Target is then extracted by segmenta-
tion and matched over successive frames with closest prototype. 

Online Target Detection. Silhouette of the target is extracted in the image using 
bilayer segmentation techniques. This method consists in minimizing an energy 
function combining motion and color, along with temporal and spatial priors. It 
allows distinguishing the foreground shape from the background and has the ad-
vantage to be real-time. 
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Online Matching and Pose Initialization. The view graph is then explored to find 
the prototype view whose contours correspond the most to the extracted silhouette. 
The used similarity metric derives from [30]. It considers both the distance and the 
orientation of edges to match: Once the closest prototype view is found, its associ-
ated pose is considered as initialization of the target pose. 

The matching stage can be rather time consuming. To cope with real time, a 
Bayesian framework is set to spread the initialization over several images (tempo-
ral initialization). It enables to provide an up to date pose initialization to the GNC 
system. 

Tracking 

Once the target has been detected in image, and its pose has been initialized, a 
frame to frame edge tracking is performed. 

Like initialization, tracking is then 3D model based. It aims at finding the target 
pose which makes best match the projection of the 3D model with the image 
edges. Tracking and pose estimation are thus simultaneous. Unlike initialization, 
the edge matching is local. As a consequence, tracking runs in real time but is less 
robust to high differences between edges, meaning that predicted target pose shall 
be close enough (tens of pixels) to real one. 

 

 

Fig. 9 Principle of tracking. Tracking is performed using a frame (1) and the 3D model of 
the target (2). The salient edges of the target are extracted (3) and projected into image (4), 
given an initial pose. Pose is iteratively refined  to make projection edges match with image 
edges (5). 
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4 Conclusion 

Mission dedicated to Active Debris Removal will have many challenges to face. 
Aside financial and legal issues, several technological solutions have still to be 
designed, consolidated and validated. From a GNC perspective, there are still 
many issues to be solved. First, a comprehensive model of debris – chaser behav-
iour, when linked through a non rigid or rigid link, is to be derived and validated. 
Then, robust guidance to environmental uncertainties, navigation dispersion, reali-
zation errors and most importantly to uncertainties on debris should be consoli-
dated and validated. Adaptive control to prompt change in mass and inertia or 
sporadic high torques due to capture is also to be investigated. G&C solution for 
the de-orbiting phase, with towed debris in particular is to be considered further. 
Lastly, solution of relative navigation capable of reconstructed any kind of debris 
under changing environmental conditions have to be consolidated and validated as 
well. The selected navigation solution shall also be capable of real time estimation 
of relative position, velocity and attitude. These blocks all together should finally 
be designed to ensure anti-collision, efficient FDIR and possibly safe mode during 
the very critical phases of approach, identification, capture and de-orbiting. 

Many building blocks are already available for these different functions and 
current industrial studies or academic work in modern control, robust guidance, 
state of the art image processing or active sensors provide consolidated designs to 
build upon. In particular, two navigation solutions are being thoroughly investi-
gated by Astrium, CSEM and INRIA. These solutions, either based on a 3D flash 
sensor or a 2D passive camera coupled with image processing, are capable of pro-
viding relative position, velocity and attitude of the chaser w.r.t. unknown debris. 
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Kanani, Keyvan 761
Kervendal, Erwan 681, 761
Kim, Seung-Hwan 15
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