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Babeş-Bolyai University
Faculty of Mathematics and Computer Science
Department of Computer Science
Kogălniceanu 1
Cluj-Napoca, 40084, Romania
E-mail: moltean@cs.ubbcluj.ro

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-642-38249-9 e-ISBN 978-3-642-38250-5
DOI 10.1007/978-3-642-38250-5
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2013940583

CR Subject Classification (1998): F.1, B.4.3, C.5.1

LNCS Sublibrary: SL 1 – Theoretical Computer Science and General Issues

© Springer-Verlag Berlin Heidelberg 2013

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and
executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication
or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location,
in ist current version, and permission for use must always be obtained from Springer. Permissions for use
may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution
under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

OCS, the International Workshop on Optical SuperComputing, is a forum for
research presentations on all facets of optical computing for solving hard compu-
tation tasks. Optical computing devices have the potential to be the very next
computing infrastructure. The frequency limitations and cross-talk phenomena,
as well as soft-errors of electronic devices on one hand, and the natural par-
allelism of optical computing devices, as well as the advances in fiber optics
and optical switches, on the other hand, make optical computing commercial-
able. The focus of OCS, on research in the theory, design, specification, analysis,
implementation, or application of optical supercomputers. Topics of interest in-
clude, but are not limited to: design of optical computing devices, electoroptics
devices for interacting with optical computing devices, practical implementa-
tions, analysis of existing devices and case studies, optical and laser switching
technologies, applications and algorithms for optical devices, alpha practical,
x-Rays, and nano-technologies for optical computing. The first edition of OSC
was held on August 26, 2008, in Vienna, Austria, co-located with the 7th Inter-
national Conference on Unconventional Computing; the second OSC was held
during November 18–20, 2009, in Bertinoro, Italy; the third OSC was held dur-
ing November 17–19, 2010, in Bertinoro, Italy, and the fourth during July 19–20,
2012, in Bertinoro, Italy.

This volume contains 13 contributions selected by the Program Committee
and six invited papers. All submitted papers were read and evaluated by the
Program Committee members, assisted by external reviewers. We are grateful
to the EasyChair system for assisting the reviewing process.

OSC 2012 was organized in cooperation with OSA, the Optical Society of
America. The support of Ben-Gurion University and Babeş-Bolyai University is
also gratefully acknowledged.

January 2013 Shlomi Dolev
Mihai Oltean



Organization

OSC, the International Workshop on Optical SuperComputing, is a forum for re-
search presentations on all facets of optical computing. OSC 2012 was organized
in cooperation with the OSA, the Optical Society of America, and in conjunction
with the International Conference on Unconventional Computation.

Founding Steering Committee

H. John Caulfield Fisk University, USA
Shlomi Dolev Ben-Gurion University of the Negev, Israel
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Quantum Optical Transient Encryption and Processing 

Zeev Zalevsky1, David Sylman1, and H. John Caulfield2 

1 Faculty of Engineering, Bar-Ilan University, 52900 Ramat-Gan, Israel 
zalevsz@biu.ac.il 

2 Alabama A&M University Research Institute, Normal Al 35782, Alabama, USA 

Abstract. This paper is written in the memory of H. John Caulfield, a unique 
breaking through scientist that was known for his capability of thinking “out of 
the box” and which has made large number of significant scientific 
contributions in many optics related fields. In the last few years of his carrier, 
John has invested some time in the field of optical quantum computing and 
encryption. In this paper we wish to describe one of such directions investigated 
by John and dealing with optical quantum encryption and processing. 

Keywords: Interferometry, encryption, polarization based encoding. 

1 Introduction 

This paper is written in the memory of H. John Caulfield, a unique and fruitful 
scientist, very special colleague and a warm friend. John had a scientifically breaking 
through carrier during which he has published more than 300 papers and book 
chapters. His large scientific diversity and huge multidisciplinary background allowed 
him to make a significant contribution in large variety of optical fields. Some of his 
papers became bench marks others revolutionized some of the modern fields of 
optics. His publications contributed mainly in fields as: holography recording and 
storage (including materials), metrology and optical testing, optical data processing 
and computing, neural networks and optical fuzzy logic schemes, optical 
transformations such as Wavelets and fractional Fourier transform. Some of his 
scientific throughputs made exceptional impact e.g. the papers in Refs. [1,2]. In this 
paper we wish to describe a work of John made in the field of optical quantum 
computing and encryption [3]. 

For over 1000 years, people have used encoding and decoding to send secret 
messages. What has changed is the way that the methods have improved from the 
Chinese remainder method to entanglement-based quantum computing. Changing that 
universal method for the first time in the last millennium produces signals that turn 
irretrievably into mixtures of signal and noise upon detection. Decoding does not 
work, as no encoding is used. To receive the pure signal, the user must do the proper 
pre-detection operations at the right times in an optical system online with the 
transmitted beam. Here we show the basic concept along with a laboratory 
demonstration using the simplest possible means - polarized light in free space.  
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The pre-entanglement quantum mechanics of Schrödinger can be used to send 
information in such a way that if it is detected, the message is irreversibly mixed with 
noise – a use for the irreversible loss of information upon detection. An intercepted 
signal can never be decoded, because it was never encoded. To render the signal 
readable, the receiver must be in line with the beam and perform the proper pre-
detection operations on the light and do so at the right time. The importance of this 
form of secure communication can be seen in several ways: (a). The sophisticated 
computer analysis the NSA and others do will be completely ineffective with the 
irreversible loss of the needed information. Decoding does not work absent encoded 
messages to decode. Decoding what is not encoded is impossible. (b). This is the only 
current alternative to encoding/decoding for secure communication. When there is 
only one approach, inventing an alternative usually proves very difficult, because 
everyone has the same implicit assumptions. When there are two totally unrelated 
approaches, the community tends to invent more. As now, the assumptions are 
explicit and it can become a possible thing to change the current paradigm into yet 
another approach beyond the first two ways to do secure communications.  

Optical encryption techniques have several advantages over conventional digital 
encryption due to its high space bandwidth product and high speed data processing 
capability. The option of using the degrees of freedom of light such as amplitude, 
phase and polarization yield several different optical encryption methods that have 
been suggested before [4]. Refregier and Javidi [5] had proposed a phase method 
based on using double random phases for encryption. Other optical encryption 
methods were proposed after this paper and used an addition of a third dimension to 
the random phase mask [6], full random phase encryption [7], using the fractional 
Fourier domain [8,9], spectral [10] and polarization keys [11-13] for encryption as 
well as asymmetric form for optical security encryption [14]. 

2 Technical Description 

An appropriately descriptive name for the new way to send and receive signals as it is 
presented in this paper is QUantum Optical Transient Encryption – QUOTE. The 
“Quantum Optical” component of this technique is obvious. This is a classical 
quantum measurement. The only encryption possible must be done live. Recording 
the signal does not produce an encrypted signal. If the user does not apply the right 
pre-detection operation, the detected signal will be worthless to anyone. That is what 
is meant by “Transient Encryption”. Nothing that can be recorded and carried back to 
experts and their supercomputers will be of value to anyone, except that trying to 
decode messages can waste a lot of time. That may be something the transmitter/ 
receiver would want to accomplish as a side effect of their transmission and reception 
of a message. 

The essential concepts are quite simple. Figure 1 shows all there is to QUOTE. 
This is the basically a demonstration of an approach of sending secret information that 
does not use encryption at all.  
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Fig. 1. The basic concept of QUOTE is shown here. The signal S and the noise N are mixed by 
beam splitters. The two resulting beams contain a mixture of S and N that, if detected, turn into 
an irreversible mixing of S from N. Operating on the incoming signals with another 
interferometer at the receiver end produces S at one output and N at the other. 

Instead, it mixes the amplitudes of two optical beams coherently, so that the two 
beams, call them S and N for are in phase quardrature. Detection of either or both 
beams results a reading of │S│2 + │N│2. This has the very useful property of being 
impossible to separate back into the signal S and a noise N if it is detected. The 
needed phase information is destroyed by the detection – Schrödinger’s famous 
“irreversible loss of information on detection”. So the directly detected beam or 
beams are worthless to anyone. They cannot separate S from N, because the needed 
information is lost and cannot be recovered. This is the problem Dennis Gabor solved 
for wave fronts bearing spatial patterns. Thus, this is equivalent to a type of temporal 
holography. But it should not be confused with other temporal holography methods 
such as photon echo methods. 

Note that the problem posed by that loss of information applies not only to interlopers 
but also to the intended recipient. No amount of post detection analysis can restore the 
signal S. That is precisely what Schrödinger meant in his frequent referring to the 
irreversibility of loss of information. There is no code and thus there can be no successful 
decoding. The vast efforts in encryption and decryption become irrelevant in this case. 
Not even quantum computers can decode what was never encoded. 

But that recipient can do the proper pre-detection operation that separates S and N and 
thus allows the reading of │S│2 and the discarding of│N│2. Polarization is the easiest 
way to demonstrate secret messaging with no codes. It is almost certainly not the best 
way, but it does suffice to illustrate physically the basic concept just described. 
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A Mach-Zehnder Interferometer (MZI) is used to add external high intensity noise 
making the information signal undetectable. By proper combination of the two arms 
of the interferometer the noise and the signal can be re-separated at the output port. 
The proposed interferometer uses polarized beam splitter (PBS) thus in our case only 
if there is a polarizer in the correct direction the noise will be filtered out from the 
signal. However, similar configuration can be realized with regular beam splitters 
(BS) and then instead of using the polarization domain it is the phase related 
correlation obtained due to the coherence of the light that is used for the encryption 
and later on for the information decryption. 

In the experimental validation we confirmed the ability to transmit signal and noise 
through the system (see Fig. 2) that was adjusted and later on to separate them back 
again with the proper pre-detection operation.  

 

Fig. 2. The schematic sketch and the image of the constructed experimental setup (lower right edge) 

We examined the system with polychromatic light (white light) illumination. The 
results are seen in Fig. 3. In Fig. 3(a) we present the reconstructed signal and in Fig. 
3(b) the reconstructed noise. In Fig. 3(c) we show the mixture of the noise and the 
signal obtained in one of the intermediate outputs of the PBS. The ability of 
constructing the signal was also obtained after significantly reducing the intensity of 
the signal by adjusting a neutral density (ND) filter at the signal entry. One may see 
that less than 1% of the noise can be seen in Fig. 3(d). There signal’s transmittance 
was significantly lower than the noise level and it was equal to 0.09, 0.03 and 0.009 
(9%, 3% and 0.9% from the noise intensity), respectively. 
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Fig. 3. The experimental results for white light illumination. (a). The reconstructed signal. (b). 
The reconstructed noise distribution. (c). The mixture of the noise and the signal. (d). 
Reconstruction of the signal which is significantly lower than the noise level. Signal’s 
transmittance is (from left to right): 0.09, 0.03, 0.009. 

In conclusion, the general concept of mixing and unmixing of signal and noise in 
the optical domain in such a way that simple measurement of either or both of the 
mixed signals results in readings that have lost the information needed for unmixing 
has been experimentally demonstrated with the expected good results. Thus, this 
approach joins the old and familiar method of encryption and decryption as a viable 
way to send secret information while preventing the message from being read by 
unintended recipients. 

3 Conclusions 

In this paper we have demonstrated a simple method for optical transmission of secret 
messages using the general principle of mixing and demixing of amplitudes of a signal S 
and a noise pattern N. This was based upon Mach-Zehnder interferometer. The 
experimentally demonstrated mixing and unmixing of signal and deliberate noise was 
demonstrated with polarization coding where the signal and the noise were mixed 
together and later on separated, by the interferometer, based upon their polarization state.  

This state can randomly vary in time which will make the decryption very 
complicated for unauthorized source especially when the noise level is significantly 
stronger than the information signal. The use of images as signals (instead of time 
varying signals) was a choice made to show the results easily. 
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Parallel Processing for Prime Factorization  
with Spatial Amplitude Modulation in Optics 

Kouichi Nitta, Takashi Kamigiku, Takeshi Nakajima, and Osamu Matoba 

Department of Systems Science 
Graduate of System Informatics, Kobe University 

Rokkodai-cho 1-1, Nada-ku, Kobe, Hyogo, 657-8501, Japan 
{nitta,matoba}@kobe-u.ac.jp 

Abstract. An optical method for prime factorization is modified. The procedure 
in the original method is similar to that with quantum computing. In this repot, 
some differences between the quantum solution and the method are discussed. 
And, improvement for our method is proposed based on the discussion.  

Keywords: Prime factorization, Spatial parallel processing, Amplitude 
modulation. 

1 Introduction 

Effective methods for computationally hard problems are required in computer 
science. Ultra-scale parallel processing with quantum or molecular computing is 
considered to be attractive for such problems. 

Optical information processing is also may have potential power to contribute to 
such research topics [1] and some solutions have been reported. In Refs. [2,3] 
methods for the travelling salesman problem. One method is use of optical correlation 
and the other is based on white light interferometry.  

Prime factorization also requires huge computational costs [4]. We have developed 
an optical method for prime factorization [5~7]. In the method, phase modulation of 
light-wave is utilized for parallel processing in modulo operations. Moreover, we 
have proposed another optical procedure [8]. In the procedure, amplitude modulation 
is the main operation for prime factorization. This operation gives us distribution 
similar to modulo exponentiation. Mathematical processing in our procedure is almost 
same as that of Shor’s quantum algorithm except for some differences.  

In this report, these differences are indicated and analyzed. In accordance with the 
analysis, two ideas to improve our procedure are presented and we discuss on 
effectiveness of the ideas.  

Section 2 shows a procedure of an algorithm for prime factorization [9] and the 
original method briefly. Section 3 describes an extended method for phase modulation 
[10]. In section 4, we propose a modified method based on thresholding. In section 5, 
usefulness of the modified method is verified by numerical simulation.  
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2 Prime Factorization with Optical Amplitude Modulation 

Let us consider that prime factors p and q. Here the both two numbers are assumed to 
be unknown and different each other. N is also given by product of p and q. The 
following algorithm is to derive p and q from N. 

In the algorithm, modulo exponentiation defined by Eq. (1) is calculated in 
0≦x≦2N2-1.  

                   f (x) = ax mod N                                (1) 

Here we should select a natural number a which is satisfied with the conditions as 
defined in Eqs. (2) and (3). 

                     1 < a < N                                   (2) 

                    gcd(a,N) =1                                (3) 

With the Fourier analysis, the period of f (x) can be obtained. If the period defined as r 
is an even number, p and q are derived by the following equations. 

                 p = ar / 2 −1,N( ), q = ar / 2 +1,N( )                    (4) 

In Shor’s algorithm, specific parallel processing is utilized to obtain f (x). This 
processing is based on Shonhage Strassen method. At first a set of l(i) is prepared for 
i=0, 1, 2,…n-1  
                 

                   li = a2 i

mod N                                (5) 
 

With the set, parallel operations to obtain f(x) is in accordance with Eq. (6). 
 

            f (x) = l0
x0 l1

x1 l2
x2 ... li

xi ...ln−1
xn−1 modN                    (6) 

 

xi shows an i’th bit value of x. For example, a set of (x0, x1, x2, x3, x4) is (0,1, 0, 1, 0) at 
x=10 and n=5. Fig. 1 shows a relations between f(x) and li’s. 

In Ref. [8] an optical procedure to execute operations similar to Eq. (6). Fig. 2 
shows a schematic diagram of an optical system for the procedure. This system 
consists of a sequence of imaging optics. Spatial light modulators for amplitude 
modulation are put on image planes. Transmittance distribution at the pixel x on the 
SLMi is represented as following equation.  

                    ti(x) =
li

xi

max{l0, l1,...l}
                              (7) 

As results of optical parallel processing, patterns corresponding with f’(x) described in 
Eq. (7) is detected on the output plane. 

                     g(x) = lii=0

n−1∏
xi

                              (8) 
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Fig. 1. (a) Structure of l(i)xi  and (b) the procedure to derive f(x) 

 

                                             (a) 

          

                                             (b) 

Fig. 2. (a) Parts of power spectrum of a profile given by our method at (N, a)=(203, 106), and 
(b) that of f (x) 
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3 Extension of Spatial Modulation  

In Ref. [8], effectiveness of the original procedure has been shown though the optical 
system described in Fig 1 does not provides results of  modulo exponentiation 
completely. However, we should improve our procedure for larger scale data 
processing.   

A method for improvement has been reported in Ref. [10]. Here an integer k is 
considered as a parameter and k is a divisor of n. Preprocessing in the improvement  
is replaced by Eq. (9).  
 

                     l' j = l j
x j

i= jk

(i+1)k−1∏   
 
 
 mod N                         (9) 

 

From Eq. (9), j is from 0 to k/n-1. Therefore, the number of sequence of imaging 
optics is k/n. Transmittance distribution on the SLMj is defined as    

 

                 t' j (x) =
l j

max(l'0 ,l'1 ,...,l'n / k−1 )
                      (10) 

 

and, output distribution corresponds with  
 

            g' j (x) = l j
x j

i= jk

( i+1)k−1∏   
 
 
 modN

   
   i=0

n / k−1∏                 (11) 

4 Filtering Operations in Postprocessing 

In Shor’s algorithm, collapse of the wave function is utilized for derive r accurately. 
Fig. 3 shows a schematic diagram for comparison between power spectrum with 
collapse of wave function and the spectrum without that. As shown in the figure, peak 
signal is amplified by collapse in quantum operations.  

In our optical processing，quite same operations can be implemented. Therefore, 
an alternative operation is proposed in the paper. This operation is simple and based 
on spatial filtering.    

Fig. 4 shows a relation between spatial distribution obtained with the optical 
system and that after filtering operation. In the operation, thresholding is applied to 
pixel values. From Figs. 4 and 5, a filtering operation seems to give effects similar to 
collapse of wave function in quantum process. 

5 Numerical Verification  

The proposed post processing is numerically estimated to verify usefulness of it. Fig. 
5 shows an example of results. Fig. 5 (a) shows a part of g(x) in case of (N, a)=(899, 
417). Fig. 5 (b) depicts the results of filtering operations to g(x). Figs. 5 (c) and (d) 
show auto correlation of profile described in Figs 5 (a) and (b), respectively. 
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Fig. 3. Diagram to show effectiveness of collapse of the wave function in prime factorization 

 

Fig. 4. (a) An example of distribution of f(x), and (b) result of filtering with threshold value is 
0.7~0.9 

In this case, r is 420. From the graphs, the peak signal in Fig. 5(d) is stronger than 
that in Fig. 5(c). From the comparison, it is found that the proposed postprocessing is 
effective for prime factorization. Note that both procedures with and without 
postprocessing give the correct period in this case.   
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Fig. 5. Results of numerical analysis at (N, a)=(899, 417). (a) profile of g(x), (b) that after 
thresholding, (c) auto-correlation of g(x), and (d) auto-correlation of (b).  

Next, success rate is estimated. Results of estimation are summarized in Table 1. 
Three kinds of N are used in the analysis. A threshold parameter means that threshold 
value is set to α% of the maximum intensity. In case of α=0, postprocessing is not 
executed in the procedure. In other words, the case means the conventional procedure. 
In the analysis, k is set to 2 in all cases. 

From the table, it is shown that the proposed postprocessing contributes to 
improvement of success rate for prime factorization. From the table, it is shown that 
the proposed postprocessing contributes to improvement of success rate for prime 
factorization. However, success rate is not enough to practical use. We should study 
on a scheme to optimize the values of k and α, respectively. That is considered to be 
one of the future issues. 
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Table 1. Results of estimation to investigate success rate. A and B show the number of success 
and that of trail, respectively 

 

6 Summary 

Post-processing in an optical procedure for prime factorization has been proposed. 
This post-processing is based on thresholding to intensity distribution obtained with 
the optical processing. The purpose of the proposed processing is implementation of 
operations corresponding with collapse of wave function in Shor's quantum algorithm. 
Effectiveness of it has been clarified by numerical analysis. 

We comment on optical implementation for our system. Fig. 2 (a) shows schematic 
diagram for explaination. However, the system shown in the figure is not so practical 
in terms of alignment. An optical feedback system seems to be effective to implement 
a sequence of modulation in our method. 

We should construct an experimental system with the optical procedure. Also, 
improvement for larger scale prime factorization based on the proposed procedure is 
required.  
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Abstract. In this paper, we have used optics to solve the satisfiability
problem. The satisfiability problem is a well-known NP-complete prob-
lem in computer science, having many real world applications, which no
polynomial resources solution is found for it, yet. The provided method
in this paper, is based on forming patterns on photographic films iter-
atively to solve a given satisfiability problem in efficient time. The pro-
vided method requires polynomial time, but, exponential length films
and exponential amount of energy to solve the satisfiability problem.

Keywords: Optical Computing, Unconventional Computing, Optical
Problem Solving, Satisfiability problem.

1 Introduction

The problem of finding if a given boolean formula is satisfiable or not is referred
as the satisfiability (SAT) problem [1]. A boolean formula in propositional logic
is an expression written using only variables, parenthesis, and logical operations
“and”, “or”, “not”. A boolean formula is satisfiable if and only if it is possible to
assign a value (“true” or “false”) to each variable in such a way that the whole
formula is evaluated to “true”.

The satisfiability problem is an important problem in combinatorics as it is
the first known NP-complete problem and every other NP-complete problem
can be reduced to a satisfiability instance [2]. The satisfiability problem has also
wide range applications in model checking to verify temporal logic properties of
systems [3] and appears in many software and hardware verification systems [4].
A huge number of solutions for the satisfiability problem is provided, but no
polynomial resources solution taking polynomial amount of resource such as
time, space, and energy is found yet [5].

Beside electronic computers, unconventional computing has grown from many
years ago in order to bring more computational capabilities in computation, by
using various natural phenomena rather than just electronics. Many real-world
hard problems are already investigated in unconventional computing and some
good results are obtained. Different versions of the satisfiability problem are also
investigated in different branches of unconventional computing and new solutions

S. Dolev and M. Oltean (Eds.): OSC 2012, LNCS 7715, pp. 15–24, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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based on different natural phenomena are already provided, such as quantum
computing [6], DNA computing [7], and membrane computing solutions [8].

Optical computing as a branch of unconventional computing performs com-
putation based on physical properties of light. Special properties of light such
as ability of splitting a light ray into several light rays, high parallel nature, and
existence of different wavelengths in a simple light ray are recently used to pro-
vide new solutions for several NP-complete problems, specially the satisfiability
problem. In some works different wavelengths in a light ray are used to solve
a restricted version of the satisfiability problem, 3-SAT problem [9,10], where
different wavelengths are considered as possible solutions for the 3-SAT problem
and prisms and beam splitters are used to select the proper solutions. In some
other works, the satisfiability problem is solved by making delays on light ray
motion [11,12] where light rays reaching a destination in a specific time rep-
resent a proper solution for the satisfiability problem. Another works solve the
satisfiability problem by reducing the light intensity [11], and xeroxing on plastic
sheets [13]. Although these solutions have many restrictions and difficulties in
practice, they bring the idea that optical approaches may yield to obtain more
efficient solutions to the satisfiability problem.

In this paper, we have provided a novel optical solution for the satisfiability
problem introducing a new design for optical devices and taking polynomial time
to solve each problem instance. We have previously provided optical designs
based on using optical sensitive sheets to solve the dominating set problem [14]
and the graph 3-colorability problem [15]. In the next section, the satisfiability
problem is defined precisely. In section 3, the novel optical solution is provided.
The complexity of the provided solution is explained in section 4. In section
5 advantages and disadvantages of the provided solution is investigated. The
conclusion and future works are finally provided in section 6.

2 The Satisfiability Problem

The satisfiability (SAT) problem in propositional logic is referred to a decision
problem asking if a given formula over n variables is satisfiable or not. In the
other words, in each instance of the satisfiability problem, a formula F composed
of n variables x1, · · · , xn, parenthesis, and three logical operations “and”, “or”,
and “not” is given, and the question is weather it is possible to assign either true
(“1”) or false (“0”) to each variable in such a way that F be evaluated to true
(“1”).

In this paper, we assume that the satisfiability formula is given in conjunctive
normal form (CNF). A formula F is in CNF if and only if F is the conjunction
of some clauses c1, · · · , cm in the form of c1 ∧ c2 ∧ · · · ∧ cm, where each clause is
the disjunction of k literals l1, · · · , lk, in the form of l1∨· · ·∨ lk. In this definition,
each literal is either a variable xi or negation of a variable xi.

For example, (x1 ∨ x2 ∨ x4) ∧ (x1 ∨ x2 ∨ x3) is a satisfiability formula, and
x1 = 1, x2 = 0, x3 = 1, x4 = 1 is a value-assignment to the variables satisfying
the formula.
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The defined satisfiability problem belongs to NP-complete class of complex-
ity [1]. No polynomial solution for NP-complete problems is found yet, and no-
body knows whether such a solution exists.

Without loss of generality, we assume that there is no clause containing both
a variable and its negation, because if so, that clause is evaluated logically as
“true” and could be omitted. We also assume that the literals in each clause are
distinct. Hence, each clause contains at most n distinct literals, where n is the
number of variables.

3 The Optical Satisfiability Solution

The main idea to solve the satisfiability problem is to generate all possible value-
assignments for n variables and determine if there is at least one value-assignment
satisfying the given formula or not. To do this, we show how to use light rays
as value-assignments and generate all possible value-assignments. Then we show
how to construct literal filters and clause filters to block those light rays that
don’t satisfy the given formula.

3.1 Light Rays as Value-Assignments

Consider a ribbon divided into 2n equal cells, as there are exactly 2n possible value-
assignments for n variables (0 or 1 for each variable). We consider each
value-assignment as a bit string, where the i-th position in the string is the value
assigned to the i-th variable and assign each possible value-assignment to a cell in
lexicographical order. An example of the value-assignment mapping for n = 3 is
shown in Fig. 1. We say that a cell and light rays passing through it satisfy a given
literal, clause, or formula if and only if the cell is assigned to a value-assignment
satisfying the given literal, clause, or formula.

0

1

0 0

0 0

0 0

0

0 0

0

0

1

1 1

1

1 1

1 1

1 1 1

x1 x2 x3

Fig. 1. Mapping the cells in a light ribbon to possible value-assignments for three
variables
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3.2 Literal Filters

A literal filter for literal l denoted by fl is a ribbon having 2n cells in such a form
that a cell is transparent if and only if it satisfies l, and is opaque otherwise. We
create 2n literal filters for literals x1, · · · , xn and x1, · · · , xn. First we explain the
structure of literal filters and then we describe how to create them efficiently.

Literal Filter Structure. To understand the shape of a literal filter fxi (fxi),
note that the value-assignments are mapped to the cells of a ribbon in lexico-
graphical order, considering each value-assignment as a string where the i-th
position in the string is the value assigned to xi. So, each value-assignment for
the first i − 1 variables appears in exactly 2 × 2n−i continuous cells. In these
2 × 2n−i cells, the first 2n−i cells have value “0” for xi so they are opaque in
fxi (transparent in fxi

). The second 2n−i cells have value “1” for xi, so they
are transparent in fxi (opaque in fxi). Hence, the cells in fxi (fxi) can be con-
sidered as 2i groups of cells, each group contains 2n−i cells, and the groups
are opaque and transparent (transparent and opaque) iteratively, as is shown in
Fig 2. Literal filters fx1 ,fx2 , and fx3 are shown in Fig. 3.

fxi

2n−i opaque cells

2n−i transparent cells

2n−i transparent cells

(a)

fxi

2n−i transparent cells

2n−i opaque cells

2n−i opaque cells

(b)

Fig. 2. Each literal filter is consists of 2i groups of 2n−i cells, where the groups are
opaque and transparent (transparent and opaque) iteratively (a) the literal filter fxi

satisfying xi, (b) the literal filter fxi satisfying xi

Creating Literal Filters. To create a literal filter, we use a ribbon shaped
photographic film and divide it into 2n cells. Each point in photographic film is
transparent initially, and becomes opaque if light reaches it. By fixing the film
chemically, the state of the cells (opaque or transparent) will not be changed
any more. If light is emitted to a fixed film, transparent cells pass the light, and
opaque cells block it.

To create literal filters fxi and fxi
, consider two ribbon shape photographic

films denoted by r and r which are divided into 2n cells and are transparent
initially. At the first step, we emit light into the first 2n−i cells of r and the
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fx1 fx2 fx3

Fig. 3. Examples of literal filters, fx1 , fx2 , and fx3

second 2n−i cells of r to become opaque. Then we fix the first 2 × 2n−i cells
of r and r, since these cells are already formed as they appear in fxi and fxi

respectively.
Now suppose that in the k-th (k = 1, 2, · · · , i−1) step, the first 2k×2n−i cells

of r and r are shaped as they appear in fxi and fxi respectively. So, the first
2k × 2n−i cells in r and r are in 2k groups each of which containing 2n−i cells,
and the groups are opaque and transparent in r (transparent and opaque in r)
alternatively.

Now we place r in front of r in such a way that the first cell of r be placed in
front of the 2k × 2n−i + 1-th cell of r (the first cell of r which is not fixed yet)
and emit light to the first 2k × 2n−i cells of r as is shown in Fig. 4a. Now the
second 2k × 2n−i cells of r are shaped as they appear in fxi (shown in Fig. 4b),
and we fix them.

We do the same process for r, by placing r in front of r where the first cell of
r is placed in front of the 2k × 2n−i + 1-th cell of r and emit light to the first
2k × 2n−i cells of r as is shown in Fig. 4c. Now, the second 2k × 2n−i cells of r
are also shaped as they appear in fxi (shown in Fig. 4d) and we fix them.

By applying the explained process, after k-th step, the first 2k+1 × 2n−i cells
of r and r are fixed correctly.

After continuing this process for i− 1 steps k = 1, 2, · · · , i− 1, all 2n cells of r
and r are formed correctly and finally r is a literal filter for xi and r is a literal
filter for xi.

3.3 Clause Filters

A clause filter for clause C = l1∨· · · ∨ lk denoted by fC , is a ribbon divided into
2n cells, where each cell is transparent if and only if it satisfies C, and is opaque
otherwise.

Having 2n literal filters fx1 , fx1 , · · · , fxn , fxn , we want to createm clause filters
for m clauses C1, · · · , Cm appeared in the given satisfiability formula. To create
a clause filter fC , note that a cell satisfies C if and only if it satisfies at least
one of literals l1, · · · , lk. Using the relation C = l1 ∧ · · · ∧ lk, we place k literal
filters fl1 , · · · , flk next to each other (the order is not important), then place a
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Light

r

r

2k × 2n−i cells

(a)

2k+1 × 2n−i cells

r

(b)

Light

r

r

2k × 2n−i cells

(c)

2k+1 × 2n−i cells

r

(d)

Fig. 4. The k-th step in creating literal filters fxi and fxi . (a) Placing the first cell of
r in front of the 2k × 2n−i +1-th cell of r and emitting light. (b) The second 2k × 2n−i

cells of r are shaped as they appear in fxi . (c) Placing the first cell of r in front of the
2k × 2n−i + 1-th cell of r and emitting light. (d) The second 2k × 2n−i cells of r are
shaped as they appear in fxi .

transparent ribbon shape photographic film r after them and emit light through
the literal filters to reach r, as is shown in Fig. 5. Now, a cell in r is transparent
if and only if it is opaque in at least one of fl1 , · · · , flk . Note that a cell is opaque
in at least one of fl1 , · · · , flk if and only if it is transparent in at least one of
fl1 , · · · , flk . Hence, the cells of r are formed as the cells appear in fC . Then, we
fix r, and fC is created.

3.4 Finding the Answer

To find a given formula F = C1 ∧ · · · ∧Cm is satisfiable or not, we first create m
clause filters fC1 , · · · , fCm . Note that F is satisfiable if and only if there exists at
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...

Light

fl1 flk fC...

Fig. 5. Creating the clause filter fC , where C = l1 ∨ · · · ∨ lk

...

Light

fC1 fCm
...

sensor

lens

Fig. 6. Finding if the given formula F = C1 ∧ · · · ∧ Cm is satisfiable or not

least one value-assignment satisfying F . In the other words, F is satisfiable if and
only if there exists at least one cell which is transparent in all fC1 , · · · , fCm . We
place m clause filters fC1 , · · · , fCm next to each other (order is not important)
and emit light from one side as is shown in Fig. 6. Using a lens and an optical
sensor, we check if some light rays pass through the filters or not. If some light
rays pass through all filters, there is at least one cell which is transparent in all
filters, hence, F is satisfiable, F is not satisfiable otherwise.

4 Complexity

In this section, first we have investigated the length complexity of the required
ribbon shaped photographic films and then, we have explained the complexity
of time and energy consumed to solve each problem instance.

To solve a satisfiability problem instance having m clauses over n variables,
each filter contains 2n cells. Since 2n literal filters andm clause filters are created,
total length of required photographic film is O((m+ n)2n)).

In the provided solution, the literal filters fxi and fxi
are created in i steps

and each step takes O(1) time. Hence, O(n2) time is required to create all literal
filters, for all n variables and their negations. After creating literal filters, m
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clause filters are created, and fCi (for 0 < i ≤ m) takes O(ki) time to be created,
where ki is the number of literals in Ci. So, O(K) time is required to create all
clause filters, where K is the total number of literals in F , or K =

∑m
i=1 ki.

Finally, O(1) time is required to emit light through m clause filters and find
if the given formula is satisfiable or not. Hence, the provided solution takes
O(n2 +K) time overall to solve each problem instance. Note that K ≤ mn, as
there are at most n literals in each clause.

In the phase of creating literal filters, O(n2n) light rays are required, because
we have to create 2n literal filters each of which containing 2n cells and each
cell requires a light ray to be shaped. Similarly in the phase of creating clause
filters, O(m2n) light rays are required because we have to create m clause filters
each of which containing 2n cells and each cell requires a light ray to be shaped.
At the end, the answer of the problem is found by emitting O(2n) light rays to
the clause filters. Thus, the provided solution requires O((m+ n)2n) photons to
solve each problem instance.

Note that literal filters can be created in preprocessing phase and be used
to solve several problem instances. In this case, O(n2) time and O(n2n) photos
are required in preprocessing phase to create all literal filters to solve problem
instances over at most n variables. After preprocessing phase, O(K) time and
O(m2n) photos are required to solve each problem instance over n variables, m
clauses, and K total literals.

5 Discussion

In the provided solution, each optical filter has exponential length but they
are created in polynomial time by a novel method. The overall time to solve
the problem is also polynomial which is the advantage of the provided solution
in comparison to previous works based on delayed signals [12] and wavelength
based approaches [9,10]. The provided solution is also practical for larger num-
ber of variables in comparison to wavelengths based approaches, as the spec-
trum space is divided into exponential number of zones in wavelength based
approaches [9,10]. Note that although wavelength based approaches have expo-
nential preprocessing time and limitation on large number of variables, but they
use simpler optical filters and solve each problem instance in shorter time [9,10].
The other advantage of the provided solution is that there is no need to expo-
nential number of optical devices in contrast to some previous works which split
light rays exponential times [11].

Beside the advantages, the provided solution has practical limitations because
of the exponential length of optical filters. Considering a standard 35mm pho-
tographic film resolving 6000 lines, 20 meters film is required to create each
filter when n = 40 and 80 meters film is required to create each filter when
n = 43. Note that, it is not necessary to emit light to the whole film ribbon
simultaneously, or use a large lens. Instead, we can use a small light source and
an optical sensor, and pass the film ribbon from the first to the end between
them. It should be noticed that the number of photons required to each problem
instance is exponentially increased according to number of variables.
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6 Conclusion and Future Works

We have provided a novel polynomial time optical solution for the satisfiability
problem. We have shown how to create exponential length optical filters in poly-
nomial time, using photographic films. The filters are then used to specify light
rays corresponding to proper answers of the satisfiability problem. The solution
creates polynomial number of such filters to determine the answer of the given
satisfiability problem. The number of photons used for each problem instance is
exponential.

As the future work, we will try to apply the provided solution for other hard
combinatorial problems. We will also try to use other properties of light, to
reduce the length of filters is another issue, which brings the ability of solving
problem instances over more variables. Another issue, is to generalize the optical
operation used in this paper, to obtain a general optical computational model,
which can be used to solve a wide range of problems.
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Abstract. Various data handling processes can be implemented without
involving energy dissipation. However, these processes execute only part
of a complete computing task and the remaining part will involve the loss
of energy. This paper discusses some misleading concepts of reversible
logic and presents a novel approach toward optical architectures with
reduced energy consumption.

1 Introduction

About three decades of fruitful cooperation with H. John Caulfield had a sad
and abrupt ending. This paper is the first attempt to proceed along the tracks
we set out together, but with the regretful absence of John.

The essence of this paper can be summarized by the words of John Caulfield
contributed to a joint paper which, unfortunately, was never completed: ”Ev-
eryone who owns a laptop computer knows that energy must be dissipated in
computers. They get really hot. But we know that computers use logic gates in
their construction, so seeking zero energy logic gates seems a good place to start
reducing the required energy. In reality, zero energy logic gates can be made as
shown here, but large computers cannot be made off these elements...”

Traditional computing is executed by arrays of logic gates implementing
Boolean logic. Since a fundamental logic operation has two inputs and only one
output, information is lost on the way and the input cannot be reconstructed
from the output. We say that this operation is irreversible and the loss of infor-
mation is also associated with the loss of energy[1–3]. As these gates are intrin-
sically dissipative, there is a theoretical lower limit to the energy cost of each
operation. From fundamental thermodynamic considerations this lower energy
limit is kT ln 2, where k is Boltzman’s constant and T is the absolute tempera-
ture. This energy will heat our computers regardless of the technology adopted
for implementing the logic gates. Needless to say that energy dissipation in state
of the art computing technology is about five orders of magnitude above this
theoretical energy dissipation limit.

To mitigate energy losses in logic gates several concepts of reversible gates
were introduced during the years. The most frequently addressed such reversible
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gate is the Fredkin gate[4]. It turns out that these gates are ideal for optical
implementation[5] and, under certain conditions, they can operate with no en-
ergy dissipation. The next section addresses the basic concepts of reversible logic
and this is followed by a demonstration that specific logic functions can be im-
plemented on a generic interconnection network.

2 Reversible Logic – General Considerations

As indicated in the introduction, conventional logic gates discard information
and, as a consequence, are dissipative in terms of information and energy[1]. In
contrast, reversible logic is based on lossless logic elements, such as the Fredkin
gate[4]. Essentially, a Fredkin gate is a cross-bar switch converted to perform
logic operations. The schematic representation of a Fredkin gate is depicted in
Fig. 1. Traditionally, a Fredkin gate has three information channels, the control
channel C and two data input and output channels. While the signal in the
control channel is transmitted unchanged it controls the two data channels, in
the following way:

b1 = a1; b2 = a2 If C = 0; b1 = a2; b2 = a1 If C = 1. (1)

It is appropriate to note that this definition is the complement of the original
definition by Fredkin and Toffoli [4] since we found the present definition more
convenient for our applications. The Fredkin gate is lossless and reversible in
the sense that if all three outputs are detected, the input can be reconstructed.
The energy needed to change the state of the gate between C = 0 and C = 1 is
ignored in most publications.

The controlled switching operation of the Fredkin gate can be represented
mathematically in several ways[3] out of which we found it convenient to employ
here the matrix representation given as,

(
b1
b2

)
= M

(
a1
a2

)
(2)

�� ��

���

���

���

���

Fig. 1. Basic definition of the Fredkin gate
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where,

M =

(
1 0
0 1

)
for C = 0; M =

(
0 1
1 0

)
for C = 1. (3)

The original idea of Fredkin gates was to use the two input channels for the data
and the control channel, C, for controlling the gate’s state. However, already
from the start, the proposal to use these reversible gates for the implementation
of traditional Boolean logic functions[3–5] mixed up the role of the data and
control channels. In principle, Boolean logic functions can be performed with one,
or a combination of several reversible elements as shown in Fig. 2 for the three
primitive logic elements, NOT, AND and OR gates. Looking at the architectures
of these implementations we observe that each logic operation is accompanied by
two additional outputs filling up all the three output channels of the gate. In the
terminology of reversible logic the outputs irrelevant to the specific operation
are considered garbage. Unfortunately, if this garbage is discarded reversibility
is lost and energy dissipation can no longer be avoided. In other words we may
state that any ”black box” that performs the function of a conventional logic
gate, for all external aspects it is a logic gate and an external observer cannot
distinguish between them. This means that the operation of this black box will
be associated, among other characteristics, with losses regardless of its internal
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Fig. 2. Implementation of logic elements using a Fredkin gate. (a) NOT gate, (b) AND
gate and (c) OR gate.
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constitution, even if each internal component is nominally lossless. With these
considerations we may conclude that traditional ways to implement Boolean
logic operations with reversible logic gates reinstate dissipation of at least the
same order of magnitude as conventional logic gates. Thus, the whole idea of
reversible computing is contradicted.

Another difficulty encountered in the implementation of Boolean logic opera-
tions using several Fredkin gates is the mixing of the control and data channels.
The problem stems from the fact that the physical nature of the control channel
is usually completely different than the two data channels. In practice, while the
original data channels flow with no theoretical lower limit on energy dissipation,
the control channel must use energy, at least for changing the state of the gate.
Moreover, to maintain a certain state, the switching energy between the two
states must significantly exceed the thermal noise of the order of kT . In practice
this energy will be much higher than the kT ln 2 theoretical limit[1, 3] on a single
logic operation.

As a consequence of the above considerations we have to conclude that loss-
less computing must involve modifications of the whole computing paradigm.
Perhaps the most promising rout to go is the concept of hybridization where the
computing architecture contains reversible components as well as non-reversible
ones. A computing architecture based on this concept will perform part of the
process with no energy loss but the rest will still involve energy dissipation. An
interesting approach exploiting this concept is based on the recently introduced
concept of Directed Logic[6] (DL).

3 Directed Logic

Basically, a DL network [6] comprises a combination of interconnected Fredkin
gates where input data is fed to the control channel of the gates and logic func-
tions are implemented by light propagating through the data channels. Thus, the
need to mix signals of different physical nature is eliminated and information in
the data channels flows along the net with no obstruction and no theoretical
lower limit on energy dissipation.

An apparent disadvantage of the DL approach as compared to traditional
Fredkin gate logic operations is a loss of the idealized simplicity indicated in Fig.
2. For example, to implement an OR gate within the DL approach we need three
gate elements (Fig. 3) instead of just one and one of the input signals must be fed
to two elements in parallel. However, in view of the above discussion it is obvious
that there is an actual penalty paid for the simplicity of the original Fredkin gate
in terms of practical system complexity, processing speed and energy dissipation.
Energy dissipation is particularly large when the state of the gate is switched.
While in the original Fredkin gate implementations the gates are switched during
the input and the processing operation, in DL the gate is switched only with the
input data.

With all the indicated advantages of DL it still suffers from inflexibility
since the network must be rewired if the required logic function is changed.
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Fig. 3. DL implementation of an OR gate

This inflexibility can be represented by the rewiring needed on the network of
Fig. 3 to implement other logic functions, such as an AND operation as shown
in Fig. 4.

To mitigate the inflexibility of DL networks, in the next section we introduce
a generic architecture into which different logic operations can be programmed
in a flexible way.

4 Programmable Directed Logic Network

As indicated above and in the analysis provided in Ref. [6] the advantages of
DL significantly out weight its disadvantages and the feasibility of the practical
optical implementation of DL elements and small networks has been already
demonstrated in several laboratory experiments.[7–11] For our purpose here we
shall represent the basic building block of the network by the optical waveguide
coupler, schematically shown in Fig. 5. Such a coupler consists of two adjacent
optical waveguides with an intersection, represented by the ellipse, where the
coupling between them can be controlled. There are many possible implementa-
tions for such a coupler, including the Mach-Zehnder coupler, which is already
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Fig. 4. DL implementation AND and NAND functions

widely used in communication networks, micro-ring resonators, electro-optically
activated couplers, thermal couplers and wavelength sensitive couplers.

The optical waveguide coupler was already singled out in Ref. [5] as a useful
implementation of an elementary Fredkin gate. Since then several architectures
were proposed where the waveguide coupler also served as a building block for the
implementation of interconnection networks in two [12] and three-dimensional
architectures[13] as well as arithmetic processors[14]. In this paper we shall also
consider the optical waveguide coupler implementation of the Fredkin gate and,
accordingly, from now on the traditional data channels will be referred to as
light channels. This terminology is useful since in the DL approach there is no
interchange between light channels and control channels, keeping the light chan-
nels for nominally lossless information transfer. The dissipative input interface
is combined with the control channel eliminating the need to transfer the data
from a separate input device to the processor.

A generic interconnection network composed of waveguide couplers is shown
in Fig. 6. A complete permutation network between 2N input channels and 2N
output channels can be implemented by 2N switching layers, where such a layer
contains all the gates along a vertical line [12] and a total of N(2N−1) switching
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Fig. 5. A waveguide coupler as Fredkin gate. The two waveguide channels are coupled
by a controllable element represented by the ellipse.

 

Fig. 6. A generic interconnection network

elements. In the implementation of a DL processor based on such an intercon-
nection network we do not need all possible permutations but each computing
gate element has only one data input port (the control input). Therefore we
need at least as many gates as we have input data bits. As a consequence, to
implement a usual two-input logic gate we shall need at least two DL gates and,
in general, to process N data inputs we shall need at least N DL gates. As we
demonstrate here the generic permutation interconnection architecture of Fig.
6, which can direct in parallel any of the 2N light input ports to any of the 2N
light output ports, can be exploited for logic operations. Within the original DL
paradigm this means that we supply a light input vector with only one non-zero
element and the result of a logic operation is detected on one of the output ports.
While this already is a significant improvement over the original hard-wired DL
network here we allow several non-zero input elements to perform several logic
operations in parallel. For the implementation of each logic function described
below we employ a limited section of the complete interconnection net, allowing
for additional operations to be performed in parallel.

To demonstrate the improved flexibility of the programmable array we present
here the implementation of the OR and AND operations of Figs. 3 and 4. Fig. 7
shows a section of an interconnection network of four channels and six gates, not
all active for this implementation. The active gates are marked by the input data
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Fig. 7. Section of interconnection network implementing an OR gate (a) and an AND
gate (b). See text for more detail.
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Fig. 8. Implementation of three-input XOR and AND operations in parallel with a
single finite light input in the second channel from top

A and B. To implement an OR operation (Fig. 7a), there is one light channel
with a finite input, the A input is fed to three gates simultaneously while the
B input is fed to one gate. To implement the AND operation it is adequate to
feed the A and B to one gate each. To obtain also the NAND operation the A
input is fed also to the second A gate to the right. Taking a longer section, we
can implement a three-input XOR and AND operation simultaneously as show
in Fig. 8. It is straight forward to extend this architecture to multiple inputs
and more complicated logic functions can be also implemented, sometimes with
several finite inputs to the light channels.

5 Conclusions

Reversible logic elements are not adequate to perform full computing operations.
Nevertheless, discrete logic functions can be executed with no lower bound of
energy dissipation. Integrating such logic operations in general computing ar-
chitectures can lead to significantly reduced energy dissipation, high operating
speed and flexibility.
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Abstract. An all-optical scheme based on periodically poled lithium Niobate 
waveguide (PPLN) for signal processing of the in-phase (I) and quadrature (Q) 
components of an input quadrature phase shift keying (QPSK) signal is pre-
sented. The device is able to work on the I and Q components without any addi-
tional demodulation stage and makes use of cascaded second harmonic and  
difference frequency generation (SHG and DFG respectively) in the PPLN wa-
veguide to obtain the logical operation XOR(I,Q). A single continuous wave 
pump signal is needed in addition to the input signal to generate the output sig-
nal, in which the information is coded in a binary phase shift keying (BPSK) 
modulation. The logical XOR(I,Q) is a basic operation that can enable data cod-
ing and error detection in all-optical networks. Bit error rate measurements are 
provided to evaluate the system performance for a 20Gb/s DQPSK input signal, 
and tunability of the output signal wavelength has been attested with almost 
constant optical signal-to-noise-ratio (OSNR) penalty along the C-band.  

Keywords: Periodically Poled Lithium Niobate Waveguide, Quadrature Phase 
Shift Keying, All-Optical Processing, XOR, Coding, Error Detection. 

1 Introduction 

The increasing demand of bandwidth arising from new and more complex telecom 
services and applications is spurring the research towards the study of spectral  
efficient transmission systems and the design of devices able to overcome the actual 
electronic bottleneck of the existing telecommunication networks.  

Phase shift keying (PSK) modulation formats are attractive due to their low band-
width occupation and their high tolerance to chromatic dispersion that allows a more 
efficient allocation of limited resources, and a longer reach compared to the transmis-
sion systems based on amplitude phase shift keying (ASK) modulation. Recently 
quadrature phase shift keying (QPSK) has started to be exploited in the long-haul 
segment for existing optical networks and its use is expected to be extended to the 
metro and access segments to improve the networks capacity.  
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All-optical processing techniques are in general desirable solutions to overcome 
the bottleneck of the existing telecommunication networks that still make a large use 
of electronic devices to process and regenerate the transmitted optical signals, and 
thus limit the tributary channel speed to tens of Gbps. Furthermore, optics has the 
potential to lower the power consumption with respect to current electronic solutions. 
The use of photonics technology applied to the logical computing of the optical  
signals has been proved to work at ultrahigh speed, up to Tbps [1]. A particularly 
interesting branch of the signal processing technology is the one concerning the cod-
ing and error detection, that could allow the telecommunication systems based on 
ultrafast optical technology to be more efficient and reliable. Simple examples of 
optical coding (OC) and error detection (OED) can arise from elementary logical 
operations such as XOR logic gates, and have been recently implemented [2], [3].  

In this scenario, elementary XOR logic operation on the in-phase (I) and quadra-
ture (Q) components of an ultra-fast all-optical QPSK signal, without the need of 
demodulating the original data stream to act on the single I and Q components, could 
allow OC and OED techniques such as checksum and cyclic redundancy check, and 
enhance the overall transmission system reliability and efficiency. 

Several solutions have been proposed to perform XOR operation of ASK and PSK 
signals in the optical domain exploiting χ(3) effects such as four wave mixing (FWM) 
in semiconductor optical amplifier (SOA) [4-5],  and in highly nonlinear fiber 
(HNLF) [6-7], or cascaded χ(2) processes in periodically poled lithium Niobate  
waveguide (PPLN) [8-9].  

Among the mentioned techniques, cascaded χ(2) processes in PPLN, such as second 
harmonic and difference frequency generation (SHG and DFG), have several advan-
tages over the use of χ(3) effects in SOA or HNLF. The transparency to data rate and 
modulation format, the absence of undesired χ(3) effects, the broad conversion band-
width allowing simultaneous processing of several signals, the negligible introduction 
of quantum-limited amplified spontaneous emission (ASE) noise, and low signal dis-
tortion make PPLN an attractive solution to perform processing of advanced modula-
tion format signals. Moreover, the possibility to further increase the potential of 
PPLN in terms of conversion efficiency [10] and polarization insensitivity [11] has 
been investigated and demonstrated. 

In this paper, the architecture of a simple and flexible device performing the XOR op-
eration between the I and Q components of an input QPSK signal is presented, and an 
experimental validation of the operation principle acting on a 20Gbps QPSK input data 
stream is provided by means of bit error rate (BER) measurements. The device is based 
on cascaded SHG/DFG in PPLN and it is potentially polarization independent. Unlike 
the only one scheme already existing in literature [9], here the XOR between the I and Q 
components of the input QPSK signal is obtained without any particular condition on the 
input signal data stream. Moreover, the input signal central wavelength do not have to 
satisfy any particular condition, because by a change in the PPLN driving temperature, 
the scheme can be adapted to any input signal configuration, making the device colorless 
and flexible. 

This paper is structured as follows. After the introduction giving an overview about 
the state of the art in optical coding to perform the XOR operation, a section  
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describing the operation principle and the theoretical scenario is presented. After-
wards, the third section explains the employed setup and gives some details about the 
experimental activity, whereas in the fourth section the obtained results are discussed. 
Finally, in the Conclusions the relevant results are summarized.  

2 Operation Principle 

The operation principle of the all-optical device performing the logical XOR on the I 
and Q components of the input QPSK signal Si is depicted in Fig. 1(left). 

 

Fig. 1. Left: operating principle of the PPLN based XOR; Right: mapping of the input I and Q 
components on the output DPSK signal 

The logic gate is based on cascaded SHG and DFG in PPLN waveguide. The 
PPLN temperature is set to make Si central wavelength (λi) fall inside the quasi-phase 
matching (QPM) condition bandwidth. This way, when travelling through the PPLN, 
the input signal at wavelength λi experiences SHG and a new signal SSHG is created at 
λSHG = λi/2. This signal carries the information about the XOR(I,Q) and is brought 
back to the C band by means of DFG between SSHG and a continuous wave pump 
signal SCW at λCW. The ultimate output of the device is therefore signal SDFG, whose 
central wavelength λDFG satisfies the condition: 

CWSHGDFG λ
1

λ
1

λ
1 −=           (1) 

Fig. 1(right) shows how the information about the logical XOR(I,Q) is mapped into 
signal SSHG. During the SHG process, two photons at λi are combined to generate a 
third photon at λi/2. Since signal Si is a QPSK signal, the phase of Si corresponding to 
the k-th bit (φi(k)) is mapped into a new PSK signal SSHG whose phase φSHG(k) is 
given by:  

 

{ } { } )k(2(kT)Sarg2(kT)Sarg)k( iiDFGDFG ϕ⋅=⋅==ϕ        (2) 
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where T is the bit interval and arg{S} is the argument of signal S. 
The information carried by the output signal SDFG is equal to the one of signal SSHG 

as its phase φDFG(k) is given by: 
 

{ }
{ } { } )k()k((kT)Sarg(kT)Sarg

(kT)Sarg)k(

CWSHGCWSHG

DFGDFG

ϕ−ϕ=−=
=ϕ

    

      (3) 

 
where  φCW(k) is a constant value that we can set to be equal to 0 to simplify the prob-
lem description. 

When φi(k) is equal to π/4 or 5π/4, corresponding to a couple (I,Q) of (1,1) and (-
1,-1) respectively, φDFG(k) is equal to π/2; on the other hand, when φi(k) is equal to 
3π/4 or 7π/4, corresponding to a couple (I,Q) of (-1,1) and (1,-1) respectively, φDFG(k) 
is equal to -π/2. SDFG is therefore a BPSK signal and the information carried by its 
phase is obtained from the corresponding I and Q components by means of the truth 
table of Fig.1(right). 

3 Experimental Validation 

The experimental setup used to validate the XOR gate based on PPLN waveguide is 
shown in Fig. 2. The signals under test were monitored by means of DQPSK and 
DPSK demodulators, but the scheme described can be used to operate also on QPSK 
signals. The setup consists in three blocks: transmitter, receiver and device under test, 
performing the XOR operation by means of cascaded SHG and DFG in PPLN as 
described in the previous paragraph.  

 

Fig. 2. Experimental setup 

In the transmitter block, a DQPSK signal (Si) is created by means of a continuous 
wave lasers, an I-Q modulator and a bit pattern generator (BPG). A fixed wavelength 
is modulated to create the DQPSK signal at λi = 1550,9nm. Two electrical drivers 
amplify the 10Gbps 27-1 pseudo-random bit sequence (PRBS) D and its delayed rep-
lica that drive the RF ports (I and Q) of the modulator, to produce a DQPSK signal at 
10Gbaud/s (20Gbps). RF cables with different lengths and an electrical delay line 
(EDL) make sure that the driving sequences are uncorrelated. A low noise erbium 
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doped fiber amplifier (EDFA) is used to amplify the DQPSK signal and 1nm wide 
optical band pass filter removes the out of band amplified spontaneous emission noise 
(ASE). 

The pump signal is generated inside the device that performs the XOR operation 
by means of a tunable laser (TL). Two polarization controllers (PCs ) are used to align 
the polarization of the pump to the one of Si, and a 3dB coupler is used to combine the 
signals before entering a booster EDFA. At the EDFA input, the CW pump power 
level is around 3dBm, whereas the signal is at 0dBm. The EDFA saturated output 
power is about 28dBm, which means that, at the PPLN input, the two signals power 
level is around 25dBm. A polarization beam splitter (PBS) is used to polarize the 
signals that are fed into the polarization maintaining input pigtail of the waveguide. 
Finally, a tunable optical OBPF with a bandwidth of 1nm selects the output signal at 
λDFG, whose power level is 1.5dBm. Before entering an EDFA, a second OBPF (1nm 
wide) removes the exceeding ASE noise. The spectra at the input (a) and output (b) of 
the PPLN are shown in Fig. 3; in this case λCW = 1545.3nm and, consequently, λDFG = 
1556.7nm. The Monitor1 shown in Fig. 2 has been used for monitoring the average 
power (~1.5mW for each signal) of each signal at the booster EDFA input. For match-
ing the right polarization state of each signal, thus maximizing their power, at the 
PPLN input, the power monitored at Monitor2 has been minimized by properly adjust-
ing each signal polarization state. The temperature of the PPLN has been kept at 
19.1°C, to match the QPM condition to the input signal wavelength.  

 

Fig. 3. PPLN input (a) and output (b) spectra 

The receiver shown in Fig. 2 was used to perform BER measurements on the input 
and output signals. Noise loading is used to change the optical signal to noise ratio 
(OSNR) at the receiver section. The signal under test is first demodulated and then 
coupled to the noise coming from an EDFA. A variable optical attenuator (VOA) 
changes the amount of noise to vary the OSRN that is monitored by means of an  
optical spectrum analyzer (OSA). A 10GHz photoreceiver (PR) is used to convert the 
optical signal to an electrical data stream before entering the BER tester. 

4 Results and Discussion 

Fig 4(a) shows the BER vs OSNR for the input DQPSK I and Q components and for the 
output DPSK signal. The eye diagrams corresponding to the demodulated SDFG and the I 



40 E. Lazzeri et al. 

and Q components of the input signal are also shown in Fig. 4(c)-(e). Since the same 27-1 
PRBS drives both the I and Q arms of the modulator, thanks to one of the fundamental 
properties of PRBS sequences, the resulting SDFG is again the same PRBS, as it is the 
results of XOR(I,Q). Again, the ASK sequence at the output of the DPSK demodulator is 
the same PRBS. However, since no differential coder was available at the patter genera-
tor, the demodulated I and Q sequence at the output of the DQPSK demodulator are not 
the same PRBS, therefore it is not possible to show the I and Q sequences that produce 
the SDGF demodulated output. Since a balanced photoreceiver was not available, a single 
photoreceiver was used to perform the measurements on the two arms of the DPSK de-
modulator output and on I1, I2, Q1, and Q2 outputs of the DQPSK demodulator respec-
tively. A Power penalty of 4dB was measured for BER=10-9 (Fig. 4(a)). 

 

Fig. 4. BER measurements for the demodulated input and output signals (a). OSNR at the re-
ceiver section to obtain BER = 10-9 versus λCW (b). Eye diagram of I1 component for the input 
DQPSK signal (c). Eye diagram of the DPSK demodulator output 1 (d) and output 2 (e) when 
the output signal of the system (XOR function) is applied. 

To demonstrate the possibility to tune the output signal central wavelength and the in-
dependency of the device performance with respect to such wavelength, BER measure-
ments were recorded while changing the pump signal (TL) central wavelength λCW. A 
graph reporting the value of OSNR needed to obtain a BER = 10-9 versus SCW central 
wavelength is depicted in Fig. 4(b). All the OSNR values are contained within 1.1dB and 
this confirms the independence of the scheme performance on the pump wavelength. 

5 Conclusions 

We presented a new scheme performing the logical XOR of the in-phase and quadra-
ture components of an input QPSK signal based on cascaded SHG and DFG in PPLN 
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waveguide. The scheme does not require any additional demodulating or wavelength 
converting stage as by changing the PPLN temperature, the QPM condition can be 
adjusted to operate on the input signal central wavelength. All-optical XOR gates can 
enable optical coding and error detection in next generation optical networks. BER 
measurements on the input and output signals of the XOR gate show a power penalty 
of 4dB at BER=10-9. Finally, tunability of the output signal wavelength is demon-
strated together with OSNR penalty along the C-band comprised in 1.1dB. 
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Abstract. We present designs of all-optical ultrafast simultaneous NOR logic 
gate/Half-Adder/Subtractor, Full-Adder/Subtractor and Multiplexer/De-
Multiplexer circuits using add-drop silicon microring resonators. The proposed 
circuits require less number of switches and inputs for realization of the desired 
logic compared to earlier reported designs. Multiplexer/De-Multiplexer opera-
tions can be realized from the same circuit by simply interchanging the inputs 
and outputs. Lower energy consumption and delays along with reconfigurability 
and compactness make them attractive for practical applications.  

Keywords: all-optical switching, optical computing, microring resonator, di-
rected logic, silicon photonics. 

1 Introduction 

There is tremendous research effort to achieve all-optical information processing for 
ultrafast, ultrahigh bandwidth communication and computing. Advances in the  
fabrication of micro and nanostructures have opened up exciting possibilities to gen-
erate, modulate and detect light to achieve energy efficient optical supercomputing. 
Power optimization along with faster computing is a major technological challenge 
that requires new computing paradigms [1-4]. Directed Logic and Binary Decision 
Diagram are newly proposed strategies which minimize the latency in calculating a 
complicated logic function by taking advantage of fast and low-loss propagation of 
light in a highly integrated on-chip photonic system [4-7]. 

Silicon ring resonators provide a very versatile platform for optical switching and 
computing offering advantages of high-Q, high switching speed, low-power consump-
tion, ease of fabrication and large scale integration [4-10]. Recently, silicon resonator 
operation over very wide temperature range (>80oC) has been demonstrated, render-
ing silicon photonic devices CMOS compatible [11]. Modulation with ring resonators 
is advantageous as they are compact and can be actuated directly as a lumped ele-
ment, even at high speeds (10–25GHz). Also, the relatively small area limits the  
necessary power to modulate, making them hold the best potential in terms of mod-
ulation energy per bit [7,8]. To increase the bit rate and speed of operation, the free-
carrier dynamics during injection and extraction can be controlled inside the optical 
device by a combination of several distinct mechanisms [12-13]. 
                                                           
* Corresponding author. 
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Resonator based optical switches modulated by electrical [5], thermal [6], or opti-
cal [14-17] signals have been widely investigated. Recently, an experimental demon-
stration of fast all-optical switching using silicon microring resonators has been 
shown [15, 16]. The transmission of the structure can be modulated by up to 
94%  ∆λ  0.36 nm and ∆n  4.8  10 ) in less than 500 ps using light 
pulses with energies as low as 25 pJ [15].  

High speed all-optical computing devices are building blocks for next-generation 
optical networks and computing systems as they are key elements in all-optical signal 
processing and future all-optical time-division multiplexed (OTDM) networks [1,2]. 
All-optical AND/NAND logic operations have been experimentally demonstrated at 
310 Mbit/s with ~10-dB extinction ratio using a 1 x 1 silicon microring resonator 
[17].  Lin et al. have used 15 optical switches based on 1 x 2 silicon ring resonators 
to demonstrate a basic half-adder [7]. Xu and Soref have used reconfigurable optical 
directed logic architecture to realize full adder, MUX/DEMUX, encoder and compa-
rator circuits by rewiring arrays of hundreds of 1 x 1 switches controlled by the logic 
input signals [4]. Their architecture offers significant improvements in reconfigurabil-
ity and scalability. However, the above designs require large number of switches for 
realization of the desired logic. Reduction in the number of switches can substantially 
reduce the power consumption, delay, latency and size of the devices. 

In our previous work, we have presented designs of all-optical Boolean as well as 
conservative and reversible logic gates with optically controlled microresonators 
[18,19]. Higher computing circuits such as half/full adder-subtractor, multiplexer/de-
multiplexer, and arithmetic logic unit circuits have also been designed using  
all-optical switching in the photochromic bacteriorhodopsin protein-coated silica 
microcavities in contact between two tapered single-mode fibers at telecom wave-
lengths [18,19]. Although low-power control signals (<200 μW) were used, the speed 
of operation is ~µs that is governed by the trans-cis isomerization of the photosensi-
tive protein. It is important to achieve low-power as well as high switching speed to 
realize high bit rates, for practical applications.  

The objective of this paper is to design basic arithmetic and combinatorial circuits 
with ultrafast silicon microring resonators, namely (a) Half-Adder/Subtractor and 
NOR logic gate, (b) Full-Adder/Subtractor, (c) Multiplexer (MUX) and (d) De-
Multiplexer (DEMUX) by optimizing the number of switches and inputs, so that they 
are compact, versatile, lead to simultaneous realization of the desired logic, offer ad-
vantages of reconfigurability, lower power consumption and delay. We first present 
the theoretical model to estimate the intensity based arithmetic and logic operations 
and then the designs of various computing circuits. 

2 Theoretical Model 

We consider an all-optical switch in a 2 x 2 silicon add-drop ring resonator as shown 
in Fig.1.The four ports of the microring resonator switch (M1) are denoted as In-
put(I1), Through(T1), Add(A1) and Drop(D1) according to their functions. When the 
resonator is on-resonance at λ, a probe signal at IR wavelength λ coupled into ports I1 

and A1 is directed to D1 and T1  respectively. Whereas at off-resonance, light coupled 
into ports I1  and A1 is guided to ports T1 and D1, respectively. Considering the  
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Fig. 1. Configuration of a 2 x 2 all-optical switch based on a silicon add-drop ring resonator 

inputs as probe and pump intensities, the all-optical silicon resonator switch can be 
used as a building block for designing higher computing circuits. 

To demonstrate the applicability of the all-optical switching operation and proposed 
computing circuits, we consider a simplified model neglecting various intrinsic and extrin-
sic losses. The switching response of the silicon add-drop ring resonator can be modeled 
considering the propagation of pump and probe beams using coupled-mode theory. A 
strong optical control pulse and a weak probe light are coupled into the ring resonator 
through two different resonances. The control pulse generates free carriers in the ring re-
sonator due to two-photon absorption (TPA), which reduce the refractive index of silicon 
through plasma dispersion effect and blue-shift the ring resonances. The output power of 
the probe light then gets modulated by the resonance shift. After the control pulse, the 
resonant wavelength and the transmission of the probe light relax back due to the fast 
surface recombination of the free carriers [8,9]. The free carrier concentration change is 
generated predominantly by two-photon absorption and its generation rate is given by [20]           2 –  (1)

where, I is the light intensity, h  is the photon energy, β is the two-photon absorp-
tion coefficient and τfc is the free carrier recombination lifetime. The induced real 
refractive index and optical absorption coefficient variations (∆  and ∆ ) at a wave-
length of 1.55µm produced by free carrier dispersion are given by [20],  ∆  ∆ ∆  8.8 10 ∆ 8.5 10 ∆ .  (2a)∆ ∆  ∆  8.5 10 ∆ 6 10 ∆  (2b)

where, ∆  and ∆  are the refractive-index changes due to change in electron 
concentration and hole concentration respectively, ∆ (  is the change in elec-
tron concentration, ∆   is the change in hole concentration,  ∆ ( ) and ∆ ( ) are the absorption coefficient variations due to ∆  and ∆  respec-
tively. A change in the carrier density ~ 5x1017  can induce a refractive index 
change (∆ ) ~ -1.66 x 10-3, at 1.55µm, causing a shift in the wavelength peak (Δλ) 
~1.1 nm [16]. Reflection and Transmission at the output ports are defined as [21],       2 cos1 2  (3)

     1 11 2  (4)
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where, r1 and r2 are the coupling parameters and a (~1) is the round trip loss attenua-
tion. We consider the incident pump pulse intensity I P/S exp / , where P 
is the peak power, S the effective cross-section and t is the pulse width. The phase 
change of the signal is given by 2 / , (L = 2πr).  

Prior to the arrival of pump pulse, the probe pulse is in high transmission at port T1 

of the silicon microring add-drop resonator. However, the pump pulse changes the 
resonance wavelength of the resonator, which couples the probe pulse into the resona-
tor, yielding a high transmission at D1 with output at T1 getting highly attenuated.  

We consider the experimental conditions and results of Almeida et al. and Preble et 
al. with the cavity quality factor λ /∆λFWHM = 2290, at the resonance wave-
length  λ = 1554.6 nm and ∆λFWHM  0.68 nm [16,22]. This quality factor corres-
ponds to a cavity photon lifetime of  λ /2  ∆λFWHM  1.8 ps, where c is the speed 
of light in vacuum. We consider at off-resonance ~98% of light getting transmitted 
from the I1/A1 port to the T1/D1 port while at resonance only ~15% getting coupled 
from the I1/A1 port to the T1/D1 port [22].  

The experimental parameters used for the simulations are : ring radius (r) = 5 µm, 
probe wavelength (λprobe) = 1554.6 nm, pump wavelength (λpump) = 400 nm, probe-
pulse width = 18 ps, pump-pulse width = 0.1 ps, pump-probe delay = 13.2 ps, photon 
cavity lifetime = 1.8 ps, effective cross-section of the ring = 450 nm x 250 nm, r1 =  
r2 = 0.9, relaxation time (τfc) = 50 ps, nSi = 3.48 [16,22,23].  

3 Results and Discussion 

The basic switching configuration in Fig.1 has been used to design various computing 
circuits. The temporal response for the proposed computing circuits has been simu-
lated by considering the experimental conditions and parameters mentioned above. 

3.1 Simultaneous Implementation of Half Adder/Subtractor and NOR Logic 
Gate 

A half-adder/subtractor is a circuit that adds and subtracts two bit binary numbers. 
Fig. 2(a) shows the design of a half-adder/subtractor and a NOR logic gate based on 
two cascaded add-drop silicon microring resonator switches (M1 and M2). The two 
resonators function as 1 x 2 and 2 x 2 optical switches in the circuit, respectively. 
Here an optical control signal operating at wavelength 400 nm (which controls the 
resonant state of the two switches M1 and M2) and a probe input at 1554.6 nm are 
coupled at input port of M1. The corresponding truth table is shown in Table 1.  

When probe Input is switched-off, no light is detected in any of the output ports of the 
circuit. The control signal is applied to M1 and M2 and probe Input is incident at port T1 
of M1 while Input is incident at port A2 of M2 (Fig. 2(a)). The first two cases represent 
the microring resonator in the off-resonant state (C1=0). Case (i): When Input probe is 
off, T1 and T2 are in low state and D2 is high. Case (ii): When I1 =1, T1 = T2 = 1, while D1 
= D2 = 0. Case (iii): When C1 = 1 and I1 = 0, both M1 and M2 get enabled (on-resonant). 
However, since no light is incident at T1, we have T1 = 0, whereas T2 = 1 and D2 = 0. 
Case (iv): When both I1 = C1 = 1, D1 = 1, while T2 = D2 = 0. This results in the AND 
operation at D1, Borrow at T1, NOR operation at D2 and Sum/Difference at T2. We  
consider the experimental conditions i.e., the pump beam of wavelength 400 nm as the 
control signal (C1) and a 200 µW probe laser operating at 1554.6 nm, which butt  
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couples ~ 30% light (60 µW) as the input signal at the Input/Add Port of the silicon mi-
croring resonator switch [16,22]. Off-resonance ~98% of light (58 µW) gets transmitted 
from the Input/Add port to the Through/Drop port while only ~15% (9 µW) is coupled 
from the Input/Add port to the Through/Drop port on-resonance [22]. A pump beam with 
a sufficiently narrow bandwidth operating at 5Gits/s bit rate would require an average 
power of only 11mW [23]. Considering positive logic and an upper limit of low output 
state to be 15µW and a minimum threshold of 35µW for the high–state for the probe 
output, Table 1 results in the realization of the Half-Adder/Subtractor and NOR logic 
operations. Figure 2(b) shows the simulated response of the proposed operation. 

 

Fig. 2. (a) Schematic of the all-optical Half-Adder, Half-Subtractor and NOR logic circuit, (b) 
Temporal response: (a) Control Input, (b) Probe Input, (c) Borrow Output, d) Carry/AND  
Output, (e) NOR Output, and (f) Sum/Difference Output 



 All-Optical 
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The first four cases correspond to C2 = 0, while the last four correspond to C2 = 1 
that activates M2, M4 and M5. Case (i): When all three inputs are low, we attain a low 
at all the output ports, since no light is incident on the resonator. When Input is high, 
it results in D1 = T3 = 1. Case (ii): When Input probe is on, while the two control 
beams are off (C1 = C2 = 0), light emerges from T1 to T2 (Output port for 
Sum/Difference) resulting in a high output. Case (iii): When I1 = C2 = 0, C1= 1 results 
in D1 = D3 = 0. Similarly, since Input is given at A1, it is switched to T1 and is fur-
ther directed to T2 (C2 = 0). Case (iv): Similarly when probe Input and C1 are high (C2 
=0), we obtain D1 = 1, which is redirected to D3 as well. Case (v): When I1 = C1 = 0, 
while C2 = 1, M2, M4 and M5 are on resonance while M1 and M3 are deactivated. This 
results in T1 = D2 = 0. Since Input is high, a high is attained at D1, which is directed 
to A2 and gets switched to T2.  Case (vi): When I1 = C2 = 1 and C1 = 0, T1 = 1, which 
is transmitted to D2 and further to D4. Case (vii): When I1 = 0, while the two controls 
are high (C1 = C2 = 1), we obtain D1 = T2 = 0. T1 = 1, which gets switched to D2. Case 
(viii): When I1 = 1 and C1 = C2 = 1, D1 = 1 that is rerouted to D3.The high state at D1 
is also directed to A2 and gets switched to T2. The Sum/Difference are obtained at T2, 
the beam combined outputs of D3 and T4 yield Carry logic, while the beam combined 
outputs of the D3 and T5 yield Borrow logic.  

The corresponding truth table for implementation of the full and half 
adder/subtractor is shown in Table 2. Fig. 3(b) shows the corresponding simulated 
response of the all-optical full-adder/subtractor logic circuit.  

Table 2. Truth Table of All-Optical Full-Adder/Subtractor 

Inputs Output of Full Adder Output of Half Subtractor 
Input Control (C1) Control (C2) Sum Carry Difference Borrow 
0  0  0  0  0  0  0  
1(60µW)  0  0  1(58µW)  0  1(58µW)  1(56µW)  
0  1(11mW)  0  1(50µW)  0  1(58µW)  1(56µW)  
1(60µW)  1(11mW)  0  0  1(44µW)  0  1(44µW)  
0  0  1(11mW)  1(50µW)  0  1(50µW)  0  
1(60µW)  0  1(11mW)  0  1(50µW)  0  0  
0  1(11mW)  1(11mW)  0  1(44µW)  0  0  
1(60µW)  1(11mW)  1(11mW)  1(44µW)  1(44µW)  1(44µW)  1(44µW)  

3.3 Multiplexer (4:1) 

A Multiplexer (MUX) is a fundamental combinatorial and function generator circuit, 
which is used to multiplex input signals from a number of input channels to a single 
output channel, depending on the value of the select lines. The design of a 4:1 Multip-
lexer is shown in Fig. 4(a). In this case, the inputs are incident on switches M1 and M2 
and output is obtained at port D3. Based on the combination of control inputs, the 
probe Inputs get switched and pass through the output port. Case (i): With both con-
trols off (C1 = C2 = 0), Input 1 is transmitted from T1 to D3. Case (ii): When C1 = 1 
and C2 = 0, Input 2 is switched to T1 and is further routed to D3. Case (iii): When C1 = 
0, while C2 = 1, Input 3 is directed from D2 to D3, as M2 is in the off-resonant state, 
while C2 drives M3 to on-resonance. Case (iv): Finally, when both C1 = C2 = 1, Input 4 
is switched to D2 and subsequently to D3.  

The corresponding truth table for 4:1 MUX is shown in Table 3. Fig. 4(b) shows 
the corresponding simulated waveform of the all-optical MUX. 
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Fig. 4. (a). Schematic of the all-optical 4:1 Multiplexer, (b). Temporal response : (a) Control 
Input 1, (b) Control Input 2, (c)-(f) Probe Inputs, and (g) Probe Output. 

Table 3. Truth Table of All-Optical 4:1 Multiplexer 

 

Data Inputs Select Inputs/Control Signals Outgoing Signal 
Input 1 Input 2 Input 3 Input 4 Control 1 Control 2 Output 

0  X  X  X  0  0  0  
1 (60μW)  X  X  X  0  0  1 (58μW)  
X  0  X  X  0  1 (11mW)  0  
X  1 (60μW)  X  X  0  1 (11mW)  1 (50μW)  
X  X  0  X  1 (11mW)  0  0  
X  X  1 (60μW)  X  1 (11mW)  0  1 (50μW)  
X  X  X  0  1 (11mW)  1 (11mW)  0  
X  X  X  1 (60μW)  1 (11mW)  1 (11mW)  1 (44μW) 
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3.4 De-Multiplexer (1:4) 

A De-Multiplexer (DEMUX) is a circuit that is used to de-multiplex an input signal 
from an input channel to one of the many output channels via select lines. The design 
of the De-Multiplexer is shown in Figure 5(a). Case (i): When probe Input is low/high 
and both C1 = C2 = 0, the probe Input is also low/high as it is transmitted to T2. Case 
(ii): When probe Input is low/high, C1 is low and C2 is high, the input is directed to T1 
and further switched to D2. Case (iii): When probe Input is low/high, C2 = 0 while  

 

 

Fig. 5. (a) Schematic of the all-optical 1:4 De-Multiplexer, (b) Temporal response :(a) Control 
input 1, (b) Control input 2, (c) Probe input, and (d)-(g) Probe Outputs 
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C1 = 1, probe Input. is switched to D1 and then transmitted to T3. Case (iv): When  I1 
is low/high, C1 = C2 = 1, probe Input is switched to D1 and then to D3.  The corres-
ponding truth table for 1:4 DEMUX is shown in Table 4. Fig. 5(b) shows the corres-
ponding simulated waveform of the all-optical DEMUX.  

Table 4. Truth Table of All-Optical 1:4 De-Multiplexer 

IncomingSignal Select Inputs/Control Signals Data Outputs 
Input Control 1(C1) Control2(C2) Output 1 Output 2 Output 3 Output 4 
0  0  0  0  X  X  X  
1(60µW)  0  0  1(58µW)  X  X  X  
0  0  1(11mW)  X  0  X  X  
1(60µW)  0  1(11mW)  X  1(50µW)  X  X  
0  1(11mW)  0  X  X  0  X  
1(60µW)  1(11mW)  0  X  X  1(50µW)  X  
0  1(11mW)  1(11mW)  X  X  X  0  
1(60µW)  1(11mW)  1(11mW)  X  X  X  1(44µW)  

Although electro and thermo-optic implementations of various logic circuits with 
switching speed of ~ns-ms and bit rate 100-10 kbit/sec have been demonstrated, they 
suffer from lower switching response and bit rates [5,6]. Caulfield and Soref have pro-
posed a reconfigurable electrooptical logic system with SOI resonant structures using 
dual microring resonators [24]. Although, the circuits facilitate unidirectional signal 
propagation for cascadability, they require relatively more switches in comparison to 
the proposed designs, besides adding complexity due to the dual ring structure.  

In the proposed designs, the control and probe signals are both considered as logical 
inputs instead of only control signals in earlier designs [4,7,24]. This reduces the num-
ber of switches and inputs to the circuit and results in lower delays and higher bit rates. 

MUX /DEMUX operations can be realized from the same circuit by interchanging 
the inputs and outputs. Advantages of low-power control signals, ultrafast modulation 
in a silicon resonator, high Q-factor, extinction ratio (~ 12dB), modulation depth 
(>90%) along with benefits of directed logic, tunability, compactness, high fan-out 
and large scale integration with flexibility of cascading switches in 2D architectures, 
make the designs promising for practical applications. The various logic operations 
require an average optical power ~11 mW for each input control signal and an effec-
tive carrier lifetime of 50 ps enables logic operations at ~ 5Gbits/s [23]. 

Although a simplified model has been used to highlight the applicability of the de-
signs to realize the arithmetic and logic operations, a more rigorous theoretical analy-
sis would be required for practical realization [25]. The proposed logic circuits are 
general that can be implemented with any externally controlled microring resonator 
switch in both integrated-optic and fiber-optic formats.  

4 Conclusion 

We have presented designs of all-optical ultrafast (a) Half-Adder/Subtractor and NOR 
logic, (b) Full-Adder/Subtractor, (c) Multiplexer and (d) De-Multiplexer circuits, 
using add-drop silicon microring resonators.  The designs require lesser number of 
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switches and inputs for realization of the desired logic compared to other resonator 
based designs reported earlier in silicon. This leads to lower power consumption, 
smaller size and latency. The MUX/DEMUX circuits proposed are reconfigurable and 
scalable. Advantages of directed logic, high Q-factor, tunability, compactness,  
low-power control signals, high fan-out, and flexibility of cascading switches in 2D 
architectures to form circuits make the designs promising for practical applications. 
The designs are general and can be implemented with any other externally controlled 
microresonator switch.  

References 

1. Roy, S.: Editorial, Special Issue on Optical Computing Circuits, Devices and Systems. IET 
Circ., Dev. and Syst. 5, 73–75 (2011) 

2. Caulfield, H.J., Dolev, S.: Why future supercomputing requires optics. Nature Photon. 4, 
261–263 (2010) 

3. Xu, Q., Schmidt, B., Pradhan, S., Lipson, M.: Micrometre-scale silicon electro-optic mod-
ulator. Nature 435, 325–327 (2005) 

4. Xu, Q., Soref, R.: Reconfigurable optical directed-logic circuits using microresonator-
based optical switches. Opt. Exp. 19, 5244–5259 (2011) 

5. Zhang, L., Ding, J., Tian, Y., Ji, R., Yang, L., Chen, H., Zhou, P., Lu, Y., Zhu, W., Min, 
R.: Electro-optic directed logic circuit based on microring resonators for XOR/XNOR op-
erations. Opt. Exp. 20, 11605–11614 (2012) 

6. Tian, Y.H., Zhang, L., Ji, R.Q., Yang, L., Zhou, P., Chen, H.T., Ding, J.F., Zhu, W.W., Lu, 
Y.Y., Jia, L.X., Fang, Q., Yu, M.B.: Proof of concept of directed OR/NOR and 
AND/NAND logic circuit consisting of two parallel microring resonators. Opt. Lett. 36, 
1650–1652 (2011) 

7. Lin, S., Ishikawa, Y., Wada, K.: Demonstration of optical computing logics based on bi-
nary decision diagram. Opt. Exp. 20, 1378–1384 (2012) 

8. Reed, G.T., Mashanovich, G., Gardes, F.Y., Thomson, D.J.: Silicon optical modulators. 
Nature Photon. 4, 518–526 (2010) 

9. Lipson, M.: Guiding, modulating, and emitting light on Silicon-challenges and opportuni-
ties. J. Lightwave Technol. 23, 4222–4238 (2005) 

10. Bogaerts, W., De Heyn, P., Van Vaerenbergh, T., De Vos, K., Selvaraja, S.K., Claes, T., 
Dumon, P., Bienstman, P., Van Thourhout, D., Baets, R.: Silicon microring resonators. La-
ser Photon. Rev. 6, 47–73 (2012) 

11. Guha, B., Kyotoku, B.B.C., Lipson, M.: CMOS-compatible athermal silicon microring re-
sonators. Opt. Exp. 18, 3487–3493 (2010) 

12. Chin, A., Lee, K.Y., Lin, B.C., Horng, S.: Picosecond photoresponse of carriers in Si ion-
implanted Si. Appl. Phys. Lett. 69, 653–655 (1996) 

13. Weiss, S.M., Molinari, M., Fauchet, P.M.: Temperature stability for silicon-based photonic 
bandgap structures. Appl. Phys. Lett. 83, 1980–1982 (2003) 

14. Ibrahim, T.A., Cao, W., Kim, Y., Li, J., Goldhar, J., Ho, P.T., Lee, C.H.: All-optical 
switching in a laterally coupled microring resonator by carrier injection. IEEE Photon. 
Technol. Lett. 15, 36–38 (2003) 

15. Almeida, V.R., Barrios, C.A., Panepucci, R.R., Lipson, M.: All-optical control of light on 
a silicon chip. Nature 431, 1081–1084 (2004) 



 All-Optical Ultrafast Adder/Subtractor and MUX/DEMUX Circuits 53 

 

16. Almeida, V.R., Barrios, C.A., Panepucci, R.R., Lipson, M., Foster, M.A., Quzounov, D.G., 
Gaeta, A.L.: All-optical switching on a silicon chip. Opt. Lett. 29, 2867–2869 (2004) 

17. Xu, Q., Lipson, M.: All-optical logic based on silicon micro-ring resonators. Opt. Exp. 15, 
924–929 (2007) 

18. Roy, S., Sethi, P., Topolancik, J., Vollmer, F.: All-optical reversible logic gates with opti-
cally controlled bacteriorhodopsin protein-coated microresonators. Adv. Opt. Technol. 
2012, 727206-12 (2012) 

19. Roy, S., Prasad, M., Topolancik, T., Vollmer, F.: All-optical switching with bacteriorho-
dopsin protein coated microcavities and its application to low power computing circuits. J. 
Appl. Phys 107, 053115-24 (2010) 

20. Li, C., Na, D.: Optical switching in silicon nano waveguide ring resonators based on Kerr 
effect and TPA effect. Chin. Phys. Lett. 20, 0542031-4 (2009) 

21. Yariv, A.: Universal relations for coupling of optical power between microresonators and 
dielectric waveguides. Electron. Lett. 36, 321 (2000) 

22. Preble, S.F., Xu, Q., Lipson, M.: Changing the color of light in a silicon resonator. Nature 
Photon. 1, 293–296 (2007) 

23. Preble, S.F., Xu, Q., Schmidt, B.S., Lipson, M.: Ultrafast all-optical modulation on a sili-
con chip. Opt. Lett. 30, 2891–2893 (2005) 

24. Caulfied, H.J., Soref, R.A.: Universal reconfigurable optical logic with silicon-on-insulator 
resonant structures. Photonics Nanostruct. Fundam. Appl. 5, 14–20 (2007) 

25. Manolatou, C., Lipson, M.: All-optical silicon modulators based on carrier injection by 
two-photon absorption. J. Lightwave Technol. 24, 1433–1439 (2006) 



 

S. Dolev and M. Oltean (Eds.): OSC 2012, LNCS 7715, pp. 54–67, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Cloud Computing for Nanophotonic Simulations 

Nikolay L. Kazanskiy1 and Pavel G. Serafimovich2 

1 Image Processing Systems Institute 
of the Russian Academy of Sciences 

Samara, Russia 
2 S.P. Korolyov Samara State Aerospace University  

Samara, Russia 
paulserch@gmail.com 

Abstract. Design and analysis of complex nanophotonic and nanoelectronic 
structures require significant computing resources. Cloud computing 
infrastructure allows distributed parallel applications to achieve greater 
scalability and fault tolerance. The problems of effective use of high-
performance computing systems for modeling and simulation of subwavelength 
diffraction gratings are considered. Rigorous Coupled-Wave Analysis (RCWA) 
is adapted to cloud computing environment. In order to accomplish this, data 
flow of the RCWA is analyzed and CPU-intensive operations are converted to 
data-intensive operations. The generated data sets are structured in accordance 
with the requirements of MapReduce technology.  

Keywords: cloud computing, subwavelength diffraction grating, optimization, 
scatterometry, MapReduce. 

1 Introduction  

In recent years there has been a steady increase in the research and development 
activity in the nanoscale fabrication area. Optical methods are widely used to 
characterize nanoelectronic and optimize nanophotonic structures [1-4]. When the 
characteristic size of the nanostructure is comparable to the wavelength of the used 
light, the conventional scalar diffraction methods become inadequate. Therefore, 
rigorous Maxwell’s electromagnetic theory should be adopted to analyze such 
structures. With the advances of computer technology, many numerical techniques 
have been developed to rigorously solve the diffraction problem. 

Rigorous Coupled Wave Analysis (RCWA) [5-10] has been frequently used to solve 
the problem of electromagnetic wave diffraction by periodic structures. Solving 
optimization and scatterometry problems may require millions of diffraction pattern 
evaluations for each possible combination of geometric structure and incident light 
parameters. Computational cost estimate shows that these problems would clearly call 
for supercomputing capacity. 

Thus, current computational tasks of nanostructure analysis generate ever-higher 
demands on the methods used for parallel computing and data storage [11, 12]. The 
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developed applications should work efficiently on multicore and multiprocessor 
systems. An implementation of MPI (Message Passing Interface) is the traditional 
means of creating such applications [13]. MPI provides a highly flexible ability to 
develop applications that address specific requirements of the algorithm structure and 
the used computing infrastructure. However, this ability makes it necessary for 
developers to implement some of the low-level services. 

Compared with MPI, MapReduce programming paradigm for cloud computing [14] 
provides higher level of abstraction for the developer of parallel applications. On the 
one hand, MapReduce imposes certain restrictions on data format and the flexibility of 
the algorithm used. On the other hand, MapReduce offers a simple programming 
model, automatic parallelization and distribution, fault-tolerance, I/O scheduling, 
monitoring tools. 

In the following we consider how RCWA can be implemented to utilize 
MapReduce technology. The RCWA relies heavily on the computation of eigenvalues 
of an intermediate matrix and the solution of a corresponding linear system. To reduce 
the compute time and enhance fault tolerance, we build a distributed, dynamically 
growing look-up table containing the precomputed eigenvalues and eigenvectors for 
the set of lamellar layers that approximate the analyzed nanostructure. The look-up 
table resides in a specialized distributed file system. 

The paper is organized as follows. Section II describes the main features of 
MapReduce framework implementation for cloud computing. Section III outlines the 
algorithm and data flow of RCWA. Section IV reports the adaptation of RCWA for 
MapReduce technology. Section V describes some performance tests for the suggested 
algorithm on the Hadoop-cluster [14, 16]. Conclusions are given in the final section. 

2 Main Features of MapReduce Technology 

MapReduce is based on the old approach of splitting a task into subtasks, executing 
them in parallel and merging the intermediate results to obtain the final one [17-19]. 
However, the MapReduce implementations of this scheme provide effective means for 
controlling resource utilization in large scale distributed systems. 

The processing of large data sets (more than hundreds of gigabytes) is a challenge 
for the traditional High Performance Computing (HPC) attitude. In comparison to 
CPU-intensive tasks, the data-intensive tasks require demanding rate of access to the 
used storage system. The bottleneck of HPC for these problems is the shared files 
system network bandwidth. Hence, a large number of computing nodes would remain 
idle and wait for the data. Because of this, the load balancing and data locality become 
important to efficiently handle.  

MapReduce framework provides load balancing of computing nodes by organizing 
the “master-workers” architecture. The master node is responsible for the assignment 
of computing tasks to worker nodes every time a worker node becomes idle. 

For a large data set it is crucial to ensure the closeness of data and computation to 
reduce data transfer between nodes. Thus, the input data should already be stored 
locally on the corresponding computing nodes. MapReduce achieves this by using a 
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specialized distributed file system. This file system divides each file into blocks with 
size of about several tenths of megabytes and stores several copies of each block on 
different nodes. This data replication in the most cases allows the master node to assign 
computing tasks to a worker that stores corresponding input data.  

 

Fig. 1. MapReduce scheme 

The next problem of traditional HPC is the difficulty in handling partial failure of 
computing nodes. In large clusters of thousands of computing nodes it is necessary to 
permanently deal with crashes. In MapReduce, the master node pings every worker 
periodically to recognize possible failures of individual nodes. Thus, master detects a 
failed computing task and reschedules it to another worker which owns a replica of the 
input data block. 

The two-stage processing scheme of MapReduce is depicted in Fig. 1. The first and 
second stages correspond, respectively, to Map() and Reduce() functions. Both 
functions need to be implemented by the developer of distributed application. 
Key/value pairs form the required processing data structure. Every input key/value pair 
is processed by the Map() to produce a set of intermediate key/value pairs. The 
Reduce() takes all values associated with the same intermediate key as input and 
generates a set of final key/value pairs. Thus, it is sufficient to implement the two 
functions to obtain a usable distributed application. 
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To reduce the network traffic between nodes MapReduce supports the use of 
auxiliary Combine() function which is similar to Reduce(). Combine() processes the 
output of the Map() on each node of the cluster separately to prepare the intermediate 
results to subsequent shuffling over a network to the Reduce() nodes.  

The shuffling of the intermediate results is based on the dividing up the set of 
intermediate keys and assigning intermediate key/value pairs to Reduce() nodes. The 
goal is to assign approximately the same number of keys to each Reduce() node. 

3 Overview of RCWA  

The general grating diffraction problem is illustrated in Fig. 2. It is convenient to 
separate the space into three regions: two homogeneous semi-infinite regions above 
and below the grating, and an inhomogeneous region which includes the relative 
permittivity periodic modulation of the analyzed nanostructure. A linearly polarized 
plane electromagnetic wave of wavelength λ  is obliquely incident at an arbitrary 

polar angle θ  and at an azimuthal angle φ  upon a two-dimensional, possibly multi-

level or surface-relief, dielectric or metal grating. The normalized electric-field vector 
that corresponds to this plane wave is a solution of Maxwell’s equations in an infinite 
homogeneous region [20]. The variable ψ  is the angle between the polarization 

vector E and the plane of incidence. 

 

Fig. 2. Analyzed nanostructure 

RCWA was formulated for both principal plane and conical incidence [6]. The 
problem of the slow convergence of the solution when a conducting grating is 
illuminated with a transverse magnetic (TM) polarized wave has been subsequently 
resolved [7]. 

RCWA involves several steps. As shown in Figure 3(a), the grating is sliced into a 
set of two-dimensional layers and each layer is approximated by a rectangular slab. 
The periodic permittivity distribution in each slab of the grating region is expanded 
into the Fourier series.  
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(a) 

 

(b) 

Fig. 3. Example of two-dimensional diffraction grating analysis; (a) the grating period with the 
admissible value ranges of the upper and lower radius of the truncated cone; (b) the number of 
eigenvalues and eigenvectors calculations for each set of the truncated cone upper and lower 
radius without storing the intermediate information 

The field in the grating region can be also expressed as Fourier expansion through 
application of the Floquet condition. Substituting these expansions into the Maxwell 
equations, we can derive a set of first-order coupled wave equations. Its homogeneous 
solution can be obtained by solving for the eigenvalue and eigenvector of the matrix 
that corresponds to this set of wave equations. The size of the matrix is equal to 

( )4
2 1+N  for conical incidence, where N is the number of positive observed 

diffraction orders for each of the coordinates X and Y. The electromagnetic field above 
and below the grating region can be expressed using linear superposition of plane 
waves in the direction of various orders of grating diffraction. In the final step, this 
representation is used as the boundary conditions to determine the specific solution of 
the diffraction efficiency.  

Accuracy of RCWA is related to the number of diffraction orders that are included 
in the superposition. In general, the greater number of observed diffraction orders the 
higher the accuracy. However, it is necessary to control the systematic computational 
error when a large number of observed diffraction orders is selected. 

4 Mapping RCWA to the MapReduce Scheme 

We consider the technique of using the RCWA for optical simulation or optimization 
of the nanostructures. As an example of such structure, we take a two-dimensional 
diffraction grating. The grating period consists of a truncated cone, and its central cross 
section is shown in Fig. 3 (a). The gray rectangle in Fig.3 (a) shows the set of the 
possible (evaluated) geometric parameters. The slope of the truncated cone lies inside 
this rectangle. The parameter W determines the number of vertically homogenous 
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layers that approximate the slope in RCWA. We have the number of these layers is 
fixed and equal to L. 

As mentioned in the preceding section, eigenvalues and eigenvectors of the 
corresponding matrix are calculated for each vertically homogeneous layer. The 
calculated eigenvalues and eigenvectors do not depend on the thickness of a 
homogeneous layer. Without saving the intermediate results, this time-consuming task 
would be repeated many times. The sawtooth step function in Fig. 3 (b) shows the 
dependence of number NL of eigenvalues and eigenvectors calculations without storing 
the intermediate information on NW sets of radius variation. The parameter L in  
the Fig. 3 (b) is assumed to be equal to 7 and parameter W is equal to 8. Note that the 
number of eigenvalues and eigenvectors calculations is equal to W when the 
intermediate information is stored. 

Such storage of the intermediate information converts the CPU-intensive problem 
into a data-intensive one. We estimate the amount of memory needed to store the 
calculated eigenproblem data. 

The structure and number of input parameters for the task of optical modeling of 
nanostructures depends in particular on the simulation purposes and the geometry of 
the structure. Thus, we can distinguish two main groups of input parameters. The first 
group determines the illumination conditions of the simulation. The second group 
consists of the geometric parameters of the nanostructure and its variations. 

We estimate the possible number of input parameters for the task of modeling the 
nanostructure as shown in Figure 3 (a). We start with the group of geometrical 
parameters. Let the number of possible values of the truncated cone radius be 100 (W = 
100). Suppose that a variation of the structure period is also allowed. The number of 
possible values of the structure period is equal to 10. Let us now consider the group of 
the illumination conditions parameters. Suppose that in our case this group contains 
two parameters. First, it is the meridional angle of incidence. Second, it is the azimuth 
angle of incidence. For each of these two parameters, we set the number of possible 
variations to 30. Thus, the number of eigenproblems to solve is equal to the product of 
the number of variations of the aforesaid four parameters, i.e. ~106. 

Having computed the parameters number, we now evaluate the size of the stored 
intermediate data. This value depends on the number of observed diffraction orders. 
Next we assume that the calculations are done with long double precision (16 bytes).  

Fig. 4 (a) shows the dependence of the size of the eigenvectors matrix on the 
number of observed diffraction orders. Fig. 4 (b) shows the total amount of the stored 
intermediate data for the different number of the observed diffraction orders and the 
parameters numbers. The figure shows that the amount of data may exceed 1 TB. Thus, 
our task can be classified as a data-intensive problem. To reduce the size of the stored 
intermediate data some compression procedure can be used. However, this in turn 
implies there is a corresponding computational overhead. 

We will now consider how RCWA can be mapped into MapReduce scheme. The 
structure of stored data for MapReduce technology is defined by a pair of “key /  
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(a) 

 

(b) 

Fig. 4. The size of the stored intermediate data; (a) the dependence of the size of the 
eigenvectors matrix on the number of observed diffraction orders; (b) the total amount of the 
stored intermediate data for the different number of the observed diffraction orders and the 
parameters numbers. 

value”. Here the “key” 1K  consists of two sets. First, it is the set of geometric 

parameters that define one of the layers which is homogeneous in the vertical direction. 
Second, it is the set of parameters that define the illumination conditions of the 
simulation. The following relation is an example of such “key”. 

 { }1 , , , , , , , , , ,x x y yd m d m λ θ φ= x x y yK b n b n   

where ,x yd d  are the periods of two-dimensional structure, ,x ym m  are the number 

of material sections on the period, ,x yb b  are the size of material sections on the 

period, ,x yn n  are the index of refraction of these material sections. The last three 

parameters in the “key” - , ,λ θ φ  - describe the lighting conditions. Notice that the 

thickness of the layer is absent in the above list. 
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Fig. 5. Flowchart of RCWA implemented with MapReduce technology 

The “value” 1V  contains the calculated eigenvalues and eigenvectors for one layer: 

 { }1 2= =V V Eig   

The look-up table 1K / [ 1V ] resides in the distributed file system mentioned in 

Section II. By combining with MapReduce, the distributed file system allows 
providing efficient load balancing, data locality and faulting tolerance to the whole 
computing system. 
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Fig. 5 shows the flowchart of RCWA method in terms of MapReduce technology. 

The Map() function receives as input the key 2K  that describes the analyzed 

nanostructure. This key consists of a set of keys 1K  that define the layers of the 

structure, as well as the array t  that describes the thicknesses of these layers. 

 { }2 3 ,= = 1K K K t


  

The Map() looks for the intermediate data in the look-up table with the given key 2K . 

Thus, the output of the Map() function are pairs of 2K / [ 2V ]. Each structure is 

associated with the list of the eigenproblem solutions [ 2V ] for the array of 1K


 

layers. This list of the eigenproblem solutions may contain null values, in the case 
where the necessary information is not yet in the look-up table. 

The pairs of 2K / [ 2V ] are the input parameters of the Reduce(). This function 

calculates the missing intermediate data, stores them in the look-up table, then 
generates the system of linear equations and solves it. 

In this paper, we assume that the output parameters of the Reduce() are the 
diffraction efficiency of observed diffraction orders. However, the same approach is 
valid for other output parameters, for example, electromagnetic field distribution in the 
so-called near-field [10]. Thus, in our case 

 { }3 ,=V R T   

where ,R T  are the diffraction efficiency of observed diffraction orders respectively 

for reflection and transmission. 

5 The Results of Computational Experiments on Hadoop-Cluster 

Computational experiments are performed on a relatively small Hadoop-cluster 
consisting of four nodes. Each node in the cluster contains a CPU Intel Xeon 2.13 GHz 
and 4 GB RAM. 

Namenode-server is run on one node, and jobtracker-server is run on another node. 
The remaining two cluster nodes are used as working nodes. Two mappers and two 
reducers can be run simultaneously on each of the working nodes, which correspond to 
the parameters that are set by default. Other parameters of Hadoop-cluster are also set 
by default.  

The experiment measures the parallel read/write average throughput for the HDFS 
file system. The parallel read average throughput is equal to r=460 MB/s and the 
parallel write average throughput is equal to w=60 MB/s. It is not our goal in this work  
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Fig. 6. The dependence of the time (in seconds) of eigenvectors calculation on N value for 
Java-implementation (the left Y-axis) and Intel MKL implementation (the right Y-axis) 

to enhance r and w values by optimizing the default parameters of Hadoop-cluster. 
Therefore, the above values r and w are assumed to be fixed. 

We will now assess the feasibility of the proposed scheme of RCWA 
implementation. The standard and the proposed algorithms are different only at the 
eigenvectors calculation step. We compare the time of eigenvectors calculation for the 
standard RCWA algorithm (without saving the intermediate results) with the time of 
eigenvectors calculation for the proposed algorithm (with saving the intermediate 
results). The main share of the RCWA computational time is contributed by the 
eigenvectors calculation. The eigenvectors are calculated for each layer of the modeled 
nanostructure. 

Java programming language is the most appropriate for the implementation of a 
flexible application within the Hadoop package. Therefore, the algorithm for finding 
the eigenvectors of a complex general matrix was implemented with Java. 

Figure 6 shows the dependence of the time (in seconds) of eigenvectors calculation 
on N value for Java implementation and Intel MKL implementation. N value denotes 
the number of the positive diffraction orders for one coordinate. Here we assume that 
N value is the same for each coordinate. 

The left Y-axis on the graph shown in the Figure 6, corresponds to the results of 
Java-application. The right Y-axis of this graph shows the same results for Intel MKL 
implementation. 

We define the following parameters:  
s - Upload file size (MB), which is processed by one mapper;  
f - The “useful” share of the uploaded file, which is used by mapper to find the 

eigenvectors (normalized value); 
m - The average number of uses of one matrix from the uploaded file; 
a - The size of the matrix (MB), which contains the computed eigenvectors for one 

layer of the modeled nanostructure; 
e - The time for computing the eigenvectors of the matrix for one layer of the 

structure (s);  
L - The total number of layers in structures that are processed by one mapper.  
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Fig. 7. The dependence of L on the overall usage ratio of the uploaded file; the cross hatched 
area shows where the relation (1) is satisfied 

Then the condition for the feasibility of the proposed RCWA algorithm can be 
written as follows: the total computational time that one mapper spends (L e) should be 
greater than the time spent on the following steps: (1) the reading from the HDFS file 
with size of s, (2) the calculation of the unresolved eigenvectors, (3) the writing of the 
calculated eigenvectors in HDFS.  

The above described condition can be represented as a linear dependence of the L 
value on the overall usage ratio of the uploaded file f m: 

 ( )f m k L p⋅ > ⋅ +  (1) 

where 

( ) ( )
( ) ( )( )

2a N
k N

s e N w a N
=

⋅ − , 
( ) ( )

( ) ( )( )
a N w

p N
r e N w a N

⋅
=

⋅ − .
 

In Fig. 7 the cross hatched area shows where the relation (1) is satisfied. The slope of 
the curve in the Figure 7 (k value) defines the rate at which the overall usage ratio f m 
should increase when L value increased. 

Fig. 8 shows the dependence of the curve slope value k on N value for (a) Java-
implementation and (b) Intel MKL implementation. 

Note that the curve slope value k is very small on the Figure 8(a). Thus, to stay 
within the feasibility requirements, there is no much importance struggling for the 
increasing the overall usage ratio f m when using the relatively slow Java-
implementation. Such need appears for the more effective Intel MKL implementation 
(Fig. 8(b)). In this case, the different approaches of meta-data usage can be considered. 
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                        a) 

 

                        b) 

Fig. 8. The dependence of k value on the number of diffraction orders value N for (a) Java-
implementation and (b) Intel MKL implementation 

6 Conclusions 

The paper discusses the computational problems arising in modeling and optimization 
of complex nanophotonic structures by Fourier modes method (RCWA). The cloud 
computing infrastructure usage is suggested to solve these problems. This approach 
allows to effectively exploit the potential of modern computational tools by improving 
the scalability of the computational problem and by enhancing the fault tolerance of the 
computer system. This opens up new possibilities in solving problems of diffraction 
nanophotonic [21-23], magneto-optics [24,25] and plasmonics [26,27]. 
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Abstract. We present a detailed analysis of all-optical ultrafast switching with 
the unique photochromic bacteriorhodopsin (bR) protein, based on its early 
transitions (B570→I460), in the pump-probe configuration. The transmission of a 
cw probe laser beam at 460 nm through bR is switched by a pulsed pump beam 
at 570 nm with high contrast and sub-ps switching. The effect of pump intensi-
ty, pump pulse width, absorption cross-section and lifetime of the I460 state on 
the switching characteristics has been studied in detail. Theoretical simulations 
are in good agreement with reported experimental results. The results have been 
used to design ultrafast all-optical NOT and the universal NOR and NAND log-
ic gates with multiple pump laser pulses. The analysis demonstrates the appli-
cability of bR for all-optical ultrafast operations in the simple pump-probe 
geometry and opens up exciting prospects for its use in optical supercomputing.  

Keywords: all-optical switching, ultrafast information processing, optical com-
puting, logic gates, bacteriorhodopsin. 

1 Introduction 

The anticipated need for ultrafast and ultrahigh bandwidth information processing has 
provided impetus to realize all-optical information processing [1,2]. All-optical de-
vices require control of light with light in a material that exhibits an efficient nonlin-
ear optical response. A wide variety of organic molecules have attracted considerable 
attention due to their ultrafast optical response, high nonlinearities and the ability to 
tailor their properties to meet practical requirements [3-6]. However, since light sus-
tains life on earth, a wide range of biomolecules have evolved with an optimized en-
ergy efficient photoresponse to control various kinds of photo-induced molecular 
responses that include the life sustaining process of photosynthesis.  

The photochromic protein bR found in the purple membrane fragments of  
Halobacterium salinarum is a model system to understand the signal transduction 
mechanism in nature and has emerged as an outstanding material for biomolecular 
photonic applications due to its unique properties [7]. It exhibits a multifunctional 
photoresponse, namely, photochromism, photoelectricity and proton pumping. It  
exhibits high quantum efficiency of converting light into a state change (~64%),  
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large absorption cross-section and nonlinearities, robustness to degeneration by  
environmental perturbations, capability to form thin films in polymers and gels, and 
flexibility to tune its kinetic and spectral properties by genetic engineering techniques, 
for device applications [7]. It also exhibits high photo and thermal stability over a 
wide pH range (0-12). bR molecules in gels and polymer thin films are extremely 
stable, maintaining their functionality for several years without any degradation. No 
noticeable change has been observed in a bR film even after switching more than a 
million times [7]. In addition, dry bR films are structurally stable upto a temperature 
of 140 0C [8].  

By absorbing green–yellow light, the wild-type bR molecule undergoes several 
conformational transformations in a complex photocycle that generates a number of 
intermediate states, spanning the entire visible spectrum. The main photocycle  
exhibits the following transformations:  B570 + hν → J625 (< ps) → K610 (~μs) → L540 
(~μs) → M410 (~ms) → N550 (~ms) → O640 (~ms) → B570, where subscripts denote the 
respective peak absorption wavelengths in nm (Fig.1). 

A wide range of applications has been proposed with bR that include energy con-
version, artificial retina and 3D memories. Various designs of all-optical switching 
and logic gates have been proposed with bR based on its photochromic properties that 
include sequential photoexcitation [9], two wave mixing [11], degenerate four wave 
mixing (DWFM) [12], photoinduced dichroism and birefringence [13], complemen-
tary modulated suppression transmission (CSMT) [14], degenerate multiwave mixing 
(DMWM) [15] and nonlinear intensity-induced excited-state absorption [16-18]. Most 
of the photonic applications of bR have been proposed by utilizing its longer lifetime 
M and O intermediates resulting in ms switching [10,16-18]. Recently, all-optical 
switching and arithmetic logic operations have been shown with optically controlled 
bR-coated microresonators with µs switching response [19,20]. Der et al. and Fabian 
et al. have demonstrated switching in the ns range based on B570 → K610 transition 
[21,22]. The main limitation with optical processing with bR has been the speed,  
although the operations are at much lower powers compared to other materials. 

Recently, femtosecond spectroscopic characterization of the initial trans-cis isomeri-
zation in the bR photocycle has revealed additional spectrally distinct states before the 
J625 state: B570 + hν → HFC (~fs) → I460 (FS) (<ps) → J625. Although, detailed experi-
ments have been performed to ascertain the signal transduction pathways and characte-
rization of these states, a complete picture is still under development. HFC denotes the 
Franck-Condon excited state of bR with an all-trans retinal Schiff base and I460 denotes 
the fluorescent state (FS), which is characterized by absorption around 460 nm and a 
stimulated emission band around 860 nm. HFC and I460 are excited-states with a chromo-
phore of an all-trans conformation, whereas, the K610 state has the chromophore con-
verted to the 13-cis conformation. It has been ascertained that the HFC state exhibits a 
fluorescence Stokes shift as it relaxes in ~100 fs to the I460 excited-electronic state of the 
protonated Schiff base chromophore, which subsequently can relax to the J625 and then 
to K610 in 500 fs and 3ps, respectively or return directly to the all-trans ground state [23-
33]. Attempts have been made to explain the primary molecular process by a two state 
model. However, experiments and ab initio calculations have favoured a three state 
model with changes in the molecules structure assumed to precede the trans-cis isome-
rization [28]. These early sub-ps transitions open up possibilities of ultrafast all-optical 
switching and computing with bR. Fabian et al. have recently demonstrated ultrafast 
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Abstract. We present a design concept for a nano optical architecture for a finite
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These devices may in turn provide the building blocks for optically controlled
devices.

1 Introduction

Optical technologies are gradually taking over the computer world. Optical data storage
such as CDs and DVDs, and optical communication such as fiber optics are proving
more efficient than their electronic counterparts. An effort towards computing using
optical elements is done to suggest novel computing devices.

Computer scientists use Turing Machines to model the computer and discuss its oper-
ation. However, the common Von Neuman architecture is different than the Turing ma-
chine. The Turing Machine has an infinite tape as its memory while the size of present
day computers memory is finite. The Von Neuman architecture could be modelled by
the Finite State Machine [1], though the overhead of using this model would be too
high because of the large size of the memory. It is preferred to model the Von Neuman
architecture with small units of processing similar to finite state machines, controlled
by a program.

An “Optical Finite State Machine” can be a major step towards all optical comput-
ers. The Vector-Matrix-Multiplier [2,3] was suggested as a building block for devices
designed to solve specific computation tasks. We propose building Optical Finite State
Machines based on the Vector-Matrix-Multiplier.
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Section 1 presents an introduction to the proposed device. We present the optical
building blocks which are currently available for usage. We review the theoretic back-
ground of the finite state machine, and we suggest the state machine using the vector
matrix multiplication method. Section 2 presents the details of the presented device.
We present the design of the optical elements to be used, and the overall design of the
device. We conclude in section 3 with the future work directives that will allow us to
build the device.

1.1 Building Blocks

Vector Matrix Multipliers. An optical Vector Matrix Multiplier (VMM) projects an
array of light over a mask and then recollects the light in order to calculate an output
vector. The mask encodes the vector which we would like to multiply with. The output
vector could be collected back to fiber optics or read by an array of detectors. Perhaps
the most famous setup that performs this operation is the Stanford VMM [2,3]. An
optical setup broadens the input vector to be projected over the entire matrix such that
each input element is projected over a respective row. The multiplication occurs when
light is masked by the matrix. Then the optical setup collects the multiplied light such
that each column is collected and projected on a respective output column element. It
has been suggested that the VMM should be used for creation of coprocessors [3] or
used as the main processing tool on a processor [4].

Nano Antennas. Nano antennas are devices that reshape the propagation profile of
light as a result of interaction between the antenna’s elements to the electromagnetic
radiation in space. It has been suggested that the plasmon resonance of metal nano
particles can direct light from optical emitters. In order to implement the VMM we
suggest using nano antennas.

Nano antennas are similar to normal antennas by utilizing a geometric array of ele-
ments to manipulate the interaction of a dipole element with the electromagnetic radi-
ation. This could be done to amplify emission towards a certain direction and polarity
or to amplify the reception of a signal coming from a certain direction. The size of the
antenna’s elements should be smaller than quarter of the wavelength. This presents no
problem in the radio-frequency wavelengths by choosing metal elements ranging from
a few centimeters to a few meters. However nano technology design is an essential part
of building antennas for the optical band.

Some designs of the nano antennas borrow their design from the radio-frequency
regime for example the nano optical Yagi-Uda antenna [5]. The nano optical Yagi-Uda
antenna design suggests using nano metallic elements. Instead of driving the dipole with
an electron current, the dipole is driven by an optical wave. The dipole is tilted in 45
degrees compared to the other elements. A polarized light is projected over the dipole
while the polarization would allow coupling of the radiation only to the dipole. The
dipole and the other elements coupled to it would now emit light in another direction
and polarity.
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Other nano antennas present completely new designs. For example in [6], the design
suggests the coupling of a big dielectric sphere (with a diameter of 500nm) to two
metallic particles (with a diameter of 60nm). This design exhibits a directional radiation
profile and amplification for the emission efficiency.

We suggest using such nano antennas as the mechanism to collect, reflect and emit
light to and from the elements of the VMM. Devices such as the nano optical Yagi-
Uda antennas could redirect light of a certain polarity and direction towards a different
direction. A selection mechanism can be chosen that may allow us to deactivate some
of the antennas by an optical signal. This may be done by choosing material for the
elements that would stop interacting over a certain threshold. The selection mechanism
should only add enough optical intensity that would throw the element over or below
the threshold.

Another selection mechanism could utilize the antennas original property as direc-
tional device to manipulate two beams of light. When two beams of light propagate
towards the antenna, the antenna reflects a beam of light into a certain direction and
when only one of those beams propagates, the light projects towards another direction.

1.2 Finite State Machine

A finite state machine is an abstract machine that can be in one of a finite number of
states [1]. It is defined by a transition table where on one side of the table, we have the
current state of the machine, and the input, and on the other side we have the next state
of the machine. The state and the input are defined by a finite set of bits. For simplicity
we start considering binary bits as opposed to using shades of gray. We assume that the
state is represented by n bits and the input data is represented by m bits. Therefore the
output, which must represent the next state, should have at least n bits together with
an optional additional k bits output. A general transition table should have the form of
Table 1.

Where the q vector represents a state, the d vector represents an input, the Q vector
represents the next state and the D vector represents additional output. We can say that
the current state q together with the input d represents a bigger global input which we
refer to as the v vector, where:

qi = vi

di = vi+n

and the overall size of v is n+m. In the same manner we can say that the next state Q
together with the output D represents a bigger global output which we refer to as the u
vector, where:

Qi = ui

Di = ui+n

and the overall size of u is n+ k.
For example we use the finite state machine identical to the one presented in [1].

The transition diagram is represented in Figure 1. Its transition table is represented in
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Table 1. Typical transition table

Current state Input Next state Add. Output
qn. . . q3 q2 q1 dm. . .d3 d2 d1 Qn. . .Q3 Q2 Q1 Dk . . .D3 D2 D1

0 . . . 0 0 0 0 . . . 0 0 0 0 . . . 0 0 0 0 . . . 0 1 0
0 . . . 0 0 0 0 . . . 0 0 1 0 . . . 0 1 0 0 . . . 1 0 1
0 . . . 0 0 0 0 . . . 0 1 0 0 . . . 0 0 1 1 . . . 0 1 0

...
...

...
...

0 . . . 0 0 0 1 . . . 1 1 1 0 . . . 1 0 1 0 . . . 1 0 1
0 . . . 0 0 1 0 . . . 0 0 0 0 . . . 0 0 1 1 . . . 0 0 1
0 . . . 0 0 1 0 . . . 0 0 1 0 . . . 1 0 0 1 . . . 0 0 0
0 . . . 0 0 1 0 . . . 0 1 0 0 . . . 0 1 0 0 . . . 0 1 0

...
...

...
...

0 . . . 0 0 1 1 . . . 1 1 1 0 . . . 1 1 1 1 . . . 1 0 1
0 . . . 0 1 0 0 . . . 0 0 0 0 . . . 1 0 1 0 . . . 1 0 1

...
...

...
...

1 . . . 1 1 1 1 . . . 1 1 1 1 . . . 1 0 1 0 . . . 1 0 1

Fig. 1. A finite state machine states diagram. According to a state machine given in [1].

Table 2. In our example the current state is represented by two bits, the input by one bit,
the next state by two bits and the output by one bit. Thus in this case the global input
(the v vector) is represented by three bits, and the global output is represented three bits.

1.3 Finite State Machine Using Matrix Multiplication

Given a finite state machine, it is possible to represent its transition table as a transfor-
mation matrixM where multiplying it by a given v vector would result in an appropriate
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Table 2. Transition table of the state machine in Figure 1

Current state Next state
q1 q0 Input Q1 Q0 Output

00 0 00 0
00 1 01 0
01 0 10 0
01 1 11 0
10 0 00 0
10 1 00 0
11 0 10 1
11 1 10 1

u vector. We need to calculate the elements of the matrix M . To do so we need to define
matrices V and U by arranging the v and u vectors vertically one by one in the V and
U matrices respectively.

(V ) =

⎛
⎜⎜⎝
⎛
⎜⎜⎝

...
v1
...

⎞
⎟⎟⎠

⎛
⎜⎜⎝

...
v2
...

⎞
⎟⎟⎠ . . .

⎛
⎜⎜⎝

...
vl
...

⎞
⎟⎟⎠
⎞
⎟⎟⎠

(U) =

⎛
⎜⎜⎝
⎛
⎜⎜⎝

...
u1

...

⎞
⎟⎟⎠

⎛
⎜⎜⎝

...
u2

...

⎞
⎟⎟⎠ . . .

⎛
⎜⎜⎝

...
ul

...

⎞
⎟⎟⎠
⎞
⎟⎟⎠

Thus Vij represents the i-th element of the j-th v vector. Similarly Uij represents the
i-th element of the j-th u vector. We want to find a matrix M that would satisfy the
equation MV = U or in other words: MijVjk = Uik

Using Unary Representation. We use an unary representation of the v vectors by
using the standard basis as the v vectors, such that the V matrix is a unity matrix. Thus
if the V matrix is unity, the M matrix is actually the U matrix. The M matrix is a matrix
of zeros and ones such that each column has one element that equals 1 while the others
are 0 (zeros). This way, when multiplying a basis vector by that matrix we get another
basis vector which represents a new state and output.

For example, using the table above, we can translate the binary representation of
the states and inputs and outputs to the decimal representation to derive the values of
Table 3.

The following matrix represents the transformation matrix that would transform the
state and the input vector to the next state and output vector,
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Table 3. Transition table in decimal representation

State and input Next state and output
0 0
1 2
2 4
3 6
4 0
5 0
6 5
7 5

M =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 1
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where each column represents the next state and output, whose values are selected by
the position of the single 1 in the column.

Unary Representation Back to State and Output. Using this unary representation
is possible only if we can transform the input and state to the unary representation.
Similarly transforming the output unary vector to a new state vector and an output.

The latter is derived very easily. Note that the vectors in V form the normal basis
thus a matrix where each column represents the output and the new state can be used.
Transforming an input vector and state vector to a single unary vector is somewhat more
difficult. First assume that those two vectors are unary too.

We can extend these two vectors and use a bitwise logical “and” operation on all
their bits as follows. Assuming that the state vector is sized n where the bit numbered i
equals 1 and all other bits are 0. In addition, assume that the input state vector is sized
m where the element numbered j equals 1 and all other elements are 0. We would like
to create a vector sized n ·m with the m · i+ j bit equals 1 and all other elements are 0.

The binary code for the state and the binary code for the input are extended in differ-
ent ways. The binary code of the state is extended by duplicating each individual bit m
times, such that all bits are zero except the bits with indexes greater or equal m · i and
smaller or equal (m+ 1) · i− 1. Recall that the bit i was the single bit with the value 1
in the original binary representation of the state.

The binary code for the input is replicated n times as a monolithic block (When
considering each individual bit). In the resulting extended input, every two bits with
index difference of m have the same value.
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For example assume the following vectors:

⎛
⎝0

1
0

⎞
⎠ ,

⎛
⎜⎜⎝

0
0
1
0

⎞
⎟⎟⎠ ,

We can extend them as follows:

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
1
0
0
1
0
0
1
0
0
1
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

×

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0
0
1
1
1
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0
0
0
1
0
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Multiplying or using bitwise logical “and” operation we can get the required result. This
multiplication could be done by projecting these two vectors over an array of detectors
and using a threshold level. This level should be above the intensity of one beam and
under the intensity of two beams projected together.

2 Optical Finite State Machine

We present a device that implements finite state machines using optics, and therefore
can be a step towards all-optical-processor. We suggest an implementation of the optical
finite state machine using the Vector-Matrix-Multiplication technique. In order to use
mostly optical technology, the programming and processed data are written and read to
and from an optical memory [7,8].

Many designs of Vector-Matrix-Multipliers were suggested and none of which were
nanoscaled. The architecture we chose to implement with nano scale devices appears
on Figure 2. The input vector emits light in such a manner that each pixel emits a dif-
ferent light intensity. This light hits the multiplication matrix, and is reflected towards
the output vector. Each pixel of the multiplication matrix has a different reflection co-
efficient, this way the reflected light has a value of an input intensity multiplied by a
reflection coefficient. Light propagating from each row of the input vector should hit
an appropriate pixel of the multiplication matrix. Thus the first element of the input
vector is projected over the first column of the matrix where it will be multiplied by the
reflection coefficient, when it is reflected over the first output vector element. Similarly
the n-th pixel is projected over the n-th column, multiplied and reflected over the n-th
output vector element.



A Nano-Optics Vector Matrix Multiplier for Implementing State Machines 85

Fig. 2. Schematic design of the Vector-Matrix-Multiplier

After the reflection off the multiplication matrix, the obtained beams intensities are
collected and directed to the output vector, summing the intensities over multiplied
beams. The summing process is done by either using a lens or by designing the reflec-
tive multiplication matrix to act as a concaved mirror, reflecting the appropriate beams
in a proper direction. Each column of the input matrix should be summed after the mul-
tiplication over an appropriate pixel of the output matrix. The first column of the input
matrix should be summed over to the first pixel of the output vector after the multipli-
cation. The n-th column of the input matrix should be summed over to the n-th pixel of
the output vector after the multiplication.

Notice that the optical elements which represent the arrays of matrix and vectors
are arranged in layers. This makes it possible to build this device over the layers of a
substrate similarly to current processor production technology. This process is similar
to the planar optics technology presented in [9].

Reading and Writing to Memory. Special attention should be given to the way that
data is read and written over the memory. We would like to be able to control the
input matrix and the multiplication vector, such that their coefficient values would be
determined by values stored over an optical memory. This could be done by one of
two ways: (a) An optical memory will emit light which will control the appropriate
coefficients. (b) The input matrix and the multiplication vector would be an optical
memory device by themselves, controlled by light emitted by other devices or reflected
back from this device’s output.

The memory should keep the data valid as long as it takes to switch to another state.
If the steps of the state machine are controlled by a clock, then the memory should hold
the data as long as the period of this clock.

Such memory device may be connected to an electrical input to power the device,
or amplify the propagating light but it should be controlled only by an optical input.
The memory devices may use different methods such as cavities, memristors, or second
harmonic generation materials. For example in [7] the use of ring resonator is suggested.
A high enough intensity provided by the bus waveguide would electrically charge the
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semiconductor substrate. This charge caused a minute change in the refraction index.
This minute change creates a major effect on the transmittance for a certain wavelength.
Using a reading system from an array of such ring resonators in that wavelength is
suggested. The only problem with this device is that it has to be electrically erased
(EEPROM). This may not have to present a problem if the erasing process is very short
as the period of the clock chosen for the device.

A different optical memory device is suggested in [8]. This device suggests interac-
tion of waveguides in a crystal of nanocavities. The geometry of the device makes the
possibility to achieve bi-stable states of the outputs of the device. When going over a
certain threshold of the input power, the system change into one state, and when going
lower than another threshold the system changes into another state. There is a range
between those thresholds which simply keeps the current state.

2.1 Implementation Using Optical Devices

We would like to create a specific state machine which will be chosen according to
the limits of the design. As the automata becomes more complex with more states and
bigger input, a much bigger vector and matrices should be used.

We assume that the state is given in an unary state form, and also the input is given
unary form. The value is determined optically where only one of the pixels or elements
in a channel propagates light while the other elements do not carry light propagating at
the same time.

Below we present the optical elements we use to build the optical device.

Vector Extension Mechanism. When an input vector, and a state vector are given,
they should combine together into a bigger global input. As described earlier we would
like to extend the two vectors. We should widen each one of the pixels on one vector,
while making copies of the other vector a few times. This may be done by using passive
devices like lens or semi transparent mirrors. Schematics of these processes done by
mirrors could be seen on figures 4 and 5. The widening and the duplication systems
could be placed as layers one on top of the other. The extended vector are created in
two layers and are ready to be passed to the “and” mechanism.

These extended vectors should preform an “and” operation, that is using an active
mechanism to allow only areas where both pixels contain light while darkening pixels
that do not contain light, or contain light on only one of the channels. The global input
chosen by the vector extension mechanism contains an unary vector, with only one pixel
containing light, where the values of both extended vectors are on. The schematics of
the “and” mechanism is described on figure 6. The schematics accepts two extended
vectors and create one global input.

In order to implement this device we need an element that performs the logic “and”.
The idea is to design an element that allows light to propagate only when the intensity
grows beyond a certain value. Other designs simply suggests that one signal controls
the other [10]. By doing so it is possible to achieve the logic “and”. Many devices which
utilize those approaches are using ring or disc resonators. The ring resonators provide
the feedback loop needed to intensify the nonlinear effect to achieve a bi-stable state.
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Fig. 3. Design of the extension mechanism. The global input vector is created by duplicating
the the state vector and extendin each element of the input vector. Next, an “and” operation is
performed.

Fig. 4. Schematics of the duplication mechanism used to duplicate the state vector. The unaric
state vector is propagating through the device and being reflected over the appropriate ports.

Fig. 5. Schematics of the widening mechanism used to widen each element of the input vector.
The unaric input vector is propagating through the device and being reflected over the appropriate
ports.
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Fig. 6. Schematics of the “and” mechanism. Both vectors are projected over an active device
which allows signal over a certain threshold. The threshold is determined by the power of two
light signals.

Multiplication Matrix. The global input can now act as a selection mechanism to-
gether with a Vector-Matrix-Multiplier. Only one of the pixels of the vector contains
light. When projecting this vector over a matrix, in effect this one pixel chooses one of
the columns of the matrix by lighting it. The vector created contains the next state and
the output. This vector is split where some of its elements contain the next state, while
the other elements contain the output. The next state is again an unary vector to be used
later, and the output could be unary or binary again because the system does not need
to use it again. The design uses the light of the global input created in the previous step.
Figure 7 illustrates the logic of the selection mechanism using the VMM.

A schematic design of the VMM is given earlier on figure 2. This design features flat
elements which form parallel layers. This makes it possible to build this element on the
surface of a flat substrate by utilizing 2D elements. The beams of light propagate in a
3D environment due to the width of the substrate.

The implementation of the state machine limits some parameters of the design. By
choosing the matrix we are actually choosing a state machine. The matrix is constant
and does not change for each calculation cycle. The multiplication vector is unaric. This
means only one vector element should be active for each calculation cycle and project
light over the matrix.

The design scheme utilizes exact projection, reflection and collection of light by
the matrix elements. Normal mirrors, projectors and other optical elements are very
efficient in scales larger than the wavelength. However, they may suffer from poor
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Fig. 7. Design of the Selection mechanism. The global input chooses a certain vector of the ma-
trix, which holds the next state and the output.

precision and efficiency when trying to work in the nanometric scale. We suggest using
nano antennas together with other nano structures as the elements of the VMM to be
used in the nanometric scale.

The vector elements should project light over the matrix in a manner that each vector
element would be projected over only one column of the matrix. Nano antennas with
wide transmission aperture in one direction, and very precise and narrow aperture in the
other direction should be chosen. Similarly each output vector should use nano antennas
with wide aperture in one direction an very small and precise in the other direction.

The matrix elements which reflect the light could also be built by using nano anten-
nas. Each element should receive light projected from exactly one element of the multi-
plication vector and transmit it towards a single element of the output vector. Therefore
each element of the matrix should hold two antennas for reception and transmission
where the former would transfer the light received to the transmission antenna. Each
element on the matrix is different where the antenna elements are directed towards dif-
ferent directions.

The truth table of the state machine defines the existence of those antenna elements.
We should begin with a constant matrix such that only where the truth table suggests,
we can add or remove the antennas. A more complex design would implement a pro-
grammable matrix. This could be done if we could control each element. The idea is to
cut the connection between the two antennas and allow their connection only if a beam
of light is projected from another direction such as from the other side of the substrate.

2.2 Device Design Concept

The elements described in the previous section are the building blocks of the device.
The input is given as an unary vector and extended by the extension mechanism. Sim-
ilarly, an unary state is provided by the state memory, and extended by the extension
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mechanism. These two vectors are passing through the “and” mechanism, and the result
is the global input presented as an unary vector. This vector passes to the VMM and
chooses an output and the next state. The output is sent to other devices, while the next
state is stored on the state memory. A scheme of this device is shown in Figure 8.

Fig. 8. Scheme of the optical device. The Vector Matrix Multiplier is used as the main building
block together with the Vector Extension Mechanism and the Optical Memory, as described in
2.1.

3 Future Work

Calculations should be done in order to choose the numerical properties of each element
discussed above. The properties should fit the wavelength and materials that will be
chosen. Later, a simulation should be done to identify the limits of the design.

As described earlier it is also suggested to use a matrix that is not constant and which
is in fact programmable. This could be done by controlling the antennas of each element
by enabling or disabling it according to another optical input.

Another possibility for enhancing the device could utilize frequency multiplexing.
We can use different frequencies to perform different calculations. It is possible that
after each multiplication, the state bits get a frequency shift, hence moving to another
color. The state is now combined with a new input and then multiplied again with the
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same matrix. This color may interact differently with the matrix, namely a different
multiplication will be applied to each color. This is an equivalent of multiplication with
another matrix on the same device.

The input in the different colors could be processed simultaneously. This could in-
crease the computing speed in a great factor depending on the multiplexing resolution.
The system could also wait until the next input arrives in a different colour. Since there
are no interferences between the different colors, the system simply waits until the next
colour comes into play.
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Abstract. An optical architecture for energy efficient asynchronous au-
tomata is suggested. We use a logical paradigm called “Directed Logic”,
based on the most basic reversible and energy efficient gate, the Fredkin
gate. Directed Logic circuits for basic boolean gates as NOT, OR/NOR
and AND/NAND are used. These circuits are then employed for an op-
tical energy efficient automata. A D latch is then used to define the au-
tomata operation cycle. A set-reset latch is used as part of an handshake
protocol that suggests an optical energy efficient automata operating
internally in an asynchronous fashion. Lastly, we propose a circuit for
asynchronous cascading between two automata.

Keywords: Optical Logic, Reversible Computing, Zero Energy Com-
puting, Asynchronous Circuits, Automata.

1 Introduction

The principles of thermodynamics allow to evaluate a sequence of logic opera-
tions in zero energy [2,3,10]. If such architecture is employed, the challenge of
energy consumption in electric computers can be resolved. Optical computing
has existed for many years, one challenge of optical computing is solving “hard”
problems faster than electronic computing [1,6]. Recently, another challenge for
optical computers has appeared, namely its ability to perform calculations using
zero energy [4,5]. Optical computing is suitable for the use of reversible ele-
ments, allowing zero energy calculation [7]. It was also suggested that electronic
reversible elements may not be suitable to use for zero-energy calculations [5].
Hence, direct logic architecture was introduced, using optical reversible elements
[8]. The aim of this work is to build a general automata based on direct logic.
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In addition, this automata should be used without a clock, in an asynchronously
fashion. Asynchronous circuits benefit from low power consumption, high opera-
tion speed and better modularity [13]. The resulting architecture can thus lead
to an optical zero-energy asynchronous Turing machine.

2 Directed Logic

We here by present a logical paradigm called “Directed Logic” that was
introduced previously [8]. Directed Logic circuits are built from networks of
simple elements, each performs as a simple switching operation on its input
vector. The input vector (I1, I2) can be any of the following: (0, 0), (0, 1), (1, 0),
where (1, 1) is not admissible. The output is also a vector (O1, O2). Each ele-
ment performs one of two opposite operations on its input vector: pass (P ) or
switch (S). P is the identity operation and S is the negation operation. Thus,
S(0, 1) = P (1, 0) = (1, 0), S(1, 0) = P (0, 1) = (0, 1), S(0, 0) = P (0, 0) = (0, 0).
The choice of operation is determined by the control input of the element —
C. In case C = 0, the elements operation will be P . If C = 1, the elements
operation will be S. This demonstrate a simple Directed Logic element based on
a Fredkin gate [7], a reversible control swap gate as presented in Figure 1.

Fig. 1. Directed Logic Fredkin Gate

Several basic Directed Logic circuits are presented in in Figures 2,3 and 4,
later used for the automata architecture.

The use of Fredkin gates in Directed Logic leads to reversible and conservative
computational processes. In every circuit there are just as many 1 and 0 inputs
as 1 and 0 outputs, hence there is no information loss. Conventional implemen-
tations of boolean logic destroy information and suffer from energy cost. In a
typical boolean operation, for example NAND, there is less information at the
output than at the inputs. Information loss is transformed to heat. In Directed
Logic the energy consumed in practice is affected by how many output bits are
lost or deleted and not by the operation of the gate, where each lost bit gives an
energy loss of kT ln(2) [2,3,10]. One challenge, that is not covered in this paper,
is to efficiently save these bits.
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Fig. 2. NOT Circuit in Directed Logic

Fig. 3. OR/NOR Circuit in Directed Logic [8]

Fig. 4. AND/NAND Circuit in Directed Logic [8]
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3 Optical Implementation

Directed Logic is specially adapted to the features and promises of optics. Al-
though Directed Logic is based on Fredkin gates, there are crucial differences
between them. In Fredkin’s implementation, the three inputs considered as be-
ing interchangeable, hence, any output of one gate could be used as any input
for a subsequent gate [7]. In Directed Logic, the controlling input in the circuit
is kept entirely separate from the other two input lines. This property facilitates
the optical implementation. Conservative logic can also be implemented in other
ways, but Directed Logic suggest an optically implementable logic, which is hard
to find. We base the architecture on possible implementations of an optical con-
trolled switch and other advanced optical network implementations, as presented
in [8]. Optical Fredkin gates were already introduced in [12]. More recent pos-
sible implementations for an optical controlled switch are Polarization switching
gate [15], Acousto-optic gate, Photorefractive gate, Waveguide coupler gate and
Mach-Zehnder gate.

4 2-State Energy Efficient Optical Automata

We define 2− state automata by a state transition table as shown in Figure 5.

State/Input 0 1

S0 Si Sl

S1 Sj Sk

Fig. 5. State Transition Table

The alphabet is 0, 1 and the states are S0, S1, where S0 = 0 and S1 = 1.

Building the Automata. We define in Figure 6 a circuit later used to compute
the general automata circuit. Specific S and I determine a transition to state
Sn, according to the transition table and Sout

n = Sn.
We define the following:

Snew
i = Sout

i ∧ ¬I ∧ ¬S (1)

Snew
j = Sout

j ∧ ¬I ∧ S (2)

Snew
l = Sout

l ∧ I ∧ ¬S (3)

Snew
k = Sout

k ∧ I ∧ S (4)
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Fig. 6. Circuit to Use in Order to Compute a General Automata Circuit

Please note that for any S and I, exactly one Snew
n can be equal to 1 and all

others Snew
m are 0. We define the following:

Snew = Snew
i ∨ Snew

j ∨ Snew
l ∨ Snew

k (5)

The output Snew is the new state of the automata according to the state tran-
sition table in Figure 5. We already defined the Directed Logic circuits for the
OR, NOT and AND operations, now we can conclude that every gate can be
implemented in Directed Logic. We define in Figure 7 a circuit for Snew

k .
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Fig. 7. Circuit of Snew
k

We define in Figure 8 a circuit for Snew
i ∨ Snew

j ∨ Snew
l that can be used to

build a circuit for Snew.
2− state automata based on reversible optical architecture using direct logic

elements is depicted in Figure 9.

Automata Cycle. A mechanism is needed for updating the current state S of
the circuit to be the Snew output. We use a D latch and set the input D of the
latch to be the Snew output. Before inserting a new input I to the circuit, we set
the latch, the Q output of the latch is Snew, we update it as the current state S
of the circuit and then we reset the latch.

Figure 11 depict the traditional electrical D latch circuit.
A reversible electric D latch was introduced in [14], we use the same latch

architecture for a latch composed from Directed Logic elements. We first define
a NOR circuit, then we turn to define a set-reset (SR) latch, as shown in Figure
12.

We can build a gated D latch based on the SR NOR latch, as shown is Figure
13, where the S and R outputs are the inputs of the SR NOR latch. A D latch
that is based on reversible optical architecture using direct logic elements, is
depicted in Figure 14.

A full asynchronous cycle circuit using the D latch and the automata is shown
in Figure 15.

The mechanism for handling the inputs is described in Algorithm 1.
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Fig. 8. Circuit for Snew
i ∨ Snew

j ∨ Snew
l

Fig. 9. 2-State Energy Efficient Optical Automata

E D Q Comment

1 1 1 Set

1 0 0 Reset

0 X Qprev No change

Fig. 10. D Latch State Transition Table

5 Asynchronous Automata

The main idea of asynchronous circuits is that different parts of the circuit are
allowed to carry out their tasks at their own pace. However, in order to fulfill
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Fig. 11. A Gated electric D Latch Based on an SR NOR Latch

Fig. 12. SR NOR Latch

a useful purpose, the information flow between parts of the circuit must oc-
cur in a certain sequence. The main advantages of asynchronous circuits are
low power consumption, high operation speed and better modularity. The out-
put Snew should change according to the specific input I, according to to the
state transition table of the automata. When the automata calculated the out-
put Snew for some input I, the S input in the circuit should be updated to Snew.
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Fig. 13. A Gated D Latch Based on an SR NOR Latch

Fig. 14. Energy Efficient Optical D Latch

Then the automata should be ready to handle the next input. A clock can be
used in order to control this cycle, but we would like to use an asynchronous
mechanism.

Handshake Protocol. Asynchronous circuits communicate via handshakes. A
handshake consists of a series of signal events sent back and forth between the
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Fig. 15. 2-State Asynchronous Energy Efficient Optical Automata

Algorithm 1. Automata Mechanism

1: Insert the input I to the circuit.
2: The automaton operates and generates a result Snew

3: Snew is set to be the D input of the D latch.
4: The E input of the D latch is set to 1.
5: The Q output of the D latch is Snew .
6: S is set to be the Q output of the D latch;
7: The E input of the D latch is set to 0.
8: The automaton is ready for the next input.

S R Q Comment

1 0 1 Set

0 1 0 Reset

0 0 Qprev No change

Fig. 16. D Latch State Transition Table

communicating elements [9,13]. We can divide communicating elements into
a sender and a receiver. If the sender wants the receiver to perform a certain
task, it makes a request to the receiver. When the receiver has finished executing
the task it make an acknowledge to the sender that the task has been completed.
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At this point the sender may initiate the next communication cycle. Since we
have no global clock doing the job for us, we must introduce other means of
synchronizing actions. We need a to have two parts in the circuit to represent
the sender and the receiver. For the receiver we use a D latch that was already
introduced earlier and for the sender we use a SR latch.

We already built a SR latch while building a D latch, as shown in Figure
12. A SR latch that is based on reversible optical architecture using direct logic
elements, is depicted in Figure 17.

Fig. 17. Energy Efficient Optical SR Latch

Fig. 18. 2-State Energy Efficient Optical Automata with Asynchronous Handshake
Protocol

We build a asynchronous communication circuit using the SR latch as shown
in Figure 18.

We use the E delay to ensure that the E input of the D latch is set to 1 only
after the the automaton operated and generated a result Snew. We use the D
delay to ensure that the D input of the D latch is set to Snew only once while
E is 1, so S will not be updated in a loop to more than one new state Snew. It
is common to use delays is asynchronous circuits [9,13], and it can be achieved
optically for example by using mirrors or polarizers. After building the circuit
there is no light at all, hence all the the inputs of all Fredkin gates are 0 and all
other inputs of the circuit are 0. The first stage will be preparing the automaton
for operation by initialize all Fredkin gates and set Si, Sj , Sl, Sk. The automaton
is ready to operate where in the initial state of the circuit the start state, input
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and the start pulse are all 0. The circuit communication cycle between the sender
and receiver is described in Algorithm 2.

We created an energy efficient optical automata that can be used with asyn-
chronous handshake protocol.

Cascading. In Figure 19 we can see two automata. The pulse to start the bottom
automaton operation is when the R input of the SR latch of the upper automaton
is set to 1. At this point the upper automaton already generated Snew, so it can
be used as an input to the bottom automaton. The cascading is asynchronously

Algorithm 2. Communication cycle

1: Input I is ready.
2: Pulse is started.
3: The automaton operates and generates a result Snew .
4: The Q output of the SR latch is 1.
5: Pulse is stopped.
6: Snew is delayed; The 1 output of the SR latch is delayed.
7: Snew passes the delay and set to be the D input of the D latch.
8: The 1 output of the S-R latch passes the delay.
9: The E input of the D latch is set to 1.
10: R input of the SR latch is set to 1.
11: The Q output of the D latch is Snew .
12: The Q output of the SR latch is 0.
13: S is set to be the Q output of the D latch.
14: The E input of the D latch is set to 0.
15: The automaton is ready for the next input.

Fig. 19. Cascading automata circuit
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and can be expanded to a chain of automata where one automaton’s output is
an input of the other.

All the presented are built using Directed Logic based on Fredkin gates, that
known to be reversible, energy efficient and can be optically implemented.
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Abstract. In this paper we explore the utility of compressive sensing for
object signature generation in the optical domain. We use laser scanning
in the data acquisition stage to obtain a small (sub-Nyquist) number of
points of an object’s boundary. This can be used to construct the signa-
ture, thereby enabling object identification, reconstruction, and, image
data compression. We refer to this framework as compressive scanning
of objects’ signatures. The main contributions of the paper are the fol-
lowing: 1) we use this framework to replace parts of the digital process-
ing with optical processing, 2) the use of compressive scanning reduces
laser data obtained and maintains high reconstruction accuracy, and 3)
we show that using compressive sensing can lead to a reduction in the
amount of stored data without significantly affecting the utility of this
data for image recognition and image compression.

Keywords: Digital Signal Processing, Optical Signal Processing,
Compressive Sensing, Shape Representation, Object Signature, Optical
SuperComputing.

1 Introduction

Technology for 2D and 3D laser scanning is currently utilized for acquiring ob-
ject information and representing its surface. Often, this information is used as a
part of geometry-based graphics, where points on the object boundary, obtained
throughout the scan, are considered as vertices in a polygonal mesh model of the
object [1]. Alternatively, the points obtained can be used for numerous shape
representation methods, including those derived from object signature represen-
tation [2]. Compressive sensing (CS) of an object’s signature has been reported
in [3], [4]. Nevertheless, CS of signatures is currently done using digital process-
ing techniques applied to an image of the object. In this paper we explore the
utility of moving CS to the optical domain. In the data acquisition stage, i.e., the
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laser scan, we obtain a small number of samples of the object’s boundary. This
scan can be used for accurate reconstruction of the signature, thereby enabling
object reconstruction, image data compression, and object recognition.

Compressed sensing approaches based on instant 2D capturing of spatial im-
ages in the optical domain via compressed transformations are reported in [5].
Nevertheless, our work differs from the work reported in [5] due to the fact that
our method captures object signatures rather than object’s raster image. Hence,
we avoid the costly and error-prone process of segmentation, object identifica-
tion, and contour following that precede traditional signature acquisition in the
raster domain [3].

The contributions of the paper are the following:

1. CS is applied at the laser scanning stage to construct an object signature,
thereby replacing parts of the digital processing with efficient optical pro-
cessing.

2. The use of CS enables a reduction in the amount of laser data obtained while
maintaining high reconstruction accuracy.

3. We show that using CS can lead to a reduction in the amount of stored data
without significantly affecting the utility of this data for image recognition
and image compression.

As far as we know, and based on an extensive literature review, this is the first
use of CS in the context of laser scan for object signature acquisition.

In this paper we explore the utility of using optical processing as a part of
acquiring an object signature using CS methodology. This is enabled via random
sampling of an object’s boundary at the laser acquisition stage. Furthermore, we
analyze the reconstruction and identification performance of this approach by
comparing the resultant distortion to that of other methods, such as interpolation
and thresholding.

The remainder of this report is organized as follows. Section 2 describes shape
representation methods, concentrating on object signature construction in the
image and optical domains. In Section 3, we provide an overview of CS theory,
and apply it to object signature reconstruction in Section 4. The experimental
setup is described in Section 5. Section 6 explores the identification capabil-
ity of CS-based signatures and compares its distortion to that of interpolation
and discrete cosine transform (DCT)-based compression. Finally, Section 7 gives
concluding remarks and a roadmap for future work.

2 Object Signature

One of the active areas of research in image processing is shape representation [2],
[6], [7], [8]. Generally, the procedure for shape representation includes identifying
objects, marking the pixels in the boundary of objects, and using compact and
efficient methods for representing these pixels. Of interest are shape represen-
tation techniques that are invariant to affine transformations, i.e. combinations
of translation, rotation, and scaling [6]. Some of the commonly used methods
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for shape representation include chain codes, Fourier descriptors, B-splines, and
moments [6], [2]. The signature of object is a set of distances from a reference
point – generally the object centroid – to its boundary [2], [7]. Baggs and Tamir
as well as Keogh present several variants of object signature [7], [8]. This rep-
resentation is invariant to affine transformations. In addition, Baggs and Tamir
demonstrate methods for dealing with non-linear warping of objects [7]. Further-
more, the representations proposed can be efficiently used for object recognition,
alignment/registration, and compression [7]. An interesting question is the re-
silience of these methods to compression applied to the object signature. That
is, only a compressed version of the signature is stored. This has been addressed
in [3] and is further explored in the current paper.

2.1 Shape Representation Using Object Signature

In general, the term object signature relates to a set of measurements of the
distances from a fixed point to object boundary elements. The term object-
signature, however, is overloaded. In a fixed angle signature, the distances from
the object centroid to its boundary are measured in increments of equal angles. A
problem with the fixed angle method occurs with certain concave objects where
the same angle might yield more than one distance to points on the contour.
In practice, the equal-angle approach does not require convexity and can be
applied to certain star-shaped objects [9]. A second approach is to measure the
distance from the centroid to every pixel on the contour of the object. The every-
pixel method removes the requirement for star-shaped convexity and can use an
arbitrary centroid with arbitrary objects. On the other hand, the every-pixel
approach generates a variable number of samples which depends on the object
and is sensitive to scaling. This might necessitate non-linear warping, referred
to as dynamic space warping, of the signature [7], [8]. This work uses the equal-
angle method for signature generation. Figure 1 shows two objects and their
corresponding signatures in space and in frequency (DCT).

Object representation via its signature has several advantages over other shape
representation methods with respect to object matching, reconstruction, and
compression. The main advantage is that it is less sensitive to noise. This is due
to the fact that a small change in shape, which may be due to noise, causes mini-
mal change to the distance between the centroid and contour points. In addition,
this representation converts a two-dimensional signal into a one-dimensional sig-
nal with minimal loss of information and provides a computationally efficient
framework.

2.2 Acquiring an Object Signature in the Image Domain

In order to obtain an object signature from an image, the image has to be
segmented, objects have to be identified, and the pixels that reside on object
contours have to be marked [6]. Image segmentation can be implemented in
several different ways [2]. Following the segmentation, connected component la-
beling and contour following algorithms are applied to identify boundary pixel
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Fig. 1. Objects and their corresponding signatures in space and frequency (DCT)

and construct the object signature [6]. One inherent problem with this approach
is that it depends on the accuracy of the segmentation. But, many segmentation
algorithms introduce deficiencies such as sensitivity to gray level changes, issues
related to the introduction of artificial edges by edge detection procedures, and
performance degradation due to noise. In general, the problem of image seg-
mentation is an open image processing problem and the incompleteness of cur-
rent segmentation technology affects subsequent image processing procedures.
Researchers have observed that morphological operations, edge detection, and
segmentation techniques might yield better results using laser scan data [10],
[11]. Practically, when object features are related to sharp changes in elevation
rather than changes in gray level, segmentation and edge detection procedures
are more suited to the laser measurement domain. To this end, in the next sec-
tion we introduce the topic of acquiring objects’ signatures using laser scanning.
Furthermore, in Section 4 we apply CS to the process of obtaining the signature
in the laser measurement domain.

2.3 Acquiring an Object Signature Using Laser Scanning

In this work we consider pseudo-2D objects. A pseudo-2D object is a 3D object
where one of its dimensions (say Z) has a relatively low variance for a large
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contiguous set of points in the object surface. For example, consider a tank
in the desert that is scanned by an airplane-mounted laser. There is a large
difference between the values of Z-coordinates on the tank’s top-surface and
the Z-coordinates of the desert background. In this case the results of 3D laser
scanning can be accurately used to segment the object and identify its endpoints.
This capability is often built into the acquisition hardware [10].

In this paper we simulate a laser device that provides only the endpoints of ob-
jects within a laser scan (that is, points with a sharp change in the
Z-coordinate) [10]. For example, one may use a line scan camera along with
a laser line generator (LLG) such as the 13LT family of LLGs described in [11].
Furthermore, we assume that the laser scan is implemented in a way that is sim-
ilar to scan conversion, as shown in Figure 2. The laser emits horizontal and/or
vertical lines and the endpoints of the object within the lines are recorded.

In general, using laser scan rather than a single full-image capture increases
the acquisition time. Nevertheless, for shape representation via signature, our
method has the advantage of capturing the signature in the optical domain,
saving the time associated with preprocessing operations such as segmentation,
connected component labeling, and contour following [3]. Moreover, in many
cases, (e.g., identification of pseudo-2D objects via aerial photography) laser
scan (or a hybrid of laser scan and image capture) can increase the accuracy of
the above mentioned preprocessing operations.
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Fig. 2. Horizontal and vertical laser scanning of an object

3 Compressive Sensing Theory

Compressive sensing is an alternative to the traditional Shannon-Nyquist based
analog to digital conversion (ADC) [12], [13], [14]. Under this approach, rather
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than sampling an analog signal at its Nyquist rate, a small number of measure-
ments or linear combinations of its samples are obtained and quantized. This
sampling method has an advantage over the traditional sampling provided that
it results in sufficient reconstruction accuracy and the number of samples is
smaller than the number of samples required by the Nyquist Theorem. Candes
and Donoho, as well as many other researchers, have investigated numerous as-
pects of CS and their applications in the fields of sensing, imaging, and signal
processing [15], [16]. In this section we examine CS theory; that is, we examine
the requirements posed on a signal and the number of measurements required
in order to obtain reconstruction with sufficient quality [12], [13].

Consider an n-dimensional vector (signal) s ∈ R
n. The goal is to obtain a

representation of s in the form of x ∈ R
m such that: 1) x is a set of linear

measurements of s, 2) s can be reconstructed from x, and 3) m � n. Hence, the
vector x is of the form

x = As. (1)

That is, x is the result of correlating s with the waveformsAi, i ∈ [1 : m]. In other
words, x, the representation of s, is obtained via sensing of s using m vectors of
the form Ai ∈ R

n. CS theory states the conditions on s, x, m, and A such that
s can be reconstructed from x with acceptable quality. Next, we discuss these
conditions. Let ‖·‖p denote the lp-norm of a. Also, let |a| denote the cardinality
of a. A signal s is k-sparse if the cardinality of its support complies with

|{i : si �= 0}| ≤ k. (2)

According to Candes et al [17], one could almost surely recover the signal s from
the set of measurements x by solving the convex program

argmin
s̃∈Rn

‖s̃‖1 s.t. x = As̃ (3)

provided that A satisfies the Restricted Isometry Property (RIP) [17] and that

m ≥ Ck log(n), (4)

where C is a constant. The theoretical value of C and its bounds have been
investigated and documented in several research papers [12], [13]. In practice,
often the value C = 4 gives good signal to noise ratio (SNR) results [12].

Using traditional sampling theory, n, the number of samples required for exact
reconstruction of s, must comply with the Nyquist theorem. The novelty of CS is
that the number of required measurementsm is much smaller than the number of
required samples n. Additional theoretical results and practical implementations
of CS theory can be found in [12], [13].

4 CS Signature

Let s =
[
s1 s2 · · · sn

]T
denote the rotation-dependent object signature, de-

scribed in Section 2.1, with sampling rate n
360 samples per degree. By definition,
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0 < si ≤ 1 for all i ∈ [1 : n], and s is not sparse. By the incoherency of time and
frequency [17], we expect the signature’s frequency-domain representation to be
sparse. Indeed, the DCT S of s is both sparse and rapidly decaying, with most
energy concentrated at low frequencies. Let D ∈ R

n×n denote the DCT matrix.
Then

S = Ds. (5)

Random rows of the DCT matrix satisfy RIP [16]. Let A ∈ R
m×n represent m

randomly chosen rows of DT – the inverse DCT matrix – and let

y = AS. (6)

If m satisfies (4), then S can be approximately recovered by

argmin
S̃∈Rn

‖S̃‖1 s.t. ‖y −AS̃‖2 ≤ ε. (7)

Note that (6) is equivalent to choosingm random points of s. Thus, given random
samples of the object signature s, we can recover the rotation-invariant DCT S
through (7). This can be used for object recognition by comparing the recovered
signal to a database of DCT signals, or it can be used to reconstruct an object
up to a rotation and scaling ambiguity.

Given an object with centroid (xc, yc) and random angles,

θi ∼ U [0, 2π], i ∈
[
1 :

m

2

]
, (8)

we can obtain m random samples of its signature s by scanning through (xc, yc)
at each angle θi. From these angles, we build the sensing matrix A and use CS
techniques to recover S.

5 Experimental Setup

We constructed a library of star-shaped objects, where the object centroid lies in
the star-shaped kernel [9] and is not co-linear with any object vertex, by gener-
ating discrete signals with n points, representing uniformly sampled signatures
with angular sampling rate fs =

n
360 samples per degree. Here, fs is the highest

Nyquist rate among all objects in the library. The library includes basic shapes
in addition to objects with randomly generated contours.

To simulate laser acquisition of an object, we obtain a set of boundary points
P through horizontal and vertical scanning with scan separation Δy and Δx,
respectively. The object’s centroid is estimated as (x′

c, y
′
c) using these measure-

ments. Note that the distribution of points acquired is a function of both the
scan separation and the object itself. Thus, the points are unlikely to be equally
spaced along the object perimeter.

Our library contained 10 object signatures (5 basic shapes and 5 random
shapes) with n = 64 (approximate Nyquist-rate sampling). For this work, we
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compared three methods for acquiring and reconstructing the DCT signature
of the objects in the library and compared the distortion for varying values
of m = |P|. Distortion was measured as the mean-squared error (MSE) of the
reconstructed signature and the closest-matching signature in the library. Equiv-
alently, we report the effective signal to noise ratio (SNR), defined as

SNR [dB] = 20 log10
‖s‖2

‖s− s̃‖2
, (9)

where s̃ is the reconstruction of s. The SNR can be used as a measure of sim-
ilarty between the signatures s̃ and s. Note that if s̃ = s, then the SNR is
infinite. In addition, the SNR can be used to measure reconstruction error when
reconstructing the object from s̃.

5.1 Experiment 1

For the first experiment, we performed an additional scanning stage, in which
the laser scans through the estimated centroid (x′

c, y
′
c) at angles θi, i ∈

[
1 : m

2

]
.

These m points are converted to polar coordinates with respect to the center.
There are two cases to consider for the second scanning stage.

Case 1. Uniform sampling: In the first case, m equally spaced angles are chosen,
i.e. θi = (i − 1) n

m for all i. These points are then resampled to n points and
normalized. For m < n, this represents sub-Nyquist sampling, and we expect
aliasing. We refer to this case as reconstruction via resampling, or interpolation.

Case 2. Random sampling: In the second case, m angles are chosen according to
(8). Using these points, we perform CS recovery as described in Section 4. We
refer to this case as reconstruction via two-stage CS.

5.2 Experiment 2

Due to the variation in object perimeters, we can consider the points in P as
random samples of the object boundary. Thus, rather than performing a second
scanning stage through the object’s centroid, we converted the points in P to
polar coordinates with (x′

c, y
′
c) as the origin to build the sensing matrix A. We

then approximately recovered the object signature in the DCT domain through
CS, as described by (7). We refer to this approach as single-stage CS.

5.3 Experiment 3

As a baseline comparison, we took the DCT S, retained the k largest values, and
replaced the remaining n− k samples with zeros. We then compared distortion
to the original signature. As a rule of thumb, we expect similar distortion to
the CS case for m ≈ 4k [13]. We refer to this approach as reconstruction via
thresholding.
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The full process of acquisition and reconstruction is described in Figure 3.
With this acquisition framework, we are able to compare the performance of
CS recovery to standard resampling, i.e. interpolation and decimation, under
different choices of parameters.

(x′
c, y

′
c)

Single-stage CSStage 2 ScanStage 2 Scan

Resample IDCTIDCT

Threshold

IDCT

Two-stage CS

Stage 1 Scan DCT

Object Signature

θi ∼ U [0, 2π] θi = (i− 1) n
m

Fig. 3. Acquisition and reconstruction of object signature

6 Results

Table 1 shows the recovery SNR across all objects (averaged over 500 trials) for
m = 48 and k = 12, and indicates whether the correct object was identified
(i.e., the signature corresponding to the true object had the highest SNR). As
seen, all methods except single-stage CS correctly identified every object in the
library. For nearly every object, the SNR among the two cases in Section 5.1 are
in excess of 15 dB. There is a 2-10 dB drop between the basic shapes and the
random shapes, indicating that additional structure (e.g. redundancy) may be
exploited in the former group. The two-stage CS recovery affords an additional
2-5 dB gain for the basic objects in comparison to resampling. Figure 4 shows
the accurate reconstruction performance across all methods for the two objects
shown in Figure 1.

Because the single-stage CS approach does not use random samples, there is
potential loss in incoherency of the sensing matrix A. Thus, we must use more
samples to achieve an equivalent SNR. Nonetheless, the single-stage approach
saves considerably in acquisition time, and it does not require a priori knowledge
of the object’s centroid. Thus it may be beneficial to reduce the scan separation
to acquire more samples while skipping the second scanning stage.
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As expected, the achieved SNR from acquiring the entire signature and thresh-
olding the DCT to k = m

4 = 12 samples matches or exceeds the SNR of all other
methods. Although this approach provides the optimal lossy compression among
the proposed methods, it requires full knowledge of the signature.

Table 1. Identification and reconstruction SNR in dB using the four methods across
all objects for m = 48 and k = 12. Incorrect identification is indicated by an ×.

Sig 1 Sig 2 Sig 3 Sig 4 Sig 5

Two-stage CS 30.31 26.50 18.64 25.36 25.62

Resampling 27.05 22.15 17.81 23.29 22.89

One-stage CS 27.59 25.11 19.01 17.06 16.83

Thresholding 29.13 27.86 25.91 28.50 30.64

Sig 6 Sig 7 Sig 8 Sig 9 Sig 10

Two-stage CS 17.60 19.95 20.78 16.20 14.35

Resampling 16.78 20.06 21.35 16.51 12.58

One-stage CS 11.89 14.73 × 13.82 9.09 × 8.39

Thresholding 20.87 26.36 21.68 18.21 16.69
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Fig. 4. Reconstruction (n = 64) of a basic object and random object using the four
described methods (m = 48, k = 12)

Figure 5 shows the achieved SNR of the two cases described in Section 5.1.
The objects depicted in Figure 1 were reconstructed for different choices of m
(averaged over 500 trials). At m = n = 64, both approaches accurately recon-
struct the objects with negligible MSE. The figure shows the clear gap in SNR
between the two types of objects. Furthermore, it highlights the SNR gain when
reconstructing via CS. Note that our experiments did not incorporate noise in
the laser scan acquisition. In a more realistic scenario, the acquired signature
is a noisy version of the real signature. Hence, we expect degradation of recon-
struction and identification accuracy in this setting.
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7 Conclusions and Future Work

We have introduced a new and innovative framework for compressive scanning of
objects’ signatures in the optical domain. We used the DCT as a sparse repre-
sentation domain and performed several experiments comparing CS reconstruc-
tion, interpolation, and DCT-based compression to show the viability of the new
approach. Furthermore, the methodology presented enables a reduction in the
amount of laser data obtained and stored while maintaining high reconstruction
accuracy. In the future, we plan to investigate the utility of other sparse represen-
tations e.g., total variation norm, wavelet transform, and the Fourier transform.
In addition, we plan to investigate the use of the cyclic auto correlation of the sig-
nature in order to resolve rotation and scaling on the performance of compressive
scanning in the context of image recognition and compression. Our analysis as-
sumed no noise in the signature acquisition process. We plan to assess the impact
of noisy laser-scanmeasurements on the accuracy of signature based identification
and reconstruction. Another subject planned for further research is dynamic ad-
justment of the sampling rate up to the point of diminishing returns. Under this
approach, the initial number of samples taken from an inspected object is small.
Then, the object is compared to a library of objects at increasing levels of resolu-
tion (to the point of dimished return) and the resolution that yields the highest
matching score between the scanned object and any library element is used for the
CS resolution. Finally, we plan to explore the use of variable-length signatures,
which is analogous to the every-pixel approach for digital images.
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Abstract. An SOA-assisted 40 Gbit/s DQPSK-to-OOK format converter is 
presented. An SOA-based amplification stage, after conversion, provides 
negative penalty (>1.5 dB) and extinction ratio improvement (up to 6 dB), also 
after propagation, making the converted OOK-signals suitable for optical 
processing. 

Keywords: Format Conversion, Nonlinear Optical Processing, Semiconductor 
Optical Amplifiers. 

1 Introduction 

Telecommunications optical networks are characterized by different requirements 
depending on the geographical reaches required. The wide and metro optical networks 
are characterized by systems with fast reconfigurability, and high capacity and by 
modulation formats that are more robust to the detrimental consequences of the 
nonlinear effects experienced by the signal during the propagation. For instance, 
differential quaternary phase-shift-keying (DQPSK) is widely investigated for 
transmission on long haul and at high bit rates [1]. On the other side, local-area 
networks require large connectivity and bandwidth flexibility at much lower cost. 
Therefore simple and cost-efficient transponders delivering on-off keying (OOK) 
format is the most economic way to deploy connectivity on a large scale as the case of 
wavelength division multiplexing passive optical network (WDM-PON) [2]. 

Nowadays, to bridge optical traffic from the wide and metro to the access 
networks, expensive and power hungry opaque edge nodes are used consisting of high 
speed front-end optical- electro-optical (OEO) transceivers, and digital signal 
processors. In this scenario there is a clear need for new optical edge nodes that 
transparently interconnect the different networks avoiding expensive and power 
consuming opaque edge nodes.  

With reference to Fig. 1, an all-optical solution to adapt the wide/metro traffic to 
the access traffic, has to provide the format, bit rate and wavelength conversion in the 
optical domain. In the case of incoming DQPSK coded signals, the format conversion 
can be carried out by means of conventional DQPSK demodulators that are  
passive integrated optical circuits providing the corresponding OOK data streams. 
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Then, already demonstrated optical wavelength conversion schemes [3] can adapt the 
wavelength of each OOK channel to the access network requirements, by using a 
battery of (tunable) continuous wave (CW) lasers. If the converted OOK signals have 
a bit rate higher than the access traffic bit rate, the bit rate conversion can be obtained 
in the wavelength converter by using optical pulsed clocks at repetition rate equal to 
the desired final bit rate, instead of CW beams. 

WDM PON
10 Gb/s

DQPSK
demodulator

DQPSK Signals 20 Gb/s OOK Signals

EDGE NODE 

Metro network
40 Gb/s

Bit rate/λ
converter

SOA-assisted
format converter

OOK Signals

 

Fig. 1. Architecture of a DQPSK-to-OOK optical edge node based on the SOA-assisted format 
converter 

In order to provide the desired signal power levels to the bit rate/wavelength 
converter, the format conversion block requires a final amplification stage. Typically, 
at the output of the DQPSK demodulator the extinction ratio (ER) of the OOK signals 
is reduced due to a not negligible floor on the low level. Normally it is compensated 
by a balanced photodetection, but in this case the signals are kept in the optical 
domain and they interact with the additional noise introduced by the optical amplifier 
significantly impacting on the penalty introduced by the edge node and consequently 
on the quality of the traffic provided to the access networks. 

Here we demonstrate that the use of one or two cascaded semiconductor optical 
amplifiers (SOAs) for implementing the amplifying stage, allows to simultaneously 
exploit the SOA gain for the amplification and the SOA nonlinearities for improving 
the OOK signal extinction ratio, resulting in a negative penalty of the amplification 
stage and consequently in a penalty reduction of the format converter.  

The paper is organized as follow. In section 2, we describe the proposed SOA-assisted 
format converter working principle and the experimental setup used to verify the 
effectiveness of the system in the case of 40 Gb/s DQPSK and 20 Gb/s OOK input and 
output signals respectively, both with and without propagation of the generated OOK 
frames in optical fiber and for input signal-to-noise ratio in the range 30-40 dB. In section 
3 the experimental results are shown and in the last section conclusions are reported.     

2 Working Principle and Experimental Setup 

The architecture of the SOA-assisted format converter is shown in Fig. 2. An input 
DQPSK signal is converted to an OOK signal with a format converter, i.e. a DQPSK 
demodulator. To make the signal suitable for all-optical processing after demodulation, 
an amplification stage based on SOA is used. The amplification stage includes a band 
pass filter (BPF) and a polarizer (POL). 
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Fig. 2. SOA-assisted format converter architecture 

The floor on the zero level of the demodulated OOK signal is reduced exploiting 
self-phase modulation (SPM)-induced polarization rotation and filtering [4]. When 
the signal enters the SOA it experiences spectral shift depending on the signal power. 
The zero level experiences a shift lower than the one level. Therefore, by adjusting 
the BPF central wavelength it is possible to reduce the zero level power. The input 
signal experiences also power dependent self polarization rotation. Therefore, by 
properly adjusting the orientation of the polarizer, it is possible to cut the power on 
the zero level. Both SPM and polarization rotation allows improving the signal 
extinction ratio. Moreover the SOA-gain saturation can improve also the equalization 
of the OOK signal one level [5]. 

The experimental setup implemented to investigate the penalty introduce by the 
SOA stage on the OOK demodulated signal is shown in Fig. 3. The 40 Gbit/s DQPSK 
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Fig. 3. Top: Experimental setup. Bottom: Eye diagrams of the converted OOK signals without 
amplification (a), with a single (b) and two (c) cascaded amplification stages after propagation 
through 54.3 Km DSF. (PPG: pulse pattern generator; DL: delay line; MZM Mach Zehnder 
modulator; ATT: attenuator; BPF: band pass filter; OSA: optical spectrum analyzer; PC: 
polarization controller; ISO: optical isolator; POL: polarizer; RX: pre-amplified receiver). 
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signal is generated by modulating a CW at 1550 nm with a Mach-Zehnder I-Q 
modulator. The modulator is driven by two 20 Gbit/s 27-1 non-return-to-zero (NRZ) 
pseudo-random bit sequences (PRBS) generated starting from a single pulse pattern 
generator. The signal is amplified by means of an Erbium doped fiber amplifier 
(EDFA) and filtered before entering the DQPSK-to-OOK format converter. Another 
EDFA and a 50/50 coupler allow noise loading for measurement with different optical 
signal-to-noise ratios (OSNRs) of the input DQPSK signal. The format converter is 
composed by an integrated 40 Gb/s DQPSK demodulator provided by Optoplex, 
whose working point is determined by thermal control, followed by the SOA-based 
amplifying stage. Each single SOA amplification stage includes a polarization 
controller at the SOA input for optimizing the signal polarization state, optical 
isolators at the SOA input and output for counteracting optical reflections and a band-
pass filter (BW: 1 nm), a polarization controller and a polarizer at the SOA output. 
The filter has to be slightly detuned compared to the signal, in order to select the 
signal portion corresponding to the signal high level that experienced the biggest 
amount of SPM, simultaneously reducing the signal low level. SPM induces also 
signal polarization rotation, therefore the polarization controller and the polarizer can 
improve the zero level as well. In the experiment we used a Kamelian SOA with 
6.7 dB noise figure, 10 dBm output saturation power and 24 dB gain. 

3 Results 

First we characterize the format converter by measuring the bit error rate (BER) as a 
function of the received power for different OSNRs of the input DQPSK signal 
without amplification stage and with a single and two cascaded SOA-based 
amplification stages. Afterwards the BER measurements are repeated after a link of 
54.3 Km of dispersion shifted fiber (DSF) in order to verify the benefits of the  
SOA-based amplification stage in a real scenario where the OOK signals after being 
format converted, are propagated in an access link. For the BER measurements a pre-
amplified receiver is used. 

Fig. 3 (bottom) shows the eye-diagram of the OOK channel coming from the 
output I1 of the DQPSK demodulator with different amplification conditions and after 
propagation. Fig. 4 shows the BER measurements performed on the same OOK 
channel, with an input DQPSK signal OSNR of 34 dB. We report all the cases of 
DQPSK-to-OOK converter without and with single and double amplification stage, 
with and without propagation. We can note that the single amplification stage 
introduces a penalty reduction of about 1.5 dB. 

In Fig. 5 we report the penalty due to the introduction of a single SOA-based 
amplification stage in the DQPSK-to-OOK converter, as a function of the input 
DQPSK signal OSNR.  

The penalty is calculated at BER = 10-9. The curve shows a negative penalty over a 
10 dB OSNR range (from 30 dB to 40 dB) with an absolute value up to 1.6 dB, 
therefore the amplification process does not reduce the quality of the converted signal. 
On the contrary the SOA reduces the low level floor of the OOK signal resulting in an 
improvement of the DQPSK-to-OOK converter performances. 
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The introduction of two cascaded amplification stages does not significantly 
improve the penalty reduction of the DQPSK-to-OOK converter as shown in Fig. 4 
both in the case with propagation and without. The impact of the second amplification 
stage is more relevant on the extinction ratio improvement of the OOK signals at the 
output of the DQPSK demodulator. In fact, as shown in Fig. 3 (right-c) the second 
SOA eliminates the low level floor and reduces the noise on the one-level. As 
reported in Fig. 6, ER of the input DQPSK signal from 4 dB to 7 dB can be increased 
beyond 8 dB up to 12 dB. This represents an improvement of more than 2 dB 
compared to the single amplification stage. 

 

Fig. 4. BER vs. received power of the DPSK-to-OOK converted signal without amplification 
stage, with a single SOA-based amplification stage and with two cascaded SOA-based 
amplification stages after propagation through 54.3 Km DSF 

Fig. 5. Negative penalty due to the introduction 
of a single SOA-based amplification stage in 
the DQPSK-to-OOK converter 

 

Fig. 6. Output extinction ratio vs. input 
extinction ratio when two cascaded SOAs are 
employed 
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4 Conclusions 

An enhanced all-optical 40 Gbit/s DQPSK-to-OOK format converter is presented. It 
includes a SOA-based amplification stage with a negative penalty that results in an 
extinction ratio improvement of the converted signals making the format converter 
suitable for applications where optical signal processing follows the format 
conversion stage, as the case of all-optical edge nodes adapting the metro traffic to 
access networks. 

Penalty reduction due to a single and double amplification stage higher than 1.5 dB 
has been obtained both without propagation and after 54.3 Km-long DSF. ER 
improvement up to 6 dB has been measured in the case of double amplification stage. 
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Obituary

H. John Caulfield

Yaroslavsky L.

Dept. of Physical Electronics, School of Electrical Engineering, Tel Aviv University

On Febr. 3, 2012, a very sad message came: John Caulfield, one of pioneers,
passionate enthusiasts and popularizers of holography and optical information
processing, passed away.

We got personally acquainted some 30 years ago on, as far as I remember,
a conference on holography in Varna, Bulgaria. At that time I was working in
USSR Academy of Sciences and I was a so called “nevyezdnoy”, which meant, in
Russian, a person not allowed to travel outside the Soviet bloc. I was therefore
prevented from participating in conferences and meetings in Western countries
and for me meeting and getting acquainted with John was a breath of fresh air
and freedom. Then we met whenever John attended conferences in the former
Soviet Union or visited the USSR on other occasions. These meetings were always
tremendous support, encouragement and stimulation for me.

Since then, we met many times on conferences and had been regularly com-
municating by e-mail up to the very end. He was always full of ideas. Whenever
and whatever I told him he always immediately exclaimed: “Great!”, “Wonder-
ful!”. This was his way to communicate with people: very friendly, encouraging,
collaborating. And almost always he advanced new ideas and suggested writing
a paper. He had a very broad horizon of interests. His physical intuition was
unbelievable. And indeed, two of our short meetings on conferences resulted in
several journal and conference papers I am proud of. Many of his friends can tell
similar stories.

John was a great personality. He wrote and edited many books, founded sci-
entific journals. He had a profound influence on the field of holography and
informational optics. We will miss his powerful presence.



Dr. H. John Caulfield

Outstanding Scientist and Magnificent Friend

Dr. R. Barry Johnson

Alabama A&M University
Normal, Alabama

22 October 2012

After working in industry for many years, Dr. H. John Caulfield and I founded
the Center for Applied Optics (CAO) at The University of Alabama in Huntsville
in 1985. He was instrumental in developing not only the CAO into an interna-
tionally recognized research center, but in promulgating optics throughout the
College of Science and College of Engineering, and in the myriad of technol-
ogy companies and Government organizations in the Tennessee Valley. In 1992,
Caulfield moved to the Alabama A&M University and served as its first Eminent
Scholar and a Professor of Physics. Later he served as a Chief Scientist at the
Alabama A&M University Research Institute and as the Distinguished Research
Professor at Fisk University.

John was awarded many international
awards, including SPIE’s Gold Medal and
Dennis Gabor Award. He published numer-
ous books, book chapters, and papers in ref-
ereed journals that covered a wide variety of
topics. John was featured in several general
public publications, including Byte Magazine,
Business Week, and the Wall Street Journal
which helped to expose optical technology to
the masses. Perhaps his prize publication was
the 1984 cover article discussing holography
for the National Geographic that included a
hologram on the cover.

John and I first met while working at Texas Instruments in the late 1960s
just before he left to move to the Boston area. During the years we developed a
fine professional relationship primarily though our activities at SPIE. When the
search committee at The University of Alabama in Huntsville contacted each of
us as a candidate for the Directorship of the Center for Applied Optics, we each
suggested the other while not knowing we both were being considered. When
John and I discovered this situation, we said “Why don’t we both go and have
some real fun together.” The committee agreed and the rest is history. John and
I traveled together to many places around the world to attend conferences and
for work. Traveling with John was often quite interesting due to his occasional
directional confusion in going from place to place, particularly at airports and
hotels. Now where’s John I often asked myself!
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From 1985 onward, John and I worked on numerous research projects together
that covered all manner of technology fields including signal and pattern recogni-
tion, artificial intelligence, optical interconnects, metrology, detectors, fiber op-
tics, object tracking, and even digital and optical cryptology. Interestingly, John
and I often consulted for the same companies on the same projects and served
on the same Boards. Working with John was always intellectually stimulating
and enjoyable. His wide-ranging knowledge base and free thinking often resulted
in creative solutions although sometimes the bounds of physics were breached
and his concepts were appropriately tweaked in lively discussions. John and I
continued to enjoy working together until just before his death. Not only have I
lost a wonderful colleague, but truly one of my closest friends.

John lived with his wife and younger daughter at Far Out Farm in Delina,
Tennessee. He is deeply missed by his wife Jane, and daughters Cindy Osborne
and Kim Caulfield. John will be remembered for his creativity, love of science,
noteworthy scientific contributions, willingness to unselfishly help others, and
humble friendliness.



Some Personal Reflections

on NES/OSA Past-Councilor H. John Caulfield

Mark Kahan

18 February 2011

As many of you may know, John passed away on January 31st at age 75+ from
a brief but intense battle with pancreatic cancer. Among John’s many many
activities and adventures he founded the Center for Applied Optics at UAH,
and was Chief Scientist of Alabama A&M University Research Institute and
Distinguished Research Professor at Fisk University. He won many international
awards, including, among others, SPIE’s Gold Medal and the Dennis Gabor
Award, and was also past editor of the SPIE journal Optical Engineering. When
John felt science publishing needed to move forward faster, he stepped up to help
enable the on-line Journal Advances in Optical Technology. John published 13
books, 40 book chapters, and 255 papers in refereed journals and was featured
in many popular news stand publications, including Byte Magazine, Business
Week, and the Wall Street Journal. He wrote the cover article about holography
for National Geographic in 1984. John got his undergraduate training in Physics
from Rice University and his PhD in Physics from Iowa State University. He
is survived by his wife Jane, and daughters Cindy and Kim. Services for John
were held on 18 February near his home at Far Out Farm in TN, and a fitting
memorial is currently in planning.

John was a creative physicist, known around the World for his ability to
solve problems. He worked in many fields, including holography, optical signal
processing, optical pattern recognition, computer design, artificial intelligence,
color perception, and evolutionary psychology. He holds patents on numerous in-
ventions including, but not limited to local reference beam holography, coherence
gated imaging, generalized matched filters, optical linear algebra, fuzzy optical
metrology, artificial color, and passive conservative interferometric logic gates.
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Here, in New England, and before he left to found the Optics Program at UAH
(’85), John was both a Councilor and Program Chairman for the NES/OSA,
and he worked as a Technical Director in Night Vision at Raytheon, as a Prin-
cipal Scientist at Sperry Rand working in Coherent Optics, Holography, and
Fingerprint Recognition, at Block Engineering with responsibility for all Laser
Programs, and as a Principal Scientist at Aerodyne Research working in the
subjects noted as well as Optical Metrology.

He loved to think and to learn. He did science because he loved it, and his smile
was infectious. Speaking personally,more than just his smile, I found John’s combi-
nation of new ideas mixed with enthusiasm to be contagious. He was open minded
and though he was clearly inventive, he had not even a tiny bit of ‘not-invented-
here’ syndrome. He really listened. I was privileged to work with John over the
years, not only through the NES/OSA, but through SPIE Conferences and one-
on-one chats. He not only knew how to find synergy in technical things, he found
ways to help enable both large groups and small teams to engage and to find new
answers. John was a rare talent, rightfully admired by many, and was an advisor
to organizations, to companies, and to individuals. Type in H. John Caulfield in
any search engine and you are likely to get over 100,000 “hits” that hint at the
extensive contributions he made that live on and continue to make a difference.
Yet, despite all of the accolades and the real demands on his time, he would always
somehow find a way to make time to help someone solve a problem.

A couple of years ago, I called John to see I could convince him to give a
paper at the SPIE Annual Meeting. He thought about it and said, he would, but
he might not have time to write it up. Well, that’s bending the rules a bit, but
I thought attendees would really benefit, so the plan was set in motion.

John gave his paper (it tied to new ways to use fuzzy logic), and it was very
well received and younger members crowded round him later to ask questions
and develop a deeper understanding. Recently, in looking over his contributions1

1 You can read more about John Caulfield in this 2005 article from oeMagazine.
(MK Note - See: http://spie.org/x85438.xml?WT.mc id=MNLFEB12E and the same
article as a PDF at: http://spie.org/documents/Newsroom/Imported/oemAug05/
FarOutScientist.pdf)
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I noticed that there were 4 refereed papers that he wrote since then (that’s since
2010)! He didn’t list the paper above. It’s not one of the 255 noted earlier. It
wasn’t formal/official enough. But it was important, and so he did it. For the
love it. With John’s passing we have lost not only an exceptional talent, but an
exceptional human being. But his legacy will live on, and for that, we are all
blessed.



Remembering Prof. Dr. H. John Caulfield:

A Man for All Seasons

Marija Strojnik

Centro de Investigaciones en Optica
Apdo. Postal 1-948, 3700 Leon, Gto., Mexico

mstrojnik@aol.com

Abstract. An optical scientist remembers the influences of Dr. John
Caulfield.

Professor Caulfield, this is what I always called him, told me that he was prob-
ably the scientist who published papers, chapters, and conference proceedings
with the largest number of different authors in the field of optics. I suspect that
he never really checked this claim, having cautiously included the word probably.
I am quite sure, however, that his facility to interact and collaborate with many
diverse scientists and engineers is the one endearing personal characteristics that
will stay with us even if we forget his significant and prolific contributions to
optics and related fields of science. We will not fail to remember that he was
an incredibly creative and insightful person who would look for a short time
at something ordinary and would come away with new knowledge and a novel
perspective about it. He was too busy making astounding observations and just
asking elucidating questions to have time to put down all his profound explana-
tions. He left us much too early! There were still many more stones to turn and
remarkable conclusions to be drawn.

I knew of John from his reputation long before I met him in person. He was the
Founding Editor of the flagship journal of the International Society for Optical
Engineering (SPIE), Optical Engineering, while I was still pursuing my studies
at the University of Arizona’s College of Optical Sciences. And, yes, I am on that
other short list of optics professionals who never published with him. Maybe this
is the reason why I feel compelled to provide my own insights about John some
that might have escaped even his close collaborators.

I finally met Prof. Caulfield during my JPL-Caltech-NASA years. I have to
write it like this, because the Jet Propulsion Laboratory is an overgrown labora-
tory of the California Institute of Technology where long ago rocket experiments
were performed in the nearby mountains. The NASA part comes in because the
National Aeronautics and Space Administration has a contract with the Uni-
versity that certain amount of funding would be awarded every year. Thus, the
JPL employees were sometimes guided by the NASA rules and other times by
those of the University. We felt we were burdened by double restrictions, while
our critics felt that we escaped the tough regulations of either institution.

At the time, I was working on a project that was actually funded by a defense
agency. I was a senior optical scientist in a group that was involved primarily
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with studies. My previous experience was as a Staff scientist at Honeywell and a
Manager of Optics technology section at a company that today is called Boeing.
At both companies, I was responsible for a considerable budget. Likewise, I was
quite fortunate at JPL: a defense agency was funding a state-of-the-art project
involving optical processing techniques to perform rudimentary vision functions.
My task, with a flattering title of principal investigator, was to apply the tech-
niques of the optical information processing to the space robotic exploration, the
primary mission of the NASA - JPL. Over twenty years ago, I was performing
research to endow a (Martian) rover with intelligence to navigate autonomously,
using landmarks that it would see on the horizon. I achieved promising results
that an intelligent rover could use optical processing to follow the landmarks
under changing illumination conditions. [1] An enormous amount of credit for
developing the technology is due to the JPL subcontractor, Perkin-Elmer in
Southern California, and the talented engineers who worked there. The current
Martian rover, that NASA named Curiosity and ascribed a female gender to it,
is equipped with many wonderful cameras, each featuring thousands of millions
of pixels. The images, though, have to be sent to the Earth while the rover
awaits new instructions provided by the Earth-based engineers. Despite its lack
of autonomy, I am actually fond of the 21st – century rover, because the explor-
ing vehicle has gone where neither a rover nor a man has boldly gone before. I
somewhat regret that we were not able to empower this mobile laboratory with
some intelligence employing in-situ optical information processing or some other
novel, self-directing vision capabilities.

One of the wise, conservative policies of the space exploration has always been
that technology must have been demonstrated years before it is applied to the
robotic space exploration. On a typical mission, such as Cassini later on, all
the technology development research projects were completed well in advance
of the actual start date of the Mission and Project designations when only the
engineering tasks remain to be implemented. [2]

I actually got to know Prof. Caulfield when reporting on such research at
technical conferences. For some inexplicable reason, he was always the moderator
at the sessions where I presented the results of the research to apply intelligent
vision to machines. The most wonderful and memorable characteristic of Prof.
Caulfield, for me at least, is his total support of the presenters during his sessions.
He always knew what question to ask at the end of my talk, and he never forgot
to say something nice when he introduced me. I might have even believed him! I
was probably too nervous to respond to him charmingly at that time. John’s ease
at chairing the session, including introduction of me and finally, his closing of
the questions, has taught me how to chair conferences in the past twenty years.
[3,4] Looking back, I would say that being a creative and productive scientist
is not so much a trademark of this unique, generous, and patient man, as his
ease of dealing in a straightforward fashion with all kinds of people. I wanted
to say “strange” people, those who do not necessary belong, talking - of course
- only about myself. In the eighties, women in optics already existed, but one
would see few at the conferences. One time, I was invited to one of the Gordon
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Research Conferences that have been conceived to bring together great minds
in a certain field to chart its future. Not thinking of myself as one, but wanting
to learn from others, I found it a challenge to smoothly integrate into one of
those groups that formed one moment and dissolved a few hours later. One
distinguished participant even asked me, “What are you doing here?” I am still
trying to spin this question into a welcoming remark. But not Prof. Caulfield!

Professor John Caulfield had the human warmth not to see me as a mem-
ber of different species of humans, who are to walk inside their own rolling,
transparent bubble. With our parallel travel through the optical information-
processing universe, I slowly gained his personal respect. He usually greeted me
at the SPIE fellows’ luncheons. Sometimes, we even sat at the same table during
those lunches. We talked. I did not have to push on the walls of the bubble
to be seen or heard by Prof. Caulfield. When John and I exchanged thoughts
on miscellaneous topics, I felt like a person who was a scientist by choice and
preparation.

When my own cancer came a few years ago, as a stage IIIc illness, I was
surprised because I had always been healthy and I followed all the monitoring
guidelines. I shared my warnings with friends near and far. I already recovered
by the time Prof. Caulfield experienced his health troubles. After he sent us his
cheerful note that excellent medical team was attending to his health needs, I
was relieved and hopeful. After a while, I sent him an e-mail note commenting
on how pleasant the Sun is in Mexico during the winter months, and how nice
it is to take a short walk in the park in the late afternoon. I was hoping that he
was doing it too, and that soon he would be telling me about it.

But this was not meant to be.
The field of optics will miss John because his one small conversation can open

up a whole new area of research for those of us who put concepts of brilliant
people to practice. The humanity will miss him, because his creative mind had
many more ideas to formulate and he was always open to new collaborations. I
am already missing this exceptional man, because he opened his mind to let me
know about the limitless depths of his perceptive thinking. Prof. John Caulfield
will be missed by all of us because of his generous respect for anybody who
crossed his path.

Quiescat in pace!

Acknowledgments. The funding to prepare this document was provided by
CONACYT, the Mexican National Science Foundation. The author’s name in
this publication adheres to the customs of the Latin culture, including the first
name and father’s last name.
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Dr. H. John Caulfield

Jumpei Tsujiuchi

Professor Emeritus, Tokyo Institute of Technology

A very sad news came in last February: Dr. H. John Caulfield passed away. I
would like to pray the repose of his soul.

A few months before that message, I received an e-mail message from him
saying that he entered a hospital for investigating his disease including a biopsy,
and I was hoping that he would be able to leave the hospital after the operation
even if the disease was a cancer. Unfortunately, however, he had a cancer of the
pancreas, and we had finally a sad end.

Dr. Caulfield was always very friendly and kind. Many years ago, I happened
to board a plane from Budapest to Zurich together with him, and our seats
were side by side. We had a pleasant conversation during the flight, and he
went to US and I went to Paris. In this opportunity he gave me a National
Geographic Magazine, March 1984, with an embossed hologram on the cover
and his interesting article “The Wonder of Holography” inside.

In these several years, he planed to edit some books in holography, speckles,
and optical information processing, and asked me to contribute some articles.
So, every time I send him drafts of articles, and they were already published. I
always admire his passion of developing holography and the related subjects.

Last year, he showed a kindness to nominate me as a candidate of the Emmet
Leith Medal of OSA, and I sent him a list of my papers published in English and
French together with some comments of the respective papers. Then, he sent to
me an e-mail saying “From my viewpoint, you are the Face of Japanese optics.
I am honored to call you friend.” Unfortunately, however, I was not be able to
win the medal, and I was very grateful for his kind considerations.

We have lost a very important parson Dr. H. John Caulfield, and I am very
regret his future power and influence in the field of holography and the related
subjects.
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