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Abstract. In this paper we are concerned with the basic problem of
string pattern matching: preprocess one or multiple fixed strings over
alphabet σ so as to be able to efficiently search for all occurrences of the
string(s) in a given text T of length n. In our model, we assume that text
and patterns are tightly packed so that any single character occupies log σ
bits and thus any sequence of k consecutive characters in the text or the
pattern occupies exactly k log σ bits. We first show a data structure that
requires O(m) words of space (more precisely O(m logm) bits of space)
where m is the total size of the patterns and answers to search queries
in average-optimal O(n/y) time where y is the length of the shortest
pattern (y = m in case of a single pattern). This first data structure,
while optimal in time, still requires O(m logm) bits of space, which might
be too much considering that the patterns occupy only m log σ bits of
space. We then show that our data structure can be compressed to only
use O(m log σ) bits of space while achieving query time O(n(logσ m)ε/y),
with ε any constant such that 0 < ε < 1. We finally show two other
direct applications: average optimal pattern matching with worst-case
guarantees and average optimal pattern matching with k differences.
In the meantime we also show a slightly improved worst-case efficient
multiple pattern matching algorithm.

1 Introduction

The string matching problem consists of finding all occurrences of a given pattern
p = p1p2 . . . pm in a large text T = t1t2 . . . tn, both sequences of characters
from a finite character set Σ of size σ = |Σ|. This problem is fundamental in
computer science and has a wide range of applications in text retrieval, symbol
manipulation, computational biology, and network security.

This problem has been deeply studied and since the 70’s there exist algorithms
like the Morris-Pratt algorithm (MP) [27] or the well-known Knuth-Morris-Pratt
(KMP -a variation of MP) [24] that are average and worst case time O(n+m),
that is, linear in the size of the text and that of the pattern. This problem has
been further investigated and a time average lower bound in Ω(n logσ(m)/m)
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(assuming equiprobability and independence of letters) has been proved by A.C.
Yao in [33]. Since this seminal work, many average optimal algorithms have
been proposed, from both a theoretical point of view, like the Backward Dawg
Matching (BDM) [15], than from a practical point of view, like the Backward
Nondeterministic Dawg Matching (BNDM) [29]. Worst case linear and average
optimal algorithms also appeared, mainly by combining a forward algorithm like
KMP with a backward search algorithm similar to BDM or BNDM. The Double-
Forward [2] is however an exception to this general approach since it combines
two forward algorithms sharing a unique data structure. It is the simplest algo-
rithm reaching these optimal complexities published so far.

A natural extension to the string matching problem is to search for all oc-
currences of multiple strings instead of a single one. We extend the notation m
to be the total size of the patterns. In a similar way to the single pattern case,
there exist O(n + m) linear time algorithms, the most famous being the Aho-
Corasick algorithm [1], and also average optimal algorithms like Multi-BDM [29]
and Dawg-Match [14].

The optimal results and algorithms we mentioned above are valid in classical
models. In this paper we are concerned with the single and multiple string pat-
tern matching problem in the RAM model with word length ω = Ω(log(n+m)),
assuming that text and patterns are tightly packed so that any single character
occupies log σ bits and thus any sequence of k consecutive characters in the text
or the pattern occupies exactly k log σ bits.

The single and multiple string matching problems have already been studied in
this model both from a worst case and average point of view. For the worst case
bound, the main studies are from Fredriksson [18], Bille [9] and Belazzougui [3,4].
Those studies made some progress on both single and multiple string matching
problems. Very recently Benkiki et al. [8] obtained the optimal O(n log σ

ω + occ)
query time for the single string case, however their result requires the availability of
non-standard instructions. Eventually Breslauer et al. [10] obtained an algorithm
with the unconditional optimal O(n log σ

ω + occ) query time for the single string
matching problem. The optimal worst-case bound for the multiple string variant
is still an open problem despite the progress made in the recent studies.

This paper however mainly focuses on average optimal string matching. This
question has already been considered by Fredriksson also in [18] where he pre-
sented a general speed-up framework based on the notion of super-alphabet and
on the use of tabulation (four russian technique). The single string matching
algorithm obtained using these techniques is optimal on average, but at the cost
of a huge memory requirement. Precisely, the algorithm is O(n/y) where y is the
length of the shortest pattern (y = m in case of a single pattern) while requiring
O(σm) space.

In this paper we first explain a data structure that requires only O(m) words
of space and answers to queries in average optimal O(n/y). However, our first
data structure, while leading to optimal query times, still requires O(m logm)
bits of space which might be still too much considering that the patterns oc-
cupy only m log σ bits of space. We then show that our data structure can be
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compressed to only require O(m log σ) bits of space while achieving query time
O(n(logσ m)ε/y). We eventually show two other direct applications: average op-
timal pattern matching with worst case guarantees and average optimal string
pattern matching with k differences. In the meantime we also show improved
solutions for worst-case efficient multiple pattern matching algorithm (which we
use for the average-optimal pattern matching with worst-case guarantees).

Model and Assumptions. In this paper, we assume a standard word RAM
model with word length ω = Ω(log n) (where n is the size of the input) with
all standard operations (including multiplication and addition) supported in
constant time. We assume that the text and the patterns are from the same
alphabet σ. In our bounds we often refer to three different kinds of time measures:

1. Worst-case time of an algorithm refers to a deterministic time that holds
regardless of the input and of the random choices made by the algorithm.

2. Randomized or randomized expected time of an algorithm measures the av-
erage time of the algorithm over all possible random choices of the algorithm
regardless of the input (it holds for any chosen input).

3. Expected or average time of an algorithm measures the average time of the
algorithm considering a probability model on the input. In our case the input
is either a text or a pattern and the probability model simply assumes that
the positions of the input are all independent and of the same probability
1/σ.

We quantify the space either in bits or in words. To translate between words and
bits, the space is simply multiplied by a factor logn. This is justified, since the
model only assumes that ω = Ω(logn) and thus allows the case ω = Θ(log n).
Note also that even if ω � logn, we can still simulate any algorithm designed
to use words of size Θ(log n) instead of ω with only a constant-factor slowdown.

2 The Basic Algorithm

We first consider the single string matching problem and we state the following
result.

Theorem 1. Given a pattern (string) p of length m over an alphabet of size σ,
we can build a data structure of size O(m logm) bits so that we can report all
the occ occurrences of the pattern p in any packed text T of length n in expected
time O(n/m). The construction of the data structure takes O(m) randomized
expected time (in which case the data structure occupies m logm + O(m) bits
only) and O(m log logm) time in the worst-case.

Proof. We first present the randomized construction. We use a window of size
m characters. We build a minimal perfect hash function f [21] on the set Ft

of factors of the pattern of length t = 3 logσ m characters. This hash function
occupies O(|Ft|) bits of space and can be evaluated in O(1) time. Before building
this minimal perfect hash function we first extract the factors in the following
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way: we traverse the pattern p and then at each iteration i extract in O(1) time
the characters si = p[i..i + t − 1] of the pattern (note that si is actually just
a bitvector of 3 logn bits) and add the pair (si, i) at the end of a temporary
array M initially empty. Then, we just sort this array (using radix-sort) in time
O(m) where the pairs are ordered according to their first component (the si
component). Then we store a table T [1..m]. For every s ∈ Ft occurring at position
j in p (that is we have s = p[j..t − 1]), we set T [f(s)] = j. Thus the hash
function f can be used in conjunction with the table T in order to get at least
the position of one occurrence of every substring of p of length t. Note that the
space occupancy of f is O(m − t) = O(m) bits while the space occupancy of T
is (m− t) logm ≤ m logm bits. Note also the hash function f can be evaluated
in O(1) time as it operates on strings of length t = 3 logσ m characters, which
is O(logm) = O(w) bits. Next, the matching of p in a text T follows the usual
strategy used in the other average optimal string matching algorithms. That is,
we use a window (a window is defined by just a pointer to the text plus an integer
defining the size of the window in number of characters) of size 2m− t (except
at the last step where the window could be of smaller size). Before starting the
first iteration, the window is placed at the beginning of the text (that is, take
w = T [1..2m− t]). Then at each iteration i starting from i = 1 do the following:

1. Consider the substring q = w[m− t+ 1..m].
2. Compute j = T [f(q)] and compare q with the substring p[j..j + t− 1].
3. In case the two substrings match, do an intensive search for p in the window

using any string matching method that runs in reasonable time.
4. Check whether i(m − t + 1) + m ≥ n in which case the search is finished,

otherwise continue with the next step.
5. Finally shift the window by m − t + 1 positions by setting w = T [i(m −

t+ 1) + 1..(i + 1)(m− t+ 1) +m] (or w = T [i(m− t+ 1) + 1..n] whenever
(i+1)(m−t+1)+m > n), increment i and go to step 1 of the next iteration.

It is easy to check that the algorithm above runs in expected time O(n/m)
time assuming that the characters are generated independently uniformly at
random. The query time follows from the fact that we are doing O(n/(m− t+
1)) = O(n/m) iterations and at each iteration the only non-constant step is the
intensive search, which costs O(m2) (assuming the most naive search algorithm)
but takes place only with probability at most O(m/σ3 logσ m) = (1/m2) and thus
only contributes O(1) to the cost of search.

We now describe the deterministic construction. Instead of storing a perfect
hash function on all factors of lengths t = 3 logσ m characters, mapping them
to interval [1..m] and then storing their corresponding pointers in the table T ,
we instead store all those factors using the deterministic dictionary of [30]. This
dictionary occupies linear space and can be constructed in time O(n log logn)
when built on a set of n keys of lengths O(log n) bits each. In our case, we have
Θ(m) keys of length t = 3 logσ m characters, which is 3 logm bits and thus the
construction of [30] takes O(m log logm) worst-case time. Note that the space
occupancy of this construction is also linear O(m logm) bits of space and the
query time is constant.
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What remains is to show how to combine the two data structures. The combi-
nation consists only in first trying to build the randomized data structure fixing
some maximal amount of time cm for a suitably chosen c. Then if the construc-
tion fails to terminate in that time, we build the deterministic data structure.
Note, however that the deterministic construction will be very far from practical
both from the space and time point of view. ��
This result improves upon Fredriksson’s result since the memory our algorithm
requires is only O(m) words of space or O(m logm) bits. Using the same ap-
proach we extend our result to optimally solve in average the multiple string
matching problem.

Theorem 2. Given a set of patterns (strings) S of total lengths m over an in-
teger alphabet of size σ where the shortest pattern is of length y ≥ 4 logσ m, we
can build a data structure of size O(m logm) bits so that we can report the oc-
currences of any of the patterns in S in any packed text T of length n in expected
time O(n/y). The construction of the data structure takes O(m) randomized ex-
pected time (in which case the data structure occupies m logm+O(m) bits only)
and O(m log logm) time in the worst-case (in which case the data structures
occupies O(m logm) bits of space).

Proof. The algorithm is almost the same as that of theorem 1 except for the
following points:

1. The window size is now 2y − t where y is the length of the shortest pattern
in the set of patterns and t = 3 logσ m.

2. We index all the substrings of length t = 3 logσ m of all of the patterns. That
is, the function f will store all factors of the strings.

3. The intensive search looks for all of the patterns in the window. The time
for this intensive search is O(ym) = O(m2).

4. The window is advanced by y − t+ 1 characters at each iteration.

The query time can be easily bounded by the same analysis used in theorem 1.
That is, at each iteration the only non-constant time step is the intensive search
that takes O(ym) = O(m2) time, but is triggered only with probability O(1/m2)
and thus contributes a O(1) cost. The probability O(1/m2) is deduced from the
fact that any string of length 3 logσ m generated at random has a probability
O(1/σ3 logσ m) = O(1/m3) of colliding with any substring of one of the patterns
and thus, the probability of colliding with any substring of any of the patterns is
O(1/m2). Note that the window is advanced by t′ = y− t+1 = y− 3 logσ m+1
at each iteration. Since y ≥ 4 logσ m, we deduce that t′ ≥ y/4. Thus we have
about 4n/y iteration where at iteration an expected O(1) time is spent which
gives a total of O(n/y) time. ��

3 Succinct Representation

The space required by the representation used in the two previous theorems is
O(m logm) (only m logm + O(m) bits for a randomized construction).
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This space usage is not succinct in the sense that it is larger than the space
used by the pattern(s), which is m log σ bits only. In the context of single string
matching, this is probably not a problem as m is small enough to fit entirely in
memory. However in the case of multiple string matching, the cumulative size of
the patterns may exceed the available memory (or at least do not fit into fastest
levels of memory). In the last decade many efforts have been devoted to reduce
the space required by the full text indexing data structures that allow us to
answer efficiently (with a small sacrifice in query time) to queries asking for all
the occurrences of a pattern in a text, but in which the text is fixed and the pat-
terns are given as queries. Note that this is the converse of our case, in which the
text is given as a query and the pattern(s) is/are fixed. In this section we show
that the first two theorems can also be modified to obtain a different space/time
trade-off between the space used by the data structure and the time required to
match the text. Our solution makes use of results from succinct full-text index-
ing. our solution makes use of results from succinct full-text indexing literature,
namely the compressed text index of [19] built using the space-efficient methods
described in [22,23]. In [19] the following lemma was shown:

Lemma 1. There exists a succinct full text index which can be built on a text
T of length m (or a collection of texts of total length m) over an alphabet of size
σ such that:

1. The full text index occupies space O(m log σ) bits and;
2. It can return for any string p the range of suffixes (a range [i..j] in the suffix

array) of T prefixed by p in time O(|p|/ logσ m+ (logσ m)ε).

The construction of the data structure takes either O(m log σ) randomized time
or O(m logm) deterministic time and uses O(m logm) bits of space during the
construction.

The construction algorithm in [19] uses O(m logm) bits of temporary space
during the construction though the constructed index occupies only O(m log σ)
bits of space. In our case we strive to reduce the peak consumption during both
construction and matching phases and thus need to use a construction algorithm
that uses space comparable to the constructed index. This is achieved by the
following result:

Lemma 2 ([22,23]). Given a text T of length n (or a collection of texts of total
length m) over an alphabet of size σ, the indexes of [19] can be constructed in
worst-case time O(m logm) using temporary space O(m log σ) bits of space (in
addition to the final space of the index).

The result about our succinct representation for average-optimal string matching
is summarized by the following theorem:

Theorem 3. Given a set of patterns (strings) S of total lengths m over an
integer alphabet of size σ where the shortest pattern is of length y ≥ 4 logσ m, we
can build a data structure of size O(m log σ) bits so that we can report all of the
occurrences of any of the patterns in time O(n(logσ m)ε/y) for any ε ∈ (0, 1).
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The index can be built in worst-case time O(m logm) using O(m log σ) bits of
temporary space.

Proof. For achieving the improved space bounds we will incorporate lemma
1 into the first step of the algorithm, which was to find whether the string
q = w[m− t+ 1..m] matches some substring of some text. The hash data struc-
ture used for that purpose in theorem 2 occupies space O(m logm). The reason
for needing that much space was because of the table T which stores m point-
ers of logm bits each. We now show an alternative way to match the strings
using a compressed index. For that, we simply index the pattern(s) using the
index of lemma 1. Then, checking if q exists takes O(t/ logσ m + (logσ m)ε) =
O((logσ m)ε) time. The space used by the index is O(m log σ) bits. Building the
index (using lemma 2) takes O(m logm) time and uses at most O(m log σ) bits
of temporary space. ��
The main advantage of theorem 3 over the first two theorems is that the peak
memory use during the preprocessing or the matching phases never exceeds
O(m log σ) bits of space (against Θ(m logm) bits of peak memory use in the two
first theorems). The drawback is that the construction and matching phases are
slightly slower than those of theorems 2 and 1.

Corollary 1. Given a pattern p of length m over an integer alphabet of size σ,
we can build in time O(m logm) a data structure of size O(m log σ) bits so that
we can report all the occ occurrences of p in any packed text T of length n in
expected time O( n

m (logσ m)ε) for any ε ∈ (0, 1). The peak memory usage during
the construction or matching phases is O(m log σ) bits.

Note that this corollary still improves when compared with the standard algo-
rithm which examines the pattern and the text character by character and has
query time O( n

m logσ m), slower than our corollary by a factor (logσ m)1−ε.

4 Worst-Case Guarantees

The optimal average time algorithm we presented above runs in worst case time
O( n

m + occ). However, in many real life uses of string matching, one does not
know any property of the data source. Thus, even if on average the algorithm is
optimal, it is cautious to bound its worst case time to avoid a bad instance to
block the software. We thus extend our approach to guarantee a worst case time
bound at least as worst as the fastest forward algorithm designed for (multiple)
string(s) matching when text and patterns are tightly packed. For this sake we
adapt the approach used in the Double-Forward algorithm [2] to packed strings.

The idea is simple. We consider the same approach used for proving Theorem
1. We hash the last 3 logσ m characters of the current search window through the
minimal perfect hashing function we built on all 3 logσ m characters long factor
of the pattern. If the hash test fails, we shift the search window to the right just
after the first character of the 3 logσ m last characters we tested. This situation is
shown in figure 1. Note that this step is the same as in the proof of Theorem 1.
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B

test using hashing

Search window

New search window

Safe shift

Text

fail

Fig. 1. Hash test fail case. The search window is shifted after the first of the 3 logσ m
characters tested.

The algorithm changes if the test passes. Assume that at some point we began
a forward scan of the text using the algorithm of [4] that stopped in a position
A in the text after having read a prefix u of the current search window. Figure 2
illustrates this case. We simply continue this forward search from A′, passing the
end of the current search window and reading characters until the longest suffix
of the text (read by blocks of characters) that matches a prefix u′ of the pattern
is small enough. We then repeat the global search scheme from this new window.

u

Search window

BA

Accepted by the hashing functionText

A

Read by blocks from the end of the previous forward scan

A’ B

New window

u

u’

Fig. 2. Hash test success case. The forward search stopped in A′ is continued until
passing the end of the initial window until point A′.

It is obvious that this new algorithm remains optimal on average. As a forward
algorithm, we use the very recent algorithm of Breslauer et al. [10]. The algorithm
achieves preprocessing time O(m/ logσ m+ω) and optimal worst-case query time
O(n log σ

ω ). We thus get the following result:

Theorem 4. Given a pattern p of length m characters over an integer al-
phabet of size σ, we can build in randomized O(m + ω) time and worst-case
O(m log logm+ ω) time a data structure of size O(m logm) bits so that we can
report all of the occ occurrences of p in any packed text T of length n in expected
time O(n/m) and worst-case time O(n log σ

ω + occ).

4.1 Multiple String Matching

We extend the previous algorithm to match a set of strings. We use as a for-
ward algorithm an improved version of the multiple string algorithm searching
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described in [3,4], whose original version runs in O(n( log d+log y+log logm
y + log σ

ω )+

occ) time using a linear-space data structure that can be built in O(m logm)
time. We first prove the following (slightly) improved result based on [3,4]:

Theorem 5. Given a set of d patterns (strings) S of total length m characters
over an integer alphabet of size σ where the shortest pattern is of length y, we
can build in worst case time O(m logm) a data structure of size O(m logm+ω)
bits so that we can report all of the occ occurrences of any of the patterns in S

in any packed text T of length n in worst-case time O(n(
log d

log log d+log y+log logm

y +
log σ
ω ) + occ). The data structure uses temporary space O(m logm+ ω2).

Proof. To get the improved result we first notice that the text matching phase
in the multiple string matching algorithm of [4] proceeds in Θ(n/y) iterations,
at each iteration reading y consecutive characters and spending O(log d+log y+
log logm+ y log σ

ω ) time, where the two terms log d and log y are due to :

1. The use of a string B-tree, which is a data structure used for longest suf-
fix matching. The string B-tree stores a set S′ of O(dy) strings (actually
O(dy) pointers to text substrings of length y) and answers to a longest suffix
matching query for a query string of length y in time O(y log σ

ω + log(dy)).
2. The use of a two dimensional rectangle stabbing data structure of

Chazelle [13]. This data structures stores up to m′ = O(dy) rectangles using
O(m′) = O(dy) space and answers to rectangle stabbing queries that ask
to report all the rectangles that contain a given query point. The original
query time was O(logm′ + occ) where occ is the number of reported rectan-
gles. However this query time was later improved to O( logm′

log log n′ + occ) [34].

To get our improved query time, we will use an alternative data structure for
longest suffix matching. We use a compacted trie built on the set S′. The com-
pacted trie will use O(dy) pointers of O(log(dy)) = O(logm) bits. The compacted
trie can be built in time O(m logm) and uses space O(m logm) bits. In order to
accelerate the traversal of the trie we will use super-characters built from every
ω

log σ consecutive characters. The compacted trie will be built on the original set
of strings considered as strings over the super-alphabet. This is done by grouping
every sequence of ω

log σ characters into a single one (strings whose length is not
multiple of ω

log σ are padded with special characters before grouping). Then a
node of the trie will have children labeled with characters from the new alpha-
bet. Note that each character of the new alphabet occupies O(ω) bits. In order
to be able to determine which child to follow, we need to build a dictionary on
the set of labels of each node. However this would occupy in total O(mω) bits
of space. In order to reduce the space, we will group all the distinct labels of
all the nodes in the trie, and build a perfect hash function that maps all the
distinct labels to a range of size mO(1) (we call the resulting labels reduced la-
bels). The resulting function occupies O(ω) bits of space . A deterministic perfect
hash function occupying constant space can be built in deterministic O(m logm)
time [20] or randomized O(m) time using universal hashing [11]. Then for each
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node we build a local deterministic dictionary that associates a pointer to the
child corresponding to each reduced label (we call it child dictionary). As each
reduced label is the range mO(1) means that it can be described using O(logm)
bits. Thus the total space occupied by all child dictionaries will be O(m logm)
bits. The compacted trie above is able to to return the length of the longest
suffix matching up to lengths multiple of ω

log σ (old alphabet ) characters.
In order to terminate the longest suffix matching query up to additional ω

log σ−
1 characters, we will for each node build a z-fast trie [5,7] on all child labels.
The z-fast trie will be built on the set of labels of the children of each node.
A z-fast trie supports longest suffix matching queries in time O(log |p|) on a
pattern p. It uses a linear number of pointers to the original strings (see [7]).
The probabilistic z-fast trie presented in [5,7], can be made deterministic by
building a deterministic perfect hash function on the path labelling each node
in the z-fast trie using [20]. The paths are of length at most ω bits, we can reuse
the same strategy above to map the labelling paths to O(logm) bits.

In order to further reduce the used space we partition our initial set of strings
into groups of ω strings and store only the first string of each group in the struc-
ture above (we call it sampled trie), but in addition for each node of the sampled
trie store a pointer to the corresponding node in the original non-sampled trie.
Then we build the same above trie structure on each group of ω (call them group
tries). This ensures that building the above structure on each group requires just
O(ω2) bits of space. That way the total space is bounded by O(ω2 + m logm)
bits of space. Finally a query will first start in the sampled trie, then follow a
pointer to the non-sampled trie to match at most one additional character. This
isolates a range that spans at most two groups which can then be searched using
the local group tries. ��
We can now replace the log d + log y term with the addition of the query
times of the alternative longest suffix matching data structure and the improved
query time for the rectangle stabbing problem to obtain a total query time

O(
log(dy)

log log(dy)
+log y+log logm

y + occ) = O(
log d

log log d+log y+log logm

y + occ).
Now back to the average-optimal multiple string matching algorithm. As the

size of the search window in the algorithm is y, the size of the smallest string
searched, the complexities we obtain on average depend on y instead of m. And
we get:

Theorem 6. Given a set of d patterns (strings) S of total length m characters
over an integer alphabet of size σ where the shortest pattern is of length y ≥
4 logσ m, we can build in worst case time O(m logm) a data structure of size
O(m logm) bits so that we can report all of the occ occurrences of any of the
patterns in S in any packed text T of length n in expected time O(n/y) and in

worst case time O(n(
log d

log log d+log y+log logm

y + log σ
ω ) + occ).
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5 Approximate String Matching

Approximate string matching considering edit distance is to find all positions
in a text where at least one string of the set of patterns matches the text up
to k errors. The approximate string matching problem can be efficiently solved
for relatively small k (in regard to the length of the strings) using exact string
matching as a filter. This approach is also used in [18]. The idea is the following.
Assume a string to match the text up to k errors. If this string is first divided
into k + 1 pieces, one of these pieces must exactly match the text. Thus, the
approach is to split the string patterns in k + 1 pieces and search for all those
pieces simultaneously in the text using the multiple string matching algorithm
of Theorem 2. If the pieces are of the same length, m/(k + 1), the average time
required to search all pieces is O(n/(m/k + 1)) = O((k + 1)n/m) = O(kn/m).

If one of those pieces matches, then a complete match of the corresponding
strings is checked using a classical O(km) algorithm.

Considering a probability model in which all positions are independent and of
the same probability 1/σ, a rough upper bound of the number of verifications is
O(nk(1/σ)(m/k)). For k < m/ logσ m, the time of the multiple string matching
algorithm dominates and the average time remains O(kn/m).
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