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Preface

The electrical power grid is often referred to as one of the most complex man-
made systems on Earth. Its importance to all aspects of our daily lives, economic
stability, and national security cannot be overstated, and the need for an updated,
secure, resilient, and smarter power grid infrastructure is increasingly recognized
and supported by policy makers and market forces.

The promise of a smarter electrical grid is likely to be one the most important
transformational changes in our national power infrastructure. This could signifi-
cantly affect how consumers use and pay for their electrical power, thus funda-
mentally changing the power industry that we know today.

Smart Grid technologies combine power generation and delivery systems with
advanced communication systems to help save energy, reduce energy costs, and
improve reliability. The combination of these technologies enable new approaches
for load balancing and power distribution, allowing for optimal runtime power
routing, and cost management. Such unprecedented capabilities, however, also
introduce new sets of challenges at the technical and regulatory levels that must be
addressed by the industry and the research community. This book, organized as a
part of the workshop ‘Systems and Optimization Aspects of Smart Grid Chal-
lenges’ brings together a number of perspectives and approaches to smart grid
challenges and optimization.

This book primarily covers both the optimization and the security aspects of
smart grid technologies. From a control and optimization perspective, the book
includes chapters on unit commitment, homeostatic control, flexible demands, and
others. From a cyber security perspective, the book incudes chapters on secure
sensor measurements, temper detection, and proposed approaches to trustworthy
architectures, among others. These articles address some of the many important
aspects in smart grids control and optimization research.

We would like to express our gratitude to all the reviewers and contributing
authors for offering their expertise and providing valuable material used to com-
pose this volume. We thank Springer for the opportunity to make a contribution in
advancing and sharing the state-of-the-art research in smart grid technologies.

Vijay Pappu
Marco Carvalho

Panos M. Pardalos
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Optimization Approaches
to Security-Constrained Unit Commitment
and Economic Dispatch with Uncertainty
Analysis

Dzung T. Phan and Ali Koc

Abstract At the heart of the future smart grid lie two related challenging
optimization problems: unit commitment and economic dispatch. The contempo-
rary practices such as intermittent renewable power, distributed generation, demand
response, etc., induce uncertainty into the daily operation of an electric power system,
and exacerbate the ability to handle the already complicated intermingled problems.
We introduce the mathematical formulations for the two problems, present the current
practice, and survey solution methods for solving these problems. We also discuss
a number of important avenues of research that will receive noteworthy attention in
the coming decade.

Keywords Economic dispatch · Power flow · Uncertainty · Stochastic · Security-
constrained · Unit commitment

1 Introduction

At the heart of the future smart grid lie two related challenging optimization problems:
unit commitment (UC) and economic dispatch (ED). When operational and physical
constraints are considered not only under normal operating conditions, but also under
contingency conditions, the UC and ED problem becomes the security-constrained
UC and ED problem. We focus on UC and ED in this chapter because these two
problems are most relevant to independent system operators (ISOs) and regional
transmission organizations (RTOs) daily operation as they need to be solved on a
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Fig. 1 Present and future of UC and ED

daily basis, which require both computational and algorithmic improvements to meet
real-time operational requirements.

Although these two problems are intermingled with each other, most of the current
theoretical and practical effort treats them separately, because of the computational
difficulty of solving a single unified problem. As Fig. 1 illustrates, present solutions
to the unit commitment problem consider only a direct current (DC) approxima-
tion of the alternate current (AC) transmission constraints. This problem observes
any generator-related constraints, demand constraints, and linear transmission con-
straints. The output of this is an optimal schedule for generators in a twenty-four-hour
time horizon, and is given as input to the economic dispatch problem. Economic dis-
patch problem then handles the original AC power flow constraints and outputs a
dispatch plan: how much power to produce from each generator, and how to trans-
mit the power over the network. To account for unexpected failure of generators
and transmission lines, current unit commitment practices enforce spinning reserve
requirements, allocating a fraction of a generator’s capacity to reserves. Similar con-
tingency analysis is also performed in economic dispatch, making sure that the load
at each node of the network can be satisfied in the case of a failure of one of the
generators, transmission lines, or other devices, which is also called N-1 contingency
analysis.

There are several points that current practice is missing and that need to be han-
dled in the very near future: integration of renewable energy into the grid, consid-
ering failure of more than one generator and/or transmission line, also called N-k



Security-Constrained Unit Commitment and Economic Dispatch 3

contingency analysis, considering stochasticities in the problem, such as generation
costs and load profiles, and being able to solve larger instances of both unit commit-
ment and economic dispatch problems. Theoretical and practical efforts along these
lines have gained momentum and will likely keep increasing (Acar et al. 2011).

The ultimate goal is to solve practical instances of these two problems together,
considering other relevant issues such as “demand response” and “energy storage.”
As will be discussed, this definitely requires more algorithmic advancement that
uses high-performance and parallel computing environments. Today, a typical com-
mercial integer programming solver can handle a unit commitment problem with
100 units, 24 time periods, and 50 uncertainty scenarios. Real-life instances consist
of several thousand buses, more than one thousand generators, 48–72 time periods,
more than one hundred contingencies, and a few hundreds of scenarios. Solving
such a large-scale real-life instance of the unit commitment and economic dispatch
problem together, along with all other relevant issues, is a grand challenge that will
reinforce need for fast and parallelizable decomposition algorithms.

Both ED and UC can be formulated as nonlinear optimization problems (NLP)
and mixed integer NLPs that are, in general, non-convex and nonlinear. Existing
industrial solutions to these two problems have been traditionally dominated by the
Lagrangian relaxation methods, and only recently have been using general-purpose
integer programming solvers. Academic solutions are more diverse, but they are
typically demonstrated on much smaller IEEE bus cases than the real-life scenarios.

Existing solutions have a number of limitations; failure to solve real-life problem
instances; the sub-optimality of the solutions; inability to guarantee the convergence
to a feasible solution; insufficient treatment of contingency scenarios—typically
focusing on N-1 but not on N-k contingencies; limited consideration of the uncer-
tainty existing in various forms such as in loading and generation, transmission out-
ages, fuel prices, renewables, etc. These limitations require current power systems
operate under very conservative standards and maintain excessive margins in order to
address all types of unmodeled uncertainties. These excessive margins significantly
limit the efficiency of the power grid.

The formulations of both unit commitment and economic dispatch for system
operation needs to be improved in order to obtain significant integration of intermit-
tent renewable energy generation and enable demand response. Advanced optimiza-
tion techniques targeting globally optimal solutions and with guaranteed convergence
need to be developed. Integrating renewables and addressing N-k contingencies is
required to support real-time secure operations. Solutions to both unit commitment
and economic dispatch problems need to be implemented in a hybrid computing envi-
ronment that supports: evaluation of multiple scenarios resulting from contingencies
and loading/generation profiles in parallel; and parallel execution of decomposition
algorithms for large-scale optimization problems with guaranteed convergence to
high-quality solutions.

In the next section, we give a mathematical formulation for the unit commit-
ment and economic dispatch problems, discussing alternative system constraints
and objective functions. In Sect. 3, we start with the unit commitment problem with
linearized power flow constraints, and discuss several exact and heuristic algorithms
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developed in the literature. In Sect. 4, we concentrate on the uncertainty affecting the
unit commitment problem, and summarize the approaches to handle the uncertainty.
In Sect. 5, we continue with the economic dispatch problem with AC power flow
constraints, and discuss various solution methodologies suggested in the literature.
In Sect. 6, we discuss the literature on the security-constrained economic dispatch
problem. Finally, in the last section, we conclude and point out the future research
directions.

2 Overview of Unit Commitment and Economic Dispatch
Formulation

Several variations of UC and ED problem have been studied in the literature. We
present an overview of objective functions and constraints in a unified framework,
and then we point out the constraints and objective functions we consider in each
individual problem. An electric grid management entity controls the dispatching of
generation units over a network of multiple local buses interconnected via transmis-
sion lines. We let B denote the set of buses (nodes) in the grid network indexed by
b, L denote the set of transformers indexed by l, T denote the set of time periods
indexed by t , I denote the set of generators (units) indexed by i , Ib denote the
set of units connected to bus b ∈ B, and Nb denote the set of adjacent buses of b.
Power transmission over a network of transmission lines that connect the buses is
determined by the voltage sets at the buses. We let Vt denote the vector of voltages,
whose entries are Vbt , b ∈ B, t ∈ T . We note that throughout the text we use
the terms “node” and “bus,” and the terms “unit” and “generator” interchangeably,
preferring to use the term “unit” mostly in the context of the UC problem and the
term “generator” in the context of the ED problem.

2.1 Constraints of the Problem

2.1.1 Power Flow Constraints

Current flow between any two connected nodes b and b′ is determined by the voltage
difference. At time period t ∈ T , the complex nodal current injections It can be
computed by the bus admittance matrix Yt and the complex nodal voltages Vt :

It = Yt · Vt .

Net nodal power injections are then expressed as Vt · It ∗, where It ∗ is the complex
conjugate of It . Therefore, the active power P Ft and reactive power QFt of the
nodal the complex power are functions of voltages Vt :
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Vt · It ∗ = P Ft (Vt ) + jQFt (Vt ),

where j is the imaginary unit. The complex nodal voltage can be written in either
rectangular form Vbt = ebt + j fbt , or in polar form Vbt = |Vbt |(cos θbt + j sin θbt ).

Both power balance functions, P Ft
b(Vt ) and QFt

b(Vt ), are quadratic in the real and
imaginary parts of the base transmission variables Vt , and is non-convex. The AC
power flow constraints for bus b at time period t reads:

P Ft
b(Vt ) =

∑

i∈Ib

pit − pd
bt , b ∈ B, t ∈ T , (1a)

QFt
b(Vt ) =

∑

i∈Ib

qit − qd
bt , b ∈ B, t ∈ T , (1b)

where pd
bt and qd

bt are the active and reactive power demands (loads) at node b at
time period t , and pit and qit are the active and reactive power generation at unit i
at time period t .

When considered along with a UC problem, these nonlinear AC power flow con-
straints complicate the already complicated integer programming problem, and is
usually impractical to handle. It is a common approach to use a linearized DC approx-
imation, i.e., DC power flows, where reactive power equations are ignored, and the
magnitude of voltages are assumed to be a unit, only phase angles and active power
balances are considered:

P̂ F
t
b(θ t ) =

∑

b′∈Nb

θbt − θb′t
x t

bb′
=

∑

i∈Ib

pit − pd
bt , b ∈ B, t ∈ T , (2)

where xt
bb′ is the reactance between nodes b and b′ at time period t .

2.1.2 Ramping Constraints

Ramping constraints restrict the amount of increase and decrease in the active power
offer of a unit:

pit − pi,t−1 ≤ Ri ,i ∈ I , t ∈ T , (3a)

pi,t−1 − pit ≤ Ri ,i ∈ I , t ∈ T , (3b)

where Ri and Ri denote the ramping up and down limit of unit i .
Constraints (3a) and (3b) model the general case of ramping limits, not differen-

tiating between the cases of a unit being up or down in any of the two consecutive
time periods. Some thermal units, however, have startup or shutdown ramping limits
that are different than those when unit is up in both of the consecutive time periods.
Some units, even, cannot be ramped up to its minimum generation level, or, similarly,
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some cannot be ramped down to zero in a single time period. Arroyo and Conejo
(2004) give a detailed ramping model for such units.

2.1.3 Minimum Up and Down Time Constraints

A set of constraints commonly used in the literature is

uit − ui,t−1 ≤ uiτ , τ ∈ {t, . . . , min{t + Mi − 1, |T |}}, i ∈ I , t ∈ T ,

(4a)

ui,t−1 − uit ≤ 1 − uiτ , τ ∈ {t, . . . , min{t + Mi − 1, |T |}}, i ∈ I , t ∈ T ,

(4b)

where Mi denote the minimum number of time periods that unit i has to stay up
once it is turned on, Mi denote the minimum number of time periods that unit i has
to stay down once it is turned off, and uit denote the binary up and down status of
unit i at time period t .

Rajan and Takriti (2005) formulate the minimum up/down time constraints as

t∑

τ=max{1, t−Mi +1}
siτ ≤ uit , i ∈ I , t ∈ T , (5a)

min{|T |, t+Mi }∑

τ=t+1

siτ ≤ 1 − uit , i ∈ I , t ∈ T , (5b)

sit ≥ uit − ui,t−1, i ∈ I , t ∈ T , (5c)

sit ∈ [0, 1], i ∈ I , t ∈ T , (5d)

where a new variable, sit , is introduced to denote whether the unit is started up in the
current time period. The authors prove that these four sets of constraints model the
minimum up/down time polytope if the cost function does not include a shutdown
cost but includes a startup cost that depends only on the current and the previous
periods.

2.1.4 Limits on Variables

Physical constraints require upper and lower bound limits on the decision variables.
Active and reactive power limits are

Pi uit ≤ pit ≤ Pi uit , i ∈ I , t ∈ T , (6a)

Q
i
uit ≤ qit ≤ Qi uit , i ∈ I , t ∈ T , (6b)
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where Pi and Pi denote the upper and lower limits on the active power offer of unit
i , and similarly Qi and Q

i
denote the upper and lower limits on the reactive power

offer of unit i . Constraints (6a) and (6b) perform two functions: If the unit is down,
they force the power to be zero; and, if the unit is up, they arrange the power level to
be between the upper and lower limits.

Limits on voltage magnitudes are modeled as

V b ≤ |Vbt | ≤ V b, b ∈ B, t ∈ T ; (7)

limits on voltage angles between nodes are modeled as

θbb′ ≤ θbt − θb′t ≤ θbb′, b, b′ ∈ B, t ∈ T ; (8)

limits on tap positions of transformers are modeled as

tl ≤ tlt ≤ t l , l ∈ L , t ∈ T ; (9)

limits on phase shift angles of transformers are modeled as

φ
l
≤ φlt ≤ φl , l ∈ L , t ∈ T ; (10)

and the line flow limit are modeled as

F Lt
bb′(Vt ) ≤ F Lbb′, b, b′ ∈ B, t ∈ T , (11)

where V b and V b denote the upper and lower limits on the voltage magnitude at bus
b, θbb′ and θbb′ denote the upper and lower limits on the voltage angle between buses
b and b′, t l and t l denote the upper and lower limits on the tap positions of transformer
l, φl and φ

l
denote the upper and lower limits on the phase shift angle of transformer

l, and F Lbb′ denotes the upper limit on the power flow between buses b and b′. The
transmission line flow limits (11) can be on apparent power flows |Vbt I t

bb′
∗|, active

power flows Real(Vbt I t
bb′

∗
), or current magnitudes |I t

bb′ |. Note that the changes in
the transformer parameters affect the admittance matrix Yt . In practice, additional
physical and operational constraints can be imposed.

2.2 Objectives of the Problem

The objective function usually includes fuel cost, active power losses, voltage sta-
bility, startup cost, and shutdown cost of units:

Cost =
∑

t∈T

(
f p(pt ) + f v(Vt ) + f q(qt )

) +
∑

t∈T ,i∈I

(
Si (ui t ) + Hi (ui t )

)
, (12)
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where

• pt = {pit : i ∈ I } and qt = {qit : i ∈ I } are the active and reactive power
offers at time period t ,

• ui t = (ui,1, . . . , ui,t ), uit is the binary up and down status of unit i at time period
t ,

• f p(·) can be the fuel cost functions of unit i for active power generation or the
active power losses over all nodes,

• f q(·) and f v(·) can be the active power transmission losses or the deviation from
a specified point of control variables, and

• Si (·) and Hi (·) are startup and shutdown costs of unit i .

A cost-based objective function dominates the studies in the literature, although
profit-based terms have started appearing due to the deregulation and restructuring of
the power market (Padhy 2004). Fuel cost usually is the sum of quadratic functions
of active power pit , i.e., f p(pt ) = ∑

i∈I f p(pit ), where

f p(pit ) = a p
i p2

i t + bp
i pit + cp

i ,

although some studies simplify it to linear or piecewise linear functions (Wood and
Wollenberg 1996). The constant term is formulated with the help of uit variables as,
for instance, f p(pit ) = a p

i p2
i t + bp

i pit + cp
i uit . Note that pit is forced to zero when

uit is zero by constraint (6a), which forces f p(pit ) to be zero when uit is zero.
A possible power loss function can be the sum of active power transmission losses

f v(Vt ) = ∑
b,b′∈B V t

b I t
bb′

∗ + ∑
V t

b′ I t
b′b

∗. In tertiary voltage control, the aim is to
prevent the voltage drops and losses, the objective is to minimize the weighted sum
of the deviations of the control variables f q(qt ) = ∑

i∈I wi (qit − q0
i t )

2, where wi

are weighting parameters.
It is common to model the startup cost of a unit as a fixed cost that is incurred

when the unit is turned on, independent of how long the unit has been offline. Startup
cost should be more realistically modeled as a nonlinear (exponential) function of
the duration that the unit has been down. Arroyo and Conejo (2000), and Wang and
Shahidehpour (1993) approximate the exponential startup cost function by a step
function that takes its smallest step value when the unit has been just turned off, and
its largest value when the exponential function gets close to its limiting value.

For an ideal unified UC-ED problem, all above-mentioned constraints should
be combined into a single optimization problem, and dealt with at once. However,
the current optimization methodology advancement hinders this; it is imperative to
decompose the unified problem into two parts: the UC and the ED problems, although
there exist some attempts to solve the unified problem, which report solvability of
only very small-size problems (Fu et al. 2005). In UC problem, the objective is
often determined by

∑
t∈T f p(pt ) + ∑

t∈T ,i∈I (Si (ui t ) + Hi (ui t )), whereas the
objective of ED problem only includes one of the followings: f p(pt ), f v(Vt ), and
f q(qt ). It is common to include the DC power flow constraints (2) in the UC problem,
ignoring the limits on the voltage magnitudes at buses, and the limits on phase shift
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angles and tap positions of transformers. ED problem usually includes all the above-
mentioned constraints for a single time period.

3 Unit Commitment

Unit commitment is the problem of finding an optimal up and down schedule and
corresponding generation levels of a set of units over a planning horizon so that total
cost of generation and transmission is minimized, the forecasted demand is satisfied,
and a set of operating constraints such as upper and lower limits of generation,
minimum up/down time limits, ramp up/down constraints, transmission constraints,
and so forth, is observed. We give a mathematical formulation for the UC problem
with linearized transmission constraints:

min
p,u,θ

∑

t∈T ,i∈I

(
f p
i (pit ) + Si (ui t ) + Hi (ui t )

)
(13a)

s.t. P̂ Ft
b(θ t ) =

∑

i∈Ib

pit − pd
bt , b ∈ B, t ∈ T , (13b)

F̂ Lt
bb′ (θ t ) ≤ F Lbb′ , b, b′ ∈ B, t ∈ T , (13c)

θbb′ ≤ θbt − θb′ t ≤ θbb′ , b, b′ ∈ B, t ∈ T , (13d)

Pi uit ≤ pit ≤ Pi uit , i ∈ I , t ∈ T , (13e)

pit − pi,t−1 ≤ Ri , i ∈ I , t ∈ T , (13f)

pi,t−1 − pit ≤ Ri , i ∈ I , t ∈ T , (13g)

uit − ui,t−1 ≤ uiτ , τ ∈ {t, . . . , min{t+Mi − 1, |T |}}, i ∈ I , t ∈ T ,

(13h)

ui,t−1 − uit ≤ 1 − uiτ , τ ∈ {t + 1, . . . , min{t + Mi − 1, |T |}}, i ∈ I , t ∈ T ,

(13i)

uit ∈ {0, 1}, pit ≥ 0, i ∈ I , t ∈ T , (13j)

where F̂ L
t
i j (θ t ) is the simplified and linearized version of transmission flows (11).

UC problem is at the core of planning and operational decisions faced by ISOs,
RTOs, and utility companies. Hence it has received a good deal of attention in the
industry. In practice, UC is solved either in a centralized or decentralized manner
(FERC 2006). In western and southern U.S. regions, most small utility companies
generate and distribute their power in a decentralized manner, with California ISO
(CAISO) in the west and Electric Reliability Council of Texas (ERCOT) in the south
as two exceptions. In the Midwest, Pennsylvania New Jersey Maryland Interconnec-
tion (PJM) and Midwest Independent System Operator (MISO), and in Northeast,
New York ISO (NYISO), and New England ISO (ISO-NE) handle most of the power
system planning and transmission in a centralized manner. All these organizations
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work in a centralized manner to solve their UC and ED problems (FERC 2006;
Mukerji 2010; Ott 2010; Rothleder 2010).

Specifically, UC practices in PJM involve more than 600 utility companies in
13 states (Ott 2010). It manages 1210 generators with a total capacity of 164,905
MW, and it faces a peak load of 144,644 MW. PJM takes around 50,000 hourly
demand bids from consumers one day ahead of the planning horizon. It then solves
the day-ahead UC problem considering around 10,000 contingencies, and publishes
generation schedules for the companies and locational marginal prices (LMPs) for
the consumers. Consumers revise their bids based on the prices, and submit their final
bids. Around 10,000 demand bids are submitted, and 8,700 of them are considered
eligible. PJM updates the generation schedules and redoes its security analysis based
on the final bids. In real-time, PJM solves a one-period security-constrained UC
problem using full transmission model and turns on (off) some peaker units if the
total planned amount that can be transmitted securely falls behind (exceeds) the
demand.

The academic literature on the UC problem dates back to the 1960s (Garver
1962; Hara et al. 1966; Kerr et al. 1966), but developing exact solution approaches
to real-size problems still remains as a challenge due to the combinatorial nature
and high dimensionality of the problem. Researchers combine heuristic and exact
algorithms along with decomposition techniques to cope with this challenge and
obtain (near-)optimal solutions to the problem. Heuristic algorithms range from
simple ranking schemes (Baldwin et al. 1959) to more sophisticated metaheuris-
tic approaches (Mantawy et al. 1999). Exact algorithms include dynamic program-
ming, mixed integer programming, Lagrangian relaxation, Benders decomposition,
and, recently, column generation. The survey by Cohen and Sherkat (1987) presents
several optimization algorithms applied to the problem. Viana (2004) summarizes
metaheuristic algorithms; Padhy (2001) summarizes studies that use hybrid algo-
rithms combining dynamic programming and various heuristic techniques; and the
surveys (Padhy 2004; Salam 2007; Sheble and Fahd 1994) list a general mix of
heuristic and exact algorithms. The book by Wood and Wollenberg (1996) addresses
several operational and planning problems in the energy industry, including the UC
problem.

3.1 Heuristic Algorithms

Heuristic methods for UC can be classified into two categories: pure heuristic
approaches and complementary heuristic approaches. Pure heuristic approaches are
stand-alone algorithms that aim to find feasible near-optimal solutions to the prob-
lem; whereas complementary heuristic approaches are developed to complement
some other exact solution approaches that can prove bounds on the quality of the
optimal solution but cannot find high-quality feasible solutions. We briefly sum-
marize the pure heuristic approaches in this section, and leave the complementary
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approaches to next sections where we present the exact algorithms that the heuristic
algorithms complement.

Ranking heuristics that construct feasible solutions by starting up units based on
priority lists are very common. Baldwin et al. (1959) uses such an approach forming
the priority list based on average-full-load cost of units. Lee (1991) uses a similar
approach forming the priority list based on cumulative utilization factors of units.
The priority list heuristics can be translated into rules and executed as an expert
system (Li et al. 1993; Mokhtari et al. 1987; Quyang and Shahidehpour 1990; Tong
et al. 1991).

Mori and Matsuzaki (2001) propose a tabu-search heuristic algorithm based on
a prioritized list of units. The local search starts from a priority list and is restricted
to move to solutions that are close to the list. Other studies that employ tabu search
include (Lin et al. 2002; Mantawy et al. 1998; Mantawy et al 2002). Maifeld and
Sheble (1996) present a genetic algorithm approach with domain-specific mutation
operations. Other studies using genetic algorithm include (Dasgupta and McGregor
1994; Kazarlis et al. 1996; Swarup and Yamashiro 2002; Yang et al. 1997). Simulated
annealing (Mantawy et al. 1998; Zhuang and Galiana 1990), evolutionary program-
ming (Chen and Wang 2002; Juste et al. 1999), artificial neural networks (Liang
and Kang 2000; Sasaki et al. 1992), and ant colony search algorithms (Huang 2001;
Sisworahardjo and El-Kaib 2002) are among the commonly used metaheuristic
algorithm applied to the UC problem.

3.2 Dynamic Programming

Dynamic programming is one of the earliest methods applied to the UC problem. It
decomposes a problem into small pieces (states), explores all combinations (stages)
of these pieces, and recovers the overall optimum recursively. Different definitions
of states and stages yield different dynamic programming algorithms for the UC
problem. In one application (Ayoub and Patton 1971; Lowery 1966), the states are
nested subsets of units, {1}, {1, 2}, . . . , {1, 2, . . . , |I |}, and the stages are all possible
total generation amounts of the units in such a subset. The cost of generating x MWs
of power using |I | units, fI (x), can be obtained by searching over all y’s with
y < x , i.e.,

fI (x) = min
y

{ f{1,2,...,|I |−1}(x − y) + gI (y)},

where gI (y) is the cost of generating y MWs of power on unit |I |. In another
implementation (Cohen and Sherkat 1987), the state space consists of up and down
combinations of all units over all time periods, leading to 2|I | × |T | states.

The dynamic programming approach developed by Snyder (1987) is one of the
earliest successful dynamic programming implementation. The algorithm features a
classification and prioritization of units to reduce the number of states. The authors
address the problem at San Diego Gas and Electric System with 30 generators. A
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similar approach is proposed by Hobbs et al. (1988), where the authors use selection
techniques for choosing the most promising states and implement approximate ED
subroutines.

Different priority lists and different strategies to select a set of units from a priority
list have been adopted with dynamic programming to limit the search space, which
usually comes at a price of loosing the optimality. These strategies include dynamic
programming with sequential combination (DP-SC), dynamic programming with
truncated combination (DP-TC), and variable window-truncated dynamic program-
ming (DP-VW). In DP-SC strategy, the least costly units are committed first, and
the most costly units are committed last. The search space is reduced by considering
the combinations of units sequentially (Pang et al. 1981). In DP-TC strategy, a small
portion of the solution space is considered within the priority list ordering (Pang and
Chen 1976). In DP-VW strategy, a window and a threshold are defined to determine
which units are automatically committed, which units are considered for commit-
ment, and which are not considered at all (Quyang and Shahidehpour 1992). Pang et
al. (1981) compare the performances of four UC methods, three of which are based
on dynamic programming including the strategies DP-SC and DP-TC.

Li et al. (1997) introduce a new dynamic programming approach based on a
decommitment procedure. From an initial schedule of all online units committed
over the planning horizon, decommitment of units is executed sequentially using
the dynamic programming principle until no more reduction in the cost or no more
change in the schedule is achieved over two consecutive iterations. Hobbs et al.
(1988) develop a realistic UC solution approach based on dynamic programming.
Siu et al. (2001) develop a real-size hydrodynamic UC and loading model for the
British Columbia Hydro Power Authority.

3.3 Lagrangian Relaxation

The main drawback of dynamic programming is its high dimensionality and its inabil-
ity to handle constraints that affect multiple periods, such as ramping constraints.
Number of states in dynamic programming increases exponentially by the problem
size. Due to these drawbacks, Lagrangian relaxation gained increased popularity in
1980s. The main idea in Lagrangian relaxation is to dualize (relax) the complicating
and linking constraints by penalizing and appending their violations to the objective
function, and to employ an iterative procedure that finds the best penalties for the
dualized constraints so that the new relaxed problem (Lagrangian problem) gives the
tightest bound for the original problem. The problem of searching for the best penal-
ties is called the Lagrangian dual problem and uses one of several alternative algo-
rithms, including the well-known subgradient algorithm. The Lagrangian problem,
obtained by dualizing the complicating constraints, usually decomposes into simple
small subproblems. In UC setting, it is common to relax the demand constraints (or
the transmission constraints), the reserve constraints, and the fuel constraints, and to
decompose the original UC problem into independent single-unit UC subproblems
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that are usually solved by dynamic programming. Ramping constraints, if exist, hin-
der the ability to apply dynamic programming to these subproblems; therefore, it is
a common practice to relax the ramping constraints as well.

Lagrangian relaxation, however, comes with two limitations: the duality gap and
the inability to maintain the primal feasibility. In non-convex optimization problems,
such as the UC problem, the optimal solution value of the Lagrangian dual is not
equal to the optimal solution value of the original problem. It is necessary to take
actions such as branching to close this duality gap. For large UC problems, it is
observed that the duality gap is less than 0.5 % and goes to zero as the problem
size gets larger (Lauer et al. 1982). Another drawback of Lagrangian relaxation is
its inability to produce primal feasible solutions automatically. The optimal primal
solutions to the Lagrangian dual is usually infeasible to the original problem, and
thus it is necessary to resort to some repair heuristics techniques.

There is an ample literature employing the above idea to the UC problem. The
study by Muckstadt and Koenig (1977) is one of the first studies to do so. The authors
use Lagrangian relaxation in a branch-and-bound framework instead of the common
linear programming relaxation, and obtain significant improvement of computational
efficiency, due to smaller duality gaps, as compared to the linear programming relax-
ation. They relax the demand and reserve constraints and solve the resulting sub-
problems by dynamic programming.

Cohen and Wan (1987) apply Lagrangian relaxation to a UC problem with fuel
constraints. They relax the fuel constrains, demand constraints, and reserve con-
straints, and update the penalties for each constraint sequentially to reduce the com-
putation time. Aoki et al. (1987) employ a similar approach but update the penalties
simultaneously. Tong and Shahidehpour (1990) consider a UC problem with ther-
mal and hydro units. The authors append an additional constraint to the problem so
that at each iteration of the algorithm the solutions to subproblems do not change
significantly. At an iteration of the algorithm, if the solution is feasible, a post-
processor based on linear programming is applied to assure that the dispatch with
the minimum cost is attained.

Lauer et al. (1982) update the Lagrangian multipliers using the second derivative
information as opposed to the commonly used subgradient algorithm. Bertsekas
et al. (1983) resolve the Lagrangian dual problem repeatedly until an optimality
gap within a tolerance is obtained. Merlin and Sandrin (1983) solve a practical UC
problem arising at Electricite de France using Lagrangian relaxation.

To recover a primal feasible solution from the Lagrangian dual solution, Zhuang
and Galiana (1988) suggest increasing the penalties associated with the most violated
constraint and repeating the process until a feasible solution is obtained. Bard (1988)
dualizes the demand and reserve constraints and handles the resulting subproblems by
dynamic programming with discretized generation variables. The study successfully
solves problems with 100 units and 48 time periods within one % optimality gap.
Guan et al. (1996) dualize ramping constraints in addition to the demand constraint
to be able to solve the subproblems by dynamic programming. Lai and Baldick
(1999) use Lagrangian relaxation to deal with ramping constraints that differentiate
the startup and shutdown periods from the other periods.
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Baldick (1995) proposes a constructive and a post-processing method to produce
and refine primal feasible solutions in the case of a generalized UC problem that
includes power flow constraints, line flow limits, voltage limits, and total fuel and
energy limits. Birge and Takriti (2000) develop a Lagrangian relaxation algorithm
based on relaxing the demand and reserve constraints and propose a procedure based
on an integer program that takes subproblem solutions from all previous iterations of
the algorithm and produces primal feasible solutions to the problem. Other studies
using Lagrangian relaxation are (Ruzic and Rajakovic 1991; Virmani et al. 1989).

3.4 Mixed Integer Programmming and Branch-and-Bound

Garver (1962) is one of the earliest studies that apply cut generation to the linear
programming relaxation of the UC formulation, which is the basic idea in today’s
highly sophisticated mixed integer programming solvers. The author generates
constraints that are valid to the integer variables but are violated by the linear
programming relaxation solution. An integer programming approach proposed by
(Dillon et al. 1978) addresses the UC problem of hydro-thermal systems with reserve
requirements. It is one of the earliest papers that can solve real-life problems with
20 units. The authors develop two sets of valid inequalities that are globally valid
to the problem and use these inequalities in a branch-and-bound algorithm. Cohen
and Yoshimura (1983) present a novel branch-and-bound approach assuming that
units can be turned on and off only once throughout the planning horizon. Bond
and Fox (1986) introduce an algorithm based on integration of mixed integer lin-
ear programming and dynamic programming. A mixed integer linear programming
problem determines a feasible set of units at each scheduling point, while a dynamic
programming problem identifies promising scheduling routes.

Lee et al. (2004) develop facet defining inequalities for a projection of minimum up
and down time constraints in the UC problem without startup costs. Rajan and Takriti
(2005) develop a similar set of inequalities for the problem with the startup costs, and
show that their inequalities are stronger than those in Garver (1962) and stronger than
those in Lee et al. (2004) in the case of a UC problem with the startup costs. Chang
et al. (2004) and Li and Shahidehpour (2005) develop a similar set of inequalities
for the UC problem with the shutdown variables. Hedman et al. (2009) compare and
contrast the inequalities developed in Chang et al. (2004); Garver (1962); Lee et al.
(2004); Li and Shahidehpour (2005); Rajan and Takriti (2005).

3.5 Benders Decomposition

Benders decomposition method separates the solution of UC and ED problems. A
master problem (UC problem) is solved to obtain unit schedules, and these schedules
are supplied to a set of subproblems (ED problems). Subproblems are solved to
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check the feasibility and optimality of the unit schedules. If either feasibility or
optimality is violated, constraints that eliminate the current schedule is returned to
the master problem. The master problem and the subproblems are solved iteratively
until optimal unit schedules that satisfy the ED constraints are obtained. Any ED
solver can be applied to solve the subproblems. The main drawback of Benders
decomposition approach is to solve the master problem, which is still a large-scale
integer optimization problem.

Muckstadt and Wilson (1968) solve a stochastic UC problem with transmission
constraints using a Benders decomposition approach. It is one of the earliest stud-
ies to address the stochasticities in the problem. Turgeon (1978) applies Benders
decomposition and addresses the solution of only the master problem. The author
solves the master problem by a Lagrangian relaxation approach implemented within
a branch-and-bound framework. Baptisella and Geromel (1980) is one of the ear-
liest studies that use stochastic programming modeling approach in UC problem.
The authors address a problem with both hydro and thermal units and with sto-
chastic load parameters. The objective is to minimize the operating cost of thermal
units and the cost of expected unsatisfied load. The model also includes a spinning
reserve constraint to cover unexpected failure of the largest generator. The authors
use a Benders decomposition approach where the master problem optimizes the
thermal units and meets the demand, subproblems solve for hydro schedules. The
master problem is further decomposed by Lagrangian relaxation to obtain fast solu-
tions. Habibollahzadeh and Habibollahzadeh and Bukenko (1986) apply Benders
decomposition such that the master problem contains only integer variables and sub-
problems include the constraints for hydro and thermal units. They do not use the
minimum up and down time constraints, but include a constraint that allows only
one commitment per day for each unit. Ma and Shahidehpour (1998) deal with UC
with transmission constraints and phase-shifter transformers. After applying Benders
decomposition, the master problem becomes a pure UC problem and subproblems
become ED problems with transmission constraints. The authors solve the master
problem by augmented Lagrangian method. Fu et al. (2005) apply Benders decom-
position to security-constrained UC problem, and solve the master problem with
augmented Lagrangian and dynamic programming. Recently, Wu and Shahidehpour
(2010) improve Benders cuts to solve the UC problem with transmission constraints.

4 Unit Commitment Under Uncertainty

What makes electricity unique and different from other commodities is that it is
not storable and its demand has to be met in real time. This constitutes a challeng-
ing problem to practitioners and academicians, as the uncertainty in the demand, in
unit and network availabilities, and in renewable generation makes it impossible to
forecast the future status of the system. Although after deregulation of the power
market, demand uncertainty started to disappear due to power purchase agreements
and power contracts, the advent of renewable generation with its intermittent nature
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creates uncertainties in the net demand. The traditional way of handling these uncer-
tainties is to impose an operating reserve capacity requirement into the model with
the hope of reacting to such uncertain events. By the advances in computational and
algorithmic tools, recently stochastic programming and robust optimization tech-
niques have started to appear to address these uncertainties.

4.1 Operating Reserves

Although there is no consensus on the very exact definition of operating reserves,
the basic functionality of such a reserve capacity requirement is to assure that in the
case of unexpected demand increases or unit or transmission outages, the system
remains in a stable condition. Two types of operating reserves are studied: Spinning
reserve is the unused capacity of an online unit that can respond to an uncertain
event immediately; non-spinning reserve is unused capacities of (possibly offline)
units that can respond to emergency within half an hour of its occurrence. Various
sets of constraints have been used to impose such requirements. A typical set of
constraints for spinning reserve reads:

∑

i∈I

rit > RS
t , t ∈ T , (14)

rit + pit − pi,t−1 ≤ Ri , i ∈ I , t ∈ T , (15)

ri,t−1 + pi,t−1 − pit ≤ Ri , i ∈ I , t ∈ T , (16)

rit + pit ≤ Pi uit , i ∈ I , t ∈ T , (17)

rit > 0, i ∈ I , t ∈ T , (18)

where rit denotes the spinning reserve capacity of unit i at time period t , and RS
t

denotes the spinning reserve requirement at time period t . Note that the ramping
constraints and active power limit constraints are modified accordingly. A more
simplistic formulation is sometimes preferred:

∑

i∈I

Pi uit − pit > RS
t , t ∈ T . (19)

On the other hand, non-spinning reserve requirement does not interfere with the
ramping constraints or up and down statuses of units:

∑

i∈IP

Pi − pit > RN
t , t ∈ T , (20)

where IP is the subset of the set of units, called the peaker units that can be ramped
up in half an hour, and RN

t is the non-spinning reserve requirement at time period t .
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Zhang et al. (2010) and Yong et al. (2009) give a similar representative formulation
for the operating reserve requirement.

4.2 Stochastic Unit Commitment

Stochastic programming is a widely used tool to model uncertainties in the UC
problem. Two widely modeled uncertainties are the load uncertainty (Takriti and
Birge 1996) and unit outages (Carpentier et al. 1996). Stochastic optimization uses
a probability distribution for the uncertain variables in the optimization problem.
The objective function in a stochastic optimization model is usually the first two
moments, expectation or variance, of the cost function. The constraints are to be
satisfied with a probability. If the uncertain variable is a stochastic process that evolves
over time, it is common to use a dynamic model that has the flexibility of adjusting
the decision variables based on how the uncertain variable realizes over time. Such
stochastic models are called multi-stage models, as opposed to two-stage models
where decisions are made before realizing the uncertainty, and these decisions do
not change throughout the planning horizon no matter how the uncertainty evolves.
If the decision maker is allowed to take a recourse action when the constraints of the
model is not satisfied after realizing the uncertainty, the model is called a stochastic
recourse model; otherwise, it is called a chance-constrained model. We give a multi-
stage stochastic chance-constrained model for the UC problem with uncertain loads,
or the renewable power, having a discrete probability distribution.

We assume that the uncertainty evolves as a discrete time stochastic process with
a finite probability space. We represent the information structure as a rooted scenario
tree where the nodes n (n ∈ N ) in level t (t ∈ T ) of the scenario tree constitute
the states of the world that can be distinguished by the information available up
to time period t (Ahmed et al. 2003; Singh et al. 2009). The set of leaf nodes,
NL (NL ⊂ N ), contains the nodes without any successor. The root node is the
node without any predecessor. In general, n(τ ) ∈ N represents the τ th predecessor
of node n. The level of the root node is zero, and in general the level of a node, tn ,
is defined such that n(tn) is the root node. The tree has a depth of |T |, and all leaf
nodes have a level of |T |. By convention, n(0) is the node n itself, and n(τ ), τ > tn ,
is an empty set.

The root node has an occurrence probability of one. For each node n ∈ N , pn

denotes the probability that the corresponding state of the world occurs given that
its predecessor, n(1), has occurred; and πn denotes the unconditional probability
that the corresponding state occurs, i.e., πn = ∏tn−1

τ=0 pn(τ ). There is a one-to-one
matching between the leaf nodes of the scenario tree and the scenarios. Given a leaf
node, n ∈ NL , a |T |-tuple [n(|T |), n(|T | − 1), . . . , n(1), n] represents a scenario
with probability of occurrence equal to πn . Two scenarios sharing the same state of
the world at time periods 1, . . . , τ , for some τ < |T |, have to observe the same
set of decision variables in the optimization model, in order to make sure that the
model does not cheat by foreseeing (anticipating) the future. Using only a single set
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of decision variables for each node guarantees such a non-anticipativity property,
and yet keeps the model size small as compared to using a separate set of decision
variables for each scenario and for each time period and setting the variables equal
to each other (Lulli and Sen 2004; Takriti et al. 2000).

The stochastic UC model (21) is an extension of model (13), where nodes n in
the scenario tree replaces the time periods t in the deterministic model (13), and
uin = (ui,tn , ui,tn+1, . . . , uin).

min
p,u,θ

∑

n∈N ,i∈I

πn

(
f p
i (pin ) + Si (uin) + Hi (uin )

)
(21a)

s.t. P̂ Fn
b (θn ) =

∑

i∈Ib

pin − pd
bn , b ∈ B, n ∈ N , (21b)

F̂ Ln
bb′ (θn ) ≤ F Lbb′ , b, b′ ∈ B, n ∈ N , (21c)

θbb′ ≤ θbn − θb′n ≤ θbb′ , b, b′ ∈ B, n ∈ N , (21d)
Pi uin ≤ pin ≤ Pi uin , i ∈ I , n ∈ N , (21e)
pin − pi,n(1) ≤ Ri , i ∈ I , n ∈ N , (21f)
pi,n(1) − pin ≤ Ri , i ∈ I , n ∈ N , (21g)
ui,n(τ ) − ui,n(τ+1) ≤ uin , τ ∈ {0, 1, . . . , min{Mi − 1, tn }}, i ∈ I , n ∈ N ,

(21h)
ui,n(τ+1) − ui,n(τ ) ≤ 1 − uin , τ ∈ {0, 1, . . . , min{Mi − 1, tn }}, i ∈ I , n ∈ N ,

(21i)
uin ∈ {0, 1}, pin ≥ 0, i ∈ I , n ∈ N . (21j)

Model (21) is a commonly used model in stochastic UC and is adopted by(Gröve-
Kuska and Römisch 2005; Nowak and Romisch 2000; Takriti and Birge 1996;
Koc and Kalagnanam 2012) to model the uncertainty in the demand. Koc and
Kalagnanam (2012) solve model (21) using a parallel branch-cut-price framework
that combines column and cut generation algorithms, primal heuristics and two par-
allelization approaches. Takriti et al. (2000) use a similar model with a recourse, i.e.,
the model has a flexibility of meeting the demand both with power generation and
power purchase, and minimize expected power generation and purchase costs. They
solve the problem using a Lagrangian relaxation method. Zhang et al. (2010) use
a similar approach that also models transmission constraints. Their objective func-
tion includes generation cost, reserve shortage cost, and load shedding cost. They
develop a heuristic algorithm to solve the resulting large-scale problem. Koc and
Ghosh (2012) approach from a different perspective. They develop a scenario reduc-
tion algorithm that reduces the size of model (21) so that the reduced model can be
solved faster by any solution technique, and yet the reduced model is close to the orig-
inal model as much as possible, in terms of optimal solutions, and the optimal value.

The stochastic model that models unit availabilities (or outages) is very simi-
lar to model (21), except that in this case the scenarios specify the availability of
units instead of the demand realizations. Carpentier et al. (1996) solve such a model
with augmented Lagrangian method. Their objective function is the expected oper-
ating cost and the expected penalty for unmet demand. Wu et al. (2007) consider a
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multi-stage stochastic security-constrained UC problem that incorporates both the
uncertainty in the demand and in unit availabilities.

Two-stage stochastic optimization models are also common in UC setting. Liu
et al. (2010) develop an extended Benders decomposition algorithm for a two-stage
stochastic UC problem. Xiong and Jirutitijaroen (2011) consider a two-stage UC
problem and use a multi-cut version of Benders decomposition as a solution approach.

4.3 Robust Unit Commitment

Robust optimization deals with uncertain parameters in an optimization problem
assuming no knowledge on the parameters except an uncertainty set in which the
parameters reside. It optimizes against all possible values of the uncertain parameters,
and gives a solution that optimizes the worst performance of the model under all
possible realizations of the uncertain parameters. This approach models UC problems
as a two-stage formulation, as compared to the multi-stage stochastic UC formulation:

min
u

∑

t∈T ,i∈I

(
Si (ui t ) + Hi (ui t ) + max

pd
bt ∈D

min
p,θ

∑

t∈T ,i∈I

f p
i (pit )

)
(22a)

s.t. (13b) − (13 j), (22b)

where D denotes the uncertainty set of active power demand. Different assump-
tions on this uncertainty set results in different models. Bertsimas et al. (2013) con-
sider an uncertainty set with D = D1 × · · · D t × · · ·D |T |, where D t = {pd

bt :
∑

b∈B
|pd

bt − p̄d
bt |

p̂d
bt

≤ ∇t , pd
bt ∈ [ p̄d

bt − p̂d
bt , p̄d

bt + p̂d
bt ], b ∈ B}. The demand value

pd
pt is allowed to take any value within the symmetric set [ p̄d

bt − p̂d
bt , p̄d

bt + p̂d
bt ],

but a limit of ∇t is assumed on the sum of normalized demands over all busses.
The authors consider a UC problem with transmission constraint. Zhang and Guan
(2011) develop a similar approach to UC problem without transmission and ramping
constraints. In their model, the uncertain demand is linked over time periods, i.e.,
D = {pd

bt : ∑
t∈T ,b∈B ∇t pd

bt ≤ ∇0, pd
bt ∈ [pd

bt , pd
bt

], b ∈ B, t ∈ T }.
Street et al. (2011) develop a robust optimization approach to N-k security-

constrained UC problem, where any k of the n units can fail simultaneously and the
system still guarantees to satisfy the demand with the remaining units. The authors
develop a deterministic equivalent of the problem that can be solved by linear mixed
integer programming solvers.
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5 Economic Dispatch

Economic dispatch is the problem of determining the most efficient, low-cost, and
reliable operation of a power system by dispatching the available electricity genera-
tion resources to the load on the system via transmission lines. The primary objective
of economic dispatch is to minimize the total cost of generation while satisfying the
physical constraints and operational limits. This problem is solved at a smaller time
scale than the UC problem—typically five to fifteen minutes. The ED problem plays
an important role in power system analysis (Glover et al. 2008; Wood and Wollenberg
1996), especially in planning, operation, and control of power systems.

The ED problem is formulated as a nonlinear programming problem, whose con-
ventional constraints include either the DC or the AC power flow equations, physical
limits of the control variables, physical limits of the state variables, and other limits
such as power factor limits (Glavitsch and Bacher 1991). All electricity is transferred
to the points of demand using AC transmission lines, except for a small percentage
which is transported in DC form using high-voltage DC links (Acha et al. 2005). In
this paper, we focus on AC power flow constraints for the ED problem. We define G
as the set of active generators obtained from the UC problem. Considering only the
active generators, the single-stage ED problem becomes

min
p,q,V,θ ,t,φ

∑

i∈G

f p
i (pi ) (23a)

s.t. P Fb(V) =
∑

i∈Ib

pi − pd
b , b ∈ B, (23b)

QFb(V) =
∑

i∈Ib

qi − qd
b , b ∈ B, (23c)

F Lbb′(V) ≤ F Lbb′, b, b′ ∈ B, (23d)

Pi ≤ pi ≤ Pi , i ∈ G , (23e)

Q
i
≤ qi ≤ Qi , i ∈ G , (23f)

V b ≤ |Vb| ≤ V b, b ∈ B, (23g)

θbb′ ≤ θb − θb′ ≤ θbb′, b, b′ ∈ B, (23h)

tl ≤ tl ≤ t l , l ∈ L , (23i)

φ
l
≤ φl ≤ φl , l ∈ L . (23j)

Note that we omit the time period index t from the formulation. In today’s market,
only the cost of active power is concerned. Quadratic costs are widely used, but in
the bidding electricity market system, piecewise linear costs are preferred. Other
forms of the objective function are considered as well, such as the reactive power
loss on transmission lines and the total system active power losses. The difficulty
of the problem mainly comes from the highly nonlinear and non-convex constraints
(23b), (23c), and (23d). The ED problem becomes a mixed integer nonlinear pro-
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gramming problem when discrete control variables such as transformer taps, shunt
capacitor banks, and other flexible AC transmission system (FACTS) devices are
taken into account (Acha et al. 2005). Furthermore, if transient stability constraints
are considered as the dynamic stability conditions, the problem consists of a set of
large-scale differential-algebraic equations (Gan et al. 2000; Jiang and Geng 2010).
In this section, we focus on the purely continuous variable single-stage ED problem,
relaxing the integrality of discrete control variables such as transformer taps and
shunt capacitor banks.

In the early 1960s, Carpentier originally introduced the ED problem and made
the first attempt to solve it (Carpentier 1962). Since then, there has been a lot of
studies to address the solution of the problem including local centralized approaches,
distributed algorithms, and global optimization techniques.

5.1 Local Centralized Approaches

Because of the non-convexity of the problem and the need for fast and robust
algorithms, most solution approaches attempt to find a local optimum to the
ED problem that satisfies the first-order optimality conditions. Popular numerical
centralized techniques that do not decompose the problem include successive lin-
ear/quadratic programming, trust-region-based methods, Lagrangian-Newton meth-
ods, and interior-point methods.

Successive linear/quadratic programming. This approach approximates the objec-
tive function by a linear or quadratic function and successively linearizes the con-
straints. Wells (1968) utilizes this idea to derive a sequence of linear programming
to solve the ED problem with security constraints. Contaxis et al. (1986) decompose
the ED problem into real and reactive subproblems and solve these two subprob-
lems using quadratic programming in each iteration. The algorithm by Amerongen
(1988) rigorously linearizes the necessary Karush-Kuhn-Tucker conditions, and then
transforms them into a sequence of related quadratic programming problems. The
algorithm exploits the sparsity structure of the problem to speed up the computations
by using explicit reduction of some of the variables. One intrinsic disadvantage of
these methods is their poor computational results and convergence rates. They often
fail to handle large-scale problems.

Trust-region based methods. Trust-region methods belong to a class of optimiza-
tion algorithms that minimize an (typically quadratic) approximation of the objec-
tive function within a closed region, called the trust-region. Various methods dif-
fer in the way to choose the trust-region. Min and Shengsong (2005) propose a
trust-region interior-point algorithm with two iterations: a main iteration and a lin-
ear programming (LP) inner iteration. The algorithm linearizes the ED problem to
form a trust-region subproblem in the main iteration. The LP inner iteration solves
the trust-region LP subproblem by the multiple centrality corrections primal-dual
interior-point method. The trust-region controls the linear step size. The authors
show that their algorithm is superior to successive linear programming methods. The
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method of Sousa and Torres (2007, 2011) is based on an infinity-norm trust-region
approach, and uses interior-point methods to solve the trust-region subproblems. The
convergence robustness is tested and verified by using different starting points.

Lagrangian-Newton methods. Sun et al. (1984) propose one of earliest Lagrangian-
Newton method approaches that solve the Lagrangian function by minimizing a
quadratic approximation. Santos and Costa (1995) study an augmented Lagrangian
method that incorporates all the equality and inequality constraints into the objective
function. The first-order optimality conditions are achieved by Newton’s method
together with a multiplier update scheme. Baptista et al. (2005) consider the appli-
cation of logarithmic barrier method to voltage magnitude and tap-changing trans-
former variables and treat the other constraints by an augmented Lagrangian method.
Wang et al. (2007) handle inequality constraints in the context of the quadratic penalty
method by using squared additional variables to form a sequence of unconstrained
optimization problems. The authors use a trust-region method based on a 2-norm
subproblem to solve the unconstrained problems.

Interior-point methods. A large number of efficient methods based on the Karush-
Kuhn-Tucker necessary conditions use interior-point methods (Capitanescu et al.
2007; Chiang et al. 2009; Jabr 2003; Torres and Quintana 1998; Wang et al. 2007).
Interior-point methods (IPMs) have been widely applied to solve the ED problem
in the last decade, owing to its well-known excellent properties for large-scale opti-
mization problems. In particular, its local quadratic convergence is established, and
a class of polynomial-time interior-point algorithms have been designed. The IMPs
transform the inequality constraints into equality constraints by introducing nonneg-
ative slack variables, and then, typically, treat the slack variables via a logarithmic
barrier term. The main idea in these algorithms is to exploit two relatively standard
powerful techniques: homotopy logarithmic barrier function to deal with inequality
constraints and Newton’s method for a system of equations. The work by Jiang et
al. (2010) additionally proposes an implementation of the automatic differentiation
technique for the ED problem.

Among these local approaches, IPMs often show the best performance; and,
they are, and will likely be in the future, one of the most practical approaches
designed for the very large-scale, real-world electric networks. The-state-of-the-art
implementations of general-purpose interior-point methods such as KNITRO (Byrd
et al. 2006) and IPOPT (Wächter and Biegler 2006) can handle networks containing
tens of thousands of nodes, although they sometimes do not converge to a feasible
solution for some different initial points.

5.2 Distributed Algorithms

When the size of electric networks grows tremendously, solving the ED problem
in a centralized manner might not be practical. Some approaches are devoted to
decompose the problem into smaller subproblems, each of which can be solved
independently and effectively by different entities in the network. Motivated by the
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distributed multi-processor environments, Kim and Baldick (1997, 2000) present
some decomposition algorithms based on the auxiliary problem principle, the prox-
imal point method, and the alternating direction method of multipliers. They split
the power grid into a number of separate regions. By duplicating the variables in
overlapping regions, they are able to solve the ED problem by these methods in a
distributed way. Lam et al. (2011) show that for problems with special structures such
as trees in distribution networks, the semi-definite programming (SDP) relaxation
has a zero duality gap, and therefore they propose primal and dual decomposition
algorithms to solve the dual problem.

5.3 Global Optimization

Economic dispatch is an NP-hard non-convex, nonlinear optimization problem
(Lavaei and Low 2012), and it is in general difficult to be solved to optimality. Apart
from the above-mentioned local methods, some researchers have attempted to find
a convex formulation for the problem. In Jabr (2006), the author shows that the load
flow problem of a radial distribution system can be modeled as a convex optimization
problem in the form of conic programming. In a meshed network, nevertheless, the
convexity cannot be derived, and the problem is formulated in an extended conic
quadratic format (Jabr 2008). To the best of our knowledge, Bai et al. (2008) are
among the first to consider solving the ED problem by semidefinite programming,
though they do not make a theoretical justification on the solution quality. Recently,
Lavaei (2011); Lavaei and Low (2012); Sojoudi and Lavaei (2012) have proposed
other semidefinite programming relaxations for the ED problem. They introduce a
sufficient condition based on the solution of the dual for a zero duality gap that is sat-
isfied by a range of power grid test instances including all IEEE benchmark systems,
and expectedly every practical power system; hence it guarantees that semidefinite
programming can solve the problem to optimality. Obviously, it would be desirable
to prove that the duality gap is necessarily zero, but, to note, nobody has been able
to do this. However, it is known that one of drawbacks of semidefinite program-
ming is the lack of its scalability to solve very large-scale problems; the current
interior-point methods for SDP can only handle problems with size up to several
hundreds (Wolkowicz et al. 2000). For this approach to be practical, more research
on its solution methodology is needed. Phan (2012) investigates a Lagrangian dual
problem based on the 2-norm trust-region subproblem for solving the ED problem
in rectangular form. When the strong duality does not hold for the dual, the author
proposes two classes of branch-and-bound algorithms that guarantee to solve the
problem to optimality. The lower bound for the objective function is obtained by the
Lagrangian duality, and the feasible set subdivision is based on the rectangular or
ellipsoidal bisection. However, the author remarks that no duality gap is observed
for any test problems.



24 D. T. Phan and A. Koc

5.4 Economic Dispatch with Renewable Resources

With the advent of the Smart Grid, the infrastructure for energy supply generation
and transmission is experiencing a transition from the current centralized system to a
decentralized one. The responsiveness and flexibility envisioned for the Smart Grid
provide additional advantages in facing the significant new challenges of integrat-
ing distributed and intermittent generation capability, such as small generators and
renewable energy sources (wind, solar, etc.), at a scale that current grid technology
is finding hard to achieve (Cheung et al. 2010; Li et al. 2007). This is becoming more
critical as renewable energy technologies are playing an increasingly visible role in
the portfolio mix of electricity generation.

Renewable generations such as wind and solar have negligible operational costs,
in the hourly time scale, and thus should be the first generator to be dispatched.
Indeed, regulations in multiple US states require the use of wind power if it is being
generated. However, the intermittent nature of output from wind turbines due to
weather conditions is often seen as a potential obstacle to dispatching wind power
in the classical sense. Hence, we often model the wind power as a non-dispatchable,
variable generation source that is connected in an always-on state to the grid.

Forecasting near-term wind availability and velocity is an imperfect science
with significant variability between the forecasted and the realized generation. In
Dragoon and Milligan (2003), the authors consider integrating wind power produc-
tion into existing dispatch models, and analyze the effect of the forecast errors of wind
power production on the incremental reserve requirements and imbalance costs. The
agency charged with controlling the smooth operation of the grid will require that
the uncertainty associated with utilizing non-renewable sources be hedged against.
This problem is often addressed by balancing energy provided by non-dispatchable
sources, such as wind and photovoltaic units, with quickly dispatchable, albeit costly,
sources, such as small hydro and micro turbine units. This problem has been studied in
various levels of sophistication starting from individual end users up to local utilities.
In particular, a balancing approach to achieve overall dispatchability in a distributed
generation network is presented in Xue et al. (2007), which consequently converts a
group of small distributed generations into a large logical generation station.

Another stream of research incorporates the uncertainty in setting or adjusting the
dispatch and transmission decisions, which has the effect of dispatching additional
capacity to hedge against the risk of a large unforeseen shortfall in total supply. The
stochastic ED can be solved by imposing a set of risk constraints, in the form of
chance constraints in Fu and McCalley (2001) or mean-excess constraints in Ghosh
et al. (2011), to balance risk of shortfalls due to uncertain generation against cost
of provisioning corrective generation sources such as peakers. The study in Brini et
al. (2009) considers an economic environmental dispatching model where wind and
solar energy are both included but constrained to be no more than 30% of the total
dispatch capacity. Hatami et al. (2009) propose a stochastic programming framework
to determine the optimal procurement of interruptible load in order to minimize the
risk of a shortfall over multiple periods.
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Phan and Ghosh (2011) propose a two-stage stochastic formulation to address the
wind-generation uncertainty. The two stages model dispatching and transmission
decisions that are made on subsequent time periods separated by a small time period,
such as fifteen minutes or an hour. Certain generation decisions are made only in the
first stage; and the second stage realizes the actual renewable generation, where the
uncertainty in renewable output is captured by a finite number of scenarios. They
present two outer approximation algorithms, and show that under certain conditions
the sequence of optimal solutions obtained under both alternatives has a limit point
that is a globally-optimal solution to the original two-stage non-convex problem.

6 Security-Constrained Economic Dispatch

We investigate some mathematical formulations for the security-constrained eco-
nomic dispatch (SCED) problem and deterministic solution methods in the litera-
ture. Unlike the classical ED problems, the SCED problems take into account both
the pre-contingency (base-case) constraints and post-contingency constraints. Our
review focuses on the widely used N-1 contingency; that is, even if a single compo-
nent, such as a transmission line, generator, or transformer, is out of service, the power
system should still satisfy the load requirements without any operating violations.

The first type of SCED formulation is the preventive SCED (Alsac and Stott
1974), where some objective function is minimized by acting only on the base-case
(contingency-free) control variables subject to both normal and abnormal operating
constraints with one of the contingencies. The problem is modeled as

min
x0,...,xc,u0

f (x0, u0)

s.t. gk(xk, u0) = 0, k = 0, . . . , c,

hk(xk, u0) ≤ hmax
k , k = 0, . . . , c,

where f is the objective function, gk (respectively hk) is the set of equality (respec-
tively inequality) constraints for the k-th system configuration (k = 0 corresponds
to the base-case, while k = 1, . . . , c corresponds to the k-th post-contingency state,
c being the number of contingencies considered), hmax

k is the system limit, xk is the
vector of state variables (i.e., complex voltages) for the k-th configuration and u0 is
the vector of base-case control variables. For c contingency scenarios, the problem
size of the preventive SCED is roughly c + 1 times larger than that of the classical
(base-case) ED problem. It is worthy noting that solving this problem in a centralized
manner for large-scale power systems including numerous contingencies gives rise
to prohibitive memory usage and execution times.

In real-world applications, however, many post-contingency constraints are redun-
dant; that is, their absence does not affect the optimal value (Capitanescu et al.
2007). Consequently, a class of algorithms based on contingency filtering techniques,
which identify and only add those potentially binding contingencies into the formu-
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lation, have been developed (Alsac et al. 1990; Alsac and Stott 1974; Bouffard et al.
2005; Capitanescu et al. 2007; Ernst et al. 2001; Monticelli et al. 1987). For exam-
ple, the contingency ranking schemes from Bouffard et al. (2005) are achieved by
investigating a relaxed preventive SCED problem, where a single contingency along
with the base-case is considered one at a time. The ranking methods rely on the
information of Lagrangian multipliers or the decrease factor of penalized objec-
tive function values, and then select contingencies with a severity index above
some threshold for further consideration. Other contingency filtering methodologies
(Capitanescu et al. 2007) aim to efficiently identify a minimal subset of contingencies
to be added based upon the comparison of post-contingency violations. In addition,
an approach using the generalized Benders decomposition to construct the feasi-
bility cut from the Lagrangian multiplier vector of constraints is introduced in Li
and McCalley (2009). It shows a significant speedup in terms of computation time.
However, the drawback of applying the decomposition technique from convex opti-
mization to the highly non-convex problem is the lack of mathematical convergence
analysis. There is no established theoretical guarantee that the algorithm can provide
a local minimizer.

The second type of SCED problem is called the corrective SCED, with the underly-
ing assumption that contingency constraint violations can resist up to several minutes
without damaging the equipments (Monticelli et al. 1987). The corrective SCED
allows post-contingency control variables to be rescheduled, so that it is easier to
eliminate violations of contingency constraints than the preventive SCED. The prob-
lem can be formulated as follows:

min
x0,...,xc,u0,...,uc

f (x0, u0)

s.t. gk(xk, uk) = 0, k = 0, . . . , c,

hk(xk, uk) ≤ hmax
k , k = 0, . . . , c,

|uk − u0| ≤ �umax
k , k = 0, . . . , c,

where uk is the control variables for the k-th contingency, and �umax
k is the maximal

allowed variation of control variables. The optimal cost value of corrective SCED
is, in general, smaller than that of preventive SCED, but its solution is often harder
to obtain since it introduces additional decision variables and nonlinear constraints.
Monticelli et al. (1987) tackle the optimization problem by rewriting it in terms
of only the contingency-free state variables and control variables, while constraint
reductions are represented as implicit functions of these contingency-free state and
control variables, which in turn are related to the infeasibility post-contingency oper-
ating subproblems. The solution algorithm then becomes an application of the gener-
alized Benders decomposition (Geoffrion 1972) that iteratively solves a base-case ED
and separate contingency analysis. Moreover, an extension of a contingency filtering
technique from Capitanescu et al. (2007) is studied in Capitanescu and Wehenkel
(2008), which features an additional optimal power flow module to verify the con-
trollability of post-contingency states. In Phan and Kalagnanam (2012), Phan and
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Kalagnanam present a new Benders cut that makes use of not only the information
of the Lagrange multipliers of the linear constraints but also those of nonlinear ones
as well as the bounds on the variables. They show that if the conventional Benders
cut is used without care, the generated solution will be rather far from the optimal
operating point. By taking the non-convexity into account properly, their adaptive
Benders decomposition often improves the quality of the solution. In addition, based
on the reformulation of the original problem, they are able to apply the alternating
direction method of multipliers (Gabay and Mercier 1976; Glowinski and Marrocco
1975) to decompose the large-scale problem into smaller subproblems.

The third type of SCED problem is an improvement of the aforementioned cor-
rective SCED. Capitanescu and Wehenkel (2007) recognize that the system could
face voltage collapse and/or cascading overload right after a contingency and before
corrective action is taken. Therefore, their improved formulation imposes existence
and viability constraints on the short-term equilibrium reached just after contingency
occurrence and before corrective controls are applied:

min f (x0, u0)

s.t. gk(xk, uk) = 0, k = 0, . . . , c,

g0
k(x

0
k , uk) = 0, k = 0, . . . , c,

hk(xk, uk) ≤ hmax
k , k = 0, . . . , c,

h0
k(x

0
k , uk) ≤ pkhmax

k , k = 0, . . . , c,

|uk − u0| ≤ �umax
k , k = 0, . . . , c,

where pk ≥ 1 is a scalar value modeling how much the constraints just after the
contingency application are relaxed with respect to the permanent limits. Additional
constraints g0

k and h0
k are imposed to maintain an appropriate intermediate state

between the contingency occurrence and the corrective actions. There are very limited
solution approaches to this formulation; but one exception is the work by Li (2008)
that utilizes the Benders decomposition method to solve this problem.

The inclusion of contingencies beyond N-1 for future power grid operation may
increase the complexity and scale of the problem by several orders of magnitude.
Therefore, great effort has been devoted to the development of parallel algorithms
for large-scale problem formulations. In this case the SCED problem is decomposed
and distributed on a number of processors with each one independently handling a
subset of the post-contingency analysis.

There are currently two promising approaches for parallelism: one related to
interior-point methods (Qiu et al 2005) and one using Benders decomposition (Alves
et al. 2007; Li 2008; Rodrigues et al. 1994). For interior-point methods, at each
primal-dual iteration, we need to solve a large-scale system of linear equations.
Because the matrix associated with these linear equations has a blocked-diagonal
bordered structure, researchers, exploiting this fact, have shown that the system of
linear equations can be solved efficiently in parallel. For example, more than ten times
speedup can be obtained on a system with sixteen processors (Li and McCalley 2009).
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On the other hand, Benders decomposition is a two-stage solution method consisting
of a base-case problem and a list of contingency subproblems. Since the evaluation
of different contingencies can be done independently, this formulation is amenable
for parallelism. One obvious benefit of exploiting parallelism in solving these prob-
lems is that it makes the complexity linearly dependent on the size of the problem,
as opposed to the quadratic growth in sequential computation (Li 2008). All the
above-mentioned algorithms, however, have appeared in the form of academic
papers. Their practical use has not been validated.

Another challenge to the existing SCED formulations come from the emergence
of deregulated electricity markets, where the market-clearing process, pricing mech-
anism, and electricity trading should be included as part of the solution process.
New formulations and algorithms need to be developed to address this challenge,
and the solution should guarantee a satisfactory worst-case performance to meet the
real-time dispatching requirements.

7 Concluding Remarks and Further Research Directions

Many of the grid system changes are inherently stochastic in nature, and they can-
not be understood through the deterministic approaches currently in use. Future
power grid operations should incorporate stochastic modeling of both generation
and loading and comprehensive contingency analysis beyond existing N-1 practices
in the formulation of both UC and ED problems. Extremely fast algorithms for
security-constrained UC and ED with stochastic analysis and integrated real-time
N-k contingency analysis will be a critical capability for the evolving smart grid.

Existing power system optimization problems (such as UC and SCED) are mostly
based on DC power flow formulations because of the difficulties related to AC power
flow computation, including poor convergence rate and non-robust solution quality.
However, it is desirable to incorporate AC-based formulation into existing power
system optimization problems since the AC-based formulation captures the physical
power flow more realistically than the DC-based formulation.

We point out a number of important avenues of research that will receive note-
worthy attention in the coming decade.

7.1 Solving Real-Life Instances of UC and ED Problems with
Thousands of Generators and Substations in Real-Time

Current practice is that many ISOs use general-purpose integer programming solvers
for their UC problems, and these solvers can handle UC problems with number of
generators in the order of hundreds and with 72 time periods. But in reality, ISOs
need to deal with thousands of generators and probably even more in the future, as
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more distributed generation sources come on line. Hence it is very critical to be able
to solve large-scale UC and ED problems in real-time. In this respect, approximation
algorithms that guarantee finding near-optimal solutions and distributed decompo-
sition algorithms that are scalable will be among the most promising techniques.
Similarly, algorithms that lend themselves to parallelization on distributed or shared
memory computing environments will gain importance. In addition, it is also cru-
cial to develop algorithms that are robust with fast convergence rates to achieve
high-quality solutions to the nonlinear AC-based UC/SCED problems.

7.2 Simultaneously Solving both UC and ED with AC
Transmission Constraints

In many real-life practices, linear approximations of transmission constraints are used
in the UC problem. Also, there is some research on handling nonlinear transmission
constraints of power flow in ED, independent of the UC decisions. Ideally, we would
like to solve the UC problem together with the AC-based ED along with the original
nonlinear transmission constraints to obtain more realistic results.

The problem can be formulated as a mixed integer nonlinear programming
(MINLP) problem, a subclass of both mixed integer programming (MIP) and non-
linear programming problems. The state-of-the-art MIP solvers are now able to
handle problem sizes up to hundreds of integer variables efficiently. But MINLP
has yet to reach that level of maturity. For the future power system applications, we
should exploit the problem structure and leverage the recent advancements in solving
large-scale NLP problems so that we can achieve good-quality solutions to MINLP at
least as good as MIP. In particular, it will be an important area of research to develop
decomposition algorithms that handle transmission constraints and UC decisions
separately, and combine them in a way that commitment and transmission decisions
optimize a centralized objective function. This will exploit the algorithms developed
separately for the UC and AC-based ED problems. Note that the presence of discrete
control variables, such as transformer taps, shunt capacitor banks, and other FACTS
devices, also makes even the ED problem a MINLP, which will also benefit from
above research.

7.3 Security-Constrained UC and ED with Stochastic Analysis

In reality, many problems should be treated stochastically (Hu et al. 2010; Wang and
Singh 2006; Schellenberg et al. 2006), which severely complicates the optimization
problems. At the very least, it makes the size of any deterministic reformulation much
larger. But most of these problems are highly structured. To develop a good solver, one
should try to exploit such structures from both optimization and linear algebra per-
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spectives. This has been done to a limited extent in Alguacil and Conejo (2000) using
generalized Benders decomposition algorithm (Benders 1962; Geoffrion 1972).

Accounting for the contingencies of operations, such as generator and transmis-
sion outages, is critical in maintaining a reliable and secure power system. These
contingencies can be addressed in two ways: First is to design a robust system with
the probability of failure minimized. The second one is to overdesign the system
where some excess capacities in the generators and transmission lines are designed
so that in the event of an outage, the system can meet the demand using its excess
reserves (Gooi et al. 1999). This results in an optimization problem determining how
much of the capacity to allocate to reserves so that the probability of failure is kept
under control while the total cost of the system operation is minimized.

Countries around the globe have been encouraging and continue to encourage the
integration of renewable energy into their power systems. However, renewable energy
sources, such as solar and wind power, are highly intermittent and unpredictable. For
instance, there are several issues with the wind power: wind speed ramps up and
down very quickly leading to fluctuations in the wind power; wind power can be
generated only when the wind speed is between a lower and upper limit; and it is
very difficult to provide an accurate day-ahead forecast for the wind power. Similar
problems, although less severe, exist with solar and other renewable energy sources.
Thus, it is very critical to be able to plan the UC and ED decisions considering these
uncertainties.

There are two ways to incorporate intermittent renewables into the market. One
approach is to assume that all of the renewable energy has to be used to meet the
demand. This leads to a UC problem with stochastic demand values, which can be
modeled by stochastic programming (Takriti et al. 1996) and robust optimization
(Jiang et al. 2011) techniques. In addition, stochastic programming requires building
a representative probability distribution for the renewable energy source. Another
approach is to buffer against these fluctuations by energy storage. This leads to a
problem similar to the production planning problems with inventory decisions.

We believe optimization under uncertainty will be key in addressing the stochastic
nature of the power system operation, which results from uncertain fuel prices and
load requirements, distributed and intermittent energy generation, evolving demand
response, and generation and transmission outages. An efficient UC/SCED tool
should be developed that handles real-time multiple-scenario analyses and ensures
the consistency of longer forecast horizons with day-ahead markets. These capabil-
ities, which will increase the computational complexity significantly, will become
more pronounced when large amounts of renewable sources and demand response
programs are integrated into the market causing the loads to be more elastic, dynamic,
and uncertain.

In conclusion, unit commitment and economic dispatch are critical for secure
power grid operations and one of their main objectives is to maximize market effi-
ciency. It will be necessary to develop a hybrid computing framework and software
tools that can utilize new algorithms and mathematics to address these challenges
efficiently.
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Homeostatic Control and the Smart Grid:
Applying Lessons from Biology

Martin Beckerman

Abstract Electric power grids in this country and abroad are undergoing
revolutionary changes through the increased integration of electric power generation,
delivery and consumption with computation, communications, and cyber security.
Emerging out of these activities is a smart grid that includes new technologies ranging
from microgrids capable of islanded operation to wind power generation and electric
vehicle supply. The success of this massive endeavor will depend on large measure
on the development of control methodologies that maintain homeostasis in the face
of natural stresses, malfunctions and deliberate attacks. The goal of this chapter is to
sketch out possible control strategies for the future smart grid based upon insights
into how living systems deal with these same issues. This is a broad topic and the
particular focus here will be on presenting a simple model of control by neural and
innate immune systems that could be applied to operational security at substations
and microgrids.

Keywords Operational security · Innate immunity · Neural control · Multi-agent
systems · Substations · Microgrids

1 Introduction

Smart Grids have their beginnings in the pioneering work of MIT professor Fred
Schweppe. Writing in the 1970–1980 timeframe he introduced the novel ideas of
homeostatic utility control (Schweppe et al. 1980), in which pricing depended on
system conditions and is dynamically adjusted, and household appliance load set-
points that are adjusted according to system frequency. These notions have their
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culmination in the modern conception of smart meters, which along with microgrids
capable of islanded operation are key elements of modern smart electric grid projects
now underway throughout the world. These developments are driven by declining
energy resources and increasing demand, and by the desire to develop green tech-
nologies. Smart meters have been now joined by smart appliances, smart houses
and the smart grid, and by wind power and electric cars plugged in at homes and
elsewhere serving as reservoirs of electrical power.

Electrical grids are subject to a variety of environmental and internal stresses
including human error leading to supply-demand load imbalances, frequency drift
and, in worse cases, cascading blackouts. Power systems increasingly operate under
highly stressed conditions, and as a result blackouts may be triggered by any of a
number of forms of instability. Cascading failures may be triggered, for example, by
a loss of voltage or frequency stability, by a combination of the two, and by inter-
area oscillations (IEEE/CIGRE 2004). Additional stresses and failure modes become
possible due to the integration of communications into the grid making increasing
likely deliberate attacks by cybercriminals and agents of hostile nation-states.

Valuable insights into weaknesses in the present electric grid are provided by stud-
ies carried out during the past ten or fifteen years of their physical, i.e., topological,
properties. An important finding from these studies (Sachtjen et al. 2000; Albert et al.
2004) is that the links between nodes in man-made networks such as the power grid
are not normally distributed with most of their links centered about some average
value. Instead, the distribution of links follows a power law in which most nodes are
connected by just a few links and there are a significant number of highly connected
nodes. It is then observed that the electric power grid is exceptionally vulnerable to
disruptions in its highly connected nodes. These disruptions can trigger a breakdown
of an entire network, fragmenting it into isolated patches. In networks such as these,
large-scale blackouts are far more common than would be the case were the proba-
bility distribution functions to have conventional exponential tails. This situation is
exacerbated by a second key feature of these networks. They typically operate close
to a critical point; i.e., close to their operational limits (Sachtjen et al. 2000; Carreras
et al. 2004). The power system networks are thus doubly susceptible to cascading
failures brought on by deliberate attacks (Dobson et al. 2007).

1.1 Need for Operational Security

Operational security—the investigation, mitigation and recovery from stresses, per-
turbations, and disruptions, both transient and longer lasting—is a major require-
ment of the smart grid. To achieve operational security, in other words, to maintain
homeostasis, the smart grid must be capable of sequentially carry out the following
operations:

• Rapidly detect and respond to loss of homeostasis
• Limit local damage when it occurs
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• Initiate inter-site communications
• Prevent cascading failures
• Recover and return to normal operations.

Adding to the urgent need for operational security is the growing threat of cyber-
attacks. A noteworthy event in this regard was the emergence of the Stuxnet Siemens
worm in early 2010, the first publically recognized malware attack of a supervisory
control and data acquisition (SCADA) system. Disruptions of this kind have become
ever-more likely due of the strong integration of the power system into the Internet
and the widespread use of commercial off-the-shelf (COTS) software in the power
grid’s control systems. The creation of a smart grid with multiple, readily accessible
entry points for insertion of malware will only increase the frequency of disruptions
of this kind.

1.2 Goals of this Chapter

The goal of this chapter is to apply to the smart grid lessons learned from studying
how biological organisms deal with the loss of homeostasis brought on by pathogen
attacks, stresses and injury. Recall that in higher organisms such as us there are two
types of responses to invasion by pathogens. The innate immune response devel-
ops rapidly, and promotes formation of a protective and isolated environment for
clearance, repair and recovery of the damaged tissue. The adaptive immune response
develops slowly over several days; it involves generation of antibodies and activation
of B and T cells to provide long-lasting immunity. The adaptive immune response
is unique to vertebrates, while fungi, plants and animals possess a rapid response
system to the onset of infection and tissue damage. Our focus in the chapter is on the
rapid response, innate immune system.

In humans there are three super-systems—the immune, nervous, and endocrine
systems. Contrary to popular thought these systems do not act independently of
one another but rather are interconnected and continually communicate and regulate
one another. In particular, the nervous system provides central homeostatic feed-
back control over the actions of cellular agents of the innate immune system such
as macrophages and neutrophils. Acting together, the innate immune and nervous
systems provide a coordinated response to stress, injury and invasion. We will begin
our exploration with a brief overview of how the nervous system provides central
control over the innate immune system. We will then discuss the inflammatory re-
sponse and multi-agent systems, and introduce a simple neuro-immune model for
enhanced operational security at substations and microgrids.

2 Central Control by the Nervous System

Central control over innate immunity by the central nervous system is present in
all creatures, great and small. For instance, the nematode worm, Caenorhabditis
elegans, possesses a primitive nervous system containing just 302 neurons. Yet, it
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was found recently (Sun et al. 2011) that neurons in C. elegans monitor the inflamma-
tory response and limit its effects arising from pathogens and injury. These neurons
provide negative feedback control and maintain innate immunity homeostasis. The
nervous system in humans is, of course, far more complicated and regulates the in-
nate immune response through multiple hormonal and neural pathways (Sternberg
2006). It fosters communication with the innate immune system by sharing many of
the same chemical messengers (Blalock 1989). It monitors the molecular products of
pathogen invasion and the presence of cytokines, the main chemical messengers used
by the innate immune system. Once activated, the nervous system first potentiates
the immune response and then working through negative feedback loops it damps
down the immune response and restores homeostasis within the community of innate
immune mediators.

The two primary systems of neural regulators of innate immunity in humans
are the hypothalamic-pituitary-adrenal (HPA) axis and the vagus nerve. The vagus
nerve provides negative feedback regulation of inflammation through sensory afferent
signals and efferent feedback (Tracey 2002; Wang et al. 2003). It is a large nerve
(cranial nerve X) extending from the brain stem to the colon and containing numerous
branches. It sends efferent output to many of the muscles/organs of the body and
is involved in control of heart rate, breathing and digestion. The HPA axis is a
neuroendocrine regulator of immunity (Sternberg 2006). This regulatory pathway
encompasses the hypothalamus located in the brain, the pituitary gland situated below
the hypothalamus at the base of the brain, and the adrenal glands located just above the
kidneys. It regulates body temperature, energy levels and digestion, and the body’s
response to stress, injury and trauma through the fight or flight response. These
actions are joined by contributions from the sympathetic and peripheral nervous
systems that along with the HPA axis and cholinergic pathway (vagus nerve regulate
innate immunity at the local, regional and system-wide levels (Sternberg 2006). This
system of control is obviously a complex one with many outstanding questions on
how it operates remaining to be uncovered. In Sect. 4 of this chapter, we will replace
it with a far simpler and better characterized neural control system that could be used
to regulate the actions of the electric grid innate immune system.

3 Innate Immunity and the Inflammatory Response

Everyone is familiar with inflammation, a key component of innate immunity. The
inflammatory response produces fever and pain, and redness and swelling. A pro-
tected local environment is formed that limits spread of the infection, promotes the
destruction of the invaders, and hastens the repair of the damaged tissues. Most
importantly, the physiological changes in the local environment facilitate the con-
vergence of white blood cells (leukocytes) to the site of the infection. These white
blood cells, principally macrophages and neutrophils, are the cellular agents of the
innate immune response. In the first phase of the inflammatory response, these agents
destroy pathogens, and remove dead and dying cells, damaged support structure, and
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cellular debris. In the second, recovery phase, they help restore the tissue to a healthy,
fully-functional condition.

Several kinds of cells—neutrophils, monocytes and macrophages, dendritic cells
and mast cells—mediate innate immunity. In addition, there is a (non-cellular) com-
plement system that assists the cellular component through the release of molecules
that mark extracellular pathogens for destruction and, along with antigen-presenting
dendritic cells and macrophages, activates the adaptive immune response. In the
remainder of this section, we will consider a simplified system consisting just of
macrophages and focus first on what they do (their patterns of behavior) and then on
how they do it (sensors and platforms).

3.1 Macrophage Patterns of Behavior

The first features of macrophage behavior worth noting is that both circulating and tis-
sue resident macrophagesare utilized in innate immunity. Examples of tissue resident
macrophages are Kupffer cells (liver) and osteoclasts (bone), alveolar macrophages
(lung) and microglia (brain). These cells are assisted by mobile, patrolling monocytes
(macrophage precursors) and macrophages that converge on infected and injured tis-
sue.

The second key observation is that macrophages are highly plastic and respond
to environmental cues by reversibly switching from one phenotype (behavior) to
another. They may carry out pathogen clearance and tissue cleanup responses when
those actions are necessary, execute a repair and recovery program whenever that is
needed, and perform regulatory tasks to prevent excessive responses if that is required
(Mosser and Edwards 2008; Beckerman 2009). The third main point, already hinted
at above, is that inflammatory responses are tightly controlled, and control over their
agents is exerted at the local, regional and systemic levels by the immune and nervous
systems.

Overall, there are multiple patterns of macrophage activity and their actions need
to be carefully timed and coordinated—damage detection followed by isolation and
cleanup followed by tissue restoration. In the smart grid, these would be replaced by
the five action stages key to maintaining operational security listed in Sect. 1.1 and
presented in the form of a bullet list.

3.2 Responding to Signals of Invasion and Injury

The seminal concept of innate immunity is that pathogens are detected by special-
ized germline-encoded sensors. This operational model was introduced by Charles
Janeway in (1989). The sensors envisioned by Janeway were capable of detecting
molecular patterns characteristic of not just one species of pathogen but rather whole
classes of them. The pathogen-associated molecular patterns (PAMPs) are microbial
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components that are essential to pathogen survival and cannot be easily discarded or
disguised.

In a further development of the model, Polly Matzinger (1994) proposed in 1994
that pattern recognition receptors (PRRs) not only respond to microbial PAMPs but
also respond to non-microbial signals indicative of trauma and damage. These other
signals are termed damage-associated molecular patterns (DAMPs). Under normal
conditions, DAMPs are sequestered in cellular compartments away from the sensory
apparatus but when the cells are sufficiently stressed they are released into the cytosol
where they are detected and initiate inflammatory responses.

In the past ten years a third major development in innate immunity has taken place.
Beginning in 2002 (Martinon et al. 2002) it has become ever clearer that macrophages
utilize molecular platforms to response to signals of injury and invasion. These plat-
forms, called inflammasomes (Martinon et al. 2002), bring together in one location
PAMP and DAMP sensors, interfaces and the downstream initiators of cellular and
system responses. Inflammasomes are positioned at strategic locations throughout the
cell where they monitor crucial components (organelles) for indications of damage
and malfunction. Utilizing a combinatorial code these response platforms generate
the correct responses to the variety of signals being received at a given time.

Two observations provide further insight into how biological organisms respond
to pathogens and damage. First, indirect detection of injury and invasion takes place.
In these situations, the indicators that are being sensed are produced by the processes
triggered by the causative agents, not the agents themselves. The products being
sensed are produced rapidly, and their detection launches an immediate inflammatory
response that limits the damage to a particular region, and begins the healing and
restoration of homeostasis. In many instances, the key properties being sensed are
inappropriate signaling and control actions. Second, in many cases, not one but two
distinct signals are required to elicit an immune response, for instance, a PAMP and
a DAMP. This is done to prevent premature and inappropriate immune actions.

4 Central Pattern Generators

Central pattern generators (CPGs) are elementary circuits built from a small number
of neurons that generate the highly stable motor patterns responsible for activities
such as walking, swimming, breathing, chewing and digestion (Beckerman 2005).
Generation of these behaviors is autonomous—the circuits are self-contained, able to
generate rhythmic patterns independent of timing input and sensory feedback. They
are not only relatively simple but also readily accessible to experimental manipulation
and produce easy to distinguish motor patterns (behaviors). CPGs were first studied a
hundred years ago (Graham-Brown 1911) and in the ensuing time period have been
the subject of numerous studies, experimental and theoretical, in species ranging
from primitive invertebrates to mammals. They have already entered the engineering
arena through their use in robotic movement control (Ijspeert 2008).
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Several properties of these control circuits are desirable from perspective of the
electric grid of the future. In this chapter, we propose that controllers with similar
properties be adapted for use in the electric grid, not to generate rhythmic (mo-
tor) patterns but rather to work together with immunological agents to generate and
coordinate operational security actions and endow the grid with resilience to mal-
functions and deliberate attacks. In the remainder of this section, two properties will
be examined. The first of these is stability, that is, the ability of these circuits to
maintain constancy of output in the face of variability and breakdowns in compo-
nents. The second is responsiveness, namely, the ability of these circuits to switch
from behavioral state to another is response to modulatory signals from outside.

4.1 Redundancy and Degeneracy

To understand how these circuits maintain robustness in the presence of considerable
variability in failure modes we have to distinguish between the terms “degeneracy”
and “redundancy”. The latter term, redundancy, is a familiar one. It refers to the
performance of a particularly task by multiple, structurally identical copies of some
element(s). It is a traditional way of dealing with circuits and other structures build
from fault- and failure-prone elements. Degeneracy differs from this in a fundamental
way. In the case of degeneracy, a particular function is carried out by structurally
different elements (Edelman and Gally 2001). That is, there exists multiple, non-
identical ways to produce a desired output and in each instance one of these solutions
is selected.

Several observations made during the past few years support the notion that biolog-
ical systems extensively exploit degeneracy and not redundancy to achieve robustness
and resilience to malfunctions and loss of components. The first set of observations
supporting this model is that there is considerable variability in components, in the
numbers and biophysical properties of their ion channels, from one neuron to another
of a given type (Marder and Goaillard 2006). Furthermore, the circuits built from
these component neurons are remarkably stable, in spite of considerable variability
in strengths from synapse to synapse across the neurons. It appears that failures in
some components are compensated for by adjustments in the response properties of
other components such that the overall behavior of the neuron or circuit is preserved
(Prinz et al. 2004).

4.2 Stability and Responsiveness

The second key property of these circuits—responsiveness—is built upon their ability
to generate not just one but rather several different patterns, or behaviors, in their
downstream targets. That is, they are capable of reconfiguring themselves, some
components (neurons) becoming more strongly coupled in to the active circuits while
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Fig. 1 Biologically-inspired
control architecture for the
smart grid. Signals supplied
through the command module
instruct the central pattern
generator (CPG) on which
pattern of activity to generate
among the software agents.
The software agents interact
with SCADA sensors and con-
trols in substations and their
counterparts in microgrids,
and supply feedback to the up-
stream controls. In this model,
humans remain in the loop and
can direct actions taken. In
the CPG circuit, sharp arrows
denote excitatory connections
and filled circles represent
inhibitory connections

others drop out entirely. By this means they can switch from one behavioral state to
another, generating several different patterns, each pattern corresponding to a specific
functional state on the part of the motor plant they control.

Most significantly, while each of the states is stable against malfunctions, the
circuits are responsive to information coming in from outside the circuit. As shown
in Fig. 1 the central pattern generator receives input from a modulator (command)
module. This module integrates together a variety of signals that jointly guides the
selection by the CPG of which pattern to generate. Included in the decision process
are signals from other CPGs, from sensory feedback, from feed-forward signals con-
veying information about external conditions from central control, and from other
modulatory signals which for our purposes can be regarded as conveying local in-
formation. Thus, these remarkable circuits manage to balance flexibility needed to
respond to environmental changes, and to adapt to new demands, with stability against
variations in underlying component composition and properties. These are properties
needed in the smart grid.
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5 Neuro-Immune Model of Homeostatic Control
for the Smart Grid

Software agents appear to be an ideal way to incorporate macrophage-like in-
flammatory responses and innate immunity principles into operational security.
This association is enhanced by the close match between the observed patterns of
macrophage-inflammasome behaviors and the “bullet list” of necessary operational
security actions. Multi-agent systems (MAS), i.e., systems composed of two or more
software agents, have been proposed for some time as a means of achieving distrib-
uted control over macrogrids in a future smart grid (see (McArthur et al. 2007a, b)
for a review of early MAS applications to electric power grid). The software agents
in a multi-agent system are encapsulated computer programs capable of flexible, au-
tonomous actions. They are (i) problem solving entities with well-defined boundaries
and interfaces; (ii) embedded in specific environments, receiving sensory informa-
tion about the state of their environment and acting back on the environment through
effectors, and (iii) designed to act reactively and proactively in performing their
assigned tasks (Wooldridge 1997; Jennings 2001).

As a first step in implementing biologically-inspired operational security, ‘inflam-
masomes’ would be positioned where they could monitor and control the operation
of key components at substations and microgrids. Signals from these components
would be monitored and integrated together at the inflammasome platforms together
with signals and data from upstream CPGs in order to assess operating conditions
and respond to inappropriate signals and abnormal conditions.

Overall, the combined neuro-immune system serves as an attractive model for the
grid. A set of semi-autonomous distributed agents, macrophage-inflammasome (MI)
agents, provides for local regulation of the grid with rapid communication and control
functions carried out from control centers via neural-like functions. This architecture
enables optimization of the power system according to environmental conditions and
enables repaid adjustments to the buildup of stresses at the local and regional levels.
It enables a rapid dissemination of signals and foster inter-site communications,
limiting cascading effects and coordinates rapid responses to alterations in normal
operation. Hopefully, it would promote load shedding and microgrid islanding in a
way that prevents blackouts that extend over large regions of the future smart grid.
These concepts will be discussed in more detail in the remainder of this section.

5.1 High-Level Control Architecture

In the control architecture depicted in Fig. 1, data and alerts are relayed to the control
centers via the command module. This information stream (1) informs operators in
the control center as to which set of MAS actions are taking place at any given time,
and (2) alerts operators in the control centers that a situation has occurred that may
require human intervention and repair activities. (3) In new facilities that allow for
complete integration of the neural control unit, it may assume many of the duties of
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Table 1 Operational security activities by multi-agent systems

Operational step Agent Behavior Reference

Substations
Rapidly detect and respond Defense Li et al. (2005)

Diagnostic support Buse et al. (2003), Davidson et al. (2006)
Secondary control Wang et al. (2003)

Isolate local damage Islanding, load shedding M. Pipattanasomporn et al. (2009)
Restore normal operation Power system restoration Nagata and Sasaki (2002)
Microgrids
Rapidly detect and respond Primary control Dimeas and Hatziargyriou (2005)

Diagnostic support J. Oyarzabal et al. (2005)
Secondary control Jimeno et al. (2011)

a firewall. In other, older facilities, it could provide an independent data stream from
agents active in the substations and microgrids.

Listed in Table 1 is a partial list of agent behaviors that have been developed
by the research groups listed in Column 3. These serve as exemplars of how these
control modules would operate in practice at substations and microgrids. These have
arranged according to which operational security step they support. In marrying MAS
technologies with a neural control module, the basic idea adopted from biology is to
provide for central control and coordination by the command module while leaving
considerable local autonomy for the agents to cooperate with one another and act
according to what they encounter locally. Non-local environmental information that
is relevant to their duties is relayed to them in a timely manner via the neural command
module. In this biological paradigm, control is spread across neuro-immune levels
in a manner that enables each component to optimally contribute to the overall task
of maintaining the milieu intérieur.

5.2 Substation Control

There are a large number of networked sensing devices and access points embedded
within SCADA systems that can be exploited for cyber-attacks (Ericsson 2010; Wei
et al. 2011) and should be monitored. These include, for example, protection relays,
digital fault recorders (DFRs), LAN switches, remote terminal units (RTUs) and
human-machine interfaces (HMIs). Cyber attacks may take one of several forms.
They may, for example, be triggered by injection of false data into the substation
data stream (Y. Liu et al. 2011) leading to erroneous actions by operators in control
centers. The attacks may take a loss or denial of service form if equipment is either
turned off or blocked, or alternatively, the attacks may generate physical damage to
equipment (as exemplified by Stuxnet).

The first stage in responding to loss of power system homeostasis, whether it is
due to supply/demand imbalances, component damage, or deliberate attack, is to
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detect the danger and launch an appropriate response. The time scales involved in
achieving real-time responsiveness are quite short. Typical response times required
within substations are on the order of 100 ms for fault disconnecting and on the
order of 100 ms to 2 sec for automation control and monitoring (Ericsson 2010; Wei
et al. 2011). A number of pioneering studies on how to achieve these challenging
goals have been reported. For example, reference Li et al. (2005) addressed how
to protect power system against malicious attacks, presenting a system that might
be used to pinpoint dangerous situations in advance of a potentially catastrophic
outage. Reference Buse et al. (2003) developed a multi-agent system that managed
the large number of data acquisition, monitoring and control systems present in a
substation, and reference Davidson et al. (2006) created a multi-agent system that
provided diagnostic support and operated in conjunction with SCADA systems and
fault recorders. Secondary control refers to maintenance of voltage and frequency
stability between control areas. In reference Wang et al. (2003), a multi-agent system
for secondary voltage control was explored. As noted earlier the transition from
grid-connected to islanded operation is an important component of the smart grid.
In reference M. Pipattanasomporn et al. (2009), the facilitation of this transition
using MAS technologies was illustrated and reference Nagata and Sasaki (2002)
introduced a set of bus agents plus a management agent that assisted in restoration
of power in a local network.

5.3 Microgrid Control

An essential feature of the smart grid is the integration of distributed energy resources
(DERs) into the low and medium voltage networks. Microgrids are an attractive
model for aggregating and integrating some classes of DERs into the grid. They
combine DERs such as micro-turbines, wind turbines, and fuel cells with energy
storage devices (ESDs) such as batteries and fly-wheels. The DERs and ESDs are then
jointly controlled and connected to the low voltage network in ways that enables them
to operate in either grid-connected or islanded modes. In assessing the operational
security requirements for these entities, it becomes clear that many of the same
operational security and control capabilities as used in substations are required. In
addition, the control system must handle not only islanding, load shedding and black
startup but also market pricing (Dimeas and Hatziargyriou 2005; Lopes et al. 2006).

The utility of agents in operational security has been emphasized in several micro-
grid studies (J. Oyarzabal et al. 2005; Jimeno et al. 2011). In reference J. Oyarzabal
et al. (2005) the utility of agent systems to assume responsibilities carried out by
SCADA and other control devices in substations was advanced, while reference
Jimeno et al. (2011) explored secondary control applications. Given the increased
security risks associated with microgrids, safe and secure integration into the main
grid is a challenging task. Making upstream use of a neural command module and
pattern generator similar to that advocated for use in substations could facilitate this
activity.
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6 Conclusion

In this chapter, we sketched how the smart grid of the future might not only guard
against natural disasters and deliberate attacks, but also limit damage and promote
recovery when these events do occur. The roadmap we presented was modeled on the
innate immune system, a highly successful system of protection implemented across
multiple phyla and kingdoms. As is the case for biological systems we included in
the overall architecture central (neural) control that works alongside the distributed
system of innate immune sensor/effector platforms.

With regard to this last point, biological organisms utilize a single, highly inte-
grated immune/neural response and control system to deal with stresses, injury and
invasion. The utilization of a single system for dealing with these seemingly different
dangers is driven by the fact that many of the same operational response steps are
involved in treating each of them. This commonality is strongly reflected by the use
of the term sterile inflammation to describe inflammatory responses that occur in
damaged tissue for which there is no sign of an invasion (Chen and Nuñez 2010).

The neuro-immune model of electric grid control presented in this chapter is
both simplified and abstracted from its biological progenitor. This is done in part
to relieve the structure of details tied to wet chemistry that are not relevant in en-
gineering applications. Similarly, details can be expected to enter into developing
smart grid descendent that are unique to the grid. One set of “details” may well
carry over from biology to engineering is the danger of excessive responsiveness
by macrophage/smart grid agents. This aspect was emphasized in this chapter, and
several mechanisms to prevent this from happening were discussed.

A number of topics relevant to smart grid resiliency and self-healing were not
discussed in this chapter. One of these is the best way to utilize the several means
of communication available—optic fiber and the Internet, broadband over power
lines (BPL), digital wireless, and microwaves. In biological systems, neural means
are favored when rapid long-distance communication is required. In the smart grid,
the availability of the aforementioned routes should help in the establishment of an
effective analog to neural-like rapid communications.

It is just in the last few years that degeneracy has emerged as a means by which
neural systems achieve robust performance. This striking finding is joined by earlier
discovered ways CPGs simultaneously achieve stability to small perturbations and
responsiveness to environmental changes. These biological properties are clearly
desirable ones for the smart grid and will help it achieve resiliency and self-healing.
These latter efforts are in their earliest stages, and a large amount of work remains to
be done, especially in furthering cyber security against attacks from cyber criminals
and agents of hostile nation-states.
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Abstract The distribution system sectionalization (recloser placement) and recon-
figuration (closed/open status of reclosers) are receiving increasing interest in the
field of feeder design and operation. They are becoming an intrinsic feature of the
emerging smart grids by contributing to their reliability and self-healing capability.
The majority of sectionalization methods are combinatorial suggesting the develop-
ment of multiple sectionalization scenarios, and iterative. The goal of the chapter
is to present a novel sectionalization method giving an optimal recloser placement
scenario at one straightforward calculation. The sectionalization rationale is to split
a radial grid into sections with equal portions of operator’s interruption cost in the
initial configuration, where the interruption cost consists of non-distributed energy
cost and fault clearing cost. The optimization is referred to as minimization of non-
distributed energy cost for 3-overhead-feeder distribution grid with 3 independent
supply points. It provides both single and double sectionalization, with one and two
reclosers per feeder, respectively. The method also suggests the evaluation of invest-
ment efficiency of the sectionalization in the considered period. It was validated as
an effective procedure for the 10-kV test grid in numerical setup with 43 nodes, cor-
responding to the Lithuanian critical line data. The method-based sectionalization
was compared with the reason-based one in order to quantify the optimisation effect.
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1 Introduction

The chapter is dedicated to the optimal sectionalization of smart distribution archi-
tecture covering three radial overhead feeders with joint terminal intersection point.
Its goal is to introduce and validate a novel method of sectionalization which yields
a minimum (optimal) non-distribution energy cost and thus brings down the grid
operator’s interruption cost. The method lends a straightforward procedure to find
the optimal sectionalization points and excludes difficulties and troubles specific to
combinatorial search and iterative solution process.

The sectionalization of distribution networks is a known means of distributed
automation providing effective fault isolation and subsequent reconfiguration. Tech-
nically, it is based on reclosers and sectionalizers. Recently, in response to new
challenges for modernization of distribution grids, the operators have found new
opportunities to benefit from distributed automation, including its sectionalization
and reconfiguration functions. The modernization is aimed at upgrading the exist-
ing grids to smart grids. The latter grids feature the following seven principal at-
tributes: (1) self-healing, (2) motivating and including customers into grid operation,
(3) attack-resistant, (4) providing power quality for the twenty-first century needs,
(5) accommodating all generation and storage options, (6) enabling the market and
(7) providing asset operation and efficient operation (National Energy Technology
Laboratory 2007).

Self-healing is referred to the ability of the grid to perform continuous self-
assessments to detect, analyze, respond to, and, if needed, restore its components or
sections. Self-healing helps maintain reliability, security, affordability, power qual-
ity and efficiency of the grid. The role of reclosers in self-healing is the provision
of auto-restoration processes in which distribution circuits employ new protection,
communications and control elements able to sense circuit parameters, isolate faults,
and quickly, automatically restore service by employing such tools as feeder ties and
distributed resources (National Energy Technology Laboratory 2007).

The current enclosers and sectionalizers can often be retrofitted with standardized
communications, data processing, and actuating devices to make them compatible
with the self-healing requirements of the smart grid. Further, self-healing infrastruc-
ture will consist of the transformation of the distribution system from a radial design
to an intelligent network design through the addition of circuit-to-circuit ties, the in-
tegration of distributed energy resources and demand response, and the application
of advanced communication technology (National Energy Technology Laboratory
2010).

Regarding the best practice examples, high-scale feeder automation in Naperville
(Illinois, USA) demonstrated a good response to the out-of-power accident. The
respective distributed automation project provided 70 % of distribution network with
automation. After the outage of 138-kV substation, 25 % of Naperville customers,
i.e. approx. 13,600, lost power instantly. In less than 2 min, electricity service was
automatically restored for 9,100 customers (67 %), 5,845 thereof were re-energized
by enclosers in remote feeder sections, while the rest 3,255 customers—by automatic
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load transfer at substation level. Later on, 4,380 customers (32 %) regained service
in the next 14 min by means of dispatcher control actions to operate substation bus
ties and distribution assets (via SCADA). The remaining 143 customers (1 %) were
re-energized by repair crews within 81 min after the accident. Hence, the automated
feeders drastically reduced the number of customers exposed to a typical outage.
This accident has completely validated the significant investment into the project
(Geynisman and Schaub 2007).

Traditionally, a distinction between a circuit breaker and a recloser (autorecloser)
is made referring to the incapability of the circuit breaker to reclose: the transient
fault would open the breaker or blow the fuse, de-energizing the feeder until a repair
crew could manually reclose the circuit breaker or replace the blown fuse. Currently
the distinction is not so clear-cut. A circuit breaker is referred to as a self-controlled
device for automatically interrupting and reclosing an AC circuit with a preset se-
quence of openings and reclosures. Circuit breakers do not have built-in controls,
thus they open and reclose on the basis of relay operation. A recloser also automat-
ically trips and recloses a preset number of times to clear transient faults or isolate
permanent faults. Such unit has a built-in relay and a circuit breaker (Crow and Shetty
2004).

As regards the sectionalizer, it is a self-opening switch that is used in conjunction
with the source-side recloser or circuit breaker to automatically isolate faults. When
the source-side device operates to de-energize the circuit, the sectionalizer counts
the number of operations. After the preset number of operations, the sectionalizer
permanently opens, thus limiting the outage only to the faulted section. Another
advantage is that it does not have time–current curve and, therefore does not need
any coordination Crow and Shetty (2004).

Although the idea of the sectionalization has been worked on for decades, new
sectionalization methods and approaches are further developed and presented by
addressing different search procedures and rationales (as criteria), different distrib-
ution architectures as well as distribution automation technologies. In this case the
simplicity and effectiveness of the method (approach) are its crucial characteristics
which determine the value of the method.

2 State-of-the-art Research of Feeder Sectionalization
and Reconfiguration

Conventional logic suggests placing a recloser at a halfway point of a radial feeder
with uniformly distributed load, which, in theory, would yield a 25 % feeder-wide
reliability improvement. Similarly, two enclosers should be located at one-third and
two-third of feeder length. In reality, due to the presence of critical loads and non-
uniform load distributions, utilities often resort to reason-based judgment about the
place of enclosers (Greatbanks et al. 2003).
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The following review of current approaches and methods of the distribution feeder
sectionalization and reconfiguration is presented by distinguishing four major prob-
lem classes (situations), namely:

• Reliability-aimed sectionalization;
• Sectionalization and reconfiguration aimed at power losses reduction;
• Sectionalization aspects in optimal allocation of distributed generation;
• Sectionalization and reconfiguration of grid with allocated distributed generation.

Hereafter in the Sect. 2, we adhere to the terminology of references, with varia-
tion of synonym terms (as recloser and autorecloser). Also the notion of switch is
assumed as a cover term for disconnecting devices relevant for sectionalization and
reconfiguration.

2.1 Reliability-Aimed Sectionalization

In pursuance of better reliability, the same authors analyse optimal placement
of enclosers and sectionalizers in a 1-feeder grid structure in Refs. (Jamali and
Shateri 2005a,b). They define optimality as economic gain over a review period
from savings of non-distributed energy (NDE) cost balanced against investment-to-
sectionalization cost. The NDE originates from permanent faults. There is no backup
independent supply point for grid architecture in question. The recloser is subjected
to placement in the sub-transmission substation, while sectionalizers (1, 2 and mul-
tiple) are placed along the feeder. The proposed algorithm uses an effective node
numbering method to determine the topology of the grid. Fault occurrence probabil-
ities are used in calculus of the NDE cost. The optimal placement is simply taken
from the set of all placement scenarios as that with the biggest economic gain. The
validity of the method was evaluated by applying the algorithm to a typical 20-kV
Iranian feeder.

Similarly to Refs. (Jamali and Shateri 2005a,b), the methodology of autorecloser
placement in a 1-feeder grid is aimed at the determination of the most economic
location of autoreclosers and their numbers (Hashim et al. 2006). Here the cost
of outage for customers is addressed, which formally is a different cost category as
compared to non-distributed energy cost. The cost of outage for customers rests upon
an estimated Value of Lost Load to quantify the financial losses that customers suffer
given a loss of supply. The method does not assume the requirement for cost-effective
sectionalization. The cost of outage is summed with the cost of autoreclosers for a
particular autorecloser placement scenario to form an objective function. The best
placement and numbers of autoreclosers can be decided by determining the least cost
option from the said objective function. The same fault probability was prescribed to
any segment of a feeder. Test case of a feeder with realistic data of critical Malaysian
lines was analysed to check the validity of the methodology.
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2.2 Sectionalization and Reconfiguration Aimed at Power Losses
Reduction

The sectionalization and resulting reconfiguration possibilities are often considered
as a non-reliability problem. The study (Rugthaicharoencheep and Sirisumrannukul
2010) presents an approach for optimal implementation of feeder reconfiguration
in the unbalanced loading distribution systems with the objective of power loss
reduction. The grid architecture consists of one feeder connected to one independent
supply point and split into seven branches (laterals) linked by five ties. The total
number of nodes amounts to 69. The optimization problem is solved given the chosen
location of sectionalizing switches. Optimization is subjected to system constraints
consisting of load-point voltage limits, radial configuration format, absence of load-
point interruption, and feeder capability limits. The system power losses and bus
voltages are solved by a three-phase power flow algorithm. The solution technique,
developed on the basis of Tabu search, is employed to search switch statuses for
feeder reconfiguration under different unbalanced loading conditions. The results
of the study show that the optimal on/off patterns of the switches which give the
minimum power loss can be identified.

The paper (Wu et al. 2007) presents the same problem as in Rugthaicharoencheep
and Sirisumrannukul (2010), but for different grid architecture, resting upon dif-
ferent optimisation method. The objective of feeder reconfiguration during normal
operation is to find the best switch operation plan for reducing the power losses. The
grid consists of five feeders with five independent supply points. The system has 10
sectionalizing switches, 5 tie switches and 15 load-zones. By changing on/off status
of sectionalizing and tie switches, grid reconfiguration can be achieved. Since the
reconfiguration is done by changing the status of switches, it can be categorized as
a discrete combinational optimization problem. Particle Swarm Optimization (PSO)
is one of the methods that can be used to solve optimal problems. Typical PSO is
designed for continuous function optimization, thus it is not suitable for discrete
function optimization. Therefore, the operators of PSO algorithm must be reviewed
and redefined to fit the application field of distribution feeder reconfiguration. The
paper proposes a method which modifies the operators of PSO formula based on the
characters of both status of switches and shift operator to construct a binary coding
particle swarm optimization for feeder reconfiguration. The test results show that the
proposed method can be effectively applied to feeder reconfiguration.

2.3 Sectionalization Aspects in Optimal Allocation of Distributed
Generation

This class of feeder sectionalization and reconfiguration problems deals with the
integration of distributed generation (DG). The DG units provide a possibility for
the sections to operate in islanded mode and protect the service for the customers of
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the island. The prevailing purposes within this class are (1) optimal DG placement
for a given recloser placement; (2) reconfiguration of feeders to support the efficiency
of DG operation; and (3) increase of positive DG impact on grid operation.

The paper (Olamaei et al. 2007) addresses the DG efficiency and presents an
approach where the objective function is cost summation of electrical energy gen-
erated by distributed generators (DGs) and substation buses (main buses). It is not
equivalent to minimum power loss as the active power generation cost of DGs is
considered as an optimal control parameter. Genetic algorithm is used to solve the
optimal operation problem. The approach is tested on a real 20-kV distribution grid
consisting of two feeders and two independent supply points, with two switches per
each feeder. It was found that distribution feeders perform better with dispatched
(DGs) rather than non-dispatched.

In some cases DG impact on distribution grid operation may be planned ignoring
the recloser siting and reconfiguration issues. The paper (Mashhour et al. 2009)
provides such an analysis by dealing with optimal siting and sizing of DG units for
minimizing the total power losses in a radial distribution network under bidirectional
and unidirectional power flow scenario. The DG may have a significant effect on
losses. This effect can be detrimental or beneficial depending on the allocation of the
DG units and their size. An Enhanced Genetic Algorithm is used to effectively explore
the problem search space. Moreover, the article presents a simple and straightforward
penalty function which does not require the normalization of the violations. The
method is implemented and tested on a typical 16-bus distribution feeder. Simulation
results indicate that unidirectional flow constraint may restrict the ability of DG units
to minimizing the grid losses.

Reconfiguration is also often neglected when a grid planning is addressed, partic-
ularly, when the investment to conventional grid extension (without DG) is opposed
to the investment for DG. Accordingly, the DG represents an alternative option to
postpone the transmission and distribution expansion required to meet the forecasted
peak loads. The typical study (Hussein et al. 2006) proposes an optimization model
to determine optimal DG sizes and sites that minimize the new DG capital cost, DG
operating costs, losses compensation costs, and cost of the purchased power by the
distribution network. This optimization is performed subjected to several technical
constraints related to both network and DG operation; it is also performed on hourly
basis for different types of DG and for different scenarios. The investment required
to upgrade the network without DG is compared with DG investments to justify their
economical impact. The model was applied to a 31-bus feeder with several branches
(laterals).

The paper (Chang et al. 2011) addresses the DG impact on grid performance
(loss reduction) and DG penetration limits. The prerequisite of the analysis is the
standpoint that the allowable DG interconnection capacity at each site of the ex-
isting network is often restricted by the current level of the fault, voltage variation
and power flow constraints. An improved feeder reconfiguration technique is pro-
posed to maximize DG penetration. The feeder reconfiguration problem involving
the determination of DG positions, DG capacities and feeder tie switch locations is
formulated as a mixed discrete nonlinear optimization problem that takes distrib-
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ution security concerns into account. The solution of the problem is the identified
locations of the tie switches. It was derived on the basis of crude load flow model
and minimum voltage deviation criterion. The proposed particle swarm optimization
(PSO) procedure was applied to improve the computational efficiency. A simplified
grid consisting of three feeders and three ties (loops) was used to test the perfor-
mance of the proposed method and compare it with the basic PSO-based method.
The numerical results indicate that the proposed method can provide suitable feeder
structure for loss reduction and accommodate higher DG integrations.

The study (Greatbanks et al. 2003) formulates and discusses a methodology for
the optimal siting and sizing of DG under security constraints determined by voltage
sensitivity and loss sensitivity analysis of power flow equations. The methodology
takes into consideration a set of grid loading conditions and power factor levels.
The authors note that, due to the potential limitations to the choice of sites, the
optimal placement may not likely be applied in practice. The solution of optimal DGs
sites is further used to optimize the system reliability applying the newly designed
genetic algorithm. To be more precise, optimal recloser positions are sought out by
minimizing the composite reliability index (CRI) as follows:

C RI = 0.2
(S AI F I − 1)

S AI F I
+ 0.4

S AI DI − 2.2

2.2
+ 0.4

M AI F I − 7

7
, (1)

where SAIFI—system average interruption frequency index; SAIDI—system aver-
age interruption duration index; MAIFI—momentary average interruption frequency
index. This methodology was validated by the numerical study based on 11-kV grid
of one feeder with several laterals.

Original viewpoint on DG-enhanced distribution system planning under uncer-
tainties was developed by Liu et al in Liu et al. (2011). The uncertainties refer to
the stochastic output power of a wind generating unit, solar generating source and
plug-in electric vehicle, volatile fuel prices used by DGs, and future uncertain load
growth. To handle them, a new mathematical model was developed under the chance-
constrained programming framework. The model yields optimal siting and sizing of
DGs from the minimization of the DGs investment cost, operating cost, mainte-
nance cost, network loss cost, as well as the capacity adequacy cost, respecting the
security limitations as constraints. A Monte Carlo simulation-embedded genetic-
algorithm-based approach was employed to solve the developed model. Finally, the
IEEE 37-node test feeder was used to verify the feasibility and effectiveness of the
developed model and method, and the test results demonstrated that the voltage pro-
file and power-supply reliability for customers can be significantly improved and the
network loss substantially reduced.

Like other recent studies, the study (Nerves and Roncesvalles 2009) gives prefer-
ence to the evolutionary (genetic) computing techniques. It stems from the experience
that many conventional optimization techniques, such as gradient methods, linear
programming (LP), quadratic programming (QP) and dynamic programming (DP)
may fail to find global optimum solutions when dealing with optimal location and
sizing of embedded generation. The authors model the distribution system using a
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load flow formulation wherein a distributed generator is modelled as injected real and
reactive power. Evolutionary programming is implemented by perturbing distributed
generator outputs and evaluating the fitness values (i.e. objective function values) of
the resulting systems. Optimal locations and sizes of DGs are determined using a
fitness value based on system loss reduction, while an optimal distributed generator
schedule is determined for a 24-h period using a fitness value based on energy cost.
Spot market prices are modelled on the basis of a typical 24-h price curve. The results
for a 69-bus test grid of one feeder show that the method is effective and flexible.

The extended feeder was chosen as a test system to validate the ant colony sys-
tem (ACS) algorithm in the problem of DG placement under fixed recloser loca-
tions (Wang and Singh 2008). Such a larger-sized distribution system was used
to demonstrate the effectiveness of the proposed method that is known as having
the ability to handle the discrete optimisation problem in various areas. The actual
394-bus and 1,123-node radial distribution network consisted of 199 loads, 104 lat-
erals/sublaterals, and 44 normally closed enclosers. A composite reliability index
was drawn up as an objective function to be minimized in the optimization proce-
dure. This index C was derived through weighted aggregation of the following two
indexes:

C = WS AI F I
S AI F I

S AI F IT
+ WS AI DI

S AI DI

S AI DIT
, (2)

where WS AI F I and WS AI DI indicate the weights for indexes SAIFI and SAIDI, while
the subscript T indicates the target values. Furthermore, comparative studies with
respect to genetic algorithms (GA) were also carried out. The feeder sectionalization
scenarios with GA and ACS algorithm appeared to yield to different results.

2.4 Sectionalization and Reconfiguration of Grid with Allocated
Distributed Generation

The last class of problems focuses on optimal recloser placement under given allo-
cation of DG in distribution feeders, with eventual extension to simultaneous opti-
mization of recloser and DGs placement.

The paper (Rugthaicharoencheep and Sirisumrannukul 2009) proposes a method-
ology based on fuzzy multiobjective and Tabu search to determine the optimal on/off
patterns of tie and sectionalizing switches for feeder reconfiguration in a distribution
system with DGs. Three main objectives considered in the feeder reconfiguration
problem consist of power loss, feeder load balancing, and number of switching oper-
ations of the switches. The optimization problem is subject to power flow equations,
voltage limits, feeder capability limits, radial configuration format, and no load-point
interruption. All the objectives are fuzzified using a trapezoidal membership function.
A max–min principle is applied to make a fuzzy decision for identifying a proper set
of switching operation that offers a compromise among the three objectives. An illus-
trative case of a 69-bus distribution system, the same used in Rugthaicharoencheep
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and Sirisumrannukul (2010) and Nerves and Roncesvalles (2009), demonstrates the
performance of the methodology.

The paper (Li et al. 2008) suggests an optimization method to identify the optimum
recloser placement in distribution grid to improve its reliability in situation with
already allocated DG. To this end, the method may be used for planning new
DG-enhanced feeder designs with an objective to maximize the reliability benefits
achieved by the embedded DGs. This requires the use of a composite reliability index
(2). Then the zone-network method is introduced for the reliability assessment. An
improved genetic algorithm called Multiple-Population Genetic Algorithm (MPGA)
is applied to search for optimum solutions. Using the MPGA, the optimization can
be solved with multi-population: the influence of improper genetic parameters can
be greatly decreased and premature convergence can be overcome effectively. Simu-
lation was carried out for the 69-segment 8-lateral distribution feeder. For the future
research, the authors aim to investigate the simultaneous placement of both enclosers
and DGs, which are definitely interdependent.

Practically the same optimisation problem as in Li et al. (2008) is formulated in
Wang and Singh (2006) and Wang and Singh (2008), i.e. how to find the optimal
recloser placement for a DG-enhanced feeder. The same composite reliability index
(2) is minimized for the 69-segment test feeder. The ant colony system algorithm
performed effectively in both studies.

2.5 Problem to be Solved

Having reviewed the methodological advance and smart grid context of distribution
feeder sectionalization and reconfiguration, we conclude that high combinatorial
techniques are still dominating. This means that sectionalization and reconfigura-
tion procedures need multiple scenarios of recloser placement (in sectionalization)
and switch status selection (in reconfiguration), with the subsequent comparison of
scenarios to identify the optimal one. The aim of this analysis is to propose a straight-
forward optimal sectionalization method for the specified distribution architecture.

3 Grid Architecture for Validation of Suggested Method

The suggested sectionalization method is applicable, at least, to the grid architecture
presented in Fig. 1. Such an architecture consists of three radial overhead feeders,
each fed from different independent supply point, usually a medium voltage bus
of a sub-transmission substation. Herein buses are labelled A, B and C serving,
accordingly, feeder-1, feeder-2 and feeder-3. There are no lateral ties between the
feeders.
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The distinctive feature of the architecture in question is a connectivity of feeder
end points. The points ax, bx and cx are located in close proximity and can be
connected to 3-radius star by installation of short terminal ties (Fig. 3).

Each feeder is protected by a circuit breaker (e.g., CB1 on feeder-1) installed in
its head part, just next to the substation bus. As Fig. 1 shows, a fault occurring at any
location across a feeder triggers the opening of its circuit breaker and interruption of
service for all of its loads. If a fault is not self-clearing, it is assumed to be eliminated
by the repair crew affiliated to distribution network operator. If abnormal situation
occurs, feeders cannot be coupled, i.e. switched over to another independent supply
point.

4 Interruption-Cost-Based Sectionalization Method

The method provides a direct search procedure of optimal sectionalization. The opti-
mality is referred to as minimum grid cost of non-distributed energy (NDE provided
by the unique set of sectionalizing points on the feeders. This minimum corresponds
to maximum saving of grid reference cost. Here NDE cost either before section-
alization (Fig. 1) or after sectionalization by other method (e.g. reason-based sec-
tionalization) might be considered as reference cost. The direct search means that
sectionalizing points are sought out by straightforward procedure, i.e. without choice
from several options or iterative calculations.

The method deals with only permanent (long) interruptions, i.e. those which can
be stopped only by the intervention of a repair crew. In this sense, the reclosers are
considered as not performing autoreclosure function, but only isolating the faulted
section. The method does not address the momentary and permanent interruptions
(faults), which are triggered by transient disturbances and terminated by application
of autoreclosure function.

Fig. 1 Structure of method-applicable grid without switch-over possibility in the initial configura-
tion
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Fig. 2 Flow chart of suggested optimal sectionalization method for 3-feeder grid with three inde-
pendent supply points

The Sects. 4.1–4.5 hereinafter specify the nine steps of the procedure to illus-
trate the suggested method. Figure 2 depicts the flow chart of this procedure, with
references to steps 1–9. Procedure suggests undertake the single sectionalization
(three enclosers, four sections) and then, if appropriate, proceed with the double
sectionalization (six enclosers, seven sections)
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4.1 Annual Interruption Cost Before Sectionalization (Step 1)

The method-applicable grid in Fig. 1 is given in the initial configuration, i.e. without
sections. Thus, a fault, irrespective of its point of occurrence on a feeder, causes the
opening of circuit breaker (e.g., CB1) and isolation of entire feeder (e.g., feeder-1,
up to the end pint ax).

The annual interruption cost Cinter f eeder for each feeder is calculated as follows:

Cinter f eeder = CN DE f eeder + CFC f eeder , (3)

where CN DE —grid operator’s cost of non-distributed energy due to the interruption
of distribution service in national currency units (NCU) per year; CFC —fault clearing
cost [NCU/year].

CN DE f eeder = λ0Ltinter Tdistr

n∑

i=1

ki · Pi , (4)

CFC f eeder = λ0 Lccrew, (5)

where

λ0 : —failure rate per feeder [times/km/year]

L : —length of a feeder [km]

tinter : —average single-fault-caused interruption time [min]

Tdistr : —distribution tariff [NCU/kWh]

Pi : —load rating of i-th load [kW]

ki : —load factor of i-th load

n : —number of loads on a feeder

ccrew : —average cost of repair crew ride to clear one fault [NCU/visit]

Finally, annual grid interruption cost Cinter is derived as a sum of feeder costs:

Cinter = Cinter f eeder−1 + Cinter f eeder−2 + Cinter f eeder−3 (6)
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Fig. 3 Direct determination of three sectionalizing points in method-applicable grid

4.2 Single Sectionalization (Step 2)

The initial configuration is split to four sections A, B, C and D, each bearing the equal
portion of grid interruption cost, i.e. 1/4 Cinter . The terminal section D is formed
by linking the end points ax, bx and cx to a firm feeder intersection point x .

The sectionalizing points were found to be, say, a1 on feeder-1, b1 on feeder-
2 and c1 on feeder-3. The enclosers R1, R2 and R3 were placed on these points,
respectively (Fig. 3).

4.3 Setting of Normal Configuration for 4-Section Grid (Step 3)

Contrary to the head sections A, B and C, the terminal 3-radius section D has no
direct connection to the substation bus and can be fed only via a head section. The
rationale for its choice is to ensure minimum joint SAIDI value for terminal and
feeding head section. This means that the head section with least SAIDI is selected.
The SAIDI of a head section is found as follows:

S AI DIsection = tinter
∑

j Ninter j

Nsection
, (7)

where Ninter j is the number of interrupted customers in the head section under the
fault j ; Nsection—the total number of customers connected to the head section.
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Fig. 4 Choice of feeding path to terminal section D in normal configuration

For instance, if section B has a least SAIDI value, it will provide a feeding path to
section D in normal operation. To this end, the recloser R2 will be normally closed,
while enclosers R1 and R3 will be open (Fig. 4).

4.4 Calculation of NDE Cost in 4-Section Grid (Step 4)

Using the same λ0 value as in the initial configuration (see formula (4)), the annual
NDE and its cost CN DE are calculated in 4-section configuration appearing to be
less because of the fact that sections A, B and C are shorter than feeders 1, 2 and
3, respectively. For instance, the failure of section A on feeder-1 does not affect the
operation of segment a1 − x of the feeder,which would be impossible in the initial

Fig. 5 Switch-over of the terminal section D in post-fault configuration
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configuration. If a fault strikes section B (Fig. 5), the intact section D is switched
over to section C immediately through the following automatic actions:

• R2 and CB2 open isolating the sections B and D,
• R3 closes providing a new feeding path to section D, the supply of which is restored

via section C,

and, as a consequence, segment b1 − x is further fed, differently from the initial
configuration case.

The effectiveness of sectionalization can be estimated by comparing new cost
value CN DE opt against the reference value CN DE re f :

�CN DE = CN DE re f − CN DE opt , (8)

where CN DE re f is either NDE cost value of the initial configuration (before sec-
tionalization) or sectionalized configuration (established by other method than sug-
gested one, i.e. its sectionalizing points differ from those determined in steps 2
and 3); CN DE opt — optimal NDE cost value calculated according to steps 2 and 3;
�CN DE —effectiveness of sectionalization.

The effectiveness criterion �CN DE is significant, yet not decisive. The feasibility
of sectionalization is examined in step 5.

4.5 Efficiency of Investment for 3-Recloser
Configuration (Step 5)

The economic performance of sectionalization shall be estimated in terms of invest-
ment efficiency, where investment (capital) cost is opposed to cost saving �CN DE

over the considered period. The investment-to-sectionalization cost I N Vsect is ex-
pressed as follows:

I N Vsect = I N Vpurch + I N Vinst , (9)

where I N Vpurch – recloser purchase cost, I N Vinst – recloser installation cost. The
efficiency indicators could be standard ones, such as net present value (NPV), internal
rate of return (IRR) or/and payback period.

If the efficiency (NPV, IRR) is found positive, the sectionalization can be regarded
as economically justified in the considered period.

The modern reclosers practically do not need maintenance and operation over the
working life and do not incur the respective cost (Website of Tavrida Electric Website
of Tavrida Electric).
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4.6 Double Sectionalization (Step 6)

Further, having found that a single sectionalization is efficient, the opportunity to gain
better efficiency through extended sectionalization could be examined. Its rationale
assumes that smaller sections mean smaller isolated parts of grid and less numbers
of cut-off customers.

Similarly to step 2, the initial grid (Fig. 1) is split to seven sections (also it could
be said that the 4-section grid (Fig. 3) is resectionalized to seven sections using three
additional enclosers), see Fig. 6.

• the sectionalizing points are found as those giving the sections equal portions of
Cinter for the initial configuration (1/7 Cinter );

• each feeder includes 2 sections and a tail participating in joint terminal section D:

– sections A1 and A2 in feeder-1, with enclosers R1 and R2 placed at sectional-
ization points a2 and a3, respectively,

– sections B1 and B2 in feeder-2 with enclosers R3 and R4 placed at sectional-
ization points b3 and b2, respectively,

– sections C1 and C2 in feeder-3 with enclosers R5 and R6 placed at sectional-
ization points c3 and c2, respectively,

• feeder tails a3 − x , b3 − x and c3 − x are included into terminal section D.

4.7 Setting of Normal Configuration for 7-Section Grid (Step 7)

To set the configuration, a feeding path to terminal section D should be found. The
search, as in 4-section case, targets at minimum SAIDI value of a path. Specifically,
the enclosers R1, R4 and R6 are definitely closed.

Figure 6 illustrates the case when the feeding path A −a2−a3 (feeder-1) is most
reliable and therefore is linked with section D.

4.8 Calculation of NDE Cost in 7-Section Grid (Step 8)

By using (4), the annual NDE and new cost value CN DE opt are calculated. Certainly,
they should be less than for 4-section grid—the fault striking, for instance, in a point
just beyond the CB1 leads to isolation of section A1 (Fig. 6) which is shorter than
the precedent section A in 4-section configuration (Fig. 3).
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Fig. 6 Direct determination of six sectionalizing points in method-applicable grid

4.9 Efficiency of Investment for 6-Recloser
Configuration (Step 9)

To be economically efficient, the increased saving �CN DE should compensate the
investment cost under double sectionalization. Here the same efficiency criteria as
in step 5 shall be used to justify the doubled sectionalization.

5 Numerical Setup for the Validation of Suggested Method

The suggested method is further examined on the numerical setup based on 43-node
medium voltage test grid presented in Fig. 7, with numerical data in Tables 1 and
2. The 10-year analysis period was considered, starting from the date of recloser
installation. The periodical distribution tariff increment 0.006 NCU/kWh (5 % of
initial tariff value) was assumed to take place each 2 years (Table 1). The grid is
located in rural zone and services mainly small domestic customers. Numerical setup
considers two geographic environments: forested and part-forested areas (Table 2).

All data are representative for Lithuanian critical load conditions as found in
certain rural networks.

Specifically, the terminal point dx in the initial configuration (Fig. 7) graphically
denotes 3 separate end points of feeders, as in the method-applicable grid in Fig. 7.

To appreciate the optimization advantage of the method, the effectiveness �CN DE

was derived from the comparison with the reason-based sectionalization. The notion
“reason-based” is used as “somewhat heuristic”, i.e. judged by expert experience.
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Table 1 Test grid loading
data in the numerical setup

Indicator Value

Grid voltage (kV) 10
Total length L (km) 74.1
Rated load P (kW) 10000
Annual load factor of ith loadki 0.33
Number of customers N 1165
Tdistr (NCU/kWh) 0.12 – in 1st year

0.126 – in 3rd year
0.132 – in 5th year
0.138 – in 7th year
0.144 – in 9th year
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Fig. 7 Initial configuration (before sectionalization) of the test grid in the numerical setup

Table 2 Interruption data of the test grid

Indicator Forested area Part-forested area

tinter (h) 3.4750 3.475
λ0 (km−1year−1) 1.59881 0.85
Number of faults (year−1) 118 63
ccrew (NCU/visit) 2000 1750
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Fig. 8 Reason-based and method-based configurations of test grid under sectionalization to four
sections
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Table 3 Determination of
equal portions of Cinter for
the sections of test grid

First year Forested Part- Comment
cost area forested area

[NCU] [NCU]

CN DE 61423 30346 -
CFC 236944 110224 -
Cinter 298367 140570 -
1/4 Cinter 74592 35142 single

ideal portion sectionalization
1/7 Cinter 42624 20081 double

ideal portion sectionalization

Table 4 Divergence of
Cinter portions of the sections
of test grid in forested area
under single sectionalization

Section Portion of Cinter [NCU/year]

A 75077 (100.7 %)
B 64919 (87 %)
C 74633 (100.1 %)
terminal 83738 (112.3 %)
ideal section 74592 (100 %)

The reason-based sectionalization was done prior to the method-based one. The
sectionalization pictures are presented in Fig. 8 (4-section configurations) and Fig. 9
(7-section configurations) where the reason-based sectionalization is represented
with enclosers in dash lines and method-based case—with enclosers in continuous-
lines.

Specifically, the point dx in sectionalized configurations (Figs. 8, 9) graphically
corresponds to the firm intersection point of three feeders in the terminal section.
This section was linked to bus B via the feeding path b1−b2-…-b7, both in 4-section
and 7-section configurations.

The ideal sectionalization would result in splitting the initial configuration to sec-
tions with equal portion of Cinter . It should be noted that practical sectionalization
departs from ideal one because of the different lengths and load densities of the par-
ticipating feeders. Since the test grid is highly asymmetrical in terms of feeder length
(Fig. 7), real Cinter portions appeared to depart from ideal portions determined in
Table 3. Such deviations are presented in Table 4 followed by the resulting variations
of section loading data in Table 5.

Incidentally, the sectionalizing points (and recloser placement) under the method-
based approach differed from those under the reason-based approach for each point
(Figs. 8, 9).

The reason-based sectionalization appeared to be substantially less effective than
the method-based one in terms of annual CN DE . Tables 6 and 7 show their comparison
where the cost values are discounted with the rate of 5 %.

As regards the entire considered period, the total NDE cost discounted with the
rate of 5 % was compared with respect to the initial configuration in Figs. 10 and 11.
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Table 8 presents accurate optimization effect over considered period.
Finally, the investment efficiency was calculated (Table 9) taking the following

values:

I N Vpurch = 40, 000NCU/recloser,

I N Vinst = 0.01I N Vpurch = 400NCU/recloser.

The reliability before the sectionalization was very poor, and the placement of
enclosers considerably mitigated such poverty (Table 10).

6 Discussion of Results

At first glance, the configuration of the 43-node test grid in numerical setup might
seem strongly asymmetrical (Fig. 8) because total load of feeder B is taken by section
B (recloser R2 is placed downstream the load b7), thus leaving no load for terminal
section D. Having formally 3-radius structure, the latter section collects the loads

Table 5 Variation of section loading parameters in the test grid in forested area under single
sectionalization

Section Rated load P [kW] Length L [km] Load density [kW/km] Number of customers

A 2540 (25.4 %) 18.6 (25.1 %) 136.6 (99.1 %) 361 (30.9 %)
B 2500 (25 %) 15.5 (20.9 %) 161.3 (117 %) 293 (25.2 %)
C 2780 (27.8 %) 18 (24.3 %) 154.4 (112 %) 322 (27.6 %)
terminal 2180 (21.8 %) 22 (29.7 %) 99.1 (71.9 %) 189 (16.2 %)
test grid 10000 (100 %) 74.1 (100 %) 137.85 (100 %) 1165 (100 %)

Fig. 10 NDE cost for the test grid in forested area over the 10-year period
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Table 6 Reduction of annual NDE cost for the test grid in forested area when switching from
reason-based to optimal sectionalization

Year Tdistr CN DE in CN DE in CN DE in CN DE in
[NCU/kWh] reason-based meth-based reason-based meth-based

4-section 4-section 7-section 7-section
configuration configuration configuration configuration
[NCU] [NCU] [NCU] [NCU]

1 0.12 46481 43568 32755 27143
3 0.126 48805 45746 34392 28500
5 0.132 51023 47826 35956 29495
7 0.138 53242 49905 37519 31091
9 0.144 55460 51985 39082 32386

Table 7 Reduction of annual NDE cost for the test grid in part-forested area when switching from
reason-based to optimal sectionalization

Year Tdistr CN DE in CN DE in CN DE in CN DE in
[NCU/kWh] reason-based meth.-based reason-based meth.-based

4-section 4-section 7-section 7-section
configuration configuration configuration configuration
[NCU] [NCU] [NCU] [NCU]

1 0.12 22964 21525 16182 13410
3 0.126 24112 22601 16992 14080
5 0.132 25208 23628 17764 14720
7 0.138 26304 24656 18536 15360
9 0.144 27400 25683 19309 16000

Table 8 Optimization effect of the suggested method with respect to the reason-based sectional-
ization

Area character Recloser placement CN DE [NCU/ 10 years] Optimization effect [ %]

forested 3 reclosers, reason-based 390462 −6.3
3 reclosers, optimal 365993
6 reclosers, reason-based 275156 −17.1
6 reclosers, optimal 228013

part-forested 3 reclosers, reason-based 192907 −6.3
3 reclosers, optimal 180819
6 reclosers, reason-based 135941 −17.1
6 reclosers, optimal 112650

only from 2 radii, i.e. dx −a8 and dx −c5. Nevertheless, if asymmetry is considered
in respect of cost, it seems rather small. As Table 4 shows, sections A and C share
ideal portion of grid interruption cost Cinter (practically, 100 % of value for ideal
section), while sections B and D deviate from ideal portion by −13 % and +12.3 %,
respectively. For better distinction, we suggest the density of the section load to be
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Fig. 11 NDE cost for the test grid in the part-forested area over the 10-year period

Table 9 Investment efficiency of sectionalization for the test grid

Area character Recloser placement NPV [NCU/ 10 years] Year of payback

forested 3 reclosers, reason-based 4326 10
3 reclosers, optimal 28794 8
6 reclosers, reason-based −1569 -
6 reclosers, optimal 45574 9

part-forested 3 reclosers, reason-based −5984 -
3 reclosers, optimal −47095 -
6 reclosers, reason-based −123418 -
6 reclosers, optimal −100127 -

Table 10 Reliability improvement in the test grid after sectionalization

Area Initial configuration 4 sections 7 sections
reason-based method-based reason-based method-based

SAIDI SAIFI SAIDI SAIFI SAIDI SAIFI SAIDI SAIFI SAIDI SAIFI
[min] [times] [min] [times] [min] [times] [min] [times] [min] [times]

forested 9368 42 6776 30 6580 29 5160 23 4189 19
part-forested 4628 22 3377 16 3251 16 2549 12 2070 10

an asymmetry measure as its variation is more pronounced: from 71.8 % (terminal
section) to 117 % (section B) of the average of all sections (see Table 5).

The optimal sectionalization leads to significant reduction of NDE cost in the
test grid. The single sectionalization gave as much as 30 % saving followed by 56 %
under double sectionalization, both in forested and part-forested area (Figs. 10, 11).

The optimization effect against the reason-based sectionalization appeared to be
considerable: 6.3 % of NDE cost saving under single sectionalization and as much
as 17.1 % under double sectionalization.



76 V. Radziukynas et al.

Considering the investment efficiency (Table 9), the method-based sectionaliza-
tion in forested area appeared to be efficient over the 10 years in both single and dou-
ble sectionalization scenarios. Specifically, the reason-based sectionalization failed
to reach a zero-efficiency in the latter scenario, although by a rather small mar-
gin. As for the part-forested area, the method-based sectionalization was absolutely
inefficient in both scenarios.

As for reliability improvement, one can notice that method-based solution under
single sectionalization yielded a small SAIDI improvement and inappreciable SAIFI
improvement versus reason-based solution (Table 10). Under double sectionalization,
reliability improvement was considerable, at least for SAIDI.

7 Conclusions

The distribution system sectionalization (recloser placement) and reconfiguration
(closed/open status of enclosers) are receiving an increasing interest in the field of
feeder design and operation. They are becoming an intrinsic feature of emerging
smart grids by contributing to their reliability and self-healing capability.

Until recently, there is not a large number of sectionalization and reconfiguration
methods proposed and the utilities often resort to the reason-based method which is
based on practical knowledge of the specific distribution grid. Meanwhile the combi-
natorial or iterative methods require either more efforts for combination analysis or
more time for running the iterations. Moreover, these methods have been validated
for only certain (sample) grid architectures.

The suggested operator’s interruption-cost-based sectionalization method is aimed
at minimization of non-delivered energy (NDE) cost for 3-feeder distribution grid
with terminal intersection node. It may be validated as an applicable, simple, and
effective procedure, giving optimal sectionalizing point s for recloser placement on
feeders. The method may be classified as direct search method. Contrary to other
methods, it gives an optimal placement scenario at one straightforward calculation
and gets along without the widespread comparison of many scenarios to identify the
best one. It is not limited to a single or double sectionalization (with one and two
enclosers per feeder, respectively) and might be extended to 3 and more enclosers
per feeder.

The suggested method performed well when examined by a numerical setup
based on Lithuanian data, with 3-feeder test grid covering 43 nodes in total. The
minimum (i.e. optimal) NDE cost was found to be appreciably less than those pro-
vided by reason-based sectionalization. Saving of NDE cost in comparison with
unsectionalized test grid was found to be sufficient to compensate the investment-to-
sectionalization cost over 10 years period, both under single and double sectional-
ization. However, this finding is valid only for forested area. Nonetheless, there are
some methodological opportunities for investment efficiency in part-forested area.
One of them might be evaluation of saving in repair crew ride cost assuming that the
sectionalization also brings down a number of permanent faults.
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Another opportunity resides in saving of eventual penalties paid by grid opera-
tor to customers for service interruption. Furthermore, additional saving could be
expected from increased smartness of sectionalization arising from the enhanced
communications between enclosers (1) and extended reconfiguration actions, e.g.
occasional supply of terminal section from two feeders simultaneously to carry on
its bigger loads (2).

In broader context, the grid operator’s interruption cost could be extended by
customer interruption cost (i.e. customer losses). Then investment efficiency would
be derived from combined social saving.

Additionally, the expansion of method’s scope to other grid architectures, specif-
ically those with lateral backup ties, can be planned for future investigations.
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The Role of Flexible Demands in Smart
Energy Systems

Kristin Dietrich, Jesus M. Latorre, Luis Olmos and Andres Ramos

Abstract The demand side of the electricity system holds a flexibility resource
which has been ignored for a long time. With the presence of smart grids and facing
challenges such as the massive integration of renewable energies into the system,
demand side measures become viable and indispensable. This chapter will give a
brief introduction about the concept of demand response. It will give an overview
on demand response mechanisms, their objectives and potentials. Furthermore, an
overview about various flexible demands in households, commerce and industries is
given.

Keywords Demand side management ·Demand response · Peak shaving ·Demand
shifting · Flexible demands · Power system modeling

1 Requirements of Smart Energy Systems

Smart Energy Systems must be flexible in order to adapt to quickly changing system
conditions. The largest challenge on the way towards smart energy systems is the
integration of renewable and distributed energies due to various reasons. On the
one hand most renewable generation, and first and foremost those with a high future
potential, such as wind or for certain regions as well solar generation, are intermittent.
This implies variability in electricity produced by these generators and uncertainty in
forecasts. On the other hand renewable units are far smaller in size and more decen-
tralised than conventional thermal power plants. Additionally and on the contrary
to thermal power plants, renewable power plants are less controllable. In absence
of storage technologies natural resources as wind or solar energy can only be used
when wind is blowing or sun is shining. Moreover, at the moment in many countries,
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they savour priority in providing electricity when they are available. The rest of the
generation mix has to adapt to it as they are little controllable. So, more flexibility is
needed to integrate large quantities of renewable and distributed generation.

More flexibility can be achieved in a variety of ways. One way is to use more
flexible thermal generation units. The conventional generation park may become
more flexible by using more gas turbines, which can start-up quickly and are hardly
constrained by their ramp rates. This potential is already being used and will go on
to be exploited in the future. An upcoming problem is the high variable cost that gas
turbines are subject to. Thus, they are situated at the end of the merit order. Very high
or quickly changing intermittent energy production may create complications from
a system operations point of view when the time of their occurrence coincides with
low demand hours, i.e. when generation units at the beginning of the merit order
are on-line. These generation units are base and middle load thermal plants, which,
depending on the energy system, may be nuclear or coal fired power plants. They
comprise generally the least flexible generation units. So, gas turbines are a great deal
to manage peak demands but may be less useful in handling intermittent generation
peaks in low demand periods. An alternative to introduce more flexibility in the
system could be the use of storage facilities. They could store energy when electricity
production by renewable sources is high and produce during demand peaks. But
potent storage technology is either not viable (e.g. batteries cannot be used at large
scale), not (yet) available (e.g. hydrogen storage is still not commercially available)
or already exploited to a large extent (pumped storage hydro plants). Looking at the
counterpart of the generation side whose potential has barely been exploited until
now might be a solution to the missing flexibility problem: the consumption side
has been considered until recently as completely inflexible. This has to be examined
with more detail as some electrical demands are not at all inflexible and it is not a
question of existing technology, but rather of economics and good regulation to use
the existing potential.

In the following Sect. 2, we will give an insight into the objectives which Demand
Side Management, and especially Demand Response, mechanisms pursue (Sect. 2.1),
estimate the potential of certain DR objectives (Sect. 2.2) and classify and explain
some Demand Response mechanisms in detail (Sect. 2.3). We will then continue with
a more precise view on specific types of flexible demands apt to be applied for the
formerly mentioned mechanisms in Sect. 3. International Experience is revised and
an Outlook given in Sect. 4 and the following.

2 Demand Response Mechanisms

To explain in detail the potential of Demand Response (DR) and the mechanisms
applied to achieve it, first the concept of Demand Side Management (DSM) has to
be discussed. Demand Side Management comprises all activities which have the
aim to change the demand profile in time or size. In contrast to DR, the concept of
Demand Side Management has a wider scope. DR mechanisms are those activities
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which are based on the reaction of demands to signals, especially price signals,
while DSM includes as well information or education activities. We will focus on
DR mechanisms as they include mechanisms which directly intend to change the
demand profile and thus to provide higher flexibility to the system.

2.1 Objectives of Demand Response

While the objective of some DSM activities may be more general such as to sensibilise
or to inform about the potential benefits of the reduction of energy consumption, DR
mechanisms aim to change the demand profile directly in a way that causes less costs
by responding to economical signals. That may imply to reduce demand peaks or to
flatten the overall demand curve via valley filling or demand shifting. Or as well to
make demands to be more flexible in general.

Peak shaving Shaving (or clipping) demand peaks implies reducing electricity
consumption in high demand periods. This may be necessary in situations where
demand exceeds available generation. This might happen in the case of a failure of
one or more units during a demand peak. In this way peak shaving can avoid non-
served energy. But in general, peak shaving may also be useful to flatten the demand
curve in general to avoid serving peak demands, when costly generation plants are
providing electricity.

Valley filling Valley filling means increasing consumption in off-peak periods.
The objective is to handle more problematic situations in low demand periods. Elec-
tricity production by non-controllable generation could be higher than the instanta-
neous demand consumption. Valley filling could then relieve the overhang of gener-
ation without the need to spill valuable electricity. It is used as well to balance the
daily demand curve during off-peak hours in contrast to peak shaving which acts
during peak hours.

Demand shifting Demand shifting refers to the movement of demand from one
time instant to another. Normally the shift will be from high to low demand periods.
So, the daily load curve is flattened both during peak hours by demand reduction and
off-peak hours by demand increase. But as well the contrary is possible in the case
that renewable energies produce a lot of electricity during peak-hours and demand
has to be increased. Depending on the demands, consumption can be delayed or
advanced in time only some minutes, some hours or even between night and day.

Flexible load shape Another objective of DSM and especially DR activities is
referred to as flexible load shape. This objective is related to reliability, and it refers to
the ability of demands to react to sudden demand or generation changes in real time
operation as reserve provider. The occurrence of a sudden failure in thermal units,
might make the reduction of loads necessary. Increases in load might be required in
case of lack of wind production due to forecast errors.

These and other DSM objectives are described in Gellings (1985) and Charles
River Associates (2005) with more detail. The first mentioned objectives (peak shav-
ing, valley filling and load shifting) are also known as load management objectives.
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Table 1 Overview DR
objectives

Load management objectives Peak shaving,
Valley filling,
Demand shifting

Further objectives Flexible load shape

Load is managed in such a way that complicated system situations are relieved. In
Table 1 a brief overview is given. We will refer especially to peak shaving and demand
shifting objectives in the following sections.

2.2 Demand Response Potential

The potential of demand to respond to system conditions has been fairly ignored
until recently in Europe and until the end of the last century in the US electricity
market. Flexibility came usually either from other, more flexible types of generation
technology such as gas turbines, or from using some type of storage as for example
pumped storage hydro plants.

So, the greatest part of the potential to use demand response is still to be ex-
ploited. In the literature this potential varies over a wide spectrum depending on the
region, the type of consumption and the applied DR mechanism (see Sect. 2.3). The
DR potentials mostly cited in the literature can be differentiated into two. The first
describes the maximum possible reduction of demand during peak hours, the peak
shaving potential. The second potential refers to the maximum amount of energy,
which can be balanced through some hours by delaying or advancing certain loads,
the demand shifting potential. A third potential commonly mentioned is the potential
to decrease overall energy consumption by applying energy efficiency measures. But
we will focus on the first two potentials as those are more important regarding the
flexibility in the electricity system. The peak shaving potential ranges in the liter-
ature on average from 3 %(Faruqui and Sergici 2010) to almost 25 % (Borenstein
2005) while the statements of the potential for demand shifting oscillate between
5 % (Stamminger 2008) and 20 % (Figueiredo et al. 2005). More detail can be found
in the Sects. 2.3 and 3.

The main driver of exploiting this latent flexibility resource is the benefit of em-
ploying it and thus the associated cost of implementation. One of the questions raised
by many studies (e.g. Faruqui and George 2005; Conchado and Linares 2010) is ex-
actly the profitability of applying Demand Response measures. Do costs outweigh
benefits? This is the fundamental question as a wide acceptance among utilities and
consumers is rather disputable if costs are not recovered. Results from three util-
ities in California (USA) analysed in the mentioned work of Faruqui and George
(2005) come to very different conclusions about this issue. Authors in Conchado and
Linares (2010) conclude that costs of implementing DR mechanisms exceed by far
the benefits in the case of Spain. However, the authors admit that further possible
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benefits should be evaluated in detail. Summarising the studies it seems that benefits
are so far quite low or non-existent, but that benefits are most probable to get higher
in the future. This future depends on the advances of DR technologies and conse-
quently lower implementation costs, on higher opportunity costs of not applying
DR (especially with the integration of renewable energies) and on using additional
functionalities with the DR infrastructure.

Costs can be differentiated into investment and operation costs. Investment cost
refer to enabling equipment that needs to be installed in the electric device, meter-
ing technology and possibly an energy management system grouping all individual
devices for one point of consumption (common among residential consumers). Fur-
thermore the term investment cost includes the whole communication and control
infrastructure which serves to communicate with the electrical grid and thus the sys-
tem operator. On the other hand operation cost include the fixed and variable costs of
using DR technology. Fixed costs may refer to monthly internet rates (communica-
tion from domestic consumers might use the internet) or the cost of a control centre
where price signal and their response are bundled to communicate with the system
operator. Variable cost consider mainly the opportunity cost or the value of lost load
in the case of peak shaving. In Paulus and Borggrefe (2009) the authors show that
for industrial consumers investment as well as fixed costs are of minor importance as
especially the metering and communication equipment might be already installed. In
contrast the value of lost load can be very important if the demand cannot be recov-
ered later which is the case of peak shaving. The cost distribution among residential
consumers is completely the opposite: investment and fixed costs are major compo-
nents of the total costs faced when applying DR mechanisms. Authors in Conchado
and Linares (2010) estimated costs and benefits for residential customers. They show
that 56 %of the total cost of implementation of a demand side management system
is due to the installation of automatic control in existing appliances and smart plugs
in homes. The control and communication infrastructure amounts to another 28 %,
smart meters to 15 %and only 1 %of total cost corresponds to the operation of the DR
technology. In the work of Haney et al. (2009) an extensive overview of international
experiences about costs and benefits of smart metering is presented.

2.3 Types of Demand Response Mechanisms

Demand Response mechanisms are widely classified into two groups: price driven
and incentive driven DR mechanisms (Albadi and El-Saadany 2007; Braithwait and
Eakin 2002; Spees and Lave 2007).

Price driven mechanisms include those that are also known as dynamic pricing.
Dynamic pricing implies that the price is not fixed but variable as it may be in Critical
Peak Pricing, Time of Use Pricing or Real Time Pricing. More options are possible
such as Extreme Day Critical Peak Pricing and Extreme Day Pricing.

Incentive driven DR mechanisms comprise direct load control and emergency
demand programs, which are voluntary. Additionally, interruptible programs and
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capacity markets, which are usually mandatory and demand bidding programs are
included in this category (Moghaddam et al. 2011). Consumers offering ancillary ser-
vices can be accounted as well to this category. The last two mentioned mechanisms
rely on a market structure.

The authors in Spees and Lave (2007) describe as well other measures. They
mention on the one hand subsidies on bank credits for DR technologies, which
have not shown the wished effects until now. On the other hand they argue that bill
discounts are seen as doubtful regarding the effects caused and audits only reach a
very limited number of customers.

We will focus only on the most common of the price and incentive driven DR
mechanisms in the following part (see Table 2).

Price driven DR mechanism Critical Peak Pricing (CPP) assigns higher prices
to specifically announced periods. This may occur on few occasions a year. Various
implementation options exist: the critical peak period might be fixed or variable and
consumers might be advised one day ahead or on the same day. In the work of Faruqui
and George (2005) CPP implies that prices on critical days are five times higher than
the standard price and six times higher than off-peak prices. The authors test two
different options: first the critical peak period is fixed and consumers are advised one
day ahead, second the critical peak period is variable and notification is on the same
day. Consumers in the second option could choose to get the necessary equipment
installed free of charge. For the first option critical peak reduction in energy was about
13 %among residential consumers while the second option caused a 25 %higher load
reduction in peak periods. This was basically due to the free installation of enabling
technologies (mostly smart thermostats).

Time of Use (TOU) pricing refers to a price structure where prices depend on the
time of the day. This may include different prices for peak and off-peak hours or even
more periods of the day. In Faruqui and George (2005) experiments are run with a
TOU price during peak periods of 70 %over the standard rate and 200 %over the off-
peak rates. TOU pricing caused an average peak reduction of almost 9 %among com-
mercial and small industrial consumers and about 6 %among residential consumers.
In the work of Jessoe and Rapson (2011) TOU pricing is applied to commercial and
industrial users and two to three periods each day are designated as high, medium
or low pricing periods. The authors state as a main drawback the coarseness of TOU
time periods which detained it from being really effective.

Table 2 Overview DR mechanisms

Price driven Critical peak pricing,
Time of use,
Real time pricing

Incentive driven:
Voluntary Direct load control, emergency demand programs
Mandatory Interruptible programs, capacity markets
Market structure Demand bidding programs, Ancillary services
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Real Time Pricing (RTP) implies that prices are adjusted close to real-time (hourly/
half-hourly or even smaller periods). Thus, RTP transfers prices and thus system
information to customers almost without time loss. Effects of an introduction of real-
time electricity pricing at household level are analysed by Allcott (2009). This work
captures the habitual response to variations in mean hourly prices, the response to
deviations from the mean price structure and the cross-hour parameter for substitution
to another hour. In the study of Boisvert et al. (2004) the response of commercial
and industrial customers with respect to RTP is analysed. Great differences in price
responsiveness among customer groups and peak periods are found. Furthermore
peak load reduction were observed to depend on the faced price differences (see as
well Sect. 3.2). The author of Sioshansi (2010) applies RTP tariffs to smooth out
daytime load pattern in order to increase the use of wind power as wind generation is
often curtailed because of system restrictions. Under real-time pricing more wind is
utilized in the system and a higher percentage of demand is served by wind. Benefits
of applying tariffs such as Real-time-pricing and Time-of-use pricing in a system
with high wind generation are shown as well in Finn et al. (2009) for the domestic
test case in Ireland.

More details and test studies on CPP, TOU and RTP can be found in Charles River
Associates (2005), Faruqui and Sergici (2010), Moghaddam et al. (2011), Newsham
and Bowker (2010).

Incentive driven DR mechanism Direct load control uses an option to reduce,
interrupt or even increase power consumption of electrical devices in remote control.
Direct load control may be a means, which is used in other mechanisms such as
interruptible programs or ancillary services (Callaway 2010). Authors who analyse
direct load control with an automated response find that specific loads are able to
react to many short as well as to less frequent prolonged curtailments, (see Kirby et
al. 2008; Burke et al. 2005; Eto 2009; Huang and Huang 2004).

Emergency demand programs and interruptible services offer their participants
some financial incentive to curtail load immediately in the case of a system con-
tingency. This incentive may be a discount, bill credit or as well a penalty for not
responding to the curtailment signal. Normally the number of hours as well as the
power that can be curtailed are limited. In a capacity market program, consumers
also have to curtail load upon request and will be penalised if they do not respond.
In contrast to the interruptible service, capacity market programs are not offered by
the load serving entity. The curtailment in Emergency demand programs is voluntary
while it is mandatory in the other two mentioned mechanisms. Different experiences
can be found in Charles River Associates (2005), Tyagi and Black (2010) and Aalami
et al. (2010).

In demand bidding programs consumers provide load reductions at a certain pre-
specified price. This might be convenient for customers as they can normally rely
on a fixed tariff but receive a pre-defined price for curtailments when prices in the
wholesale market are high and load reductions are realized. Authors in Khajavi et al.
(2011) and Nguyen et al. (2011) give an insight in different implementations.

Demands may offer positive as well as negative reserves by being disposed to
suddenly decrease or increase consumption. Many small demands may offer ancillary
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reserves in a more reliable way than a large generation unit might do (Kirby 2003).
More details and studies on how demand may offer reserve can be found in Kirby et
al. (2008), Hirst (2002), and Behrangrad et al. (2010).

Comparison of DR mechanisms In the work of Borenstein et al. (2002) the
effectiveness of some DR approaches (RTP, TOU, CPP, demand-reduction programs,
and interruptible programs) is compared. TOU pricing in comparison to RTP pricing
reflects the real wholesale electricity price only to a minor extent. The two drawbacks
of CPP for the system, namely the limitation of price and hours that can be curtailed,
are at least for the consumer an advantage. Demand-reduction has the problem of
finding a reliable baseline from which to pay the realised reduction. This leads to
the adverse selection problem as first consumers will participate who have a con-
sumption that is lower than the baseline. Customers whose consumption surmounts
the baseline are not very likely to participate as they would pay more. If the base-
line changes with the consumer behaviour, the consumer might be discouraged to
reduce its consumption (moral hazard problem). Interruptible programs are mostly
only a more coarse form of RTP or CPP. The authors conclude that demand reduction
programs are worse alternatives than dynamic pricing such as RTP or CPP. On the
other hand it has to be considered for the provision of reserves, that system operators
do not have a guarantee that reserve is provided under RTP and CPP (response is
probabilistic) while they have under interruptible or demand reduction programs.
So, a sufficiently large number of independent customers is necessary to ensure a
response induced by price changes.

3 Types of Flexible Demands

The following chapter will concentrate on the types of electrical devices which are
apt to be used for DR mechanisms. We will consider first domestic consumers and
then commercial and industrial ones. This distinction is important as households will
act significantly different from commerce or industries due to the mere quantity of
demand consumed and consequently the different financial incentives to be used to
mobilize the existing DR potential.

Although households might be analysed as one type of consumer, demand levels,
load curves and the penetration of certain electric devices depend not only on the
region but as well on many other factors (e.g. ownership of air conditioning, number of
bedrooms or annual income, see (Faruqui and George, 2005) for more information).
Section 3.1 will give an overview on common domestic appliances which have a
certain DR potential. For industrial consumers the possible types of demands not
only depend on the region but on the particular industry and its underlying production
processes. Hence, Sect. 3.2 aims to point out the behaviour and possible use for DR
mechanisms for some selected industry appliances.

A possible way of managing many small demands in an effective way is the con-
cept of Virtual Power Plants (VPP). These VPPs aggregate and manage loads to
participate in markets for example. On a domestic level, these VPPs would com-
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municate with the residential energy management systems. In the case of industrial
loads communication could be directly with the manager of the VPP. For further
reading on that specific topic, we recommend Braun (2007) or Dietrich (2011).

3.1 Domestic Demands

Domestic electricity consumption is making up 31 %of total electricity consumption
in Europe (Eurostat 2009) (more information in Table 3). An important part of this
consumption is due to thermal loads or those that are in some way controllable. We
will focus on some of these appliances, study their penetration levels for the case of
Europe and explain which DR potential can be used. We refer mainly to the studies
undertaken by Stamminger (2008), Paulus and Borggrefe (2009) and ITA (2007).
Electricity consumption for household devices is primarily taken from European
Commission (2005) and Bertoldi and Atanasiu (2009).

In the considered studies the potential of participation of these household appli-
ances has been analysed for various DR measures. These DR measures intend to
achieve various DR objectives such as peak shaving and load shifting (see Sect. 2.1).
Peak shaving and energy efficiency potential have been considered via the applica-
tion of total interruption of the working cycle, limitations in power consumption,
the limitation to more efficient programs or the use of other decentralised electricity
sources such as solar, CHP plants or district heating. Load shifting potential has been
studied by delaying the start of the consumption process, prolonging some parts of
the consumption process to delay later more energy intensive phases or the use of
energy storage capacities.

Home appliances may be classified depending on their penetration level. Refrig-
erators and washing machines are present in more than 95 %of the European house-
holds. Over 70 % of the domestic consumers own ovens and heat pumps. Freezers,
dish washers, tumble dryers and electric water heaters have a medium penetration
level of 52, 42, 34 and 23 %, respectively. To a lower extent air conditioning and elec-
trical heating (both 8 %) is common. These data rely on the study by Stamminger
(2008). Washing machines, dish washers, tumble dryers and heating pumps are non-
thermal loads. In contrast to the other appliances, whose DR potential comes from
controlling and reusing their thermal storage, their usage time can be altered com-

Table 3 Overview electricity consumption per sector based on Eurostat (2009)

Sector TWh % of total consumption

Domestic 839.111 30.7
Commercial 769.947 28.3
Industrial 980.994 36.1
Other 128.870 4.9

Total electricity consumption 2.718.922
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pletely. By shifting the consumption backwards or forwards as well as interrupting
it completely, these appliances have great DR potential. All the mentioned home
appliances amount to a significant part of the overall domestic electricity consump-
tion, for the case of EU-27 of around 60 %(Bertoldi and Atanasiu 2009; Eurostat
2009).

Further appliances such as induction cooktop and ironing robots, which are less
common are analysed in the report by ITA (2007). Appliances whose proper operation
method makes them inapt to participate in DR mechanisms such as brown goods
(e.g. TV, Audio), grey goods (e.g. PC, video-games), small household appliances
and lighting are analysed in ITA (2007), as well as in Bertoldi and Atanasiu (2009).

Now, the more common household appliances will be described and their DR
potential analysed in detail. An overview is given in Table 4.

Refrigerator The most distributed home appliance is the refrigerator with a pen-
etration of 106 %(Stamminger 2008). Refrigerators use an insulated box as contain-
ment at whose back a cooling device is situated. A cooling compressor is used to
compress evaporated refrigerant vapour. Afterwards the vapour condenses releasing
the heat and expanding back to the evaporator. So, main electricity consumption is
used for the compressor. This compressor is active only 20–35 %of the time connected
to the electrical grid when no load is added. Refrigerators and freezers amount to
15 %of total household electricity consumption. Refrigerators can bear a load shed-
ding potential for very short time periods. But before an interruption of service is

Table 4 Overview controllable domestic consumers

% of household % of total dom. DR objectives
penetration consumption

Refrigerator 106 15 Load shifting
Washing machine 95 6 Load shifting,

Load shedding,
Valley filling

Oven and stove 77 7 Load shedding
Heat pump 70 a Load shedding
Freezer 52 b Load shifting
Dish washer 42 3 Load shifting
Tumble dryer 34 2 Load shiftingc,

Load shedding
Electric water heater 23 9 Load shifting,

Load shedding,
Valley filling

Air conditioning 8 2 Load shifting
Electric heating 8 19 Load shifting,

Load shedding,
Valley filling

aIncl. in electric heating
bIncl. in refigerators
cLoad shifting to minor extent
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possible, temperatures have to be cooled down to lower temperatures to tolerate the
disruption in the service without food quality degradation. So, load is shifted forward
in time. The compressor starting time may be delayed or interrupted taking into ac-
count the temperature to maintain food quality. General efficiency has improved over
the last years as more devices with a high efficiency (energy label “A” and upwards)
have been bought. This improvement is expected to go on in the future.

Washing machine The second most common household appliance in Europe is
the washing machine. It is made up of a drum which is filled up to a certain level with
water and rotates. The washing process includes then immersing the clothes in the
water, heating up of the water to a certain predefined temperature to start the washing
phase followed by several rinsing phases and a final high speed rotation to dry the
clothes to a maximal extent. The electricity is mainly used for heating up the water
at the beginning and for driving the motor for the drum. Washing machines cause
around 6.4 %of residential electricity consumption in Europe. Already an 8 %of the
washing machines feature some kind of control option such as the start time delay
(Stamminger 2008). The electricity consumption can be lowered in general if the hot
water is either stored in an preceding cycle, the water intake is hot or the water is
heated with other sources such as local solar or CHP plants. A limitation to energy
efficient (“ECO”) programs, the interruption of the washing cycle or a limitation of
the power consumption (lowering of temperature) might be other measures. Washing
machines can apply load shifting by using a start time delay which waits until a signal
from an energy management system or directly from the electrical grid is received to
start the corresponding washing program. Certain programs may also be interrupted
ride through.

Oven and Stove Stoves and ovens contain a heating element which transfers heat
via thermal conduction or radiation, respectively. 7.5 %of total domestic electricity
is consumed by electric ovens and stoves. Peak shaving potential lies in interrupting
the cooking process for very short time periods but not directly after beginning in
the heating-up phase.

Freezer Freezers work in the same way as refrigerators do. Normal temperatures
range from −18 ◦C among normal conditions to −25 ◦C. The same load shifting and
energy reduction measures as for the refrigerator apply (see page 10).

Dishwasher Dish washer consist of a tub, which is filled with water to a certain
extent. Water is then heated up and through rotating arms water is sprinkled over
dishes to start the cleaning process. Several rinsing phases and a final drying phase
are included in the dish washing process. Electricity is mainly needed for heating up
the water and for the motor of the rotating arms. Each household with a dish-washer
consumes around 241 kWh per year making up 2.7 %of total domestic electricity
consumption (taking into account the penetration mentioned at the beginning of this
chapter on page 10. As in other non-thermal loads the starting time of the dish-
washing process may be delayed, interrupted or reduced to lower temperatures. The
electrical heating of the water might be replaced in the same way as proposed for
washing machines (see page 10).

Tumble dryer After a washing cycle in the washing machine, laundry may be
tumbled dry. Therefore hot air is blown into the drum of the tumble dryer through
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the wet clothes. The wet air is either removed through venting to the environment
or condensed by cooling down. Most electricity is used for heating up the air, rotat-
ing the drum and the fans. An annual consumption of 251 kWh per household and
a penetration of 34.3 %cause around 2 %of total domestic electricity consumption
(Stamminger 2008). Load shifting is possible but is regarded to be used to less extent
as washing the clothes is the directly preceding process. Furthermore the heating
process may be interrupted to shift load but without interrupting the drum rotation.
Limitation to energy efficient programs or reduction of the drying temperature is pos-
sible but would prolong the tumbling process. Efficiency gains can be achieved by
heating up water, which then heats up the air, with alternative sources, the connection
of heat pumps or the use of gas-fired heaters.

Air conditioning Air conditioning is used to adapt the room temperature to com-
fort levels. The underlying cooling process of the most common devices is the same
as that in refrigerators and freezers. Although per household consumption is quite
high, due to the quite low penetration level in the residential sector and to the limited
time of use during the year, air conditioning is making up only around 2 %of total
domestic electricity consumption. See Sect. 3.2 for more information on the use in
the commercial sector. The same DR measures as for refrigerators and freezers may
be applied. Additionally, once passed a certain temperature threshold, cool outdoor
air can be used to cool the room down.

Electric water heating Electric water heaters are used to warm up drinking water
to be used in manifold household applications mostly in kitchens (e.g. washing
dishes) or bathrooms (e.g. showering). They can provide heat instantaneously or by
using a storage. Electric water heatings may work in a centralised way distributing the
heat to various devices (see heat pumps) or decentralised. An electric current flows
through an electric resistance, which produces heat. Electric consumption of heaters
is making up around 9 %(Stamminger 2008; Paulus and Borggrefe 2009) of total
household consumption. A complete interruption of the power supply in charging
(less than half an hour) as well as maintenance mode (for various hours) is possible.
Load reduction is as well possible through lowering the desired temperature. The
load shifting potential consists in delaying the beginning of the heating phase.

Electric room heating Electric heatings are working in a similar manner as
electric water heaters do. The heat can either be transmitted to the environment
directly or using a storage unit. Storage units have a core which is able to store the
heat (in contrast to electric water heaters the storage element is not water). When
room temperature goes below a given threshold room air is absorbed and warmed
up while passing by the storage core before being distributed to the environment
again. Especially night storage heating are considered nowadays as inefficient. Some
countries are trying to minimise the use of this type of heaters in the future (see
Stamminger 2008, as well as Paulus and Borggrefe 2009) as it may be responsible for
about a third of the electricity consumption of the here considered home appliances.
Room heatings with storage bear a load shifting potential as the heat charging process
could be interrupted or even increased depending on outside and room temperature.
An interruption, except during the warming up phase, or a limitation of power is
possible for around half an hour (ITA 2007).
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Heat pumps Heat pumps are used to circulate the heat between different appli-
ances (mostly between boiler and radiator). Its electricity consumption amounts to
more than double the amount of that of tumble dryer and dish washer and are thus
one of the largest consumers among the home appliances (Stamminger 2008). They
can be turned off when outside temperatures are moderate until room temperature
cool down to a given limit. In that way they are able to shed their load (Paulus and
Borggrefe 2009).

3.2 Commercial and Industrial Demands

Commercial and industrial demands make up a total of 64 %of total electricity con-
sumption in the EU-27 of which over half comes from industrial consumers (Eurostat
2009). This section will give some insight on specific examples of commercial and
industrial appliances with DR potential.

Commercial Demands Largest electricity consumers in the commercial sector
are office lighting, electric space and water heating, ventilation and commercial re-
frigeration with 21.6, 19.7, 12.6 and 8.7 %, respectively. Circulators, pumps, cooking
appliances cause from 6.8 to 5.3 %of commercial electricity consumption. Computers
and air-conditioning are responsible for a minor share of the consumption (Bertoldi
and Atanasiu 2009).

In Faruqui and George (2005) small and medium commercial and industrial con-
sumers and their response to different dynamic pricing tariffs (TOU, CPP and RTP)
have been analysed. Central analysed devices with DR potential have been air con-
ditioning and thermostats. On weekdays up to 9 %peak reduction could be achieved
applying a CPP tariff.

In Instituto de Tecnología Eléctrica (2008) residential as well as small commercial
consumers have been analysed and their consumption is classified into low, medium
or high consumption and whether it has a rather flat consumption throughout the year
or winter and/or summer peaks. This survey for the Spanish Mainland studied the
behaviour of commercial consumers such as hotels as well as bars and restaurants
whose main electrical devices with DR potential considered were air conditioning
and room heating.

Industrial Demands Electricity consumption in industry process depends very
much on the specific underlying process. The potential of either shifting, shedding
or simply reducing the demand might be quite high. Highest DR potential include
those processes which face both high electricity demands and high specific cost
for electricity in the overall production process (Paulus and Borggrefe 2009). The
authors of Paulus and Borggrefe (2009) found five processes, production of chlo-
ride, aluminium electrolysis, mechanical wood pulp production, steel production and
cement milling, where the DR potential is significant and accounted for almost 20 %of
overall industrial electricity consumption for the case of Germany. Those processes
use either electrolysis, mechanical refining, melting or milling. Only part of these
processes could be used for load shedding (chloralkali and aluminium electrolysis,
cement mills and electric arc furnace) while another part could be used for load
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shifting (chloralkali electrolysis and wood pulp production). The DR potential in
three of the five analysed sectors is already exploited to a large extent.

Other authors do not go into detail on the specific underlying processes or appli-
ances but give general recommendations based on the undertaken studies.

Authors in Eissa (2010) divide the small industrialized and commercial consumers
into various consumption classes. Those with flat load consumption curve should
intend to shift load as far as possible. Those with a modulated peak and off-peak
use should try to shift demand from the peak to the valley. Up to which extent this
demand shifting is possible depends on the underlying process and has to be analysed
for each load separately.

Authors in Boisvert et al. (2004) study the reaction of over 50 commercial and
industrial consumers to different dynamic pricing tariffs. They find huge differences
in price responsiveness depending on the consumer group and peak periods. Most
response was due to shifting demand from peak to off-peak periods rather than shed-
ding it. As a consequence they recommend to use different tariff designs and expose
consumers differently long periods to high prices depending on their load shedding
capability. These authors found as well that the response of peak load reduction de-
pends very much on the price difference from peak price to the normal rate. Peak
load reduction would be proportionally higher when the price difference was higher.
This leads to the recommendation of applying CPP for industrial consumers.

Electric Vehicles Electric Vehicles (EV) are a consumption which is still not
taken into account as the penetration of EVs is only starting. EVs might be a domestic
consumption if owned by private persons or commercial or industrial consumption
if belonging to a vehicle fleet of companies. Different types of EVs including pure
battery EVs, extended-range EVs and plug-in hybrid are considered in the report
of Hassett et al. (2011). The authors of this study estimate that in 2030 between
15 %(sensible estimate of EV uptake) and 50 %(most aggressive EV uptake scenario)
will be electric most of which (88 %) will be vehicles with four wheels and up to 8
seats apart from the driver’s seat. The scenario which assumes a sensible estimate of
EV uptake is considered to be the most likely one. Another interesting study can be
found in Duvall et al. (2011). Although EV penetration are estimated to be fairly low
at least in the upcoming years, their DR potential might be important in the future
as they are—within a certain range—very flexible demands. Taking into account
the assumed specific consumption, the distance travelled each day and the forecasts
taken into account for this study (including five EU-countries), they assume that
EV will be responsible for 102 TWh of additional yearly electricity consumption
in 2030. This corresponds to a 1.8 %(sensible EV uptake) to 7.3 % (aggressive EV
uptake) of total electricity consumption in these five countries assuming a 1 %annual
demand increase starting from consumption levels in ENTSO-E (2012). Charging of
EVs should be organised smartly taking into account the electric system conditions
to not increase demand peaks even more (Hassett et al. 2011; Duvall et al. 2011).
EVs could be used as a flexible load for valley filling during night. The use of EVs
as flexible demand could even go further and be used as a storage device: the battery
might be used as energy storage to shift load from peaks to valleys as described in
Ramos et al. (2011).
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4 International Experiences

In the following section DR mechanisms implementation and experiences of some
selected countries are summarised. For further information we refer to an online
database about the potential application and use of DSM in many countries, presented
in IEA (2009).

United Kingdom The United Kingdom is leading in DR potential regarding the
number of devices apt to support DR (Torriti et al. 2010). Not only smart meters
but also old meters which are combined with a new unit or simply display units
which are clipped on devices exist in the UK market. As in most European countries,
DR progams for industrial and large commercial consumers have been in place for
quite some time. This includes mainly interruptible programs which do not send
economic signals but make use of some payment for the case of interruption. Apart,
this type of customers may negotiate a TOU tariff with the supplier. There are various
TOU rates available for residential customers. One example is the Economy 7 tariff
which offers during night hours a far cheaper rate than during the day. Especially for
residential consumers with electrical heaters with storage (see Sect. 3.1 on page 12)
this is an interesting option. Loads are allowed to participate in markets for reserves
(frequency and voltage, spinning reserves and others) in an aggregated form (Heffner
et al. 2007).

France In the Nineteen-nineties a very effective CPP program was introduced in
France, the Tempo tariff. It distinguishes three types of tariffs indicated by colors:
white, blue and red. While the white tarriff is applied the majority of days of the
year, the blue on around 12 %of the days, the red one is applied on very few days.
The red tarriff is significantly more expensive than the normal rates. Consumers are
informed of the type of tariff one day ahead (Torriti et al. 2010).

Italy With the highest rate of smart meter roll-out in Europe, Italy may count to the
European countries with the highest potential of DR use. Large industrial consumers
are subject to interruptible energy programs which, depending on the program, shed
load in real-time or with a 15-min notice margin (Torriti et al. 2010). TOU-rates are
applied since some years with the aim of shifting load from peak to off-peak hours
and will be extended consecutively to all consumers with smart meters.

Spain Although wind is considered to be the main driver of DR implementa-
tion in Spain by the authors in Chardon et al. (2008), only few DR mechanisms are
currently operating in Spain. These do not include domestic customers who simply
pay a flat regulated tariff consisting of an energy charge and a peak demand charge.
Commercial consumers with peak demands over 10 kW are subject to Time-of-use
tariffs. The author in Bañares Hernández (2008) estimates that 20 %of the total de-
mand is subject to tou tariffs. The System Operator is offering as well an interruptible
load program. Currently 155 customers are taking part in this program with a total
interruptible load of 2174 MW (Red Eléctrica de España 2011), which amounts to
almost 5 %of the peak load.

Nordic Region The authors of Heffner et al. (2007) provide some insight into the
Nordic Region and how demand is taking part in the markets of Denmark, Finland,
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Norway and Sweden. Loads can participate in the regional energy as well as the
power market. Furthermore demands can provide reserves either through bilateral
contracts or bids.

United States Demand Side Management and all type of DR mechanisms have a
far longer history in the USA than in Europe. An overview of the initial experiences
with DSM programs, especially in the USA, can be found in Charles River Associates
(2005).

Some of the US markets will be mentioned in the following paragraph. In PJM
there are currently seven DSM programs running (Walawalkar et al. 2010). An emer-
gency DR program whose participation is voluntary and an interruptible service pro-
gram which is mandatory for up to 10 events each year, each lasting up to six hours.
Furthermore there is a demand resource program which makes consumers eligible to
receive capacity revenues. In a day ahead DR program consumers must submit bids
in day ahead energy market and face a penalty for non-compliance. In the voluntary
Real Time Demand Response Program customers need to notify PJM of the intention
to curtail load one hours before load reduction is performed. Ancillary services can
be provided by demands in a market. DR resources are required to bid into ancil-
lary service markets, and to respond to any event similar to how a generator would.
Additionally, an energy efficiency program is running, which allows consumers to
receive a capacity credit for a certain time span. The minimum size for all programs
is 100 kW. It has been seen that the participation in Emergency programs is far higher
than in economic programs (Walawalkar et al. 2010).

In Heffner et al. (2007) the authors describe among others how demand is pro-
viding reserves in PJM and ERCOT markets. ERCOT, the ISO of the state of Texas,
allows loads to provide various kinds of reserves. Furthermore, load is allowed to
provide half of the energy needed during a contingency.

In NYISO five DR programs are currently in operation (Walawalkar et al. 2010).
These include reliability based DR programs such as an emergency DR program,
which is a voluntary program, an mandatory interruptible service and a Targeted
Demand Response Program to respond to local reliability events within a particular
zone to avoid the need to activate emergency events for the entire zone. Economic
DR programs allow customers to offer curtailment bids in a day ahead market. Fur-
thermore a Demand Side Ancillary Service Program was initiated in 2009 and allows
demands to provide three ancillary services to NYISO markets. In NYISO some of
these programs have minimum sizes: 100 kW for emergency and 1MW for economic
and ancillary services, respectively.

Although energy efficiency has not been the topic in this chapter because other DR
objectives mechanisms are more related to the issue of smart grids, we refer to some
literature for further reading: for a description of currently applied energy efficiency
measures in Europe, Asia and Latin America, the work of Boshell and Veloza (2008)
may be of interest. An evaluation of a multi-country study about energy efficiency
in the new member countries as well as the EU-25 can be found in IEE (2009).
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5 Outlook and Conclusions

Demand Response forecasts show a great potential for future DR use: from 174 TWh
implementing the adopted measures to 407 TWh if implementing as well additional
measures for EU-27 (European Commission 2005), or more than 13 GW instanta-
neous power for ten UCTE countries (Torriti et al. 2010). Load management programs
which intend to shave peaks, fill valleys or shift demands from peaks to valleys as
well as the general higher flexibility of demand are of great interest when coming to
the topic of smart grids. Smart grids are integrating not only an increasing amount
of intermittent renewable generation but also a high number of other distributed en-
ergies. More intelligence and flexibility are needed in the electric system to face
these challenges. DR mechanisms can help with both flattening the demand curve to
avoid costly demand peaks and boosting the integration of renewables through more
flexibility in the system.
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Smart Grid Tamper Detection Using Learned
Event Patterns

William L. Sousan, Qiuming Zhu, Robin Gandhi and William Mahoney

Abstract The functionalities of a Smart Grid include the use of a network of power
management devices to control the demand-based power distributions, dynamic pric-
ing, reliable power quality monitoring, self-healing, and other customer services
within the grid. However, by the very nature of these functions, there arises a great
need for system security as the network connection offers would-be hostile attackers
an ideal target. A protection mechanism that is adaptive and forward looking for the
types of attacks that are unaccounted in terms of the latent system vulnerabilities
is explored in this chapter. The method of learning normal operations and monitor-
ing for abnormal operations has the potential for providing increased security and
tamper detection within the grid. This chapter reviews present day state-of-the-art
behavior monitoring and anomaly detection methods along with a presentation of a
new method for learning event patterns and detecting anomalies for the purposes of
tamper detection.

1 Introduction

With the proliferation of the Smart Grid Technology, the promise of a more reliable,
secure, and cost-effective power grid continues to develop along with the matu-
rity of the technology. Elements of the Smart Grid provide for the means of

W. L. Sousan (B)

Technical Support Inc., Omaha, NE 68137, USA
e-mail: blsousan@gmail.com

Q. Zhu · R. Gandhi · W. Mahoney
College of Information Science and Technology, University of Nebraska at Omaha,
Omaha, NE 68182, USA
e-mail: qzhu@unomaha.edu

R.Gandhi
e-mail: rgandhi@unomaha.edu

W. Mahoney
e-mail: wmahoney@unomaha.edu

V. Pappu et al. (eds.), Optimization and Security Challenges in Smart Power Grids, 99
Energy Systems, DOI: 10.1007/978-3-642-38134-8_5,
© Springer-Verlag Berlin Heidelberg 2013



100 W. L. Sousan et al.

efficiently balancing the demand and production of power, quickly responding to
increased loads, self-healing, adjusting residential power consumption by allowing
power companies to turn off particular home devices, variable-rate billing based on
power demands, remotely connecting and disconnecting meters, and a communica-
tions network to distribute the grid’s operational data in a fast and timely manner
(Fang et al. 2011).

A key component of the Smart Grid is its SCADA (Supervisory Control and
Data Acquisition) architecture including the communication network that serves as
the backbone for distributing information regarding the current state of the power
transmission and supply. However, this network may also be viewed as a lucrative
target for would-be attackers to invoke attacks such as Denial of Service (DOS), man
in the middle attacks, corrupting network packets, and others. These attacks could
bring down the power supply for cities, national key infra-structure systems, and
others.

In addition to the network, one of the main devices within the Smart Grid is the
Smart Meter that monitors the power usage within the grid and provides continuous
real-time updates of power usage. The ability to remotely read power consumption
also exhibits an opportunity for nefarious users to tamper with the power meters for
purposes of electricity theft by adjusting the measuring and reporting logic. These
issues have triggered such measures as the use of embedding specialized circuitry
for tamper detection. For example, the work in Megalingam et al. (2011) describes
the integration of circuitry into the case screws so that if the case is removed, power
to the microprocessor is removed and this helps to inhibit the ability to subvert the
Smart Meter’s logic.

The commercial sector, military, utility companies, manufacturing plants and
transportation networks all rely on SCADA systems to control geographically distrib-
uted cyber-physical assets. Not surprisingly, the Department of Homeland Security
has grown increasingly concerned about securing SCADA networks. This concern
is due to the fact that SCADA control systems are primarily owned by private com-
panies, and over time these systems have been assembled together with a patchwork
of different devices and communication protocols. There has often been little con-
cern for security. These networks were originally intended to operate in complete
isolation from public and corporate networks. Assumptions about such isolation are
no longer valid with increased usage of low cost and widely available TCP/IP based
devices and communication protocols. For example, nearly 1,700 of the 3,200 power
utilities have some type of SCADA system in place, and roughly one quarter of these
utilities have no separation between the corporate network and the system control
network (Lemos 2005), in order to allow real-time collaborative business processes
among bulk energy producers. The U.S. electric power industry and other critical
infrastructure components are becoming lucrative targets for terrorist attacks; they
are now strategic installations in times of war (Siobhan 2009). Even though many
military bases have separate SCADA systems in place to provide local power, they
also remain vulnerable because they use commercially produced, potentially flawed
SCADA system hardware and software. For instance the Human Machine Interface
(HMI) in a SCADA system might be implemented as a web server. Clearly, some
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portions of the U. S. infrastructure are operating in a very dangerous mode. External
entities that may be able to gain access to control centers could turn off power. In
other SCADA installations a hacker could reroute trains, create chemical spills, or
shut down factories. For example, hackers recently disrupted railway signals in the
Pacific Northwest and caused 15 min delays of the rail schedules (Zetter 2012). Thus,
a national security concern exists on two fronts: the capabilities of the military and
public infrastructure safety.

This chapter is organized as follows. Section 2 briefly describes the concept and
examples of system behavior monitoring approaches. It is followed by Sect. 3 that
describes our work on a novel method of tamper detection implemented in a system
known as SCADA-Hawk. Section 4 provides an evaluation of the SCADA-Hawk
system. The chapter concludes with Sect. 5.

2 System Behavior Monitoring

Various methods in literature have described ways to monitor power distribution
and smart grid technology in terms of the identification of normal and abnormal
patterns of behavior. However, the components to be monitored may vary based on
the behaviors to be analyzed. For example, some systems may focus on observing
network connections for possible intrusion detection (Peterson 2004; Hansen 2008).
Others may observe the traffic amongst the RTU’s (Remote Terminal Unit) and
supervisory stations such as the work in Cheung et al. (2007). Still others may
monitor various system settings for non-normal system behavior by the non-standard
configuration settings (Oman and Phillips 2007), and others may monitor the behavior
of individual SCADA components such as RTU’s (Yang et al. 2006; Cheung et al.
2007). As a result, there exist categories of behavior analysis, and the proceeding
items are exemplars of the different categories.

An example of the category of message analysis, the work in (Cheung et al.
2007) describes a model-based ID (Intrusion Detection) system focusing on Modbus
TCP networks. Their system is based on the assumption that SCADA networks are
generally static in nature, and exhibit consistent traffic patterns that use few protocols
and networks. The system’s objective is to determine the normal behavior and watch
for abnormal behavior that may indicate the presence of an attack. An advantage of
using model-based detection is its potential for detecting unknown type of attacks
as compared to a signature-based method. Although promising, the model-based
approach may have limitations due to the vast differences of SCADA systems and
equipment. In Cheung’s work, several characteristics are monitored for behavioral
patterns with the first being the Modbus protocol function codes. In addition to the
codes, the communication patterns between the Modbus nodes and central computer
may also be monitored. Finally, the system watches for changes in the services the
nodes provides.

A SCADA configuration information monitoring system for detecting anomalies
is described by the work of Oman and Phillips (2007). The research concentrated on
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monitoring SCADA devices configuration settings and events for intrusion detection
purposes. That also included the monitoring of login attempts as well as SCADA-
specific commands such as loading new firmware and adjusting user privileges. A
signature was generated of each RTU that is used for determining normal operations
in Oman and Phillips work.

3 SCADA-Hawk System

Our research involves the development of technology used for anomaly detection
within SCADA-based systems such as the ones found with the Smart Grid. Our
system, known as SCADA-HawkTM (Sousan et al. 2011), essentially establishes
a perimeter of minefields amongst critical components within the SCADA system
for the purposes of detecting abnormal behavior that may indicate the presence of
system tampering or intrusion. Figure 1 outlines an abstract view of the SCADA-
Hawk system.

The idea behind the SCADA-Hawk technology is to establish Electronic Security
Perimeters (ESP’s) around critical components within the Smart Grid that monitor
behaviors exhibited by various devices for the presence of anomalies and reports any
anomalies to the central monitoring station.

Fig. 1 Abstract view of SCADAHawk
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The SCADA–Hawk functionality focused on the analysis of SCADA system’s
operational characteristics for developing a security system that is highly adaptable
and flexible. Through a systematic learning process, we discover behavior patterns
that repeat within the daily activities and functions of a given SCADA system. Our
system abstracts the behaviors into events with corresponding time stamps and devel-
ops these timed events into models of event sequences using our “Snap-Shot” learning
method and thus creates learned behavior models. Once the normal behavior patterns
are learned and stored, the system can then be switched into a monitoring mode that
compares current operations to previously learned models for anomaly detection.
These anomalies may potentially indicate the presence of intrusions or attempts at
tampering.

We have also developed a standardized means of modeling SCADA events by
the development of a Taxonomy we call ComET (Common Event Taxonomy). This
Taxonomy normalizes the multitude of signals generated for the various pieces of
SCADA equipment into a Taxonomy that is a hierarchy of formally classified events
along with their respective attributes.

For our current prototype, we developed a method of playing event sequences,
both normal and abnormal, by the creation of an event player. This event player
allows us to recreate the sequences of SCADA based operation events for evaluat-
ing SCADA-Hawk’s learning, monitoring, and detection algorithms. The following
sections describe the operations of the system.

3.1 System Design

The SCADA-Hawk system prototype is developed using Java language and NetBeans
GUI builder along with several simulated hardware components of the system. The
foundation of the system was to learn repeated SCADA events for the purposes of
establishing relatively normal patterns of behavior and to continuously monitor the
system for anomalies by always comparing the system operations to the learned
models. To gain a better understanding of the security issues and types of events
that would be suited for monitoring, we consulted several industry experts that use
SCADA systems. Through several discussions amongst the experts and our team,
we determined the types of events that we should focus and monitor. These are the
non-functional (security-related) events such as login, firmware updates, file access,
and I/O routines. These events appeared to be better suited for monitoring as opposed
to attempting to measure the vast amounts of continuously fluctuating data points
that occur as a result of operational and environmental changes.

3.2 COLLECTORs

The SCADA-Hawk system uses devices called Continuous Low Level Event
Collection and Tamper-detection during Operational Realization (COLLECTOR)
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for monitoring low level signals generated either from the hardware or software of a
SCADA system. The COLLECTOR considers these signals as system-specific events
or “Raw Events”. These events can be generated from hardware by tapping onto var-
ious electrical points within the hardware that in turn will supply the COLLECTOR
with signal from key parts of the circuitry and connections. For example, signals
used for I/O control of sensors and actuators as well as signals used for configuration
memory access may make ideal candidates for monitoring. In contrast to hardware
points for monitoring, critical points in software may also be monitored. Software
monitoring points are created by instrumenting the firmware to be monitored by
attaching logic to report various executing methods and parameters for identifying
the execution of critical operation code to the COLLECTOR. Thus the system to be
monitored can be evaluated for critical operational points, i.e. potential target areas
in both hardware and software, for COLLECTOR installation. The COLLECTOR’s
then continuously sense and report transitions in the system state.

Another key part of the COLLECTOR is the conversion of incoming signals
from a “Raw Event” to their corresponding SCADA “Taxonomic” event by using
the ComET Event Taxonomy (See Sect. 3.4). This process is used to “normalize”
all processed events to standard events as described in ComET. These events are
time-stamped and sent off to their corresponding AGENT (See Sect. 3.3).

Generally the system will consists of many COLLECTORS deployed throughout
the system and each COLLECTOR is assigned to an AGENT in the system and each
COLLECTOR will report all events detected to their assigned AGENT. A comprehen-
sive system analysis performed by the domain experts installing the SCADA-Hawk
system will identify the number of needed COLLECTORs and AGENTS and the
corresponding configuration needed to secure the system to be protected.

3.3 AGENTs

A software component we call the Autonomous Gated External Non-intrusive Tool
(AGENT) in SCADA-Hawk system is responsible for creating learned models of be-
havior as well as later comparing these models against future operational sequences.
The AGENT runs in one of two modes, either learning or monitoring. Incoming
ComET events received from the assigned COLLECTORs are captured and inserted
into event/time based matrices that are either converted into learned models or com-
pared against stored models. Learned model of behavior are stored permanently
within each AGENT until a need arises to relearn behavior. While in monitoring
mode, a sequence comparison is performed which verifies each incoming ComET
pattern sequence against all the learned models. If a suitable match cannot be found
with the current parameter configuration, and anomaly is reported to the monitoring
process.
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3.4 ComET

The Common Event Taxonomy (ComET) was developed to translate and normalize
the various “Raw Events” monitored by the COLLECTORs into common SCADA
events. This allows for a standardization of the SCADA events and their correspond-
ing attributes from the myriad of equipment vendors into a common Taxonomy that
provides an ontological base of the learning, monitoring, and detection functions.
In addition, the integration of regulatory requirements such as those found in the
North America Electric Reliability Corporation (NERC) into the Taxonomy adds an
additional layer of events and attributes to be considered for security assessment of
the SCADA systems.

The generation of events in a standard format is a prerequisite to developing robust
pattern discovery algorithms that are device and domain independent. Correlating
events (possibly different but related) at a system-wide scope across different devices
is necessary to detect attack propagation paths. To this end, ComET describes security
relevant system messages and state transitions in SCADA systems, and to facilitate
the implementation of the tamper-detection modules (AGENTs). Essentially, the
ComET will enable the extraction and reporting of event messages in a standard
format across a variety of SCADA devices that are fitted with the AGENTs. The
existence of a common event format will foster the development of repeatable and
cross-domain solutions for SCADA cybersecurity.

The SCADA ComET is described using semantic web representation standards
(OWL 2009). ComET is not a single hierarchical structure, but a multi-dimensional
categorization of events in a SCADA system. This design decision allows us to
capture the following dimensions of an event in the SCADA system:

[RR] Regulatory requirements relevant to the event (Abstract knowledge)
Relates an event to North American Electric Reliability Corporation (NERC) reg-
ulations and National Institute of Standards and technology (NIST) best practices.
[RS] Role of the event generating entity in the SCADA system (Mid-level
knowledge)
Examples: Human Machine Interface (HMI), Historian, Control Server, Remote
Terminal Unit (RTU), Programmable Logic Controller (PLC), Sensor, Actuator,
etc.
[FR] Functional relation of the event (Low-level knowledge)
Examples: Login, Logout, Port opened, Port active, Service enabled, Service
active, Coil open, Coil close, etc.
[DR] Device type of the event generating entity (Low-level knowledge)
Examples: Application, Operating system, Hardware or Firmware
[MR] Vendor/Manufacturer of the event generating entity (Low-level knowl-
edge)
Examples: General Electric, VxWorks, CitecSCADA, Microsoft, Linux, VxWorks,
etc.
[DO] Domain of the event generating entity in the SCADA system (Abstract
knowledge)
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Example: Electric, Wastewater, Water, Refinery, Pipeline, Telecomm, Environ-
ment control, etc.
[CP] Communication protocol relevant to the event (Low-level knowledge)
Example: Modbus, DNP3, Inter-Control Center Communications Protocol (ICCP),
TCP/IP, etc.
[VU] Common vulnerabilities relevant to the event (Low-level knowledge)
Examples: Password sent in clear text, wireless connection not encrypted using
strong algorithms, Shared user accounts, etc.

The above dimensions of the SCADA ComET also span multiple levels of ab-
straction (abstract, mid-level and low-level knowledge). This distinction allows an
application or human to consume the events at a level of abstraction that is most
appropriate for the task at hand. Each concept in a dimension is assigned a unique
ID for cross referencing.

3.5 Snap-Shot Learning

The SCADAHawk system makes use of a novel learning process that is based on
storing frames of timed event sequences called “snapshots.” During the real-time
operation of the system, the captured snapshots are transformed and normalized into
event sequence models and stored for later use for anomaly detection. The learning
and monitoring processes take place within the AGENT using the identified events
reported by the assigned COLLECTOR’s. The structure of the event sequence models
are such that the COLLECTORS are represented as columns and the rows are partial
event sequences within a two-dimensional matrix. Thus each element within the
matrix is an event whose column identifies which COLLECTOR reported the event.

The event model learning process takes place by assigning each incoming event
to the next available row for the COLLECTOR that reported the given event in a
matrix known as the State Transition Event Buffer (STEB). Chronological order is
represented in increasing time progressing from the top of the STEB to the bottom. As
designated times the STEB is converted into Transition Definition Models (TDM’s)
by normalizing all the events times with respect to the initial recorded event. As a
result, various event sequences are learned and stored as TDMs. Figure 2 shows the
information flow for the learning process:

Note that the monitoring process is similar to the process above in that sensed
Taxonomic events are captured and stored within a matrix known as the Current State
Vector (CSV). In the monitoring mode, while each column represents the correspond-
ing COLLECTOR that generated the event, there is only a single row to represent
the current state of the system currently being monitored. Thus as each new event is
received, it replaces the previous event contained within that element. This is because
the CSV is, in essence, a partial sequence of the most recently received events from
each COLLECTOR. The CSV as a sliding window moves along each stored TDM
for the purposes of tracking a given event sequence. If a currently tracked event se-
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Fig. 2 Snapshot learning process

quence whose partial sequence is stored in the CSV cannot be matched to any of the
stored TDM’s, an anomaly is declared by the monitoring AGENT which then sends
an alert. The basic outline of the monitoring logic is depicted in Fig. 3.

3.6 Event Player

A means for simulating SCADA-Hawk system operations was developed by the
creation of an “Event Player” technology. This player allows users to describe the
operational sequence of a SCADA system by defining a sequence of “Raw Events”
and their corresponding times to generate each Raw Events. Both normal sequences
and real-work attack vectors can be created and played for evaluating the algorithm’s
performance. These sequences can be defined by users within text files and then
stored and later played back as needed. Furthermore, the sequence replay time could
be increased or decreased by adjusting the virtual time representation.
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Fig. 3 Monitoring logic

Fig. 4 Prototype operation

3.7 Prototype Operation

The developed technologies are all integrated into a Java application. The COL-
LECTORs and AGENTs were simulated as independent Java threads and the system
contained provisions for configuring various combinations of COLLECTORs and
AGENTs. An operational flow of the SCADA-Hawk prototype is depicted in Fig. 4
below.

The following sections describe the prototype operation.
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3.8 Simulation Configuration

The SCADA-Hawk simulation system allows users to configure the number of COL-
LECTORs and AGENTS and their inter-connections and parameters based on the
specific SCADA operations identified to be monitored. Based on a security and threat
evaluation of the components and events to be monitored, the configuration can be
tailored for monitoring identified raw events through a combination of observing
both low-level hardware signals and identified software points through program in-
strumentation.

3.9 Simulate SCADA Domain Operation

After the COLLECTOR and AGENT configurations are complete for the particular
SCADA domain to be monitored, the operations can be emulated through the use of
the event player. Specific operational behavior can be emulated by creating corre-
sponding event player files through detailing the event sequences within event player
files. Sequences can be described by listing each event to be simulated along with
its corresponding occurrence time and the respective COLLECTOR that has been
identified to receive the event.

3.10 Simulation Execution

Once the monitoring devices have been designed and configured, and corresponding
event player files developed, the system can be executed in one of two operation
modes as mentioned previously. The first mode, learning mode, is used to play the
normal behavior event player files to allow the system to learn the normal opera-
tion sequences of the SCADA domain under evaluation. While in learning mode,
the AGENTs process the received events and build behavior patterns in preparation
for later use in monitoring for anomaly detection. The second mode of operation,
monitoring mode, uses the learned patterns of behavior to detect anomalies. This
operational mode is used for evaluating the anomaly detection capability by replay-
ing the event player files that contain potential attack vector sequences. In addition,
variations of normal behavior patterns can be replayed to evaluate the system toler-
ance as to deviances amongst events in normal behavior. An alert is generated if a
given monitored sequence does not match any learned sequences based on the cur-
rent operating parameters. Either in learning or monitoring mode, various diagnostic
files are generated that provide insight to the system’s operation for use in evaluating
performance and in refining the operating parameters.
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4 Evaluation

Note that our system supports the ability to monitor low-level signals generated from
hardware as well as monitoring strategic points with the execution flow of device
firmware through program instrumentation. Thus our system can perform both “black
box” and “white box” monitoring of a given system based on identified points to be
monitored. Black-box Instrumentation strategy is used when limited privileges are
available to modify the SCADA component. In this configuration SCADA-Hawk’s
COLLECTORs are attached to the component of interest at its points of entry and
exit. This includes the following cases:

• (JTAG) IEEE 1149.1 Standard Test Access Port and Boundary-Scan Architecture
• Network interfaces (e.g. Packet sniffers):
• Alternation of signal on input and output wires (e.g. relay actuation):
• Peripherals (e.g. USB, serial ports, parallel ports etc.):

White-box Instrumentation strategy is used when privileges are available to mod-
ify the software process running on the SCADA component with an instrumented
version. In this configuration the COLLECTORs monitor the basic blocks that are
accessed during the execution of the SCADA process. This includes the following
cases:

• Instrumentation of file access and network access processes in the OS.
• Instrumentation of the primary SCADA application.
• Memory bounds monitoring.
• System and application files integrity monitoring.

Initially, the types of threat models that exist and events (system mappings) need
to be identified so as to determine how to configure the COLLECTORs and AGENTs
for monitoring specific SCADA devices (i.e. RTU). As a result, the requirements for
learning and monitoring are driven by the types of threat models and correspond-
ing monitor-able events. The following model is used as a formalized process of
determining attack vectors and COLLECTOR/AGENT configurations (Fig. 5):

Fig. 5 Process of determining learning and monitoring requirements
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We evaluated the features of the SCADA-Hawk system based on the potential
attack vectors recognized with the vulnerabilities on an AMR (Automated Meter
Reading) device. The device we experimented was a passive device in the field
testing phase. It made a good candidate for the typical operations found in AMR
devices. The tested operations included logic to track and record residential power
usage over designated time increments, reporting of these records at pre-determined
times, support variable rate billing based on time of power usage. The current model
transmitted power usage records using the public phone network and enhancements
are in progress for adding support for wireless communications.

The meter’s hardware and operating functionality were analyzed to determine the
types of threats that would be possible as wells as the types of motivation for potential
attackers. From these analyses, two categories of threats were determined which are
cyber-intrusion through the wireless communications and physical tampering by
tampering with the actual meter. The following types of attack motivations where
identified:

• Vandal/Insider—Financial Gain—alter the power usage reporting to show less
usage, alter the power usage reading components so they report less power, alter
power usage to show more usage in off-peak hours.

• Mercenaries—Vandalism—learn a resident’s habits (i.e. when they are away from
home opportunities exist for a break-in) by observing their power usage.

• Vandals—Nefarious purposes—cause meters to dial wrong number, cause meters
to all dial out at once tying up phone lines/wireless connections and thus causing
a Denial of Service (DOS) attack, alter power usage reading components to report
false usage readings and thus confuse/stress the power grid supply needs.

We developed a structured attack vector for evaluating the system based on these
potential attack scenarios. Typically a wireless connection would be made to the
AMR device for the purposes of troubleshooting, configuration changes, calibration
for correct power reading, and firmware upgrades. However, this capability also pro-
vides an opportunity for a potential attacker to discretely drive up next to an AMR
residential device and change its operation or to download privileged information.
The operations performed by the power company technician would always be consis-
tent, as they would normally run a program that would perform the same operations
while performing maintenance. For example, the operations would be:

1. Login
2. Password
3. Perform diagnostics
4. Read calibration values
5. Read phone number/Host IP address
6. Read next connection time
7. Download event log
8. logout

Note that each one of these operations may map to one or more taxonomic events.
The events that occur during this process could be monitored in different ways using
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Table 1 Candidate
taxonomic events

Taxonomic event

200—System started
201—Watchdog timer expired
202—Power consumption sampled
203—Flash memory updated/changed
204—Flash memory cleared
205—Flash memory read
206—Calibration data changed
207—Started power record upload
208—Phone number dialed/connected to host
209—Login sent
210—Password sent
211—Host verified meter
212—Meter verified host
213—Login failed
214—Transfer complete
215—Received new dial-in phone number
216—Received new dial-out time
217—Perform diagnostics
218—Logout
219—Diagnostics pass
220—Diagnostics fail
221—Read calibration values
222—Read phone number/ host IP
223—Read next connection time
224—Download power records
225—Download event log
226— Phone number/host IP address changed
227—Calibration values changed

the SCADA-Hawk system. One way would be instrumented firmware which reports
these events when they occur by identifying, through the instrumentation, which
parts of the firmware code perform each of the above tasks. The second method
of monitoring would be to use the COLLECTORs to monitor the communication
commands/packets sent between the wireless device and microprocessor.

In comparison to the above set of sequences, the would-be attacker could tamper
with the meter by connecting to it using the same connection point, and using a
different sequence of operations. For example, they may issue commands to change
the calibration values, phone number, erase recorded power records, etc… As a result,
an anomaly would be reported due to the difference in events (Table 2).

To evaluate this particular attack scenario, we encoded such operations as the
processing of logging in, password authentication, various diagnostic routines,
retrieving calibration values, event log downloading, and other operations into their
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Table 2 Normal operations for technician

Taxonomic Event

209—Login sent
210—Password sent
217—Perform diagnostics
221—Read calibration values
222—Read phone number/ host IP
223—Read next connection time
225—Download event log
218—Logout

corresponding ComET events. Table 1 lists the possible monitored events with their
corresponding Taxonomic Events. Table 2 identifies the sequence of monitored events
observed by the power company technician during the "normal" operation.

In this scenario, the COLLECTORs and AGENTs were configured to have a
single AGENT and a COLLECTOR for each event. Thus, the STEB may contain
events shown in Table 3, after a normal transmission. The entries are in the following
format: Event Time/Taxonomic ID.

The STEB, in Table 4, shows the malicious event occurring in COLLECTOR C5.
The technician may need to change the phone number, host IP, or calibration

values. However changing these values may also generate new “patterns” or “sub-
patterns” to their operation that can be modeled in the TDM’s. Note that although this
scenario is relatively simple, it established a baseline to which we could evaluate the
system operations and determine future enhancements. The comprehensiveness of
the monitoring mechanisms is only limited by the available system instrumentations
for COLLECTORS.

Table 3 STEB Containing normal behavior

C1 C2 C3 C4 C5 C6 C7 C8 C9

… … … … … … … … …
… … … … … … … … …
111/ 209 248/ 210 457/ 217 788/ 221 … 981/ 222 1251/ 223 5891/ 225 9346/ 218

Table 4 STEB Containing abnormal behavior

C1 C2 C3 C4 C5 C6 C7 C8 C9

… … … … … … … … …
… … … … … … … … …
111/ 209 248/ 210 457/ 217 788/ 221 838/ 227 981/ 222 1251/ 223 5891/ 225 9346/ 218
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5 Conclusion

To summarize, the evolution and maturation of the smart grid technologies will help
to better manage the power delivery systems. However, along with these new tech-
nologies will emerge new vulnerabilities that need to be considered for maintaining
secure power grid operation. We have presented in this chapter a review of methods
of tamper detection by behavior analysis along with a report on our work known
as SCADA-Hawk. Our technology consists of passive groups of devices known as
COLLECTORs and AGENTs that together monitor device behavior by learning
normal behavior and watching for out-of-tolerance anomalies. These devices build
learned behavior models by normalizing the SCADA event sequences into a standard-
ized Taxonomy and using our “Snap-Shot” learning algorithms for model building.
In addition, we developed an “Event-Player” technology that is used for describing
a designated operational event sequences for both normal operation and abnormal
operations for evaluating the effectiveness of the SCADA-Hawk system.

Several local SCADA system users are interested in our work and have asked to
be kept up to date on our progress. These interests, along with our prototype results,
are encouraging and thus we are continuing with the development of SCADA-Hawk.
For future work we are looking other types of SCADA equipment, evaluating the
types of attack vectors and SCADA events, and other parts of the system that can be
improved. In addition, we found that SCADA-Hawk has a unique opportunity for
success in infrastructure protection marketplace due to the support of legacy system
compatibility.

Several enhancements and refinements to the SCADA-Hawk system’s operations
have been identified. First, we are considering enhancements for improved noise
tolerance of the learning and monitoring algorithms and discriminating the differ-
ence between normal and abnormal behavior. Second, to supplement our sequence
comparison logic, we plan on integrating the use of statistical data on individual
event transitions. In addition, the ability to handle events occurring very close in
time requires a very fine granularity clock and decreasing the sample period may
be necessary. Furthermore, a means of “triangulation” can be supported due to the
system’s unique architecture by having multiple COLLECTORs report to a single
AGENT in a cluster. This “triangulation” would provide a means for separate event
sequences to cross check each other in the regards to a sequence set that commonly
occurs together. This would come into play for detecting a root-kit that reports an er-
roneous system status message at the application layer and cross-checking it against
the simultaneous low-level system event sequences that should occur during the ap-
plication layer. Last, it is planned to convert the COLLECTORs and AGENTs into
their respective hardware implementations as the technology matures.
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Automating Electric Substations Using IEC
61850

Peter J. Hawrylak , Jeyasingam Nivethan and Mauricio Papa

Abstract The Smart Grid will enhance the generation, distribution, transmission,
and use of electricity by incorporating elements that will greatly help improve energy
efficiency. In addition to traditional components, it will also incorporate small-scale
generators, such as home wind turbines and solar panels, into the larger grid. In
order to enable energy efficiency as well as other features, two-way communication
between utilities and customers (users) will be required. This communication will
most likely travel in large part over public networks. The Smart Grid, through the
addition of bi-directional communication links throughout the infrastructure, will
enable utilities to enhance their service, monitoring, and maintenance activities.
Electric power substations will play a major role in the Smart Grid. IEC 61850 is
a family of standards that defines network protocols, and data and device naming
conventions for electric substation automation. IEC 61850 provides utilities with the
ability to better monitor operation and even remotely control the substation when
necessary. Part of the utility-substation communication link will be facilitated by
public networks (e.g. the Internet). This chapter provides an overview of the IEC
61850 standards and discusses recent experiences with IEC 61850. Challenges facing
IEC 61850 deployments, namely security, are presented. Potential solution paths to
these challenges are provided.
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1 Introduction

Modern electric distribution and transmission systems are complex and must respond
to varying customer consumption patterns. The purpose of the transmission system
is to transfer the electricity generated at the power plants to the customer (end user).
Substations are positioned between the power plant and the customer to help dis-
tribute electric energy. The power plant-to-substation link is typically constructed
using very high voltage lines in order to minimize the current flowing through the
lines, thus, reducing power loss due to the resistance of the lines. Customers require
low-voltage power, on the order of 120 VAC at 60 Hz in the United States, and the
substation provides the conversion from high-voltage to low-voltage that are more
suitable for final distribution to customers. In larger distribution networks there may
be a series of substations, each stepping the high-voltage output of the power plant
to a lower voltage for transmission to the next substation. Ultimately, a substation
provides electricity to a group of customers.

Substations are often located in remote, rural, or difficult to access locations
because electricity must be provided to each customer at the location where it is
needed. Therefore, the cost of sending an engineer or technician to a substation can
be significant and utilities would like to reduce the number of times an engineer or
technician must visit a substation. In addition, this service model prevents utilities
from making real-time changes to the operation of the substation. Inability to make
real-time operational adjustments prevents the substation, and by extension, the elec-
tric grid from instantly responding to changes in electric demand. Real-time control
and updates of device operating settings to optimize electricity delivery and use are
two of the major benefits of the next-generation electric grid, termed the Smart Grid.

Previously electricity was provided to the electric grid only by power plants
operated by electric utilities and flowed in one direction: power plant to end-user.
Communications throughout the grid, for the most part, were also unidirectional in
nature. With the advent of small-scale generation, such as solar panels and small
wind turbines, end-users can generate their own electricity. The Smart Grid will
enable end-users to sell excess energy back to the utility. This requires an electric
grid and control system that supports a bidirectional flow of electricity between util-
ity and end-user. To determine how to handle this bidirectional flow of electricity,
the Smart Grid must be informed when users will push electricity onto the grid
and this requires bidirectional communication between the utility and the end-users.
The Smart Grid will utilize bidirectional communication links between end-user and
utility to manage and control the flow of electricity. Many different types of com-
munication technologies will be used to construct the communication infrastructure
of the Smart Grid. An overview of the communication technologies that could be
used in the Smart Grid is provided in Wang et al. (2011). Substations will play a
key role in the Smart Grid by adjusting the amount of electric power they provide
in response to current demands and the amount of customer generation (e.g. excess
power from solar panels) provided to the grid. These types of functional requirements
will in turn require the substation and substation equipment to be interconnected to
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coordinate action for normal substation operation, receiving updates from the utility,
and receiving information from end-users.

Substations in the Smart Grid will employ local area networks (LANs) to connect
internal devices together to reduce construction and management costs. The Smart
Grid offers utilities an increased level of control and remote operation of substations.
The shift from direct point-to-point connections to a LAN environment requires
reevaluation of the operating and security guidelines and best practices. Remotely
controlling substations requires enhanced safety systems that can take over control
during faults or unknown conditions to maintain safe operation of the substation and
maintain the Smart Grid (Myrda and Donahoe 2007).

The Smart Grid will consist of a number of different network technologies and
devices. Interoperability is a key requirement for the Smart Grid. Interoperability
can be provided by standardizing how data is presented and communicated. Efforts
in this area are underway within the IEEE, US National Institute of Standards and
Technology, and the International Electrotechnical Commission (IEC). An overview
of the various standards being developed within these groups is provided in Wang et
al. (2011).

The IEC 61850 family of standards provides guidelines to implement commu-
nication within the substation and between the electric utility and substation. Thus,
the IEC 61850 standards enable the automation of substation control from a central
location. This automation provides the ability for the electric utility to respond to
changing conditions in real-time and achieve one of the primary requirements for
the Smart Grid. However, this automation or remote control introduces a number of
issues that must be addressed in order to provide a safe and reliable Smart Grid. This
chapter explores these issues. First, an overview of the IEC 61850 family of standards
is presented, followed by a discussion on how substations can be automated using
the IEC 61850. Next, the challenges in achieving and maintaining the remote control
substation are discussed and potential solution paths to address these challenges are
presented. The chapter concludes with a presentation of the necessary future work
and research directions in this area.

2 Brief Overview of IEC 61850 Standards

The IEC 61850 standard is divided into ten parts with some parts having multiple
sub-parts. A number of other technical reports are included with these parts. These
technical reports provide additional information about the application of IEC 61850
and some include descriptions of IEC 61850 use-cases or potential implementations.
Brief summaries of the technical reports follow the overview of the standards.

IEC 61850-1 provides an introduction and overview to the IEC 61850 family of
standards. The introduction covers basic information about protection, control, and
monitoring needs for electric; it is not a comprehensive overview of electric protec-
tion, control, and monitoring. The goal of this part is to introduce the fundamentals
of IEC 61850 and provide illustrative diagrams and figures.
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IEC 61850-2 contains the glossary of terms used in IEC 61850. This document
houses these definitions for the entire family of standards and is updated as needed
when other parts are updated or modified.

IEC 61850-3 contains the basic operating requirements for the IEC 61850 net-
work. These include quality, security, environmental conditions requirements, and
voltage requirements for the communication network.

IEC 61850-4 describes the system and project management aspects of IEC 61850.
This includes quality assurance, beginning with the design stage, and engineering
requirements. This part provides management guidelines for the entire life cycle of
the system from design through decommissioning.

IEC 61850-5 explains and identifies the communication requirements of the all
known tasks (functions) performed in the substation automation system (SAS). This
part covers the lower level of the communication stack and is intended to be flexible
to accommodate a range of devices and expandable to adapt to new networking
technologies. Descriptions of the logical node concept and performance requirements
for the network are also provided.

IEC 61850-6 describes the substation configuration language (SCL) that is used to
initialize and describe devices within the substation. The SCL is used to describe the
communications between devices, and the relationship between devices and functions
performed by the substation.

IEC 61850-7-1 explains the basic communication architecture among the devices.
It provides the communication modeling methods, modeling concepts, communica-
tion principles and the information models discussed in IEC 61850-7-x documents.
Communication modeling methods, modeling concepts, communication principles
and the information models used in the remaining subparts of IEC 61850-7 are
described. Data formatting information is provided to enable interoperability between
devices.

IEC 61850-7-2 describes and explains the abstract communication service inter-
face (ACSI) that is used for the substation commination in the IEC 61850 model.
ACSI is defined to be protocol agnostic and provides the basis to build the IEC
61850 protocol. This abstract interface provides services for (1) communication
between the client and a remote device; (2) the transmission of messages using the
publisher/subscriber method; and (3) the transmission of sampled values using the
publisher/subscriber method. In the publisher/subscriber method, the each device
monitors the network for messages to which it subscribes (that are of interest). Each
message contains publisher and identification information so that the subscribers can
identify those messages as being of interest.

IEC 61850-7-3 specifies common data classes and common attribute types for
substation applications. The data classes and common attributes are used to define
communication between applications.

IEC 61850-7-4 defines naming conventions for logical nodes and data structures
used in the IEC 61850 model. The standardized naming convention is central to
providing interoperability between devices and enabling information sharing.

Several standards and technical reports (denoted by a TR in the IEC standard
name) have been published or are under development (IEC 61850-7-x10 and IEC
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61850-7-x20) to provide extensions of the IEC 61850 naming and data format con-
ventions to applications outside of the substation. Extensions to distributed energy
resources (IEC 61850-7-420) and hydroelectric facilities (IEC 61850-7-410 and
IEC/TR 61850-7-510) have been published.

IEC 61850-8-1 defines and explains a method for mapping the ACSI messages to
Manufacturing Message Specification (MMS) messages in order to transfer non-time
critical data through local area networks, and a method for mapping ACSI to Ethernet
in order to transfer time critical data through local area networks.

IEC 61850-9-1 has been withdrawn and was replaced by IEC 61850-9-2. IEC
61850-9-2 defines and explains the specific communication service mapping (SCSM)
of sample values to Ethernet. This standard describes how to take the ACSI model
defined in IEC 61850-7-2 and convert those data items for transmission over Ethernet.

IEC 61850-10 defines the conformance requirements for IEC 61850 installations.
This standard defines the tests and pass/fail conditions for determining conformance
to IEC 61850.

Technical reports having the numbers IEC/TR 61850-90-x describe how to use
IEC 61850 and provide additional information about implementation. Two technical
reports have been published, IEC/TR 61850-90-1 covering communications between
substations, and IEC/TR 61850-90-5 covering how to transmit synchrophaser data
using the IEEE C37.118 standard.

3 Substation Automation with IEC 61850

The IEC 61850 series of standards defines how data is represented, the network
protocols for transmitting the data, and the network requirements for substation
automation. The benefit of IEC 61850 is that it helps replace the dedicated con-
nections to each device with a single Ethernet connection. This provides significant
savings in cable cost and more sophisticated functionality provided by more advanced
devices capable of interacting with any other device in the substation.

The communication infrastructure utilized by the current power grid is composed
of dedicated point-to-point connections between a local controller and the device.
Networks based on this type of topology do not scale well and are limited to small
geographic areas (Wang et al. 2011). An IEC 61850 based Smart Grid will use
a different topology that is similar to what is often seen in current LAN designs
and deployments, most likely based on Ethernet. In fact, current versions of IEC
61850 use Ethernet (Ozansoy et al. 2009) as the network infrastructure although
the protocols defined by IEC 61850 could be transported using a number of other
network infrastructures. Such a network can be connected into the same network that
is used for providing Internet connections to business and private homes.

IEC 61850 defines the network protocol for intelligent electronic devices (IEDs).
IEC 61850 focuses on Layers 5 (session), 6 (presentation), and 7 (application) of
the OSI (Open Systems Interconnection) model (Forouzan 2003). One of the goals
of IEC 61850 is to provide a mechanism to describe data and control commands
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independently from the underlying network (Mackiewicz 2011). To accomplish this,
IEC 61850 defines the data format for the messages and the data labels in each
message. Each message is constructed at the higher levels in the IEC 61850 format and
is then translated and encapsulated by the network infrastructure into the appropriate
format for transmission. Upon reception, the message is again translated by the
network infrastructure and the receiver processes the resulting data according to the
IEC 61850 standard. This allows the IEC 61850 protocol to be used with a number
of network technologies (e.g. Ethernet, WiFi, or ZigBee). Being network agnostic
is important because it enables the IEC 61850 protocol to continue to be used as
network technologies advance.

The Smart Grid also requires devices to communicate with devices from other
vendors and this requires interoperability, which is a major goal of IEC 61850. The
issue of interoperability is addressed by defining the structure and ordering of data
items in messages and how these data are presented in those messages (Mackiewicz
2011; Xiong et al. 2008). The goal is to achieve plug-and-play capability (similar
to the capability provided by USB for PCs) for IEDs to provide the interoperability
necessary for the Smart Grid (Hossenlopp 2007). In the Smart Grid, the equivalent
of the driver for the hardware device that plugs into the USB port is the IEC 61850
definition of the data items and how those data items are presented. Standardizing
the data and their presentation also reduces the amount of work required to connect
IEDs to the Smart Grid network because each device uses the same standardized
communication protocol and data definitions (Mackiewicz 2011).

The base component of an IEC 61850 network is the physical device, e.g. a smart
relay. The physical device has a defined location and purpose and is given a network
address (Mackiewicz 2011). A physical device may perform a single function or
multiple functions, e.g. measuring current, status monitoring, or controlling a cir-
cuit. Each function that a physical device performs is considered a logical device
(Mackiewicz 2011), and is similar to the concept of a port in computer networking.
Hence, a single physical device may contain multiple logical devices: one for each
function. In turn, each logical device is composed of multiple logical nodes, which
are groups of data items and procedures provided by the logical device (Mackiewicz
2011). The data items can be measurements or set-point values, while the procedures
perform the actions required to maintain the power grid. The format and presentation
of these data items is provided in IEC 61850-7 (Mackiewicz 2011). The architecture
of IEC 61850 lends itself well to being implemented in Object-Orientated code. In
Ozansoy et al. (2009), the authors describe an Object-Oriented framework that can
be used to implement IEC 61850 IEDs and the communication exchanges between
those IEDs. In Mercurio et al. (2009), the authors present an implementation in sim-
ulation of a substation communication and control network based on the IEC 61850
and IEC 61970 standards using the Object-Oriented program design philosophy.
They define a framework for building software objects to represent the components
of a substation network and investigated the use of the common object request broker
architecture (CORBA) to send messages (Mercurio et al. 2009). The use of CORBA
does not allow this implementation to be used in real-time monitoring or control sys-
tems that have hard deadlines (Mercurio et al. 2009). Although use of CORBA has
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declined significantly over the last few years, integration efforts within the CORBA
framework can be easily ported to other frameworks.

3.1 IEC 61850 Network Architecture

IEC 61850 defines two different buses or local networks: the station bus and the
process bus (Mackiewicz 2011). The process bus connects the relays and primary
equipment to the IEDs in the substation (Mackiewicz 2011). The process bus is
typically deployed at the bay level and may cover a single bay or span multiple bays.
Data aggregators termed merging units combine information from multiple IEDs
into a single message and then pass this on to the process bus (Mackiewicz 2011).
This helps reduce traffic on the process bus and reduces the number of network
connections the process bus must support. The IEDs act as the bridge between the
process bus and the station bus. The station bus connects all of the process buses
together and provides the connection to the utility control center (outside world)
and other substation management functions (e.g. substation historian) (Mackiewicz
2011). Figure 1 illustrates the process and station buses in relation to substation
management and primary equipment.

An alternative approach to having both a station and process bus is to implement
only a station bus. In this case, hardwired direct connections are still present between
the IEDs and the relays and primary equipment. The former option (station and

Fig. 1 Typical IEC 61850 network architecture with process and station buses
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Fig. 2 Typical IEC 61850 network architecture with only a station bus

process bus) is often employed for new substations and this option (station bus only)
is useful for a retrofit of an existing substation to upgrade it to use IEC 61850. This
option minimizes the impact on the internals of each bay because only the connection
between the station bus and bay equipment must be updated. Figure 2 illustrates the
basic network architecture for the station bus only option.

IEC 61850 defines two communication functions to provide an interface between
an IEC 61850 IED and a supervisory control and data acquisition (SCADA) system
(Higgins et al. 2011). Both functions deal with the IED reporting changes or alerts in
signals that the IED is monitoring to the SCADA controller. Alerts can be generated
when a signal is detected outside of a predefined range (e.g. exceeds a threshold
value) or when a signal changes too quickly (Higgins et al. 2011).

Two types of connection strategies are possible: data gathering only, or data gather-
ing and control. Initial implementations were data gathering only and are not required
to meet the timing requirements of control systems. In these systems, the data gather-
ing connections are simplified into a single Ethernet connection that links the device
back to the central control center.

Control applications require time critical operation. Typically, faults must be iden-
tified, processed, and corrected within two cycles. IEC 61850 specifies that time-
critical messages must be delivered within 4ms from the time they are sent. The
4ms requirement in less than the two-cycle time but it is important that the message
arrives in time for the protection device to process, respond and take action. Thus,
the IEC 61850 network must provide the communication bandwidth and transit time
to meet this requirement.
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Support vector machines (SVMs) (Cortes and Vapnik 1995) are used in pattern
matching applications and are one technique to monitor power systems for stabil-
ity. SVMs can also be used to help secure power systems by identifying abnormal
behavior patterns, and can be integrated into an intrusion detection system (IDS) for
the power sector. SVMs must be trained with known input sets representing normal
and abnormal behavior or conditions. Once trained, SVMs can be used to identify
suspicious behavior in the Smart Grid. SVMs have been used to forecast electricity
demand based on data from Smart Meters (Men and Liu 2011).

IEC 61850 provides support to transmit sampled value data, which are data taken
from sensors. Merging units can be employed to collect and aggregate sample value
points together to send in one large packet verses several smaller packets, reducing
network load in terms of the number of messages. Thus, the IEC 61850 sampled
value message type can be used as input to SVMs. The critical concern is for the
network and system to be capable of providing data input at the required rate.

3.2 IEC 61850 Deployments and Pilot Projects

The Tennessee Valley Authority (TVA) designed their Bradley Substation to use IEC
61850 (Ingram and Ehlers 2007). IEC 61850 provides a substation configuration
language that can be used to encode the equipment description for an IEC 61850
network. Naming conventions for the SCL description are defined in IEC 61850
to simplify identification of information to other IEDs and devices (Ozansoy et
al. 2009). In this manner, the SCL provides part of the driver for the plug-and-play
capabilities of the IED. The SCL also provides the ability to describe the connections
between devices in the substation (Higgins et al. 2011). Thus, the SCL maintains the
network topology for the substation. This enables the user to obtain a snapshot of the
network topology at any time. Using the SCL provides automated book-keeping for
new devices or those that are replaced: changes in the SCL can be easily documented
by periodically requesting the SCL information from the IEC 61850 network. This
is very important for auditing and scheduling of routine maintenance of equipment.
Further, each piece of equipment can be tracked even if it is moved around in the
substation or to a different substation. Such tracking is important because it allows
detailed maintenance and service logs to be kept for each device. TVA cited the SCL
as one of the major benefits of IEC 61850 because of the labor savings in IED setup
and installation, and in the simplification of device management in the future (Ingram
and Ehlers 2007; Rietmann and Reinhardt 2006).

TVA will realize a significant savings due to automation because routine inspec-
tions of the substation can be limited. This automation requires that TVA be able
to remotely query IEDs to see not only their published readings but also internal
settings and measurements to enable TVA to remotely diagnose problems (Ingram
and Ehlers 2007). Remotely diagnosing problems will ensure that the technician sent
to repair the substation has the proper training and equipment (Ingram and Ehlers
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2007). This will reduce operating expenses, as technicians know exactly what the
problem is and already have a plan to address it before arriving at the substation.

The Comisión Federal de Electricidad (CFE) upgraded some of their substations to
an IEC 61850 based network beginning in 2005 (Moreno et al. 2012). They cite inter-
operability, interchangeability—the ability to swap devices with ones from different
manufacturers, use of an open and royalty free protocol, vendor independence—not
being restricted to a single vendor’s vertical solution, and a LAN network to link com-
ponents together in a cost-efficient and safe manner as the primary goals/benefits of
moving to IEC 61850 (Moreno et al. 2012). They found that documentation of the net-
work configuration, especially, maintaining a current list of the IP address assigned
to each IED was critical (Moreno et al. 2012). Interchangeability was possible with
only one manufacturer’s IED and that IED stored the SCL internally (Moreno et
al. 2012). Hence, for interchangeability, it is recommended that IEDs store the SCL
internally.

It is important to note that CFE found that IEC 61850 did not provide all of the
alarm and data types they required, but they were able to extend the IEC 61850 data
types to accommodate their new requirements (Moreno et al. 2012).

4 Challenges for Substation Automation

There are a number of challenges to using IEC 61850 for substation automation. Mov-
ing to a LAN structure introduces many variables in the communication infrastruc-
ture that must be taken into account. Maintaining accurate date and time settings
and maintaining quality of service under variable traffic loads are two examples. The
non-deterministic nature of an Ethernet network complicates these requirements and
introduces other issues. In particular, the non-deterministic nature of Ethernet may
produce scenarios where packets containing measurements arrive out of order. This
is due to network relay devices (e.g. switches and hubs) that must retransmit packets
as they move between networks. Large packets may be broken up into smaller pack-
ets based on network infrastructure or current traffic loads. The IEC 61850 network
must ensure that all parts of the message reach the destination and are reassembled
within the 4ms time window. Using commercial networks to link the substation to
the utility as opposed to dedicated private connections, requires strong security on
both the IEC 61850 network and the physical devices themselves. These challenges
are described in this section and potential solutions to each challenge are described.

4.1 Timing Synchronization

In a distributed control system, it is important that the IEDs are synchronized with
each other. This enables accurate timestamps to be applied to data readings that
are used by data aggregators to make control decisions. This is especially impor-
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tant with Ethernet because messages may arrive out of order: readings at time t+30
may arrive before readings from time t . There are many methods of clock synchro-
nization available and one is the network time protocol (NTP) that is standard on
most Ethernet TPC/IP based networks. The IEC 60870 family of protocol defines
the communication between the substation and control center (Sanchez et al. 2010).
In Sanchez et al. (2010), the authors present an implementation and simulation of
an IEC 60870-5-104 protocol using standard Internet protocols, SNMPv3 (simple
network management protocol ver. 3), SSH (Secure SHell), and network time proto-
col (NTP), instead of the IEC 60870-5-104 stack. They use a database table system,
called management information base (MIB) (Stallings 2000), to provide read and
write access to the intelligent electronic devices (IEDs) (Sanchez et al. 2010). The
MIB concept is widely used in networks to manage the devices connected to the
network (Stallings 2000). They compare their implementation to an implementation
using the IEC 60870-5-104 stack in terms of number of bits transmitted and percent-
age of communication that is related to electric power data and control. The method
proposed by Sanchez, et al., yields better performance than the IEC 60870-5-104
stack: fewer bits transmitted and a higher percentage of messages containing use-
able information verse book-keeping information (Sanchez et al. 2010). However,
using NTP they are only able to obtain a synchronization within 10 ms (Sanchez et
al. 2010). Hence, their proposed system is not suitable for control and monitoring
applications requiring hard real-time deadlines of under 10ms and is not suitable
for IEC 61850. Other synchronization methods, such as IEEE 1588 (IEEE 2008)
and GPS (global positioning system) timing information, may yield better results.
Variable network traffic must be taken into account and proposed solutions to the
synchronization and other problems must be analyzed to determine their impact on
the overall network load and message transit times.

Clock synchronization is important and this synchronization will require addi-
tional traffic on the network. Other maintenance tasks will add to this overhead. One
option is to use a separate (redundant) network to provide synchronization and other
maintenance tasks, leaving the primary network to carry just monitoring data and
control information. This has the added advantage of providing another redundant
connection that could be used for other forms of data transfer during an emergency.

4.2 Network Traffic Load

The amount of messages present on the network is directly related to the level of
congestion on the network. Gao, et al., investigate the congestion of a network based
on the amount of bandwidth that is utilized on the network (Gao et al. 2008). They
found that under normal conditions that messages could be delivered within the
4 ms limit, but that a slight increase in utilization caused message delays to exceed
the 4 ms limit (Gao et al. 2008). Periodic status reports and heartbeat signals from
physical devices can be scheduled to avoid such congestion. However, during a fault
or emergency condition the network utilization will increase substantially leading
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to increased congestion and delay. One alternative is to provide multiple network
links to each device, with each link serving a different type of message class. For
example, one link could be dedicated to periodic status and heartbeat signals, while
a second could be dedicated for control and emergency messages. Unfortunately, the
use of multiple links is contrary to the goal of IEC 61850 to reduce the number of
communication links in a substation. Another solution is to increase the bandwidth
of the network infrastructure (Gao et al. 2008). Increasing the bandwidth solves the
present problem, but most likely only for a short time because the extra bandwidth
will be used up to provide new features or improved control.

The architecture of the Ethernet network is important to its performance. The
network must be designed to minimize packet delay in order to meet the 4ms tim-
ing requirement specified by IEC 61850. In their initial deployment, CFE used two
ring topologies connected at a few places for their substation network (Moreno et al.
2012). This architecture did not perform well and resulted in significant delays during
fault conditions (Moreno et al. 2012). A single ring topology provided better perfor-
mance when clearing a fault (Moreno et al. 2012). As a result, CFE’s recommended
network topology is a single ring with one Ethernet switch per panel (Moreno et
al. 2012). Using one Ethernet switch per panel will dramatically reduce the number
of connections to the backbone substation network and allow intra-panel messages
to be delivered without having to travel over the backbone substation network. This
provides significant reduction in network traffic, thus, improving performance on the
process bus.

4.3 Communication Protocol with Non-Deterministic Timing

The Ethernet protocol does not provide deterministic transit times for messages from
sender to receiver. First, Ethernet defines a non-deterministic exponential back-off
time when a collision or consecutive collisions are detected. While this method
works well to address collisions, it yields a protocol where the delay in transmitting
a message from the sender to the physical network varies with current network traffic.
Second, Ethernet networks are multiple hop networks with intermediate devices, e.g.
hubs, switches, and routers, routing messages to their proper destination. As these
intermediate devices receive input from multiple senders, incoming messages are
placed in a queue and are processed sequentially. When sending the message the first
issue is again present. This issue is also dependent on network traffic, but also on
network topology. Network topology is important because it defines choke-points,
e.g. a central switch, in the system that receive an increased amount of traffic. Network
topologies for IEC 61850 substations must take this into account and not route too
much traffic through a single choke-point (e.g. switch).

Evaluations (Kanabar and Sidhu 2011) have shown that IEC 61850 can provide
the needed latency for data reporting, but not for control. Control requires at least
two messages to be sent. The first message is from the device to the central controller
reporting a fault or abnormal data. The central controller then responds with a mes-



Automating Electric Substations Using IEC 61850 129

sage indicating what action to be taken to clear the fault. Possible solutions to the
latency problem are described below.

High-end Ethernet switches have Quality of Service (QoS) capabilities that allows
system designers and system administrators to attach a priority to a message or
communication channel. Higher priority messages are given preference over lower
priority messages and are relayed first. Sidhu and Yin investigate the performance
improvement of QoS using a network simulation of a sample IEC 61850 enabled
substation (Sidhu and Yin 2007). Their results indicate that using QoS improves per-
formance (lower transit time) for an Ethernet network based on 10Mb/s equipment,
but that no improvement was observed for an Ethernet network based on 100 Mb/s
equipment (Sidhu and Yin 2007). Thus, the QoS feature may not provide the needed
savings to meet the timing requirements of substation for higher speed networks.

As the number of devices connected to the network increases so will the transit
time of messages due to increased contention and traffic being routed though choke
points. Scalability was also found to be an issue as a 3.14X increase in transit time
was observed when the number of Ethernet switches in the example substation was
increased to 14 from 9 (Sidhu and Yin 2007). Detailed network simulations must be
conducted to verify that the proposed network topology for a substation can provide
the required speed. Choke-points must be identified and the topology changed as
needed to provide the required QoS.

The bandwidth of the network is an important consideration and must be sufficient
to handle the network traffic while ensuring delivery of messages within the required
time. Messages in the substation will have different priorities based on type and
current operating conditions. Message priority can change as the current operating
conditions change making it difficult to meet the timing requirements using the QoS
features of Ethernet (Deshpande et al. 2011). Deshpande et al. (2011) propose a strict
priority queue (SPQ) and provide a priority ordering of Smart Grid message types
for the Differentiated Service Code Point (DSCP) feature in the IP header. The SPQ
feature provides a means to enable high priority messages to meet their delivery
time requirement by preempting lower priority messages that have larger maximum
allowable delays (Deshpande et al. 2011). They simulate a small substation network
to determine the bandwidth required to meet the message delivery time requirements.
In their simulation the maximum allowed time for a message to be delivered is 8 ms,
which is twice that allowed by IEC 61850 (Deshpande et al. 2011). Their results
show that a network bandwidth of 3.072 Mb/s is required to meet the 8 ms delivery
requirement (Deshpande et al. 2011). This translates into a bandwidth requirement
of 7.144 Mb/s for an IEC 61850 network. This bandwidth is easily achieved using
a standard 10 Mb/s network. Most Ethernet installations today offer a bandwidth of
100 Mb/s so this should easily meet the message delivery requirements. However,
differences in the traffic on the network and network architecture from the simulated
network will alter the results. Thus, a higher or lower bandwidth may be required for
an arbitrary network.

The use of multiple links in a substation can be used to reduce message transit
time. One method of reducing the transit time is to use these multiple links in the
same manner as a parallel I/O port. Large messages can be broken into smaller parts
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and transmitted over several links in parallel (Deshpande et al. 2011). The Multi-
link Point-to-Point Protocol (MLPPP), defined by IETF (Internet Engineering Task
Force) RFC (request for comments) 1990, can be used to provide this functional-
ity (Deshpande et al. 2011). The use of MLPPP may result in a lower bandwidth
requirement (Deshpande et al. 2011). The redundant links in the substation could be
used to provide the parallel connections. However, this use of the backup (redundant)
network links must be weighed against the need to have backup network links in the
event that some of the primary links fail. Network bandwidth should not be designed
using MLPPP as some of the parallel links are provided by the backup network in the
substation. The required bandwidth must be computed based only on the non-backup
links and enough redundant links must be installed to provide the MLPPP service.

4.4 Order of Packet Reception

The Ethernet protocol does not guarantee that the receiver will receive the packets
in the same order as the transmitter sent them. Higher level protocols, such as TCP
guarantee in-order delivery by default and IP provides means to establish packet
order at the receiver. This can be problematic for data monitoring applications that
are performing calculations to monitor the stability of a power line in real-time.
IEC 61850 uses a mix of protocols (e.g. Ethernet, IP, and TCP) transmitted over an
Ethernet medium. The GOOSE (Generic Object Orientated Substation Event) IEC
61850 message is transmitted at the Ethernet level and the Ethernet header does not
contain any information about ordering. Hence, the packet must include a field to
denote the order or a timestamp having the required precision associated with each
reading. This is necessary to allow the receiver to reconstruct the ordering of packets
and to process the data in the appropriate order. This added field increases the time
required for communicating the message (more bits to send and receive) and the
processing time on each end (receiver must reorder packets). This field may be in the
header for the protocol (e.g. fragmentation information in the IP header), associated
with an acknowledgement and transmission scheme inherent to the protocol (e.g.
acknowledge/retransmit scheme for transmission of data segments using TCP), or as
part of the data itself.

The data analysis algorithms used in substations automated using IEC 61850 must
support reception of packets in a different order than they were sent by the trans-
mitter. Reordering of messages at the receiver is not always feasible, for example,
in monitoring applications where data must be processed to derive current values. In
extreme cases, earlier packets may be significantly delayed and arrive at the receiver
too late to be of any value or the packet may be dropped (never arrives). Hence, the
monitoring algorithms must be designed to account for missing or late data due to
the non-deterministic nature of the Ethernet communication medium. Kanabar and
Sidhu (2011) present an algorithm to estimate missing data values in their monitor-
ing functions. Based on their results, monitoring systems with higher sampling rates
were more resistant to consecutive missing samples.
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Estimation of missing data also affects the response time of an IED. Kanabar et
al. (2011) investigate the response time of IEDs for monitoring and controlling phase
delay in the electric grid. The IEDs they used in their experiments assumed a value of
0 for missing phase measurements (Kanabar et al. 2011). They propose an algorithm
to estimate the missing values and their results indicate that the response time of
the IED is reduced to 23–25 ms from 23–41 ms without the estimation (Kanabar et
al. 2011). IEDs must support robust estimation algorithms to estimate the value of
missing data items. These algorithms must provide high quality estimates while also
being able to detect fault and abnormal conditions to which the IED must respond.
Designers must thoroughly understand how the IED handles missing data values and
design the control algorithm and system to handle these events safely.

4.5 Fragmentation of Large Packets

The TCP/IP protocol supports fragmentation or the breaking up of large packets
into smaller packets (Forouzan 2003). The maximum size of a packet is defined by
a number of factors including network capabilities and network traffic. In an IEC
61850 Ethernet based substation, the network is defined to meet a specified criteria
and should be uniform across the substation. Hence, network capabilities should not
have much impact on variations in maximum packet size. However, in substations
that utilize multiple types of physical networks, e.g. Ethernet, WiFi, and ZigBee, the
network capabilities may influence the maximum packet size. This is especially true
at the interfaces between networks. The current amount of traffic on a network is
the major factor in determining the maximum packet length. Longer packets take up
space on the medium and other messages may not arrive in time. Smaller packet sizes
may be used to send parts of multiple messages in the same time. Here, fragmentation
enforces fairness on the communication medium and prevents any one device from
being starved out of communication. Message size is an important factor in the time
required for a message to be received. One simulation, showed that message sizes
of 2 kB were able to be transmitted within the 4ms limit but those of 4 kB were not
(Gao et al. 2008). Fragmentation can reduce the delay in transit across the network,
but the key metric is not the delay of each fragment (part of the message), but the
reception of the entire message (Gao et al. 2008).

One solution is to keep the size of each message small enough to fit into the smallest
packet size supported by a physical layer. This will reduce the delay significantly and
can allow the entire message to be received within the 4 ms required by IEC 61850.
However, sending multiple small messages will increase congestion on the network,
introducing additional delay. Thus, the optimal size of the message to reduce transit
delay is dependent on the network protocol and the network architecture. The optimal
values for message size can be investigated using standard discrete event simulation
models of Ethernet. Such simulations should be conducted for each variation of
network architecture early in the project.
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4.6 Security Implications of Wireless for IEC 61850 Networks

Wireless networks offer many benefits over wired networks. First, the need for cabling
between nodes is eliminated. Second, nodes can be located in locations that are
difficult to access with a wired connection. For example, a wireless node located on
a piece of moving equipment can be placed without the need to provide a connection
to it through stationary parts of the equipment. Another example is to place a node
in a hazardous environment and communicate using wireless means. Third, wireless
networks are more easily upgraded. Additional hardware is not required to add more
connections. Although access time will increase as more connections are made, there
is no problem of running out of ports as on an Ethernet switch. Finally, a wireless
network provides easy access for the technician: through a cellular link or by driving
by the substation and connecting with a traditional wireless, e.g. WiFi, link.

Wireless networks are visible to anyone within range with the appropriate receiver.
This availability reduces the effectiveness of physical security solutions in protect-
ing the substation. Because an economical infrastructure is one of the goals of the
Smart Grid, these networks will be commercially available technologies, e.g. WiFi
or ZigBee. While security can be activated on wireless networks this comes at the
price of added overhead and slower communication speeds. Further, as computing
technology advances, these security measures will become outdated and are subject
to being hacked.

Wireless communication can also be affected by electro-magnetic interference
(EMI) generated from other wireless equipment or from electric equipment in the sub-
station (Yu and Johnson 2011). EMI can cause messages to be corrupted resulting in a
retransmission or not being received at all. Intentional EMI generated from an attacker
using a jamming device could be used to disable parts of the IEC 61850 network.
Physical security should address the jamming attack by keeping the attacker out of
range of the substation. Verification and testing of wireless equipment for the substa-
tion for EMI immunity must be conducted and the design engineer must be aware of
other devices that will also use the wireless spectrum (Yu and Johnson 2011). Trans-
mission algorithms must be developed to coordinate transmissions among multiple
wireless devices. Definition and use of accepted testing standards and best practices
will address the EMI immunity concerns (Yu and Johnson 2011).

4.7 Integration of Control and Protection Functions into a Single
Device

Older substations have little or no integration of functions for control and protection,
typically employing a one function per device model. The logical node feature of
IEC 61850 provides the ability to integrate several functions into a single IED.
Integration reduces the number of point-to-point connections and the amount of
cabling, but increases the impact of a device failure. The IEC 61850 protocol allows
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the integrated node to collect and package input from multiple sensors or distribute
commands to multiple actuators. Hence, the integrated node can be visualized as a
collection of sensors and actuators that communicate with the outside world through
a centralized router block.

From a security standpoint, a system composed of a number of individual nodes
may be more secure than one with a few nodes, each containing several functions. In
the event that a node is compromised in the one function per node case, the attacker
can control or affect only one function. However, in the integrated case, the attacker
can control or affect multiple functions. If the attacker is able to compromise or
disable the centralized router or switch they can block all communication with the
IED resulting in the loss of information and capability provided by that IED.

Normal failure of IEDs is another event that must be guarded against. Simple, but
robust solutions employ redundant sets of IEDs throughout the substation. With the
merging of functionality of several non-IEC 61850 IEDs into one IEC 61850 IED,
this becomes a larger concern because the failure of one IEC 61850 IED disables
several functions. One method proposed in Xiong et al. (2008) is a generic control
IED that sits in the background and only becomes active when there is a fault that
disables an IED. This backup IED then provides the analysis and reporting features,
filling in for the disabled IED (Xiong et al. 2008). If the disabled IED is in direct
control of electric machinery, the spare IED can only provide analysis and reporting
information to the central controller. However, if the IEDs directly controlling the
machinery are intact the spare IED can establish communication with these IEDs
and provide control and well as monitoring functions.

Integration of control and protection functions into a single IED requires a reeval-
uation of the accepted best practices for providing adequate backup and redundancy
for substations. Security is also an issue and best practices need to be developed for
security IEDs integrating multiple functions.

4.8 Potential Attack Vectors to the IEC 61850 Network

The IEC 61850 network architecture is susceptible to the same attack vectors that a
traditional data network is. The US National Institute of Standards and Technology
(NIST) has published a report, NIST Special Publication 800-82 (Stouffer et al. 2011),
covering security issues in SCADA and control systems for the critical infrastructure.
This report provides an overview of the entry points for threats and attacks into these
systems. Recommendations are provided to address and guard these entry points.

The substation network can be divided into two areas or sub-networks. The first
sub-network is a local area network (LAN) entirely within the substation and con-
nects the protection devices and monitoring systems together. This network is based
on IEC 61850 and is typically contained entirely within the substation perimeter.
The substation perimeter provides protection to the substation and IEC 61850 net-
work from physical attacks. The second sub-network is the connection between the
substation and the utility. It is more economical to have the substation tie into a
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large commercially available network to link back to the utility than for the utility
to construct a private dedicated network connection (Dondossola et al. 2009). The
commercial network provides the attacker with a potential entry point into both the
substation and utility. Often multiple independent connections between the substa-
tion and utility exist to address the redundancy requirements of the electrical grid
(Dondossola et al. 2009). Each of these links is a target for an attacker and must be
secured and monitored. Within the Smart Grid data integrity and device availability
are the two key requirements (Giani et al. 2008). Integrity includes verifying that
the sender is a legitimate part of the network and not a rouge device (Giani et al.
2008). Availability is critical because the IEDs must respond to faults and changing
conditions within a hard-real-time deadline. Potential attack vectors are described in
the following sub-sections.

4.8.1 Eavesdropping on Network Traffic

The attacker must acquire knowledge of the system they are planning to attack to
identify vulnerabilities. The network architecture is a valuable piece of information
that the attacker can use in their attack. Based on this information they can identify
the structure of the network, including central Ethernet switches, and can discover
the type of devices on the network. Using this information the attacker can select
targets on the network that they can exploit.

This information can be obtained through eavesdropping on the messages carried
by the network. There are several tools available for sniffing network traffic or the
attacker can compromise a device on the network and use that device to eavesdrop.
Encryption is one method to counter eavesdropping because the attacker is not able
to decrypt the messages. Jung et al. (2008) propose deploying a security device
between each device (e.g. a RTU) and the centralized SCADA network to counter
the eavesdropping attack. While encryption will counter eavesdropping it will not
counter a replay attack were an attacker sends a previously recorded message, e.g. a
trip command, at a later time. A replay attack compromises data integrity by reusing
a previous message or command to affect some change to the system. It is important
to ensure that any solutions used by IEC 61850 include protection against replay
attacks.

4.8.2 Countermeasures to the Replay Attack to Ensure Data Integrity

The use of a timestamp in each message or a challenge-response protocol will counter
the replay attack. Any encryption or challenge-response based security measure must
be implemented to meet the timing requirements of the system (4 ms in IEC 61850).
Challenge-response based approaches while powerful from a data security standpoint
require multiple messages to be exchanged and this may be problematic from a timing
standpoint. An implementation of the encryption/decryption in hardware, such as an
FPGA (field programmable gate array), will most likely be necessary to meet the
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timing requirements while maintaining the required network throughput. The FPGA
has the advantage that it can be reprogrammed in the field, simplifying the update
and patching process.

4.8.3 Denial of Service Attacks

Denial of service (DOS) attacks are used to prevent users from accessing network
resources. A DOS attack is relatively simple to carry out and requires significant
resources to counter and recover from such an attack. In a DOS attack, the attacker
sends a large number of messages to the machine under attack. Often the attacker
uses a large group of machines that they have compromised to conduct the attack and
increase the difficulty in stopping the attack. In the case of the substation, the goal of a
DOS attack most likely would be to slow the delivery of critical messages between the
substation and utility enough to disable the remote control and monitoring capabilities
the utility has over the substation.

High-profile websites employ large numbers of web servers to handle their normal
load and can switch loads between servers to counter a DOS attack. In this case, those
servers under attack will not be used and traffic will be redirected to other servers.
Firewalls can be used to ignore messages from the attacking machines but with a large
number of machines, the firewall must identify which are involved in the DOS attack.
These countermeasures require significant investment and network monitoring. This
investment negates some of the benefits of using a commercial network to link the
substation to the utility.

One solution to the DOS threat is to use a firewall with strong rules and dedicated
IP addresses for the substation and utility. The dedicated IP addresses allow firewall
rules to be developed to only accept traffic from a specific set of IP addresses. This
will help prevent DOS attacks from getting inside the substation or utility, but will
still cause problems at the firewalls where the substation and utility connect to the
commercial network. Another solution is a dedicated phone line, cellular link, or
satellite link that supports high-speed data transfer, e.g. DSL. This link could be
used in emergency situations to provide basic monitoring and control functionality
from the utility. The wireless long-range links provide the benefit of being able
to function in the event of a disruption of the communication infrastructure. This is
especially true for the satellite link. The redundant communication links also provide
some protection because an attacker must identify all the links to completely block
communication.

4.8.4 Insertion of Malicious IEDs

Substation networks assume that all participants on the network are legitimate IEDs.
The presence of a malicious or fake node or a legitimate node that has been compro-
mised provides the attacker with a significant abilities. Through the malicious node,
the attacker can inject false information into the substation (Stouffer et al. 2011).
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This false information can cause the substation to react to a false set of conditions
and provide non-optimal output and in extreme cases even cause a blackout (Dondos-
sola et al. 2009; Stouffer et al. 2011). In the blackout scenario the false information
makes the substation believe that a substantial fault is present causing the substa-
tion to isolate a sector to protect the rest of the grid. Alternatively, the malicious
device can be used to alter the operating condition of the substation to physically
damage equipment (Stouffer et al. 2011). This is more problematic because the dam-
aged equipment must be repaired or replaced. The resulting service interruption will
take longer and be more costly to correct. Strong authentication methods, such as
challenge-response, that meet the timing requirements are needed.

4.8.5 Alteration of Operating Parameters

The operating parameters of the IEDs can be configured remotely using IEC 61850.
Of particular interest are parameters relating to the control or operation of the IED,
such as set points or an operating mode setting (e.g. normal or test mode flag).
Often set points are updated regularly by the control system as it responds to the
current electric demand and conditions. Operating mode parameters can be used to
set the IED into a diagnostic or test mode during a routine inspection, outage, or
during maintenance. If an attacker can access and change these parameters, they can
cause blackouts and/or significant damage to equipment (Stouffer et al. 2011). Strong
authentication is required for accessing the operating parameters. Some settings such
as switching the IED to diagnostic mode could be restricted to manual operation,
e.g. a switch, at the substation. Typically, personnel will be present at the substation
during maintenance and routine outages to conduct the testing. Hence, the physical
security employed at the substation will deter this type of attack. Multiple levels of
access requiring additional passwords can help address this threat (Anderson and
Leischner 2007).

4.9 Testbeds

Testbeds are important in the evaluation of systems under controlled conditions and
without the risk of causing harm to physical equipment. A number of testbeds exist
for Smart Grid related applications. These testbeds fall into three categories: real-
world testbeds, hardware-in-the-loop testbeds, and simulation testbeds. Real-world
testbeds are built using actual components and equipment that are isolated from the
larger system. In addition, a testbed environment allows new technologies and secu-
rity measures to be tested for backward compatibility with legacy devices. Because it
is not feasible to upgrade the entire power grid in one iteration, new technologies and
security measures must not negatively affect existing devices present in the system.
Real-world testbeds provide the best accuracy because real devices are used, but are
costly to build and do not easily support investigation of scenario variations. Simu-
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lation testbeds are contained entirely in software and use mathematical or discrete
event models to model physical and digital processes. Hardware-in-the-loop testbeds
are a hybrid of real-world and simulation testbeds, incorporating equipment into a
software simulation. Hardware-in-the-loop testbeds simplify evaluations of systems
as they scale up in size. The hardware components provide the physical response
to the current state of the system and this response is fed into the simulation. The
system is scaled up by replicating this behavior within the simulation in software.
This type of testbed is useful in analyzing the behavior of a small group of devices
or small piece of the larger system.

A simulation testbed for the distribution network for the power grid has been
developed by University of Chicago to study the effect of DOS attacks against the
Smart Grid communication network on electricity distribution (Davis et al. 2006).
This testbed enabled the simulation of a large network where the attacker used the
DOS attack to prevent the utility from receiving updated load information showing
an increase in load resulting in a blackout (Davis et al. 2006). A defense against the
DOS attack based on filtering or blocking the attacking computers was developed
and tested yielding promising results allowing the updated load information to reach
the operator in time (Davis et al. 2006).

Connecting multiple testbeds together improves the quality and capability of
the test by leveraging each testbed’s strengths. The Virtual Power System Testbed
(VPST) is a hardware-in-the-loop testbed that supports an interface to connect to
other testbeds (Bergman et al. 2009).

Another hardware-in-the-loop testbed incorporates an IEC 61850 overcurrent
relay with a simulated network and computer workstations (Hahn et al. 2010). This
testbed was developed to evaluate a method to search a substation network for NERC
CIP (North American Electricity Reliability Council 2009) violations and the pro-
posed method was successful in finding NERC CIP violations (Hahn et al. 2010).
NERC CIP is a set of standards providing regulations, best practices, and guidance
for security the power grid.

5 Future Work

The use of IEC 61850 to automate and provide remote control to substations requires
careful review and reevaluation of operational challenges as well as compliance with
existing regulations. Networks must be evaluated to quantify the effect variables
such as traffic load, topology, and security requirements have on quality of service
and design requirements. This evaluation could be conducted using discrete event
simulations and testbeds to verify simulation results. Algorithms for handling missing
data items and data received out of order must be researched and developed.

Revision of the regulations and best practices for providing redundant devices
will be required as control and protection functions are combined into a single IEC
61850 device. The security implications of this combination must also be researched
and the findings reflected in the revised regulations and updated best practices.
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Security for the Smart Grid is a critical area of research. Solutions to protect
availability of devices, integrity of data, and confidentiality of the data meeting the
requirements of the Smart Grid must be researched. Traditional information technol-
ogy (IT) solutions will not meet the timing requirements of the Smart Grid. Further-
more, solutions with availability of devices as the first priority must be established.
This differs from the typical IT case where confidentiality, e.g. for financial transac-
tions, is typically the primary concern. Best practices must be developed to address
the security needs while meeting the operational requirements of the Smart Grid.

Standards and best practices for reliability and certification of wireless Smart Grid
equipment must be evaluated and revised (Yu and Johnson 2011). Standards from
many fields must be analyzed (e.g. electrical protection, EMI, shock, temperature,
and humidity) and requirements harmonized for operation of wireless devices in the
Smart Grid. These testing and reliability standards must also be converted for use
with non-wireless digital systems that will be found within the Smart Grid.

6 Conclusions

The Smart Grid promises to improve electricity delivery, reduce cost, and conserve
resources. However, there are many challenges that must be addressed. This chapter
has presented the challenges regarding substation automation using the IEC 61850
family of standards. Implementation and deployment of IEC 61850 will require revi-
sions to existing best practices and new best practice guidelines to be developed.
These revisions will include topics from the fields of electrical engineering—power
engineering and power system protection, and computer science—network architec-
ture and security. A joint effort will be required to address the challenges associated
with moving to IEC 61850 and meeting the requirements to provide safe and reliable
electricity.
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Phasor Measurement Unit and Phasor
Data Concentrator Cyber Security

Thomas H. Morris, Shengyi Pan, Uttam Adhikari, Nicolas Younan,
Roger King and Vahid Madani

Abstract Future bulk electric transmission systems will include substation
automation, synchrophasor measurement systems, and automated control algorithms
which leverage wide area monitoring systems to better control the grid. Prior to instal-
lation of new networked devices, utilities should perform cybersecurity testing and
develop corrective actions for identified vulnerabilities. This chapter discusses a set
of cyber security requirements developed for phasor measurement units and phasor
data concentrators, two intelligent electronic devices which will be added to util-
ity networks to implement synchrophasor systems. Five classes of cyber security
requirements are presented; compliance, access, availability, integrity, and confiden-
tiality. Next this chapter discusses testing multiple phasor measurement units and
phasor data concentrators from multiple vendors. The test section provides guidance
on testing for each requirement and discusses generalized test results.

Keywords Phasor measurement unit · Phasor data concentrator · Cyber security
requirements · Cyber security testing

1 Introduction

Many utilities in the United States of America received grants from the Department
of Energy under the American Recovery and Reinvestment Act (ARRA) to create
wide area monitoring systems. The ARRA grants require recipient utilities to develop
a cybersecurity plan which includes a risk assessment as part of parent wide area
monitoring systems projects. Wide area monitoring systems require installation of
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phasor measurement units (PMU), and substation phasor data concentrators (PDC),
among other devices and software. PMUs and substation PDCs are networked appli-
ances which use routable protocols. As such, these devices may be declared North
American Electric Reliability Corporation (NERC) Critical Infrastructure Protection
(CIP) standard 002-3 critical cyber assets (CCA), depending upon each individual
unit’s application within the power system. CCA must be housed within an electronic
security perimeter and undergo a cyber vulnerability assessment.

PMU and substation PDC are networked appliances and may become the tar-
get of attacks against bulk electric power systems. Threats against these devices
include denial of service attacks, attacks against open ports and services intended
to elevate privilege, attempts to change device settings, attempts to inject malicious
device commands, attempts to hijack device access credentials or other confidential
information, and attempts to place a man-in-the-middle between devices.

Section 2 of this document provides a brief review of related works. Section 3
describes a set of cyber security requirements for PMU and PDC. Three primary
sources were used to derive cyber security requirements; NISTIR 7628: Guidelines
for Smart Grid Cyber Security, Department of Homeland Security: Cyber Secu-
rity Procurement Language for Control Systems, and a set of internal requirements
from the utility. Five classes of cyber security requirements are offered; compliance,
access, availability, integrity, and confidentiality. For each class individual require-
ments are provided and discussed. After introducing the cyber security requirements
Sect. 4 describes a test process to confirm PMU and PDC meet the listed require-
ments. The testing section is organized by class. Generalized test results, with guid-
ance on what utilities should expect when testing, are provided for the individual
requirements. Some results are not discussed in detail to avoid breaching confi-
dentiality agreements and to avoid enabling cyber attacks. The section discussing
availability provides and extended overview of network congestion testing, denial of
service testing, and protocol mutation testing performed using a Spirent (formerly
MU Dynamics) MU-4000. Finally, the chapter provides a section of conclusions.

2 Related Works

The Idaho National Labs (INL) National SCADA Testbed Program is a large scale
test bed program dedicated to control system cybersecurity assessment, standards
improvement, outreach, and training. Noted research outcomes from the INL SCADA
Testbed Program include published taxonomies of common industrial control vulner-
abilities, published lessons learned from security assessments control systems (Fink
et al. 2006), participation in standards enhancement and development, and develop-
ment of recommended procurement language for wireless systems in the advanced
metering infrastructure (2009). INL activities primarily involve security assessments,
outreach, training, and standards development for the electric power industry. INL
partners with industry software and equipment vendors for cyber security assess-
ments of products. This chapter discusses a alternative method for developing PMU
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and PDC cyber security requirements and testing to determine requirement compli-
ance.

Researchers have performed vulnerability assessments of generation and sub-
station devices to support development of taxonomies of vulnerabilities related to
industrial control systems. In (Fovino et al. 2010) Fovino et al. describe a test bed
used for vulnerability assessment of components found in a Turbo-Gas Power Plant.
In (Skaggs et al. 2002), Skaggs et al. describe a tool, NETGLEAN, testing device for
network vulnerabilities. Two well known tools are available for network vulnerabil-
ity testing of industrial control systems. These vulnerability assessments are used by
committees such as the cyber security working group which wrote the NISTIR 7628
Guidelines for Smart Grid Cyber Security and the NERC CIP drafting team which
write the NERC CIP standards. Both the NISTIR 7628 guidelines and the NERC
CIP standards were used in this work to develop a set of cyber security requirements
and recommendations for PMU and PDC.

Wurldtech (Wurldtech Security Technologies) offers the Achilles Satellite product
for testing industrial control system devices. Spirent (formerly MU Dynamics) offers
the Spirent Studio Test Suite for testing networked devices, include industrial control
system devices. Both products include protocol mutation and denial of service test
suites. A MU-4000 Network Analyzer was used in testing described in this chapter
to perform denial of service testing. Tests described in this work which leveraged
the MU-4000 include network congestion testing, protocol mutation testing, known
vulnerability exploit testing.

3 Synchrophasor System Cyber Security Requirements
Development

A set of cybersecurity requirements and recommendations were prepared from review
of the National Institute of Standards and Technology Interagency Report (NISTIR)
7628 Guidelines for Smart Grid Cyber Security: Vol. 2, Security Architecture and
Security Requirements, Department of Homeland Security (DHS): Cyber Security
Procurement Language for Control Systems, and utility internal requirements. NIS-
TIR 7628 Vol. 2 includes a process for deriving cyber security recommendations
and requirements for smart grid systems. NISTIR 7628 requirements and recom-
mendations are taken from NIST SP 800-53 Revision 3, the Department of Home-
land Security Catalog of Control Systems Security: Recommendations for Standards
Developers (2009), NERC CIP (1–9). Each requirement is traceable to one or more
of the aforementioned source documents.

PMU and PDC will likely be considered cyber critical assets due to their use in
Wide Area Monitoring Systems (WAMS), Wide Area Protection Systems (WAPS),
and System Integrity Protection Schemes (SIPS). Classification as a cyber critical
asset impacts infers a set of 5 classes of cyber security requirements; compliance,
access enforcement, availability, control and measurement integrity, and confiden-
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Table 1 Cyber security requirement classes

Requirement class Requirements

Compliance Define auditable events Audit record retention
Audit record contents List required ports and services
Time stamp Patch management

Access Enforce access authorizations Least privilege
Unsuccessful login attempts Previous logon notification
Session lock Password complexity
Boundary protection Intrusion Detection/Monitoring
Disable unneeded ports and services Appropriate use banners
Vulnerability assessment

Availability Recovery and reconstitution Denial-of-service protection
Audit log performance impact

Integrity Non-repudiation Protection of audit information
Device identification and authentication Communication integrity
Trusted path Message authenticity

Confidentiality Communication confidentiality Use of validated cryptography
Confidentiality of information at rest

tiality. Table 1 list the cyber security requirement classes and for each class provides
a list of individual requirement names. The set of requirements described here are
not exhaustive. This document is restricted to cyber security requirements relevant
to phasor measurement units and phasor data concentrators. Requirements related
to corporate policy, training, physical security are not addressed except where the
PMU or PDC may impact the utilities ability to meet that requirement.

PMU and PDC should ensure cyber security events are appropriately documented
to enable effective forensic analysis, to ensure appropriate corrective actions are
taken after an incident, and to prepare for audits. Utilities should work with device
vendors to define auditable events. The set of auditable events will depend upon
the device functionality. Common auditable events include events to record device
access, events to note device settings changes, events to note security parameter
changes, and events to note security related incidents such as password failures and
device lock out. Audit record contents should include the date and time of the event,
the component affected, a descriptive name of the event, a user name if available, and
information about the event outcome. The logged event time stamp should be based
off a system clock so that an event time line can be developed if multiple devices
are affected. NERC CIP requires utilities to store audit records for varying amounts
of time. The minimum storage times are typically 90 days. Information related to
cyber incidents must be stored for 3 calendar years. The PMU and PDC may or may
not store audit records in a manner which complies with NERC. The PMU and PDC
must at least store audit information temporarily and provide a means to transfer
logs to a historian. For audit compliance utilities must prepare a list of used ports
and services and note whether ports and services are used for normal operation,
emergency operation, or both. PMU and PDC will provide ports and services for
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multiple use cases. Utilities should determine which ports and services are required
for normal and emergency operation and only list these. Utilities must also have a
patch management plan. This requirement ensures that utilities review patches from
device vendors, test patches before installation, and install patches in a timely manner
where technically feasible.

PMU and PDC should limit access to authorized users and systems. The concept
of least privilege should be enforced. Devices should assign and enforce the most
restrictive set of rights and privileges or access needed by users for the performance of
specified tasks. Many devices use passwords to enforce access authorizations. When
passwords are used a minimum password complexity standard should be created
and enforced. NERC CIP requires a 6 character password with a combination of
alpha, numeric, and “special” characters. Password complexity requirements are
based upon expected adversaries’ ability to reverse engineer the password using
brute force methods. Password standards therefore should evolve over time to stay
ahead of adversary capabilities. Unsuccessful login attempts should result in a logged
in event and the log should be reviewed regularly.
Multiple Unsuccessful login attempts should result in the user being locked out of
the device temporarily. The number of unsuccessful logon attempts which results
in a locked system and the duration of the system lock out should be defined by
the organization. Care should be taken not to create a denial of service by locking
the device for too long a period. When a user successfully logs on to a device
an appropriate use banner should be displayed and a previous logon notification
should be displayed. The appropriate used banner warns users against inappropriate
activity and describes appropriate uses for the device or software. The previous
logon notification provides a time stamp of the last logon and displays the number
of unsuccessful logon attempts immediately prior to the current successful logon.

NERC CIP requires cyber critical assets to be placed in an electronic security
perimeter. The electronic security perimeter provides boundary protection. PMU
and PDC provide access control and security event logging capabilities to meet
the electronic security perimeter requirement. PMU and PDC will be placed within
the electronic security perimeter which generally means a firewall will isolate the
PMU and PDC from outside networks. Unused ports and services on PMU and PDC
should be disabled. It is preferable to disable unused ports and services within the
PMU or PDC themselves since once disabled no device or user will be able to access
these ports and services. However, if this is not feasible to disable these at the device,
unused ports and services may be blocked by the firewall. However this approach will
not prevent devices within the electronic security perimeter from accessing enabled
unused ports and services. Electronic security perimeter access points should be
monitored for electronic intrusion attempts. PMU and PDC should provide secu-
rity log information on auditable events to enable this required monitoring. Utilities
must subject cyber critical assets to vulnerability assessments. The vulnerability
assessment requires utilities to discover all access points into the electronic security
perimeter. This is generally done by performing port scans from outside the elec-
tronic security perimeter to identify open ports and services. Only required ports and
services should be found during a port scan.
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The availability cyber security requirements ensure the device remains available
to perform its primary function. PMU and PDC are networked devices which contin-
ually stream power system measurements (voltage and current phasors) to upstream
devices for power system monitoring and control. PMU and PDC network services
must remain available in the face of denial of service attacks. Additionally, the audit
log performance impact requirement ensures device PMU and PDC device primary
functionality is not negatively impacted by logging requirements. Finally, recovery
and reconstitution ensures that a plan exists to restore PMU and PDC after a cyber
attack, power loss, or system reset.

The integrity cyber security requirements ensure that network traffic sent to and
from PMU and PDC is unaltered, validate the identification of communicating parties
and devices, and ensure logged records are unaltered. The non-repudiation require-
ment ensures that audit records cannot be altered or erased. When feasible a trusted
path should be established between the user and the PMU and PDC. PMU and PDC
should use digital signatures to provide communication integrity. Synchrophasor
measurements may be transmitted wholly within a utility network or may be trans-
mitted to super PDC which collects and disseminates synchrophasor data within
an interconnection. Communication integrity and message authenticity can both be
achieved by cryptographically signing IEEE C37.118 data frames. Commands sent
to PMU and PDC, using IEEE C37.1118 and all other ports and services supported
by the PMU or PDC, should also be cryptographically signed to ensure Communica-
tion integrity and message authenticity. Machine to machine connections should also
use digital signature technologies to ensure communication integrity and message
authenticity between machines.

The confidentiality cyber security requirements are limited for PMU and PDC.
Generally utilities do not consider PMU and PDC synchrophasor measurements,
commands, and settings confidential information. One exception is confidentiality
of user credentials. These confidentiality requirements extend to network transmis-
sion of passwords for remote access and safe storage of passwords within a device.
Passwords should not be transmitted over network interfaces or stored directly on a
device. Symmetric or asymmetric ciphers should also not be used to protect password
confidentiality. A one-way function such as a cryptographic hash function should be
used to encrypt the password before transmission or storage. Passwords should also
be salted before applying the hash function. Older devices also commonly store and
transmit passwords as plain text or use non-validated cryptographic methods which
only obfuscate the passwords for storage. A common scheme to protect passwords
in many industrial control system devices is to XOR a password with a fixed number.
This scheme is easily reversible.

Both the integrity and confidentiality requirements rely on the use of cryptographic
functions. PMU and PDC should only use validated cryptographic functions. A com-
mon requirement for validated cryptographic functions is to limit cryptographic func-
tion to those approved by NIST Federal Information Processing Standards (FIPS).
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4 Synchrophasor System Cyber Security
Component Testing

The cyber security requirements from the above section were applied to hardware,
software, and communication systems throughout the synchrophasor system. A dia-
gram was developed which included all system components and communication
interfaces to each component. A sanitized version of the synchrophasor system com-
ponent diagram is shown in Fig. 1. Cybersecurity requirements conformance was
handled differently for different sub-systems. Energy management system (EMS)
conformance and testing was assigned to the EMS software vendor. Phasor mea-
surement unit (PMU) and Phasor data concentrator conformance and testing was
performed in two steps. First, the PMU and PDC hardware vendors performed cyber
security testing in house. Second, third party cyber security testing was performed
on the PMUs and PDCs. Cyber security test reports were submitted to the utility and
PMU and PDC vendors for review. Cyber security test reports included test results
with vulnerabilities ranked using a risk scale proprietary to the utility. All vulner-
abilities were addressed by the cyber security team by either changes to firmware
executed on the PMU and PDC or by system level architecture changes.
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OpenPDC
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GPS Clock
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Security Event 
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Fig. 1 Synchrophasor system component diagram
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4.1 Compliance

PMU and PDC user manuals were reviewed for cybersecurity features. Identified
cyber security features were listed in the PMU and PDC test reports. Cyber security
features were also tested in a laboratory setting to confirm functionality.

Define auditable events-To aid the utility in defining auditable events the PMU
and PDC user manuals were reviewed. All security related events were identified.
For phasor measurement units and phasor data concentrators, auditable cyber secu-
rity events are typically limited to invalid access attempts. These devices typically
require password entry or another form of authorization before a user can perform
restricted actions. Restricted actions include changing device settings, sending the
device commands, changing security parameters, and altering device logs. When a
user attempts to take a restricted action and after authorization failure (eg. password
failure) the invalid access attempt is logged. The audit record contents and time stamp
requirements define what information is logged. Logged information must at least
include the day and time of the event, the type of event that occurred, and information
on which user performed the invalid action.

Audit record retention-NERC CIP requires utilities to store audit records for vary-
ing amounts of time. The minimum storage times are typically 90 days. Information
related to cyber incidents must be stored for 3 calendar years. The tested PMU and
PDC were not capable of storing audit records for these durations. The tested devices
used event logs which contained security and non-security audit information. The
logs were designed with a first in first out (FIFO) storage mechanism in which older
log entries were erased when the log over flowed. Testers should be aware of this
type storage architecture and recommend a means of transferring security records to
a historian designed to meet NERC CIP requirements.

Audit record contents-The tested PMU and PDC logged security events by name
and included a time stamp. The tested PMU are designed to be accessed locally via
a faceplate and remotely via a manufacturer provided software client. Audit record
contents differ according to whether the device was accessed locally or remotely.
Local access does not require a user ID for sign on. Therefore local records do not
include user information related to security events. Remote access requires sign on
with user ID to the remote software client. As such audit records for remote access
include user information where relevant.

Time stamp-The tested PMU and PDC included time stamps for each audit record.
The timestamp was derived from the device’s system time. Many substation devices
include mechanisms to set time and date by GPS clock or by network services. PMU
and PDC clocks are set within 1 microsecond accuracy of Universal Time Coordinate.
PMU and PDC should use the same clock source for audit logs and for time stamping
synchrophasor measurements.

List required ports and services- Utilities should work with PMU and PDC
providers to develop a list of required ports and services. Tools such as NMAP
and OpenVAS can be used to identify ports and services for devices. However, these
tools will list all ports and services regardless of whether they are required or not.
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Often hardware providers will include ports and services for multiple possible use
cases. For example, a PMU or PDC may include TELNET, MODBUS, and DNP3 to
provide remote access. A utility will likely only need one means for remote access.
The others should be disabled.

Patch management-Patch installation for field devices is time and resource inten-
sive. Also phasor measurement units are integrated into existing protection relays.
Utilities are typically hesitant to patch protection relays except for the most serious
security vulnerabilities.

4.2 Access

Enforce access authorizations-Access enforcement for field devices is commonly
broken into local and remote access. Local access is access from the faceplate of a
device. Remote access is access over a computer network or from a computer directly
connected to the device. Remote access and local access via a connected computer
typically occurs through the use of an associated software client. Devices should
implement least privilege access restrictions. PMU and PDC device behavior varies
according to whether access is local or remote. Devices typically compartmentalize
interaction into groups. Interaction groups may include settings changes, commands,
and administrative. For PMU and PDC settings actions include changing PMU or
PDC behavior such as the number of samples per second, the number and types of
measurements, interpolation settings, and missing data settings. Settings also include
security related items such as changing passwords, changing the minimum number
password failures to trigger a lock out, and changing the lockout duration. Commands
include items such as clearing event logs, deleting individual records, and forcing a
new PMU measurement. Local users will have to enter a password before performing
privileged operations in the settings, command, and administrative categories. Three
schemes for remote access control were seen during testing. First, some devices
required password entry to raise privilege level similar to the local access case.
Second, some devices required username and password and utilized a role based
access control scheme for remote access. Thirds, some devices used the Remote
Authentication Dial In User Service (RADIUS) to authenticate users before allowing
access. A RADIUS or similar scheme is preferred since ID verification is more robust
in such a scheme.

Least privilege-All PMU and PDC tested met the principle of least privilege
by including multiple levels of privilege. Devices defaulted to the lowest privilege
level. For local access users were automatically logged out after a utility defined
time period. For remote access users typically stayed logged in indefinitely. Utilities
should require that remote users are also logged out after a utility defined period.

Password complexity-NERC CIP requires a 6 character password with a combina-
tion of alpha, numeric, and “special” characters. Test results varied by device. Some
devices did not meet the NERC CIP minimum for either local or remote passwords
or both cases. Some devices would allow a password which met the standard, but,
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did not require it. Utilities should work with device vendors to ensure both local and
remote passwords meet NERC CIP requirements. Utilities may receive an excep-
tion allowing non-compliant passwords for older devices, however, over time newer
devices should come into compliance.

Unsuccessful login attempts-PMU and PDC should automatically lock out access
for a utility defined period of time after a utility defined number of incorrect login
attempts. All tested devices supported this feature. Utilities should set the user lock
out to 3–5 min. Avoid longer times as this could create a denial of service. Addi-
tionally, there should be a mechanism to override the lock out period during an
emergency.

Session lock-PMU and PDC should log out a user after a utility defined period of
inactivity. Tested PMU and PDC had mixed results with this feature. Some devices
log out local users after a period of inactivity but did not log out remote users.
Utilities should work with device vendors to ensure that both local and remote users
are automatically signed off after a period inactivity.

Appropriate use banners-PMU and PDC should display an appropriate use banner
when logging in. Tested devices supported displaying an appropriate use banner when
logging in via remote connection. PMU and PDC faceplates are not conducive to
displaying a banner before local access. Utilities should work with device vendors
to ensure that the appropriate use banner is customizable.

Boundary protection-PMU and PDC used in wide area monitoring (WAMS), wide
area protection systems (WAPS), and system integrity protection schemes (SIPS) will
be cyber critical assets and therefore be placed within an electronic security perimeter.
Some authors (Stewart et al. 2010) have proposed using an IPSEC or similar tunnel to
provide authentication and confidentiality services to PDC communications. Tested
PDC did not support IPSEC, SSH, or SSL tunnels directly. However, many industrial
firewalls are capable of tunneling data from the firewall perimeter to a tunnel enabled
device.

Disable unneeded ports and services-NMAP and OpenVAS (NMAP Security
Scanner) were used to perform port scans of the tested PMU and PDC. This testing
was performed to identify unused ports and services which were not disabled. Utilities
will likely need to work with the device provider to disable unused ports and services.
A configuration setting may be available at installation time or a special firmware
may be required from the provider to disable unused ports and services. If a port
cannot be disabled at the device a firewall rule can be developed to deny all access to
unused ports. This approach should be considered an exception and avoided unless no
other means exists to disable the port. PMU use the IEEE C37.118 network protocol.
This protocol can be implemented as a UDP or TCP service. PMU are servers and
will have one TCP (port 4712) or UDP (port 4713) port open for the IEEE C37.118
server daemon. PDC are clients connected to multiple PMU. PDC will open TCP or
UDP session as a client for each connected PMU. The client ports will not appear on
a port scan report since these port numbers will be assigned by the operating system
at the time of opening the session. PDC may also act as a server since a PDC may
appear as a PMU to upstream PDC. As such a PDC may have one TCP (port 4712)
or UDP (port 4713) port open for the IEEE C37.118 server daemon. PMU and PDC
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will also include a service for remote control. Common services used for remote
control include MODBUS, DNP3, and TELNET. PMU and PDC may implement
other ports and services. Each additional port or service must be reviewed to ensure
it is necessary for ordinary or emergency operation.

Intrusion Detection/Monitoring-Utilities must monitor all access ports for signs
of unauthorized access attempts. At a minimum, utilities should monitor the security
alerts from PMU and PDC to detect login failures. Utilities should also use intrusion
detection products unauthorized access. Utilities should monitor all PMU and PDC
communication traffic. Monitoring can be performed by intrusion detection systems
within the firewall, by separate computers in the substation running intrusion detec-
tion products such as Snort. Signature based monitoring can include signatures to
inspect traffic for known exploits, signatures to detect for exploits against vulner-
abilities discovered in product testing, and proactive signatures designed to detect
attempted protocol mutation attacks. Utilities should also consider model based and
or anomaly based intrusion detection systems to attempt to detect zero day exploits.

4.3 Availability

Recovery and reconstitution-PMU and PDC should recover from power cycling
events and loss and restoration of communication network connections. All tested
PMU and PDC were subjected to power cycling events. PDC are pre-configured with
information about each connected PMU. After power up PDC poll connected PMU
and request a configuration frame. After the configuration frame is sent PMU imme-
diately begin transmitting data frames to the IP address of the PDC which requested
the configuration frame. All tested PMU and PDC successfully automatically recov-
ered after power events. PMU and PDC were also subjected to multiple types of
network connectivity events. First, the cable connecting tested devices to a network
switch was disconnected. In the second case, tested devices were placed in a Virtual
local area network (VLAN) after power up and communication had commenced. In
the third case devices were subjected to a man-in-the-middle attack using Ettercap.
After each case devices were reconnected to the network by undoing the mechanism
used to disconnect the device. In each case, for each device, the device was able to
resume communication after the network connection was reestablished.

Audit log performance impact-Testers provided stimulus to each tested PMU and
PDC to exercise all security related audit events. All stimuli were performed while the
PMU and PDC were in operation, measuring and streaming synchrophasor packets.
No ill effects were noticed in device operation due to security event logging.

Denial of service protection-NISTIR 7628 volume 1 recommendation SC-5
Denial of Service Protection states “The Smart Grid information system mitigates or
limits the effects of denial-of-service attacks based on an organization-defined list
of denial-of-service attacks” (The smart grid interoperability panel—cyber security
working group). This recommendation leaves the process of identifying denial-of-
service vulnerabilities to the utility. Two methods were used to identify denial of
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service vulnerabilities related to the installation of PMU and PDC. First, network
congestion tests were performed to test the device and system’s ability to handle high
volumes of network traffic. The network congestion tests also include well known
denial of service exploits (such Ping flood, Teardrop, LAND attack, etc). Second,
protocol mutation testing was performed to attempt to identify unknown denial of
service vulnerabilities specific to the tested PMU and PDC. Sects. 4.3.1–4.3.3 detail
the PMU and PDC denial of service testing.

4.3.1 Test Configuration

A Spirent (formerly MU Dynamics) MU-4000 Analyzer was used to perform denial
of service, network congestion, and protocol mutation tests. A personal computer
(PC) was used with Wireshark to capture network traffic data logs and to host soft-
ware used to configure and remotely control the PMU and PDC. The PMU were
connected to a Real Time Digital Simulator (RTDS) in a hardware-in-the-loop con-
figuration. The RTDS provided simulated high voltage AC busses for the PMU’s to
measure. PMU were connected through a substation router to PDC. PDC concen-
trated synchrophasor measurement streams from the PMU and forwarded this data to
an OpenPDC installation which served as a historian for the system. Figure 2 shows
the test bed configuration.

PMU periodically (typically at 30, 60, or 120 Hz) measure voltage, current, and
transmit voltage and current phasors (based upon a reference cosine waveform).
PMU are time synchronized devices with clocks synchronized to Universal Time
Coordinated (UTC) with 1 microsecond accuracy. Synchrophasor network packets
are transmitted from the PMU to a PDC. PMU adhere to the IEEE C37.118 standard
which specifies measurement requirements and the synchrophasor measurement for-
mat. PMU may communicate over Ethernet or Serial port. Three PMU’s were tested
for this work. PMU A and PMU B shared the same vendor, while PMU C was manu-

Fig. 2 Test bed configuration
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factured by a second vendor. Both PMU communicate over Ethernet using the IEEE
C37.118 protocol.

PDC collect synchrophasor streams from multiple PMU and create a single stream
for retransmission to another PDC or historian. PDC perform stream data rate con-
version and can be configured to interpolate when data is missing from a stream.
PDC adhere to the IEEE C37.118 standard and communicate over Ethernet. Two
PDC were tested for this work. PDC A and PDC B were manufactured by separate
vendors.

4.3.2 Network Congestion Testing

The MU-4000 Network Analyzer was used to perform network congestion testing.
The MU-4000 denial of service test suite includes tests for multiple network protocols
across all network OSI layers. The denial of service tests validate a device’s ability
to withstand large volumes of traffic directed at the device. The test engineer should
identify relevant network protocols for testing.

Each network congestion test attempts to stress a separate portion of the device’s
network stack. The tests target a device’s ability to process large volumes of a single
type of network traffic. Many substation network appliances contain limited memory
which can be exhausted and lead to operating system exceptions, cause services to
stall, and or cause the device to reset itself. A set of network layer tests send floods of
ARP requests, PPPOE packets, and IPv4 packets to the target device. Network layer
variations send random packets of all three types, IP packets with random sizes and
random payload, and IP packets with large numbers of IP fragments. A set of ICMP
tests were also used. ICMP tests send floods of ICMP echo requests (aka. Ping flood
or Smurf attack), ICMP echo packets with large payloads, address mask requests,
and source quench messages.

Transport layer tests send floods of TCP and UDP packets to the device under test.
TCP tests include variations which stress a device’s ability to create and teardown
TCP sessions with floods of TCP SYN and TCP FIN packets targeting individual TCP
ports and to random TCP ports. UDP tests include random headers, port numbers,
and payloads.

Two tests validate device behavior for illegal packet types. A LAND test sends
floods of IP packets with both the source and destination IP address set to the target’s
IP address. A teardrop test sends fragmented IP packets which have overlapping IP
fragments.

All devices tested eventually became unresponsive when the traffic volume
increases beyond that devices ability to process packets. Figure 3 shows typical device
behavior to denial of service tests. The brown triangle shows the rate packets are being
transmitted to the target device. As the tester ramps the packet rate it periodically
sends the target an instrumentation packet (a query which the tested device is known
to support) to test if the device is able to respond. The instrumentation packet may
be a TCP session request on a supported port or an ICMP echo request or any other
type of packet the target is known to be capable of responding to. The blue vertical
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Fig. 3 Denial of service test response time chart

lines show the target device responding to instrumentation requests. A taller blue
line indicates a slower response time. The red dots indicate failed instrumentation
request. As the packet rate increases devices become unresponsive. Some devices
may hang or reset themselves when subjected to high packet rates. Many devices
are unresponsive during the test, but, become responsive again when the packet rate
returns to acceptable levels.

Understanding the packet rate which causes a device to become unresponsive is
important for system planning and for creating an effective denial of service miti-
gation approach. Figure 4 shows an example availability chart for a single denial of
service test against a device. The availability shows the percent availability (Y-axis),
percentage of time that a device is able to respond to instrumentation requests, versus
packet transmission rate (X-axis).

Utility engineers and network administrators can use the availability chart to
define a maximum threshold for traffic congestion at the switch or router within the
substation for the different traffic types. Based upon testing results it is recommended
that utilities monitor network traffic volume in control system networks to detect
transmission of high volumes of traffic. Monitoring systems should alert a human
administrator to enable mitigation. Routers in the control system network may be
configured to limit traffic sent to the PMU or PDC or may be configured to close ports
sourcing offensive amounts of network traffic. Automatically closing router ports is
potentially dangerous since critical traffic may use the port. A thorough system review
should be performed before enabling automatic port closure. Maximum traffic rate
thresholds should be defined for all relevant traffic types.

PMU and PDC transmit continuous streams of measurements at 30, 60, or 120
samples per second. Measurements are time stamped with 1 microsecond accuracy
relative to universal time coordinated (UTC) time. It is important to understand
PMU and PDC behavior after DOS event completes. Testers should confirm that
tested devices and network appliances in the route do not queue large volume of
IEEE C37.118 data packets which then leads to a synchrophasor stream which is
perpetually delayed. PDC hold data from on time PMU to wait for data packets from
late arriving PMU streams. A denial of service attack can have a persistent effect
if the attacked PMU’s date stream becomes consistently late after the attack. PDC
eventually drop old data packets and begin to interpolate. PMU and PDC which
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Fig. 4 Availability chart from congestion testing

recover from a denial of service attack should clear their transmit queues to avoid
the aforementioned effects.

4.3.3 Protocol Mutation

A second method to test for denial of service vulnerabilities is through protocol
mutation, also known as fuzzing. Protocol mutation creates network packets with
random contents. Each field in a packet’s header, payload, and trailer is assigned a set
of variant values. Variant values for a field may include legal values and illegal values.
The protocol mutation tester creates a set of packets which include all combinations
of all fields with all variant values. The number of combinations grows quickly and
protocol mutation can be a slow process. The benefit of protocol mutation is that
combinations of fields which may not be thought of by a human can be tested to
confirm that the device network stack does not hang or reset when the test packet is
processed. Protocol mutation is intended to discover vulnerabilities before they are
discovered by an adversary and become exploited zero day vulnerabilities.

The selection of protocols for mutation testing was based on port scanning and
device manual review results. All communication protocol supported by a device
should be tested. Mutated protocols for the PMU and PDCs included ARP, TCP,
UDP, IP, ICMP, DNP3, MODBUS, IEEE C37.118, and HTTP.
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The MU-4000 Network Analyzer was used to perform protocol mutation testing.
As with the denial of service testing the tester sends groups of mutated packets
to the target device. The tester periodically sends instrumentation packets (queries
which the tested device is known to support) to confirm that the device under test
can still respond. Protocol mutation requires two types of instrumentation packets.
The first instrumentation is a communication packet and response pair which is
known to work on the target device. This instrumentation is typically unrelated to
the mutated protocol. This instrumentation confirms the device network stack is still
functioning and responsive. It is possible the portion of the network stack associated
with the mutated protocol will hang without affecting other parts of the network
stack. For example, a UDP mutation may hang the UDP stack, but leave the TCP
stack functioning correctly. The second instrumentation request type is a known good
packet of the type being mutated. This instrumentation confirms the portion of the
network stack related to the mutated protocol is still functioning and responsive.

Some services were capable of assignment to a variable TCP or UDP port number.
In this case, protocol mutation was repeated for multiple ports. A good strategy
for testing services with variable ports is to repeat testing with port assigned to
multiple port numbers in the well known space (0–1,023), multiple port numbers in
the registered port range (1,023–49,151), and multiple port numbers in the private
range (49,152–65,535). Some services are capable of assignment to a fixed set of
port numbers. In this case, it is good practice to test at all legal port assignments.

The MU-4000 includes built-in protocol mutation capabilities for many well
known protocols. Some protocols are not supported. For example, IEEE C37.118
is not natively supported. Also, newly developed protocols may not initially be sup-
ported. The MU-4000 is capable of learning protocols from Wireshark packet cap-
tures. After learning a protocol the MU-4000 scenario builder can generate protocol
mutations to test a device. The scenario builder feature was used for IEEE C37.118
protocol mutation. Only frames received as input by the target device should be
mutated and sent to the target device. Mutated IEEE C37.118 commands frames
were mutated and sent to PMUs. Mutated IEEE C37.118 configuration and data
frames were sent to the PDCs.

Protocol Mutation testing may indentify individual packets which cause device
failures including hanging network stacks or causing the device under test to reset
itself. Protocol Mutation testing may also indentify combinations of packets which
cause similar device failures. In both cases careful study is required to determine the
root cause of the failure. Mitigation of detected vulnerabilities can be achieved with a
firewall or signature based intrusion prevention system (IPS) rules to block problem
traffic. Vulnerabilities identified using protocol mutation should also be reported to
the device vendor. Protocol mutation identified multiple issues on devices tested
for this work. Issues included crashing of individual network services, crashing of
applications running on devices, and unintended soft resetting of affected devices.
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4.4 Integrity

Protection of audit information-PMU and PDC should protect audit information
from unauthorized access, modification, and deletion. Tested PMU and PDC required
privilege escalation, by password entry or other means, before an audit record could
be deleted. Audit information may be transmitted from PMU or PDC to security
historians using protocols which do not protect message authenticity. In these cases
an audit record may be modified during transmission.

Non-repudiation-Users should not be able to alter or erase audit records. PMU
and PDC may not comply with this requirement. First, PMU and PDC are resource
constrained devices which often do not include facilities to use cryptographic digital
signature algorithms to sign audit records. This lack of a cryptographic signature
could enable alteration of an audit record. However, this may not feasible for con-
temporary PMU and PDC. This feature should be added for future devices. Second,
PMU and PDC may provide a mechanism to easily erase audit records. This feature,
if it exists, should be disabled. Finally, as mentioned above PMU and PDC may have
limited audit record storage. Utilities should develop an approach to transfer audit
records to a properly configured historian.

Trusted path-Most PMU and PDC do not provide a mechanism to establish a
trusted path between the PMU or PDC and the user during remote access. Newer
devices support using RADIUS to authenticate users before allowing access to the
PMU or PDC. Software clients used to facilitate remote access should also authen-
ticate the identification of PMU and PDC before establishing a connection.

Communication integrity, message authenticity, and device identification and
authentication features are not natively supported in tested PMU and PDC. PMU
and PDC can be configured remotely. Settings and configuration changes were found
to be transmitted using common communication protocols such as TELNET, MOD-
BUS, and DNP3. These protocols do not include features for communication integrity
and message authenticity. Use of SSL, SSH, or IPSEC will provide communication
integrity and message authenticity for older protocols which do not support it natively.
PMU and PDC transmit synchrophasor measurements using the IEEE C37.118. IEEE
C37.118 also does not include message authenticity features. In 2010 Stewart et al.
discuss the feasibility of using IPSEC to protect synchrophasor communications.
Feasibility depends upon the applications which will use the synchrophasor mea-
surements. Wide area visualization applications can accept the delay associated with
IPSEC. Some wide area protection systems which will use synchrophasor measure-
ments will not be able to accept IPSEC delays. A new standard is in development
to add message authenticity and confidentiality features to IEEE C37.118 network
traffic. IEC 61850 90-5 packets will encapsulate IEEE C37.118 packets to provide
the additional security features.
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4.5 Confidentiality

Communication confidentiality- Tested devices did not support encryption to provide
PMU and PDC communication confidentiality. A common opinion among industry
engineers is that confidentiality is not required in control system networking. At a
minimum, passwords should be encrypted when transmitted to PMU or PDC. PMU
and PDC tested were found not to encrypt passwords during transmission. Passwords
were transmitted as plain text or obfuscated with XOR schemes not based on approved
cryptographic methods.

Confidentiality of information at rest-Many PMU and PDC store passwords using
two way algorithms. This is done to enable password recovery. Passwords should not
be stored directly or after encryption with a two way algorithm. Passwords should
be salted and hashed before storage on a PMU or PDC.

Use if validated cryptography- Use of cryptographic algorithms is rare for PMU
and PDC. As devices add communication integrity, trusted path, and confidentiality
features, PMU and PDC should use FIPS approved cryptographic algorithms.

5 Conclusions

Synchrophasor systems are an emerging technology. Prior to installation of a syn-
chrophasor system a set of cyber security requirements must be developed, new
devices must undergo vulnerability testing, and proper security controls must be
designed to protect the synchrophasor system from unauthorized access.

In this chapter we described the process used to develop a set of cyber secu-
rity requirements in the design stage of a synchrophasor project. Five classes cyber
security requirements are provided in this chapter; compliance, access, availability,
integrity, and confidentiality. For each requirement class separate requirements are
provided. In total 29 requirements are discussed from the 5 requirement classes.
Each requirement is explained in detail. Next, the chapter discusses a cyber secu-
rity vulnerability analysis and testing process. This section is organized to provide a
description of test processes and generalized results for each cyber security require-
ment. Extra detail is provided network congestion and protocol mutation testing of
multiple phasor measurement units and phasor data concentrators.

Phasor measurement units and phasor data concentrators tested were found to be
largely related to protection relays and other intelligent electronic devices from the
same companies. Many of the devices shared the same operating systems, the same
software clients for configuration, and the same security approaches. As such the
security features available on phasor measurement units and phasor data concentra-
tors was more evolutionary than revolutionary. In many cases this led to less than
optimal security solutions such as a reliance on passwords to govern access, a lack
of communication integrity for network protocols, and an inability to easily disable
unused ports and services at the device. Newer phasor measurement units and phasor
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data concentrators show more promise with new features including communication
integrity in the form of the new IEC 61850 90-5 protocol and the use of Remote
Authentication Dial In User Service (RADIUS) in place of passwords for access
control.
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Abstract The deployment of smart grid technologies is drawing significant attention
in the electric power industry. The term “smart grid” refers to modernization of the
electric grid using digital technology that includes an advanced sensing and metering
infrastructure, high speed, fully integrated two-way communications, and a support-
ing information infrastructure. In particular, the smart grid combines matured electric
grid infrastructure with information and communication technology to offer better
grid performance in terms of overall system efficiency and reliability. It supports
a two-way energy and information flow, facilitates the integration of time-varying
energy sources and new dynamic loads, and amongst other things. However, along
with these potential benefits, smart grid also brings new challenges in ensuring secu-
rity of the grid and the information infrastructure that connects and controls it. This
chapter presents a brief survey of various essential components of smart grid and
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1 Introduction

In electric power industry, the primary focus has always been in maintaining safety
and reliability of the grid infrastructure when deploying new power-related equip-
ment. Traditionally the communication and information technologies are considered
of secondary importance, often seen as just another device to help achieve power
system reliability. However, with the increasing adoption of smart grid technologies,
the information infrastructure is becoming critical to the operation and the reliabil-
ity of the power system. Equipped with this modernized full digital technology and
smarter features to handle such complexity, the traditional electric grid is elevated
as or referred as smart grid. It transforms the entire electricity value chain, the way
electricity is transmitted, distributed, consumed, and charged. A reliable, resilient,
secure, flexible, and manageable standards-based information and communication
network is the backbone of a smart grid (Pothamsetty and Malik 2009).

Communication network provides the intelligent link between the major elements
or domains across entire electrify delivery system. This means distributed intelli-
gent information processing is needed for critical decision-making and performance
control, both locally and globally at the entire grid. Adding intelligence through-
out the newly networked grid presents many benefits, including improved electric
grid reliability and power quality; improved responsiveness; increased transmission
and distribution efficiency; and potentially reduced costs for the service providers and
customers. It also provides the communication platform for new applications; and
builds a suitable economy that ensures future prosperity. Such benefits of reliability
and efficiencies in electric grid can be established with the centralized energy and
information management, smart devices and applications that enable a finer level of
visibility, control and automation.

The key attributes of the smart grid are (U.S. Department of Energy 2009a): the
deployment of technologies to enable customers in active involvement; the support
distributed power generation and storage; the provisioning of stable power quality; the
optimization of power generation, distribution, and consumption. It is also expected
that smart grid should anticipate automatic response to system disturbances and
load fluctuations; and operate resiliently against physical, cyber attacks, and natural
disasters and exhibit self-healing ability.

However, because of increasing adoption of distributed intelligence and broad-
band communications would also add a new layer of complexity and effectively
introduce new challenges. A prerequisite for a safer and secure smart grid is the
interoperability of security controls and compliance with standards and regulations.
Some of the main security challenges related to smart grid technologies, standards,
regulations and management are discussed in this chapter.
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2 Overall Architecture of Smart Grid

The smart grid emerges through the integration of advanced information and com-
munication technologies (ICT) into the entire electricity value chain—right from
generation to the end users. Dynamic two-way digital communication is possible
through ICT at all levels of power grid. The conceptual model of smart grid by the
U.S. National Institute of Standards and Technology (NIST), as shown in Fig. 1,
defines seven important domains (NIST 2010): bulk generation, transmission, dis-
tribution, customers, operations, markets and service providers, along with all the
intercommunications and energy/electricity flows among each domain.

Each domain is comprised of important smart grid components connected to each
other through two-way communications and energy/electricity paths. The architec-
ture overview based on the three layers—physical power/energy, communication,
and application is depicted in Fig. 2. The end-to-end architecture with more details
is represented in Leeds (2009).

There are several key elements in detailed logical model such as networks (wired
and wireless), functional subsystems (such as the supervisory control and data acqui-
sition (SCADA), etc.), endpoints (e.g., computers in the back offices, monitored
and/or controllable substation devices), and overlays (such as distributed security
functions and elements) (Metke and Ekl 2010).

The smart grid can be represented as a network of many systems and subsystems,
as well as a network of networks, where each domain is expanded into three smart
grid foundational layers:

• Physical power/energy layer (generation, transmission, substation, distribution
systems, and energy consumer/end users)

• Communication layer (data transport, communications infrastructure and net-
works)

Fig. 1 Smart grid conceptual model by NIST
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• Application layer (applications e.g., demand response control, billing, outage con-
trol, load monitoring, real-time energy markets, and a new range of customer
services).

Of these three layers, the communication layer is the new enabling infrastructure
of the power/energy layer that makes the electric grid “smarter”. It interconnects
a variety of systems and critical devices (such as smart meters, sensors, grid com-
ponents, and energy management systems (EMS)), physical power/energy layer to
application layer, to allow every part of the grid to communicate both up and down
the energy supply chain.

The communication layer leverages the same internet technologies that have trans-
formed other high-tech industries. These internet technologies are now enabling dis-
tributed intelligent systems to be deployed in the electric grids for many purposes,
including remotely monitoring, control, analysis, reporting, forecasting, recovery,
and others.

Moreover, to help with the development of required standards, the power industry
is gradually adopting different technologies (or rather networks) for the partitioning
of the communication layer of the smart grid. Devices and applications in each
domain are network end points.

Examples of applications and devices in the customer domain include smart
meters, smart appliances, smart thermostats, energy storage, plug-in hybrid elec-
tric vehicles (PHEV), and distributed generations (e.g., solar energy as photovoltaic
(PV), wind turbines, etc.). Applications and devices in the transmission or distribution
domain include phasor measurement units (PMUs) in a transmission line substation,
substation controllers, distributed generation, and energy storage.

Applications and devices in the operations’ domain include SCADA systems and
computers or smart screen at the operations centre. Applications in the operations,
market, and service provider domains are similar to those in Web and business
information processing. The following technology solutions must be developed and
implemented to achieve the vision of the smart grid (NETL 2010):

• Information and communications networks
• Advanced metering infrastructure (AMI)
• Customer side systems and demand response (DR)
• Distribution management system/distribution automation (DMS)
• Transmission enhancement applications and grid optimization
• Distributed energy resources (DER) and storage.

2.1 Information and Communication Networks

On the basis of Smart Electric Grid functional requirements, the network should
provide the capability to enable an application in a particular domain to commu-
nicate with an application in any other domain over the information network, with
proper management control as to who and where applications can be interconnected.
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Therefore, the key element of the smart grid is the installation of a completely new
two-way information and communication network between the energy suppliers and
their customers. This network can be constructed by employing various architec-
tures, with one of the most common being local concentrators that collect data from
groups of meters and transmit that data to a central server via a backhaul channel. A
variety of communication media and technologies that can be considered to provide
part or all of this architecture are includes the copper wiring or optical fiber, hybrid
fiber coax, power line carrier (PLC) technology, broadband over power lines (BPL),
wireless technologies, internet, etc.

These networks include the Enterprise Network that connects control center appli-
cations to markets, generators, and with each other. Local area networks (LAN) are
used to identify the network of integrated smart meters, field components, and gate-
ways that form the logical network between distribution substations and a customer’s
premises; wide area network (WAN) connect the network of upstream utility assets,
including-but not limited to-power plants, distributed storage, substations, and so on.

Field area networks (FAN) connect devices, such as intelligent electronic devices
(IEDs) that control circuit breakers and transformers; and, home area network (HAN)
enable smart appliances, and ultimately smart homes and buildings; as well as the
advanced metering infrastructure (AMI) and feedback on demand response. As Fig. 2
shows, the interface between the WAN and LAN consists of substation gateways,
while the interface between LAN and HAN is provided by smart meters. These net-
works may be implemented using public (e.g., the Internet) and non-public networks
in combination. Both public and non-public networks will require implementation
and maintenance of appropriate security and access control to support the smart grid
(NIST 2010).

Fig. 2 Simplified three-layer architecture model for smart grid (Leeds 2009)



166 N. M. Pindoriya et al.

Low speed transmission SCADA and EMS applications have been successfully
integrated among regional transmission organizations, generators, and transmission
providers. But these applications need further improvement to fully utilize the
integrated, high-speed communications system required by the smart grid. PLC tech-
nology has been in use for many years in utility industry. Originally focused on the
internet access and voice over internet protocol (VOIP) for consumers, BPL carrier
technologies is becoming increasingly accepted and successfully deployed to meet
utility needs for DER, automated meter reading (AMR), DR, and consumer portal
applications, as well as video monitoring (primarily for security), and other high-
speed data applications. Wireless technologies are also currently being developed
and demonstrated, but they are not yet used in the grid communication infrastructure
on either the system or the user side.

BPL is a technology that allows data to be transmitted over utility power lines. BPL
has been implemented in the U.S. and other countries on medium voltage distribution
lines, but it has not been applied to HV lines. BPL signals have less attenuation on
HV lines and can, therefore, travel longer distance. These are also more amenable to
noise-mitigation techniques than distribution lines.

2.2 Advanced Metering Infrastructure (AMI)

One of the important components of AMI is the smart meter. Earlier meters are
being replaced by their smarter counterparts, which provide many more capabili-
ties, such as taking usage data in shorter intervals, sending meter readings back to
the billing system, alerting in case of power failure, monitoring power quality etc.
Public networks (such as the Internet) enabling communications between the service
provider and consumers is an integral part of the AMI. Smart meters are envisioned
to reside on customer site and send information via the data network to the utility
company. Conversely, the utility company can also use the same infrastructure to
send commands, updates or new configurations to the remote meters.

An important AMI building block is the data reception and management system
(FERC 2013), where the data is collected, processed, and made accessible to the
service provider. Integrated home energy management software and related display
units simplify user interaction with the AMI system.

An AMI system requires significantly greater bandwidth than automated meter
reading (AMR) systems and is more sophisticated than older AMR standards. Besides
monitoring, AMI offers efficient control and improved visibility. Energy consumer
can utilize smart power sockets and smart appliances to better control consumption,
in coordination with the smart meter.

For example, using pool pumps, charging PHEV, heating water, etc. require high
power consumption. If many users choose to perform these activities at the peak hour,
it may compromise the functionality of the system. AMI components enable users to
make smart and mutually beneficial decisions with the utility company, and provide
users with the means to actively manage their own consumption. AMI helps the
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customer to take advantage of real-time pricing, off-peak rates and other programs
offered by utility companies. AMI system can render a host of information including
tamper notification, swell events, peak KW readings etc.

2.3 Transmission and Distribution Management and Control

The transmission systems and the centralized generating assets are required to be
enable a more reliable and efficient infrastructure. In Smart Grid, we can have wide
area monitoring systems (WAMS) that will make use of integrated advanced sensors
and phasor measurement units (PMU). WAMS will enable the development and
deployment of advanced Grid applications for improved situation awareness. It will
also facilitate the system operators’ to respond immediately and accurately to any
disturbance in the system (U.S. Department of Energy 2009b). Development of
advanced operational algorithms and compatible controlling mechanisms may enable
the design of resilient and seal-healing capabilities for the Grid.

The North American Synchro Phasor Initiative (NASPI) organization has under-
taken a PMU installation roadmap, and standardization of voltage levels for PMUs.
PMU is used to read voltages, currents, frequency and other information with very
high accuracy, speed and synchronization. These measurements are also known as
synchro phasors. Measurements are highly synchronized and time-aligned by means
of accurate GPS- synchronized clocks. A more accurate picture of the large grid
system can be formed, for example, by combining measurements from various PMU
sites.

Applications can process these high dimensional data read from various points
and provide grid operators with features to visualize the state of the grid in a com-
prehensive manner and with high fidelity. These applications will also be able to aid
experts to notice evidence of changing conditions and nascent grid anomalies. With
sophisticated data visualization and analysis software, these new measurements can
be used to drive power system planning and forensic analysis (U.S. Department of
Energy 2009b).

2.4 Distributed Energy Resources and Energy Storage

Smart grid will allow integration of various sources such as wind turbines, micro
turbines, photovoltaic (PV) arrays, etc. Plug-in hybrid electric vehicle (PHEV) could
also act as a temporary energy source if necessary. All these sources are time-varying
and distributed in nature. These will help the utility to a great extent to satisfy
dynamic load, especially at the peak hour. Enhanced communication and automation
is required for large-scale deployment of DER and to integrate these time-varying
sources into their grid without creating instability and load balancing problems.
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To render the energy demand instantaneously and in a stable manner, the DER
integration will require backup source for generation and energy storage system. All
these will help the utility to meet the peak demand without investing huge amount
of resource for a comparatively very short time period. This will result in reduced
energy cost for customers and encourage utility companies to help and reward coop-
erating parties involved in generation and charging/discharging activities. It will also
enhance the integration of non-dispatchable generation resources into the power grid.
Besides PHEV, other existing options for energy storage are batteries, pumped stor-
age hydroelectric, compressed air storage, flywheel storage, thermal storage, and
magnetic superconducting storage.

3 Smart-Grid Standards and Interoperability

In order to realize the promise of smart grid, it is critically important to define and
adopt an appropriate set of standards, as they directly affect the interoperability,
compatibility, reliability, and efficiency of the overall system. Standards define spec-
ifications for languages, communication protocols, data formats, linkages within
and across systems, interfaces between software applications and between hardware
devices, and much more. One key requirement of the smart grid is the interoper-
ability of the cyber systems used to manage the power systems. Interoperability can
be defined as the ability of two or more networks, systems, devices, applications,
or components to exchange and readily use information—securely, effectively, and
with little or no inconvenience to the user (IEEE 1990).

The Smart Grid will be a system of interoperable systems. Standards are essential
for each interface to support many different Smart Electric Grid applications and
also needed for data networking and cyber security throughout the grid. Security
standards are used to establish requirements on the security operations of energy
service providers (e.g., utilities, generators, system operator, etc.) as well as smart
grid device manufacturers. Many power industry standards organizations, for exam-
ple, the National Institute of Standards and Technology (NIST), the North American
Electrical Reliability Corporation (NERC), the International Society of Automa-
tion (ISA), the National Infrastructure Protection Plan (NIPP), and the American
National Standards Institute (ANSI), are assisting in the development of frameworks
for both smart grid standards and security requirements. The NIST has primary
responsibility for coordinating development of an interoperability framework allow-
ing smart grid technologies to communicate and work together. The Electric Power
Research Institute (EPRI), Institute of Electrical and Electronics Engineers (IEEE),
and International Electrotechnical Commission (IEC) are also working alongside
NIST to develop guidelines for smart grid security and interoperability. The NIST
has identified five “foundational” sets of standards for smart grid interoperability and
cyber security that are ready for consideration by federal and state energy regulators.
Over 100 standards have been identified by IEC, focus on information models and
protocols critical to reliable and efficient grid operations as well as cyber security.
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Application Domains

Field Devices
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Fig. 3 IEC 61850 Models and Common Information Model (CIM) (CSWG 2010)

These standards will be further updated to achieve efficient and secure intersystem
communications as Smart Electric Grid requirements and technologies evolve. The
core IEC standards and their functions are given below (IEC 2013). The specialized
communication standards developed by IEC are illustrated in Fig. 3.

• IEC 61970 and IEC 61968: Providing a common information model (CIM) neces-
sary for exchanges of data between devices and networks, primarily in the trans-
mission (IEC 61970) and distribution (IEC 61968) domains. CIM standards are
integral to the deployment of a smart grid scenario, in which many devices connect
to a single network.

• IEC 61850: Facilitating substation automation, distributed generation (solar PV,
wind power, fuel cells, etc.), SCADA communication and distribution automation
as well as interoperability through a common data format.

• IEC 60870-6: Facilitating exchanges of information between control centers.
• IEC 62351: Addressing the cyber security of the communication protocols defined

by the preceding IEC standards. Cyber security is such a major concern with
smart grids, which are especially vulnerable to attack because of the two-way
communication between devices and the utility grid.

These five IEC standards were among the 25 smart grid-relevant standards identi-
fied as “ready for implementation” in the NIST Framework and Roadmap for Smart
Grid Interoperability Standards, Release 1.0, which was issued in January 2010
(NIST 2010).

However, these specifications required a cyber security review that could not be
completed until NIST finalized its initial Guidelines for Smart Grid Cyber Security,
which were published in early September 2010 (CSWG 2010). CIM enables vertical
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and lateral integration of applications and functions within the Smart Grid. IEC 61850
and its associate standards are emerging as favorites for WAN data communication,
supporting TCP/IP, among other protocols, over fiber or a 1.8-GHz favor of WiMax.

The communication and interoperability standards developed by IEEE (2013)
are IEEE 802.3 (Ethernet), IEEE 802.11 (WiFi), IEEE 802.15.1 (Bluetooth), IEEE
802.15.4 (Zigbee), IEEE 802.16 (WiMax). Moreover, the most relevant ANSI stan-
dards for interoperability of AMI systems include ANSI C12.19 (metering “tables”
internal to the meter) and ANSI C12.22 (communications for metering tables). ANSI
C12.22 and its associate standards are viewed as the favorite LAN standard, enabling
a new generation of smart meters capable of communicating with their peers as well
as with their corresponding substation gateways over a variety of wireless technology.

NIST has developed very important guidelines related to cyber security infor-
mation technology and secure interoperability. Two documents of particular interest
for the Smart Electric Grid are: NIST SP-800-53 (recommended security controls
for federal information systems) and NIST SP-800-82 (Guide to industrial control
systems (ICS) Security). Broadly speaking, there are four levels of cyber security
standards (Cleveland et al. 2008):

1. Media related standards—Specific to fiber optics, microwave, WiFi, wires, tele-
phones and cellphones

2. Transport related standards—Internet standards including Ethernet, Internet Pro-
tocol (IP), Transport Control Protocol (TCP), Hyper Text Transfer Protocol
(HTTP)

3. Application related standards—Hyper Text Markup Language (HTML), EXten-
sible Markup Language (XML), IEC 61850, Common Information Model (CIM)

4. Security related standards—Advanced Encryption Standard (AES 256), Public
Key Infrastructure (PKI), secret keys, and certificates.

4 Smart Grid Security and Cyber Security

The Smart Electric Grid will require the development and deployment of several new
technologies, such as smart meters, sensors, extensive computer network connectiv-
ity for a two-way communication infrastructure that supports the new sophisticated
features like real-time information and control for electric power grid. However, such
increasing network connectivity and telecommunication capabilities, in smart grid,
require both physical security and cyber security management to safeguard the crit-
ical infrastructure elements across entire electricity delivery system. Cyber security,
in particular, has always been a concern for utility IT experts, but has become a more
significant issue due to the increasing penetration of smart grid technology. These
technologies expand the application of network information systems to utility and
customer assets that previously required manual operation and were not remotely
accessible. Securing the assets of electric power delivery systems, from the control
centers to the substations, to the feeders and even to customer meters, require an
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end-to-end security infrastructure that protects the large number of communication
assets (control center-based SCADA, RTUs, PLCs, power meters, digital relays, and
bay controls) used to operate, monitor, and control power flow and measurement.
Security of energy systems and electronic information in the IT and telecommu-
nication infrastructure includes the confidentiality, integrity, and availability on all
related cyber physical systems.

• Integrity of telemetry data and control commands is the most critical security
requirement for the proper functioning of the smart grid and support the consist-
ing and accuracy in delivery and billing. It includes assurance that data has not
been modified without authorization, source of data is authenticated, timestamp
associated with the data is known and authenticated, and quality of data is known
and authenticated.

• Availability is generally considered the next most critical security requirement,
although the time latency associated with availability can vary 4 ms for protective
relaying, sub-seconds for transmission wide-area situational awareness monitor-
ing, seconds for substation and feeder SCADA data, minutes for monitoring non-
critical equipment and some market pricing information, hours for meter reading
and longer term market pricing information, and days/weeks/months for collecting
long term data such as power quality information.

• As the smart grid reaches into homes and businesses, and as customers increas-
ingly participate in managing their energy and their information is more easily
available in cyber website, confidentiality and privacy of their information have
increasingly become a concern. Unlike power system reliability, customer privacy
is a new issue. Not only this, electric market information and general corporate
information, such as human resources, internal decision-making, etc. have some
confidential proprietary value.

A lack of adequate security in the electric power industry could pose threats of ser-
vice disruption, which can impede safe and efficient functioning of the electric grid.
The most common malicious attack includes both attempts to physically tamper with
a meter, and disruption of the supporting communications infrastructure. Security
is not just about preventing attacks or system compromises; it is also about pre-
venting the accidental or malicious leakage of information. Particularly for real-time
operations, it is crucial to “live through” any attacks or compromises to the infor-
mation infrastructure, and to recover with minimal disruption to the power system
operations—including power system reliability, efficiency, and cost.

Because of the large variety of communication methods and performance char-
acteristics, as well as because no single security measure can counter all types of
threats, it is expected that multiple levels of security measures needs to be imple-
mented. Added layers of security controls, policies, and procedures are necessary to
prevent, detect and manage security risks in power grids.

Security of information exchanges will also require end-to-end security from the
sender of the information all the way across through all intermediate paths to the
final receiver of the information. Accordingly, information security must address not
only fixed assets and devices but also the virtual paths and information flow from
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end to end. This end-to-end aspect of security makes it far more difficult to assess
the control risks—threats, vulnerabilities, and impacts—as well as to determine the
most appropriate security solutions. The NIST smart grid cyber security coordination
task group (CSCTG) was established to ensure consistency in the cyber security
requirements across all the smart grid domains and components.

Thus the most critical infrastructure necessary to create a reliable high-performance
smart grid is the information and communications networks. Functional requirement
of communication infrastructure is that the network should enable an application
in a particular domain to communicate with an application in any other domain in
the information network, with proper management and control over who and where
applications can be interconnected.

4.1 AMI Security

The operational imperatives for AMI Cyber Security (AMI-SEC) Task Force (2008)
recognize the existence of gaps in risk management between AMI and traditional
information and communications technology (ICT) systems. Typically, AMI lies at
the intersection of physical and logical infrastructures. AMI’s resiliency not only
demands security and continuity, but rethinking the relationship of systems to ser-
vices. Without proper security in AMI systems, electricity distribution will be unreli-
able and interruptible both on a physical and logical scale. An AMI system’s potential
exposures may exist in control functions in the form of remote service disconnects
and management of devices in home area networks (HAN). These potential expo-
sures exemplify the increased risk against the grid as a whole. AMI-SEC Task Force
(2008) was developed the security domain model to boundary the complexity of
specifying the security requirement to implement a robust, secure AMI solution as
well as serve as a tool to guide utility companies in their AMI implementation. The
“services” provided in Table 1 are described for security domains (AMI-SEC-ASAP
2008).

4.2 Substation Security

Substations, transmission and distribution domains include the devices such as cir-
cuit breakers, power transformers, phase-shifting transformers, capacitor banks,
switches, etc. It may also contain various electronic automation and communica-
tion devices used to measure, monitor, and control the substation components.

The increasing level of automation envision in smart grids, are likely may open the
door for malicious activities. In other words increased automation, if not performed
with comprehensive security evaluation, can result in new vulnerabilities related
to the substation devices. Potential consequences of exploitation of vulnerabilities
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Table 1 Various applications and associated services

Security domain Description

Utility Edge
Services

All field services including monitoring, measurement and control to be
controlled by the Utility provider

Premise Edge
Services

All field service applications including monitoring, measurement and
control controlled by the customer (customer has control to
delegate to third party)

Communications
Services

These applications relay, route, and perform field aggregation, field
communication aggregation, field communication management
information

Management
Services

Provide support services for automated and communication services
(includes device management)

Automated Services Allow unattended collection, transmission of data and performs the
necessary translation, transformation, response, and data staging

Business Services Support core business applications (includes asset management)

resulting from substation automation are grid instability, power outages, destruction
of generators, which are highlighted in U.S. Department of Energy (2009b).

To automate substation without introducing new security vulnerabilities, and
important security goals should be given high priority. Authentication and autho-
rization must be enforced to prevent intruders and unauthorized operator users from
accessing and tampering with distribution devices, running unauthorized commands.

The transformation must also ensure integrity and confidentiality of telemetry
data, control protocols and other administrative information. It must also emphasize
the protection of upstream assets. The processes used to manage energy routing
from plant to consumer and fidelity of the energy delivery systems are defined by
the telemetry and control systems security zone.

4.3 SCADA Security

SCADA systems now are becoming increasingly connected to the public Internet,
which enables the fielding of new equipments such as intelligent electronic devices
(IEDs). Such deployments, however, are likely to make the SCADA system more
vulnerable (Ericsson 2010). Remote device monitoring is the key to enhancing the
reliability of the electric power grid. The substations along the electricity supply
chain contain many remote terminal units (RTUs) and IEDs.

However, the monitored data from these substations can only be relied upon if
the integrity of the data is assured. The various new issues related to SCADA system
have been emphasized in the CIGRÉ working groups JWG D2/B3/C2.01 “Security
for Information Systems and Intranets in Electric Power Systems” (Ericsson et al.
2007) and D2.22 “Treatment of Information Security for Electric Power Systems”
(Ericsson et al. 2010).
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There is a need to perform case-by-case technical assessments of all vendor prod-
ucts, studying provide expose and the protocols they use so that their security can be
assured within the greater cyber security context. Security for such devices is being
standardized according to the IEC 62351 standards.

4.4 Communication Link Security

As wireless devices are inexpensive and provide significant advantages over wired
counter parts, they are being prevalent in current Smart Grid deployments. Many AMI
implementations are using mesh networks because its reliability and redundancy.
However, their security aspects are not publicly available at this point and most of
these implementations are based on IEEE 802.15.4 protocol and there are known
vulnerabilities with its implementations.

4.5 Security Protocol Design Challenges

The incorporation of advanced ICT in power grid will require many communication
protocols. It is likely that many of these protocols will be based on customized ver-
sions of existing protocols, borrowed from other domains. However, the adaptation
and use of technologies from different domains require an appropriate mapping and
match at several abstract levels, including the conceptual level, system policy level,
formats and algorithms level and implemented tools level. A detailed discussion and
case study of such adaptations can be found at Khurana et al. (2007).

If for a particular level or application, requirements for the power grid are sig-
nificantly unique, new protocol should be designed from scratch. Protocols should
also be modular and must provide multiple levels of defense, so that they can be
easily replaced with newer modules in case of discovery of a flaw. Computational
and communication overhead of the protocol must be evaluated. Error handling is
another important area that required significant attention while designing protocols.
Protocol must guarantee the authenticity of the messages and try to optimize other
issues.

4.6 Cryptographic Key Management

Managing and protecting keys is a problematic task for many users. Cryptographic
functions are computationally expensive, too, especially for smart devices with
limited physical resources. So, we can follow the approach of Computational Grid
(C-Grid), to some extent. Still, for power grid (P-Grid), much customization is
required. Federated authentication services like single sign-on may also be used.
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4.7 Error Handling Challenges

Systems that do not perform error checking of invalid inputs are susceptible to crush
and execute arbitrary code at some point. On the other hand rigorous bounds checking
and error management can sometimes lead to problems, too. So, balance must be
maintained so that the system does not execute alien code and can survive from
distributed DoS attacks.

4.8 Challenges due to Ad Hoc Automation

Although the envisioned Smart Grid deployment has not been completed yet, the
current grid is being automated and updated in different parts on a regular basis.
New smart meters are being deployed for operational conveniences. Many of these
improvements are being carried out without any comprehensive security assessment.
These smart devices have lifecycle of several years. Competition to be the first to
market, many of the vendors are rushing and not providing considerable care in
comprehensive security consideration.

4.9 Smart Grid Security Challenges: Summary

There are many security challenges need to be addressed as the power grid is fully
integrated to the cyber infrastructure, we summarize some important smart grid
security challenges in Table 2.

5 Conclusions

The basic framework of Smart Electric Grid and most significant technologies/
elements that must be developed and implemented to achieve the vision of the Smart
Electric Grid are briefly discussed in this chapter. To achieve efficient and secure
intersystem communications and to properly manage and control the power sys-
tem, one key requirement of the Smart Electric Grid is the standards related to
interoperability and cyber security.

Various organizations are actively involved in the development of these important
standards. This chapter briefly surveyed the different standards for Smart Electric
Grid. Moreover, one critical aspect of the Smart Electric Grid related information
and communications infrastructure is the physical and cyber security. Infrastructure
security that includes the protection of networks and servers from unauthorized
accesses and malicious attacks are discussed.
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Table 2 Summary of important smart grid security challenges

Specific problem Description of problem

Privacy of usage data (McDaniel and
McLaughlin 2009; IEEE 2010a)

• Usage data and statistics will be of paramount
importance to entities for business intelligence and
also to malicious hackers for launching targeted and
well informed attacks. Existing policies do not
describe all possible scenarios

• Government need to establish a national regimen for
consumer protections

Vulnerabilities and exploitation
restriction (McDaniel and
McLaughlin 2009; IEEE 2010b;
INL 2009)

• General-purpose operating systems doing real time
control is far riskier than well tested finite state
machines implemented in special purpose hardware.
Limits must be imposed on systems to limit
worst-case behaviors. These limit conditions must be
locally controlled and must not be remotely
programmable

• Hackers may gain unauthorized access to Smart
Meters to manipulate its functionalities and make the
grid unstable and cause financial loss

• Extraction of data and encryption key from device
memory was demonstrated

Communication networks and links
vulnerability (IEEE 2010a; INL
2009)

• Most mesh networking protocols are based on IEEE
802.15.4 standard which is reported to be susceptible
to a set of known types of attacks

• As the vendors of wireless AMI technology are in a
rush to develop and deploy market, security may not
receive sufficient emphasis

Key management (IEEE 2010a;
Khurana et al. 2007; Sugwon and
Myongho 2010)

• Currently, it’s not feasible to operate Cryptographic
key management or similar services for 5.5M smart
meters. Key management is required to be planned
for various communication modes, such as
master-to-IED, peer-to-peer and broadcast

• Analogous C-Grid tools can be used in P-Grid to
facilitate single sign-on based access to a multitude
of resources across organizational boundaries.
Scaling such accesses requires federated approaches
where the organizations agree on a common
authentication and authorization system for
accessing data and resources

Intrusion detection (IEEE 2010b;
Khurana et al. 2007; Sugwon and
Myongho 2010)

• Organizations need to define security policies, deploy
monitoring systems supported by advanced IDSs,
and set up mechanisms for forensic analyses and
development of a communication process to share
incident data with other organizations and a response
in a coordinated fashion

Operational cost (IEEE 2010b) • Operational cost of a million-node network, where
significant portion of resources need to be invested
in monitoring and continuous analyzing of threats
and compromises, is another challenging issue

(continued)
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Table 2 (continued)

Specific problem Description of problem

Development cost effectiveness
(Sugwon and Myongho 2010)

• Implementing complex security functionalities on
embedded microprocessor based platform is not
feasible because of these devices’ limited
computational ability. Besides security functions,
these devices also have to receive network packets
and are vulnerable to Kernel live-lock resulting from
too much interrupt handling. For capturing high-rate
arriving packets, an expensive alternative is to use
specialized hardware such as network processors in
the monitoring cards. Some dedicated hardware,
possibly FPGA-based co-processors or hardware
accelerators or graphic processor may be used to for
cryptographic functionalities. One less expensive
alternative is to use Chip-level MultiThreading
processor, such as ARM11 MPCode (quad-core)

Transition (Sugwon and Myongho
2010; Kouril et al. 2006)

• Transition is another challenging task involving
finding workarounds for already deployed IEDs with
limited processing capabilities and lack of security
features. For such devices, there are two transition
scenarios for achieving security: “bump-in-the wire
(BITW)” and “bump-in-the stack (BITS)” solutions

• Transition cost will also be very high for setting up
smart metering infrastructure. But some interesting
findings suggest that end consumers are willing to
make onetime payment of $48 on average or $13 per
month. This will offset the transition expense to
great extent

Error handling (IEEE 2010b;
Khurana et al. 2010)

• Only the input sequences that are within defined safety
boundaries should be allowed

• Common techniques include back off timers, limits on
number of events reported, event reporting
compression and suppression techniques, and both
in-band and out-of-band reporting. Increased
complexity in the error management process, leads
to an increase in edge cases as well

• Protocols having no mechanism to handle malformed
or unexpected packets may fail or possibly execute
arbitrary code

Fault and failure modeling (IEEE
2010b)

• Our current modeling capability is also limited. We
need to model faults and failures more accurately
with respect to security incidents. We must also
undertake analyses assuming a substantial number of
faults and failures in wide array of combinations

Recovery after failure (McDaniel
and McLaughlin 2009; IEEE
2010b)

• Comprehensive recovery strategies must also be
developed through close collaboration between
utility companies and vendors

• A backup plan is necessary that will allow some level
of power operations when the computers don’t work
properly

(continued)
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Table 2 (continued)

Specific problem Description of problem

Efficiency (IEEE 2010a) • Efficiency and scalability must meet varying real-time
requirements based on the location. Constrained
network and devices must also be considered

Evolvability (IEEE 2010a;
Khurana et al. 2010)

• The design should be modular, so that it can be easily
upgraded later on with minimal disturbance to other
components working properly

Data management (Khurana et al.
2007)

• Managing and accessing large amount of energy usage
and business related data at control center are
challenging issues. To utilize this data several C-Grid
techniques such as data federation, data virtualization
and integration and data location services can be
realized

Load management (Khurana et al.
2007)

• Energy can be treated as a resource and its delivery to an
appliance can be treated like a task. Now we can
utilize C-Grid’s task scheduling techniques to
efficiently perform load management in the P-Grid

Breaching of trust (IEEE 2010a) • Most of the control systems’ design decisions are based
on implicit trust. So, methods to deal with
untrustworthy participants are required

Security protocol design
challenges (Khurana et al.
2010; Sugwon and Myongho
2010)

• Security goal should aim for complete guarantee for
message authenticity and integrity from protocols. The
grid applications require high performance, high
availability, timeliness, comprehensive security
design, adaptable and evolvable designs etc. So,
protocols must be developed considering these
fundamental constraints

• For power grid a potential approach is to use existing
protocols upon customization for P-Grid. New
protocols could be designed, too, if requirements are
fairly unique. In Khurana et al. (2010), design
principles are proposed considering traditional tools,
known cyber attacks and protocol goodness properties

• Computation and communication overhead should also
be analyzed thoroughly for designing efficient
protocols. Error handling, detection of cyber attack &
proper responses and evolvability should also be
considered carefully to design a highly available
protocol. The design should be modular, so that it can
be upgraded easily

System complexity (INL 2009) • Risk resulting from cyber attack depends on threats,
vulnerabilities and consequences which is very
difficult to estimate. The size and dynamic nature
deteriorates the scenario by adding up more
complexity and uncertainty. It is hard to predict how
an attack can be manifested given the adversary is
reasonably intelligent. Emphasis on cost minimization
and market capturing than security analyses in the face
of incomprehensible threats may result in deployment
of vulnerable systems

(continued)
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Table 2 (continued)

Specific problem Description of problem

SCADA automation
without proper security
(INL 2009)

• SCADA Security assessment has been conducted in the past
and several vulnerabilities have been found. Among 17,325
transmission substations in the US and Canada, 81 % and
57 % of distribution substation have some form of
automation and these are increasing day by day. Study
found that new vulnerabilities are introduced which are
associated with substation automation

PMU Vulnerabilities (INL
2009)

• NASPI (North American SynchroPhasor Initiative) security
has not yet been sufficiently explored. In Smart Grid there
are many physically unprotected potential entry points.
Wireless networks can be easily sniffed by attackers and
these are susceptible to Man-in-the-Middle attacks. There
are weaknesses in security mechanisms to prevent these
attacks

Massive deployment of
intelligent sensors (Jain
and Chapman 2010)

• Large scale deployment of new tiny devices, called
Heterogeneous System on a Chip (HSoC), is proposed to
sense and autonomously reconfigure power system. Three
layered sensor is envisioned. VLSI implementation details
of the first two layers, powers system sensing and decision
making layers. In addition to detection of failures in power
system, handling of chip faults are also addressed

Cooperation among various
organizations (Khurana
et al. 2007)

• Collaboration and sharing among various organizations is
needed to fight against intrusion and malicious activities

Lack of comprehensive
security strategy (U.S.
Department of Energy
2009a; IEEE 2010b)

• We must develop security architecture appropriate to the
Smarter Grid’s needs. The power engineering community
must welcome security community and work together
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Known Secure Sensor Measurements Concept
and Its Application for Critical Infrastructure
Systems

Annarita Giani, Ondrej Linda, Milos Manic and Miles McQueen

Abstract The manipulation of critical physical processes and the falsification of
system state is a relevant concern for many modern control systems. Common
approaches to this problem such as network traffic and host based state informa-
tion analysis feature difficulties such as high false alarm rate. Furthermore, issues in
integrating the system state falsification detection into an existing control system such
as cost or technical issues, impose additional difficulties. To alleviate these issues,
a low cost and low false alarm rate method for improved cyber-state awareness of
critical control systems, the Known Secure Sensor Measurements (KSSM) method,
was proposed by the authors of this chapter. This chapter reviews the previously
developed theoretical KSSM concept and then describes a simulation of the KSSM
system. The presented KSSM method constitutes a reliable mechanism for detecting
manipulation of critical physical processes and falsification of system state. Unlike
other network based approaches, the method utilizes the physical measurements of
the process being controlled to detect falsification of state. In addition, the KSSM
method can be incrementally integrated with existing control systems for critical
infrastructures. To demonstrate the performance and effectiveness in detecting vari-
ous intrusion scenarios, a simulated experimental control system network was com-
bined with the KSSM components. The KSSM method is intended to be incorporated
into the design of new, resilient, cost effective critical infrastructure control systems.
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1 Introduction

Resiliency and enhanced state-awareness are crucial properties of modern control
systems. Critical infrastructures, such as energy and industrial systems, would bene-
fit from being equipped with intelligent components for timely reporting and under-
standing of the status of the control system. This goal can be achieved via complex
system monitoring, real-time system behavior analysis and timely reporting of the
system state to the responsible human operators (Linda et al. 2011a).
In Rieger et al. (2009) a resilient control system was defined as follows: one that
maintains state awareness and an accepted level of operational normalcy in response
to disturbances, including threats of an unexpected and malicious nature. Here, the
enhanced state-awareness is understood as a set of diverse performance criteria such
as cyber or intelligent analysis that is used to maximize the adaptive capacity of the
system to respond to threats.
Falsification of physical system state can pose significant danger to the operation of
a control system. An intelligent adversary attempts to deceive the operator with the
intention to achieve desired manipulation of the control system without early detec-
tion. An intuitive way for achieving this task is modification of physical measurement
values sent to the operators by injecting false information. Hence, protection of mea-
surement values is of high importance. There exist cryptographic techniques that pro-
vide sufficient level of information protection (Schneier and Ferguson 2010; Stamp
2011). However these techniques require increased computational cycles, increased
power, and higher available network bandwidth, which might not be available on
many currently deployed control systems.
To address these issues, a novel, low cost, low false alarm rate, and high reliability
detection technique for identifying manipulation of critical physical process and fal-
sification of system state was previously proposed (Giani et al. 2011; McQueen and
Giani 2011). This technique, called Known Secure Sensor Measurements (KSSM),
uses the idea of obtaining a randomly selected subset of encrypted (i.e. known secure)
physical measurements that are sent in sequence after the plain-text (i.e. insecure
and unencrypted) measurements used for control. The subsequent comparison of the
randomly selected plain-text and the known secure values reveals potential system
falsification. By randomly modifying this selected subset of KSSM sensors, a com-
plex cyber-state awareness of the control system and falsification of system state
can be maintained while imposing as little additional computational and bandwidth
cost as desired. Hence, by utilizing the physical measurements themselves for aiding
cyber-security, the KSSM method differs from traditional approaches to network
system security such as anomaly or signature detection systems (Linda et al. 2009,
2011b; Yang et al. 2006; Zhong et al. 2007).

A variety of techniques for protecting critical infrastructure control systems from
cyber attacks have been proposed. These proposals have included cryptographic tech-
niques such as those recommended in AGA-12 (American Gas Association 2005a,b),
intrusion detection for industrial control systems (Cheung et al. 2007; Tsang 2005),
use of deception (McQueen 2009), and many other general techniques and concepts
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for securing IT systems from cyber attack which have been adapted to control sys-
tems. While all of these adaptations seem to have some merit for protecting control
systems, relatively few have focused on the fundamentally unique aspects of gen-
eral control systems, which in our view is that they control a physical process; have
much longer life cycles than standard IT systems; and may have severe resource
constraints, including cost. There are exceptions to this of course, such as the large
body of research into protecting the electric power grid, see for example (Giani et al.
2011; Wei 2010). The Known Secure Sensor Measurement technique described in
this chapter is unique in that it blends IT security concepts with the physical processes
measurement and control in order to enhance the detection of an attack on the phys-
ical process even if the entire communication infrastructure has been compromised
through a cyber attack.
In this chapter we first explain the KSSM concept, including the technical objectives
and research approach and then we will show on specific simulation examples how
the KSSM system could be implemented. The overall architecture of the system is
presented, followed by description of the two major components, Sensor Selector
and Signal Analyzer. The Sensor Selector uses an algorithm to perform pseudo-
random sensor selection based on multiple criteria. The Signal Analyzer contains
a buffer of requested KSSM values and performs measurement comparison and
system state falsification detection. The designed KSSM system architecture was
integrated with a virtual control system communication network. The performance
of the system is demonstrated on several test scenarios. As a practical application we
show how the generalized concept of known secure sensor measurement can be used
as a countermeasure against a collection of data integrity attack to the smart grid.

This chapter provides an overview of the previously published work on the KSSM
concept (Linda et al. 2011a; McQueen and Giani 2011).

2 Known Secure Sensor Measurement Concept

The concept of Known Secure Sensor Measurements was previously proposed
in McQueen and Giani (2011). The KSSM technique constitutes a novel low cost,
low false alarm rate, and high reliability detection technique for identifying malicious
manipulation of critical physical processes and the associated falsification of system
state. The fundamental idea of the method is to obtain a randomly selected subset of
encrypted (known secure) physical measurements that are sent in sequence together
with the plain-text (unencrypted) measurements used for control. The comparison
of the randomly selected plain-text and KSSM values reveals potential falsification
of system state.
The developed KSSM concept is targeted for critical infrastructure control sys-
tems that lack robust cryptographic techniques and have limited computational and
communication bandwidth resources. It is important to note here that most critical
infrastructures fit well within this targeted group. Hence, the KSSM method is widely
applicable.
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Fig. 1 Hybrid energy production facility

The fundamental assumption of the KSSM method is that the intelligent attacker is
able to compromise any of the components in the information layer of the control sys-
tem. The information layer is a communication layer which communicates physical
process measurements to the process control layer, where they are presented to the
operator. Figure 1 depicts an exemplary hybrid energy production system with high-
lighted physical, information and process control layers. In addition, it is assumed
that the attacker will not be detected in the system as long as no transmitted mea-
surement values are modified or blocked. It is important to emphasize here that the
KSSM concept is intended not to detect anomalous process activity or whether the
system functions within its normal operation envelope. Instead, the KSSM concept
is designed to verify the system state information presented to the operator and reject
system state falsification due to adversarial sensor measurement value corruption.

The main hypothesis of the KSSM concept is the idea that a small subset of
sensor measurements, which are known to be secure (i.e. cannot be falsified in the
physical layer), has the potential to significantly improve the observability of adver-
sarial process manipulation due to cyber-attack. Furthermore, randomly selecting
this small subset of known secure sensors can make more difficult for the attacker to
identify which sensors measurements are being secured at particular time. Finally, it
is assumed that there is only limited communication bandwidth available and the size
of the selected KSSM sensor subset can be selected such that the real-time control
of the system is not disrupted. We will describe in more detail these hypotheses in
Sect. 3.2.
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Fig. 2 Sample KSSM
enabled sensor

In order to allow protection against an intelligent adversary, it must be possible to
trust specific components of the system. In the KSSM system a cryptographic sensor
module constitutes this trusted component as depicted in Fig. 2. The cryptographic
sensor may be KSSM enabled with software or hardware as a mean to forward the
plain-text measurement value Mi through a secure encryption module to produce a
KSSM value Ei . If the particular sensor is part of the randomly selected subset of
KSSM sensors, the encrypted measurement value Ei is sent to the control room after
the plain-text measurement Mi .
The KSSM control module resides in the control room of the plant. The module is
responsible for performing selection of the random subset of KSSM-enabled sensors.
In addition, the control module also compares the received KSSM values with the
plain-text measurements in order to detect falsification of the system state.

2.1 Attack Scenarios

While not required, we assume that all process sensors are KSSM hardware or soft-
ware enabled, all encryption modules are secure from cyber attack, and the KSSM
control room module, including the detection engine, are secure. Any other com-
ponent in the system, including the entire information infrastructure layer may be
assumed to be compromised by an attacker.
Figure 3 presents two scenarios. The system in scenario 1 has no KSSM sensors
available. The adversary has compromised choke points in the communication net-
work and is behaving as a man in the middle by preventing all valid sensor signals
to the control room and replacing them with corrupted, signals Ci . This deception
could be done, as Stuxnet partially demonstrated, through collection and then replay
of sensor measurement data. The attacker is now able to manipulate the process as
desired while the operators remain completely unaware. This level of attack may
be undetectable without KSSM and will leave the operators completely blind to the
actual system state.

KSSM sensors are available in scenario 2 and the attacker is choosing to corrupt
only those signals which he knows are not providing encrypted values back to the
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Fig. 3 Mi is the measurement from sensor i . Ci is the corrupted version of measurement Mi . Ei
is the encrypted version of measurement Mi . ∨ and ∧ are the logic disjunction and conjunction

detection engine. If the attacker corrupted the signals for which an encrypted ver-
sion was sent at a later time then the corruption would be instantly recognized by
the KSSM detector. Given that the encrypted signals are sent at some δ time after
the unencrypted signal the attacker can only know which sensors will provide the
encrypted signal by observing the network traffic for some period of time.
The attack in Fig. 4 consists on corrupting signals and blocking some of the encrypted
versions. In fact attack would be easily detectable if the encrypted version of the
measurement reached the detection engine and be compared against the corrupted
version.
A way to make the above attack more difficult is to periodically and unpredictably
modify the subset of sensors providing encrypted values. This ongoing and unpre-
dictable selection of new sensors (and deselection of others) may be based on cur-
rent system state, or communication network topology (for example not selecting
KSSM sensors such that their encrypted measurements are all going through the
same router).

Figure 5 schematically depicts the considered system state falsification scenarios
and the counter-measures used by the KSSM system. The plain system state falsi-
fication is demonstrated in Fig. 5 (scenario 1). Here, the sensor measurements Mi

are potentially corrupted by the attacker within the information layer. The falsified
measurement values Ci reach the control operator. The basic idea of the KSSM sys-
tem is depicted in Fig. 5 (Scenario 2), where a subset of the KSSM-enabled sensors
is requested to report encrypted measurement values Ei to the control room. In this
specific example, there will be a mismatch between values Ci and the decoded value
of Ei . Further, an attacker aware of the KSSM protection system might attempt to
deceive the system by blocking the encrypted values Ei from reaching the control
room, as shown in Fig. 5 (Scenario 3). However, the KSSM system randomly mod-
ifies the subset of KSSM-enabled sensors, thus making it increasingly difficult for
the attacker to design an attack with reliable detection delay. This is shown in Fig. 5
(Scenario 4), where the values C1 and E1 from the newly selected KSSM-enabled

Fig. 4 Attacker identifies which sensors are providing encrypted versions of measurements. During
the attack only a few of the sensors are blocked
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Fig. 5 Communication scenarios

sensor would produce a mismatch and indicate a presence of system state
falsification.

3 Technical Objectives and Research Approach

Our objective is to investigate the value of KSSM for effective detection of unautho-
rized process manipulation and falsification of system state.

3.1 Targeted Facilities

As mentioned before a hypothetical hybrid energy plant is shown in Fig. 1. This
figure represents a hybrid energy production facility with three abstract layers. The
lowest layer is the physical process which consists of a set of production units each of
which consists of reactors, tanks, gas flows, coolers, heaters, valves and other physical
components. The information layer, in the middle, is responsible for communication.
The sensors in the physical layer communicate with control devices and commands
are sent to the edge controllers that drive actuator behavior. The highest layer is
represented by the primary functions of plant control, and security threat monitoring
and alarming. These highest level functions make use of real time data feeds from
the physical plant up through the communication layer, and may also make use of
information derived over time through initial monitoring of the system (e.g. passive
network discovery).
We assume that the attacker can compromise any of the components in the infor-
mation layer without being detected as long as the attacker does not modify the
sensor signals being transmitted back to the controller and the control room. KSSM
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is not designed to detect the system process exceeding its operational performance
envelope, normal system monitoring is expected to detect that situation.

3.2 KSSM System Hypotheses

We created the following four hypotheses to stay focused on the core issues in
conceptualizing, designing, and validating a prototype of a KSSM system.

1. (H1) A small set of sensor measurements, which are known to be secure, can
significantly aid the operator and detection engine in more quickly and accurately
identifying a cyber attack.

2. (H2) Some known secure measurements from randomly chosen sets of sen-
sors providing data within selected time frames will harden the process against
covert cyber attacks attempting to blind the operator and KSSM detection engine.
Neither the enhanced operator effectiveness nor enhanced detection engine per-
formance (gained from using a fixed set of known secure data) will be degraded
by the changing and diverse sets of sensors selected for providing the known
secure data.

3. (H3) It is possible to create a very low cost, limited bandwidth, and highly
secure measurement capture and communication channel for transmitting ki %
(0 < ki < 100) of a chosen sensor’s physical measurements, end to end, from
sensor to detection engine for analysis. The channel will involve adaptation of
known cryptographic protocols to provide message and measurement integrity,
and detection of replay attacks. Tradeoffs between cryptographic computational
requirements at the sensor, power restrictions of a sensor, network bandwidth
limitations, and the speed and accuracy of detection will be assessed in selecting
specific cryptographic techniques for KSSM systems and establishing appropri-
ate value for ki .

4. (H4) Heuristics for selecting the set of sensors providing known secure sensor
measurements can be developed which allow for the results of this research to be
easily adapted for use in the design, implementation, and configuration of many
diverse industrial control systems and infrastructures.

In a KSSM enabled infrastructure, the attacker will be unable to reliably falsify the
process state to the control room operators.

3.3 KSSM Sensor

Figure 2 represents a KSSM hardware enabled sensor. The signal from the AD con-
verter is tapped off and available to the secure encryption module. This module, at
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some randomized time δ after the unencrypted measurement Mi is sent, forwards
the encrypted version Ei of the measurement value to the KSSM detection module
running on a control room computer. Whether or not the encrypted version of the
plaintext measurement is sent depends on whether that particular sensor is currently
selected by the KSSM control room module, and whether the secure encryption
module selects it as one of the ki of measurements for which a dual encrypted value
will be expected. We note that these sensor functions may also be implemented in
software and reside in the sensor or closest computational edge point. The KSSM
detection algorithm in the control room, which must also be trusted, will compare
the two versions of the measured value, unencrypted and encrypted, and trigger an
alarm if there is any difference. For the exposition of the idea in this chapter, we are
making simplifying assumptions related to reliable transport of measurements, both
plaintext and ciphertext, and to the reliability of the sensor and encryption hardware.

3.4 KSSM Control Room Module

The KSSM module residing in the control room is represented in Fig. 6. It is respon-
sible for modifying the subset of KSSM-enabled sensors which perform encryption,
and is also responsible for detecting attacks. Many functions are needed to provide
these capabilities and we will very briefly describe only the highest level functions.

Fig. 6 Block diagram of KSSM module residing in the control room
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The system analyzer receives input from network discovery tools which can both
reside on the system and operate in real time, or can be one time only devices used
during a phase such as system acceptance testing. It develops simplified models of
the communication network to aid the sensor selection function in choosing smart
subsets of sensors.
The signal analyzer is responsible for analyzing the sensor measurements that are
provided to the control room, and alarming when appropriate. If encrypted and asso-
ciated unencrypted values do not match then an alarm will be set; if some number
of requested encrypted values do not arrive in a timely fashion, and are distributed
over a variety of communication paths then it may be appropriate to raise an alarm
based on probabilistic assessment of likely communication and sensor failures.
The sensor selection algorithm will incorporate what is known about the communi-
cation topology and the failure rates of all components within the system. The failure
rates may be based on empirical data or models built into the algorithm. Further some
understanding of the limits on computation cycles available, sensor power restric-
tions, and limitations in communication bandwidth will be incorporated to aid, not
only the selection of a new subset of sensors for KSSM but also the selection for
each chosen sensor of the ki of measurements that will be encrypted and forwarded.
Sensor selection and the percent of measurements for which dual encrypted values
are required may also be made selectable by the operators so that they have control in
limiting the sensor processor cycles, sensor power consumption, and communication
bandwidth utilized by KSSM.
The cryptographic functions will be adopted from currently well understood cryp-
tographic components and systems. The KSSM-enabled sensor list is needed so
that sensor selection can accommodate systems that are slowly being upgraded with
KSSM-enabled sensors. And the KSSM user interface will be separate from all other
devices in the control room in order to provide as much hardening against attack as
possible.

4 Known Secure Sensor Measurement System Simulation

This section describes the design and simulation of the KSSM-equipped control
systems. First the overall architecture is presented. Next its major components of
Sensor Selector and Signal Analyzer are described in more detail.

4.1 KSSM System Architecture

The overall KSSM system architecture is depicted in Fig. 7. The system is composed
of two major parts, the KSSM control module and the communication network which
connects the control module with those sensors that are KSSM-enabled. The KSSM
control module is composed of two main components, the Signal Analyzer and



Known Secure Sensor Measurements Concept and Its Application 191

Fig. 7 Architecture of the KSSM system

the Sensor Selector. All components monitor network traffic in the control system
and communicate among each other to perform effective system state falsification
detection while minimizing the impact on the system’s communication bandwidth.

The Sensor Selector component is responsible for selecting a subset of KSSM-
enabled sensors every time iteration. The sensor selection is performed using a tree-
like sensor selection data structure, which resembles the known network topology.
The Sensor Selector uses several criteria, including subjective human input to calcu-
late the selection weight of each sensor. A randomization algorithm is then applied
to ensure representative sensor selection from the communication network. Every
time a subset of sensors is selected by the Sensor Selector a KSSM request is sent to
the sensors and a KSSM record about the selection is stored in the Signal Analyzer.
The Signal Analyzer is responsible for monitoring both the plain-text and the KSSM
encrypted network messages. Every time a KSSM record about sensor selection is
received from the Sensor Selector, the Signal Analyzer stores the record in a record
buffer. Upon receiving the previously requested KSSM message from the network,
the KSSM value is paired with its plain-text value stored in the record buffer and
their values are compared. The Signal Analyzer also keeps track of important net-
work traffic statistics such as sensor availability and response latency, which are used
for adjusting the sensor selection process.

4.2 KSSM Sensor Selector

The main task of the Sensor Selector is to perform randomized sensor selection every
time iteration. To achieve this, the Sensor Selector contains an approximate model of
the network topology in a form of a tree data structure. The root of the tree corresponds
to the main communication node of the control system network. Branches connect
the root node to possibly multiple levels of nodes. Each node corresponds to a sub-
network in the real network system. Finally, leafs of the tree structure correspond to
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individual KSSM-enabled sensors. It should be noted that it is not required for the
tree structure to exactly match the real communication network topology. Rather,
the branches of the tree should correspond to logical units in the control system
network, in order to achieve evenly distributed sensor selection. The process of
sensor selection is performed by randomly descending from the root of the tree to
particular leaf. All branches in the selection tree emanating from a particular node
are assigned a specific selection probability, which guides the random descending
process. This method is repeated until the new subset of KSSM enabled sensors has
been selected. The branch selection probabilities are updated after selection of each
sensor so that more probability is distributed to the branches that were not assigned.
The pseudo-code of this randomized sensor selection algorithm can be summarized
as follows:

1. Initialize the sensor selection probabilities pi j of
each branch in the selection tree.

2. Repeat for all k KSSM sensors.

a. Set current node ni as root.
b. Repeat, until current node ni is a leaf.

i. Randomly select j th branch of current node ni
based on branch selection probabilities pi j .

ii. If there exist unselected leafs in the sub tree
connected to the j th branch descend to the j th

children of current node ni .
c. Return the index of the sensor in the selected
leaf.

d. Repeat until current node ni is a root.
i. For all siblings of current node ni compute the
new branch selection probability from their
parent as:

pkj =
{

pkj (1 − α), if k = i
pk j + αpi j

k−1 , if k �= i
(1)

ii. Ascent to the parent of node ni .

Coefficient α controls the spatial diversification of the selected sensors. Values
close to 1 will result in large spatial diversification (e.g. sensors sampled in different
areas of the network), while values closer to 0 will result in selected sensors being
more likely to be close to each other (e.g. in the same sub-network). Parameter k
denotes the cardinality of the selected KSSM sensor subset. This process of KSSM
enabled sensor selection and selection weight updates is depicted in Fig. 8. Due to
the re-distribution of branch selection weights, the subset of sensors is more likely
to be distributed throughout the network. Hence, KSSM and plain text message loss
rate due to random component failures in parts of the communication system can be
reduced.
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Fig. 8 Architecture of the KSSM system

After the subset of KSSM enabled sensors has been specified the Sensor Selector
re-computes the initial branch selection probabilities in the selection tree to reflect
the most current behavior of the communication system. These recomputed branch
selection probabilities are used to initialize the tree parameters in Step 1. This process
for computing the initial branch selection probabilities is composed of three parts:
(1) sensor selection weight calculation, (2) bottom-up selection weight propagation,
and (3) top-down selection probabilities normalization.
The sensor selection weight is calculated for each KSSM-enabled sensor based on
a weighted average of three parameters: availability, security and importance. The
availability can be computed as the inverse value of the averaged time interval of
obtaining the requested KSSM value from the particular sensor. When the sensor
response time increases, its availability is decreased and the sensor will be selected
less often to ease the work load of the particular sensor and its part of the network.
The security is computed as the averaged time interval between receiving two mis-
matching KSSM-values and plain text values. Because random noise might corrupt
the KSSM messages, single mismatch should not immediately raise an alarm. How-
ever, when the frequency of mismatched messages is significantly increased the
security is increased, which results in sensor being selected more often to quickly
converge to final detection. Here, a significant increase is considered to be an increase
above the normal frequency of mismatched measurement values due to ordinary com-
munication noise.
Finally, the importance attributed to a sensor is a subjective value provided by the
operator, which can help to fine-tune the selection algorithm (e.g. some sensors
might be more important for the control and thus should be sampled more often). In
addition, the operator can specify the weighting coefficients for the weighted average
of these attributes.
The bottom-up selection weight propagation proceeds in a recursive manner and
its purpose is to propagate the sensor selection weights up the tree. The algorithm
reads the selection weight from all children into their common parent, the weights
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are summed and recursively propagated to the higher level until the root node is
reached.
In the final stage, the selection weights need to be converted into branch selection
probabilities. This is achieved by descending from the tree root to individual leafs
and normalizing the selection weights for all branches emanating from each node.
The normalization procedure ensures that all branch selection probabilities sum up
to 1 for each node.

4.3 KSSM Signal Analyzer

The main task of the Signal Analyzer is to monitor the network traffic and detect
potential falsification of system state. Every time a KSSM request is sent to a partic-
ular sensor a record about this is stored in the record buffer in the Signal Analyzer.
Upon receiving the KSSM measurement value, the corresponding plain-text mea-
surement is looked up in the record buffer. The KSSM measurement is decrypted and
compared to the plain-text value. A measurement mismatch can be used to indicate
a potential presence of an intelligent adversary in the information layer of the sys-
tem. The intelligent adversary who is aware of the KSSM system might attempt to
avoid detection by preventing the KSSM values from reaching the Signal Analyzer.
For this reason, the record buffer contains an upper limit on the number of active
KSSM records. When a KSSM message is blocked its plain-text counterpart will not
be removed from the record buffer and the capacity of the buffer will be decreased.
When this capacity reaches the specified threshold, an indication of potential attempt
to falsify the system can be reported.
The Signal Analyzer also gathers important network traffic attributes, which are
used to adapt the KSSM system to the specifics of the current network traffic. First,
the time interval of requesting and receiving a KSSM value is computed for each
sensor. This information is used to calculate the availability of individual KSSM-
enabled sensors. Next, the time interval between obtaining two mismatched plain-text
and KSSM values for each sensor is being monitored. This information is used to
calculate the security of individual sensors and used for sensor selection. Finally, the
Signal Analyzer stores the response time of obtaining the plain-text measurements,
which can be used to monitor and adjust the appropriate size of the requested KSSM
sensor subset so that the response of the control system is not affected. This adaptive
mechanism is explained below.
The Signal Analyzer monitors the maximum response time of any plain-text sensor
and compares that to the requested allowed response time. For example, if the sensor
values should be reported to the control room once every second then the maximum
allowed response time can be set to 0.8 s to create a safety buffer. The difference
between maximum and the allowed response time creates a feedback signal that
could be used to adjust the number of sampled KSSM sensors so that the real-time
system response is not affected. When the maximum response time is below the
allowed threshold for a certain period of time, the number k of sampled KSSM
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sensors is increased by one. Similarly, when the maximum response time is greater
then the allowed threshold for certain amount of time, the number k of sampled
KSSM sensors is decreased in order to preserve the real-time response of the system.

5 Sensor Selection: Experimental Results

This section first describes the implemented virtual communication network used as
an experimental test-bed. Next, a set of testing scenarios is used to demonstrate the
performance of the proposed KSSM system.

5.1 Experimental Test-Bed

In order to validate the performance of the designed KSSM system a virtual com-
munication network was implemented. The network simulator models packet-based
traffic in control system communication networks. The network is composed of com-
munication nodes and sensor nodes. The communication nodes are equipped with
packet buffers and routing tables. The packet buffer dispatches packets on first-in
first-out basis. The sensor nodes can generate the plain-text measurement value as
well as its encrypted version upon request. The network simulator can simulate var-
ious deterministic as well as stochastic properties of the network. For example, the
desired throughput can be set for individual network nodes as well as stochastic
packet loss rates or packet corruption rates. The KSSM Control module is connected
to the communication network interface, where KSSM requests can be passed into
the network and plain-text and KSSM messages can be received. For the purpose
of experimental testing a simple control system communication network was con-
structed. The network gathers measurements from 9 sensors, which are grouped into
3 sub-networks as depicted in Fig. 9.

Fig. 9 Testing network
topology
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5.2 Sensor Selection

The purpose of the first testing scenario was to demonstrate the automatic adaptation
of the sensor selection algorithm to reflect the current behavior of the observed
network traffic. In this scenario, the control system is run for 10,000 s and the sensor
data is gathered once every second. In addition, k = 2 known secure sensor values are
requested every second. The communication network is initialized with uniformly
distributed time delay and packet loss and corruption rates throughout the entire
network. Also, all of the selection criteria for individual sensors are weighted equally.
Three events are used to simulate various changes of the environment to demonstrate
the adaptation mechanism of the Sensor Selector.

• Event 1: At time t = 2500 s the network traffic in the larger sub-network 3 becomes
congested, which is implemented as decreased throughput of particular commu-
nication node. Hence, the availability of sensors 5–9 is decreased.

• Event 2: At time t = 5000 s a possible cyber-attack is simulated on sub-network 1.
This attack is implemented as an increased packet corruption rate for the associated
communication node leading to increased number of mismatched plain-text and
KSSM messages from sensors 1 and 2.

• Event 3: At time t = 7, 500 s the operator decides to adjust the sensor selection
mechanism via the HMI by assigning weight 1.0 to the importance attribute and
decreasing the weight of the security and availability attributes to 0.1. In addition,
the operator subjectively increases importance of sensor 4 to its maximum value
of 1.0.

Event 1 affects the availability of sensors 5–9. After the time delay for messages
from sub-network 3 was increased, the response times of the KSSM messages from
sensors 5–9 were increased. This resulted in decreased availability of sensors 5–9
as shown in Fig. 10. Event 2 affects the security of sensors 1 and 2. The increased
probability of obtaining an incorrect KSSM message from sensors 1 and 2 causes
the time interval of receiving two mismatching plain-text and KSSM messages to
decrease. Hence, the security of these sensors is increased, which can be observed in
Fig. 11. Figure 12 shows the evolution of the sensor selection weight for individual

Fig. 10 Average time
response for various KSSM
sensors
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Fig. 11 KSSM values mismatch period

Fig. 12 Selection weight for different sensors during the test scenario

sensors. It is apparent how the sensor selection weights are converging to a uniform
distribution during the first 2,500 s of the simulation. The diverse selection weights
at the start of the simulation are due to the stochastic sampling process, which must
be first averaged over certain amount of time to obtain good initial results. Next, it
is apparent that the decreased availability of sensors 5–9 when event 1 occurs leads
to their lower selection weight. Furthermore it can also be seen that the increased
security of compromised sensors 1 and 2 when event 2 occurs leads to their increased
selection weight. Finally, Event 3 at time 7,500 s can be observed when the operator
overrides the selection criteria importance and modifies the selection weight, which
increases the weight of sensor 4 due to its higher importance. To verify the influence
of the sensor selection weight on the KSSM sensor sampling process, Fig. 13 shows
histograms of sensor selection for the four quarters of the simulation. It can again be
observed that the decreased value of the availability parameter leads to less frequent
selection of sensors 5–9 in Fig. 13b and the increased security of sensors 1 and 2 leads
to their more frequent selection in Fig. 13c. Finally, the higher importance of sensor
4 results in its more frequent sampling together with sensors 1 and 2 that were likely
compromised by an attacker, as shown in Fig. 13d. In summary, Fig. 13 demonstrates
that the KSSM system adjusts the sensor selection algorithm to obtain more samples
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(a) (b)

(d)(c)

Fig. 13 Sensor selection histograms for different intervals of the simulation

from likely compromised sensors and to obtain less samples from congested parts
of the communication network.

5.3 Variable Network bandwidth

The following test scenario was designed to demonstrate the automatic update of the
number k of sampled KSSM messages. The essential property of the KSSM system
is that it should use the available communication bandwidth in the control system
network without compromising its real-time response. In this scenario, the identical
communication network as shown in Fig. 9 was used. The network was simulated
for 4,000 s and the sensor measurements have been reported once every second. In
order to achieve the requested real-time response of obtaining sensor measurements
once every second, maximum desired response for plain-text measurement was set to
0.8 s. For the initial 1000 s, the network was simulated with low average time-delay
for individual network nodes (0.05 s average latency of network node per packet). At
time 1000 s the average time delay of the larger sub-net 3 was increased to 0.075 s.
Next, at time 2000 s the average time delay of sub-net 3 was increased to 0.1 s.
And finally at time 3000 s the average time delay of sub-net 3 was increased to
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Fig. 14 Maximum response time of plain-text measurements

0.125 s. Note that the actual time delay for a specific packet was computed using a
uniform distribution with standard deviation of 0.02 s centered at the average time
delay value. Figures 14 and 15 demonstrate the behavior of the system. First, Fig. 14
depicts the maximum observed response time of the plain-text measurements. It
is apparent how this maximum response time increases at times 1000, 2000, and
3000 s. Next, Fig. 15 shows the number k of selected KSSM sensors. The algorithm
starts with k = 0 KSSM sensors and first observes the maximum response time of the
plain-text measurements. When this maximum response time is found to be below the
desired threshold of 0.8 s, the number k of selected KSSM messages is incrementally
increased up to the maximum value of all 9 sensors sending encrypted messages.
The first increase in time-delay at time 1000 s caused several plain-text messages
to be delivered later than the required real-time response and the system quickly
lowers the value of k in order not to disrupt the real-time response. Consequently,
the system attempts to sequentially increase the number of sampled KSSM values,
while monitoring the real-time performance. Finally, in the last part of the simulation
the system stabilizes and samples mostly a single KSSM value per iteration. Hence,
it can be observed that the KSSM system attempts to provide the maximum level of
cyber-state awareness given the available communication bandwidth.

Fig. 15 Number of selected KSSM values
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6 Future Work

As previously stated one of the most important features of the presented KSSM
system is that it can be incrementally integrated with existing control systems. This
incremental integration is allowed by utilizing the existing physical measurements
and by using the available communication network bandwidth. For larger scale con-
trol systems with high number of physical sensors the incremental integration with
the KSSM system might have to be performed in several stages. In each stage a small
subset of physical sensors would be enhanced with an encryption module. The newly
enhanced sensor would then be added to the list of KSSM-enabled sensors and it
could be consequently used to for system state falsification detection.

Once all available physical sensors are KSSM-enabled the KSSM system can
provide the maximum level of cyber-security given the communication network
resources available. However, in the earlier stages of the KSSM system implemen-
tation where not all physical sensors are KSSM-enabled, it is important to prioritize
which sensors should be made KSSM-enabled in the current stage so that the cur-
rent level of provided cyber-security is maximized. This prioritization constitutes a
complex multi-criteria decision making task because multiple potentially conflicting
constraints such as economical, time or other subjective constraints might be simul-
taneously present. Optimal prioritizing and staging the implementation process is a
crucial component of applying the KSSM concept to real world systems.

Our future work will be to further research and apply the KSSM concept to a
variety of explicit real world systems on both a macro and micro scale. On the
macro scale, we will apply multi-criteria decision making to the question of optimal
placement of a limited number of PMUs in portions of the U.S. power grid. This will
be evaluated with the understanding that the placement of PMUs will be staged in
over many years. On the micro scale we will research and evaluate building KSSM
concepts in at a local level, such as at significant individual substations. Within
each substation, the intent will be to build in local KSSM agents within sensors and
actuators so that they may autonomically manage a localized KSSM process for
substation state awareness. The localized state awareness may then be transmitted
back to the control room for regional level state awareness or used for localized
response to detected cyber attacks. These KSSM agents will of course be applied with
the understanding that they must not ever interfere with necessary communication
and operations of the substation in the absence of cyber attack.
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Data Diodes in Support of Trustworthy
Cyber Infrastructure and Net-Centric Cyber
Decision Support

H. Okhravi, F. T. Sheldon and J. Haines

Abstract Data diodes provide protection of critical cyber assets by the means of
physically enforcing traffic direction on the network. In order to deploy data diodes
effectively, it is imperative to understand the protection they provide, the protection
they do not provide, their limitations, and their place in the larger security infrastruc-
ture. In this work, we study data diodes, their functionalities and limitations. We
then propose two critical infrastructure systems that can benefit from the additional
protection offered by data diodes: process control networks and net-centric cyber
decision support systems. We review the security requirements of these systems,
describe the architectures, and study the trade-offs. Finally, the architectures are
evaluated against different attack patterns.

Keywords Data diodes · Trusted process control networks · Industrial control
systems · Cyber decision support systems · Net-centric systems

1 Introduction

Data diodes have been proposed as network devices which strictly limit the flow of
information in secure networks. They enforce one-way traffic by physically restrict-
ing the back flow of information. Data diodes have gained popularity in military
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and avionics industries (Menoher and Mraz 2007; Roach 2007) where they separate
highly valuable networks (e.g. a classified network) from less important networks
(e.g. an unclassified network). Using data diodes one can ensure that information
can flow from one side to another, but not the reverse. This property can be used, for
instance, to ensure that classified information cannot leak to the unclassified network.

In this paper, we first provide an overview of data diodes, the protection they can
provide, the protection they cannot provide, and their limitations. We then propose
two critical infrastructure applications that can benefit from the additional protection
offered by data diodes: process control networks and net-centric cyber decision sup-
port systems. In the process control applications, data diodes will be used to protect
the critical components of the system (controllers) from breaches in the enterprise
networks, improving their integrity and availability. In cyber decision support sys-
tems, data diodes ensure the confidentiality of the intelligence and integrity of the
decisions. We evaluate the proposed architectures against different attack patterns.

The rest of the paper is organized as follows. Section 2 provides an overview of
data diodes and their functionalities and limitations. The application of data diodes
in trusted process control networks and net-centric cyber decision support systems
are discussed in Sects. 3 and 4. Section 5 provides the evaluation of the proposed
architectures. We review the related work in Sect. 6 before concluding the paper in
Sect. 7.

2 Data Diodes

Data diodes provide a physical mechanism for enforcing strict unidirectional com-
munication between two networks. They are often implemented by removing trans-
mitting component from one side and receiving component from another side of a
bidirectional communication system (e.g. a fiber optic system with TX capability in
only one side and RX capability in the other side.) Data diodes can only send in-
formation from one network (a.k.a the “low” network) to another network (a.k.a the
“high” network). The high network often contains data with a higher classification
level than the low network. Figure 1 illustrates two networks connected by a data
diode.

Fig. 1 Two networks connected by a data diode
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2.1 Protection Provided

Data diodes can provide strong confidentiality from the high network to the low
network; i.e. provided that the unidirectional connection is the only communication
link between these two networks, information can flow from low to high, but there
is no back-flow of data. In a dual fashion, data diodes can provide strong integrity
from the low network to the high network; i.e. a malicious component in the high
network cannot corrupt data or perform network-based attacks on the low network
(availability). In this way, we can provide containment within the high network while
at the same time providing better availability within the low network.

2.2 Protection Not Provided

It is sometimes claimed that data diodes protect the high network against cyber
attacks. This, in fact, is not correct. Many cyber exploits do not require a session or
bidirectional communication. Often fast propagating worms or malware need just
one packet of data to infect a machine. Self expanding malware or quine programs
(Hofstadter 1979) even limits the number of bytes required in the packet (Rieback
et al. 2006).

Moreover, in industrial control systems, the process control network is the critical
component of the system for which availability and integrity are critically important
properties. If the process control network (PCN) is connected to the “high” side, the
data diode does not protect it against breaches from the low network. Information
may not be exfiltrated from the PCN but normally that does not matter in the case of
disruptive quine programs that can affect both integrity and availability.

2.3 Limitations

A major limitation of the data diode is that it does not work with the standard
TCP/IP protocols. A data diode requires proprietary unidirectional protocols that
do not require acknowledgments. On both sides of a data diode, gateways translate
unidirectional protocols to standard bidirectional protocols to connect the diode to the
rest of the network (Waterfall’s Unidirectional Security Gateways 2010). However,
more high-end products (Interactive Link Data Diode Device 2010) also accept TCP
or UDP packets as input. Data diodes can be used to enhance security, but they are
by no means even a nearly complete solution. They have to be placed carefully in
conjunction with other defensive mechanisms.
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2.4 Implementation

Data diodes are often implemented using serial links (RS-232) or optical fiber. In the
serial link implementation, one of the two data cables (from high to low) is removed.
In optical data diodes, the transmitter of the high network and the receiver of the low
network are removed.

A major disadvantage of the RS-232 implementation is that in addition to data
lines, there are control lines defined in the standard along which data can potentially
flow back to the low network. Hence, optical fiber is the preferred implementation
for data diodes.

3 Trusted Process Control Networks

3.1 Overview of PCNs and Security Challenges

Figure 2 illustrates a typical process control network (PCN) architecture with paired
firewall. In this architecture, the PCN contains the low level control devices such
as programmable logic controllers (PLCs), remote terminal units (RTUs), master
terminal unit (MTU), and the operator console. The enterprise network (EN) often
contains the workstations and high level management consoles. The data historian sits
in the demilitarized zone (DMZ) of the firewalls and acts as an intermediary between
the PCN and EN. In fact, to protect the PCN from attacks and breaches going through
the EN, status data is only collected from the historian and not directly from the PCN.

Protecting PCNs from a variety of attack vectors often faces many challenges.
Firewall configuration errors may result in unwanted traffic going to the PCN or
legitimate traffic being dropped. In fact a study by Wool (2004) shows that 80 % of
firewall rule sets allow any service on inbound traffic and insecure access to fire-
walls. Moreover, a firewall may be bypassed by an attacker using encrypted tunnels
(e.g., VPN) or unsecured out-of bounds communication (e.g., dial-up maintenance
connection). Vulnerable end devices also pose a threat to the security of PCNs.
Software/configuration bugs in the control devices may be exploited by an attacker
to gain illegitimate access to the system or to change the configuration of critical
components. Unsecured physical access to any part of the network (e.g., unsecured
Ethernet ports) may also result in a benign or malicious damage to the PCNs. In
addition, untrusted (rogue) devices or users may enter the network and breach its
security. Finally, all of the above mentioned vectors may introduce malware (worms
and viruses) to the critical systems.
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Fig. 2 A typical paired-firewall industrial control system

3.2 Trusted Process Control Networks (TPCN) with Data Diodes

The TPCN architecture (Okhravi and Nicol 2009) deploys trusted network (TN)
(Network Admission Control 2005) technology to establish trust in devices for con-
trol systems. It uses state information from the hardware and software in devices
for admission and access control decisions. When a device first joins the network,
its hardware and software are checked; based on these checks, the appropriate ac-
cess control rules are applied dynamically to the user, device and traffic. The TPCN
architecture uses existing standards, protocols, and hardware devices to extend the
concept of “trust” to the entire network architecture. A TPCN has the following
components:

• Client device: Every client device must be evaluated prior to admission to a TPCN.
• Network Access Device (NAD): All connectivity to a TPCN is implemented via a

NAD, which enforces authentication, authorization and access control policy. NAD
functionality may exist in devices such as switches, routers, VPN concentrators
and wireless access points.

• Authentication, Authorization, and Access Control
(AAA) Server: maintains the policy and provides rules to NADs based on the
results of authentication and posture validation.

• Posture Validation Servers (PVSs): evaluate the compliance of a client before it
can join a TPCN. A PVS is typically a specialization for one client attribute (e.g.,
operating system version and patch or virus signature release).
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• Posture Remediation Servers (PRSs): provide remediation options to a client
device in the case of non-compliance.

• Directory Server (DS): authenticates client devices based on their identities or
roles.

• Other Servers: These include trusted versions of Audit, DNS, DHCP and VPN
servers.

The TPCN architecture is presented in Fig. 3. A client device intending to join
the network communicates its request to the NAD. The NAD establishes the client
device’s identity using Extensible Authentication Protocol (EAP) over the 802.1x
protocol and sends the results to the AAA server using the Remote Authentication
Dial In User Service (RADIUS) protocol. The AAA server returns a list of posture
validation requirements and the addresses of the appropriate PVSs. The client then
validates its posture with each of the PVSs. If the client is in compliance, the re-
sults are sent to the AAA server using the Host Credential Authorization Protocol
(HCAP) protocol. On the other hand, if the client lacks one or more requirements,
the appropriate posture remediation servers suggest remediation actions to the client.
The directory server determines the client’s group or role. Given all the results from
the PVSs and the directory server, the AAA server determines the set of rules that
apply to the client’s access and traffic and sends them to the NAD for enforcement.

From this point on, the client is permitted to communicate via the NAD and
all its activities are monitored for policy compliance. The policy held by the AAA
server is in the form of an authentication requirement and a list of posture validation
requirements.

When a client device joins the network, a NAD communicates with an AAA server
on behalf of the device. The AAA server authenticates the device and provides rules
based on the device’s security postures to the NAD. From this point on, the NAD
enforces the policy on all ingress and egress traffic to/from the device. For example,
an RTU with valid firmware is allowed to communicate with the historian; all other
traffic is blocked. Okhravi and Nicol (2009) provide two examples to further clarify
the workings of a TPCN. They also describe methods to enhance availability of
TPCNs and limit the number of configuration errors.

The TPCN addresses many of the security challenges by providing defense-in-
depth and extending trust to the process control devices (Okhravi and Nicol 2008).
TPCNs build a security infrastructure for mission critical process control systems.
Data diodes can be used to enhance TPCN protection by strictly limiting traffic at
some sensitive points.

An important component of the TPCN network that can benefit from data diodes
and tolerate their limitations is the data historian. The firewalls are often configured
to drop any traffic going from the data historian to the PCN. If a data diode is placed
between the historian and the PCN, the critical control devices can still push their
status data to the DMZ while no traffic can flow back. Another diode may also be
placed between the DMZ and EN to protect the integrity of the historian. Note that in
both cases the “high” end of the diode is connected to the less critical components (see
Fig. 1). This protects the PCN against attacks from EN or DMZ, granting integrity
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Fig. 3 A TPCN with data diodes

Fig. 4 Separate authentication/unified auditing model
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and availability. The confidentiality of the data sent to historian is arguably less
important than protecting the PCN.

3.3 Separate Authentication and Unified Auditing

In the architecture illustrated in Fig. 3, we assume that the servers (AAA, PVS, PRS,
DS, and audit server) are secure and they cannot be used in a stepping-stone attack to
penetrate the PCN. To achieve higher security and relax this assumption, the TPCN
servers must be replicated for EN and PCN (see Fig. 4).

In this architecture, the servers on the EN side perform the authentication and
posture validation for EN while a different set of servers perform these functionalities
for PCN. The separate authentication scheme has two downsides: (1) it imposes
additional hardware cost to the system and (2) the system no longer has a unified
audit log. The extra cost can be traded off with the additional security. The second
downside, however, can be resolved by placing another data diode between the audit
servers (Fig. 4). In this architecture, the PCN audit server sends its logs to the EN
audit server resulting in a unified audit log maintained and accessible from the EN.

4 Net-Centric Cyber Decision Support Systems

The United States Department of Defense (DoD) has adopted the theory of net-
centric warfare in its campaign to adapt to warfare in the information age (Gagnon et
al. 2010). In this section, we describe an architecture that implements a net-centric
cyber decision (NCDS) support system and discuss how data diodes can improve the
security and survivability of such systems.

4.1 Information Warfare and OODA Loop

Information warfare is concerned with protecting, improving, and leveraging one’s
own information while simultaneously corrupting the adversary’s information
(United States Joint Chiefs of Staff 2006). It comprises two central concepts of situa-
tional awareness and decision-making processes. Decision-making is often concep-
tualized as a four-stage cycle of observing, orienting, deciding, and acting (OODA
loop), graphically presented in Fig. 5a. The goal is to achieve decision superiority by
making better decisions more quickly.

The cyber OODA loop is the decision-making process enabling cyber-attack
defense. It augments cyber survivability in two ways.

1. It facilitates the observation and analysis of the cyber space.
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Fig. 5 An NCDS system
and its corresponding OODA
loop. a The OODA loop.
b An NCDS system with data
diodes

(a)

(b)

2. It enables effective decision-making and fast defensive counter-measure deploy-
ment.

4.2 NCDS Architecture

The NCDS system as proposed by Gagnon et al. (2010) utilizes net-centric cyber
services to strengthen the cyber OODA loop. In this way, decision makers are empow-
ered to observe the cyber space, make decisions based on the facts, and intelligently
respond to cyber attacks. The architecture has six main components (see Fig. 5b):

1. Cyber sensors monitor the cyberspace and collect information.
2. Cyber analyzers merge sensor data, provide situational awareness, and produce

actionable intelligence.
3. Decision mediators present situational awareness and potential actions to decision

makers in an intelligent manner.
4. Automated decision-makers produce “reflex” decisions.
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5. Human decision-makers produce “cognizant” decisions.
6. Actuators enact decisions.

Each of these components can be implemented using distributed services in a
service oriented architecture (SOA). For instance, sensors can be implemented on
network access devices or on end nodes (desktops and servers). The NCDS archi-
tecture works as follows. First, the cyber sensors observe cyber events and collect
information. They then pass the information to the Analyzers which coalesce sensor
data and produce intelligence. Next, the intelligence is passed to the Mediators which
intelligently select the information to present to the Decision-makers and provide a
list of potential actions. There can be two types of Decision-makers in the NCDS
system: automated Decision-makers which provide quick and safe decisions and
human decision-makers who make more complex, potentially dangerous decisions
based on more comprehensive contextual facts.

To clarify, consider as an example that the critical infrastructure is under a massive
denial-of-service (DoS) attack by servers in a foreign nation. In this case, the sensors
which are in the routers and network devices record a sharp increase in traffic volume.
The Analyzers, based on the information from various sensors determine that the
system is under DoS attack from specific subnets. The Analyzers may also suggest
mitigatory actions, for example, a list of filters that can be applied to the routers. The
Automated decision-makers, using black listing techniques, apply the filters to the
main routers in the network to prevent the traffic from reaching the target system.
The filters are then sent to the routers and border firewalls which are the actuators
in this case. Human decision-makers can then make longer term decisions ranging
from applying permanent filters to specific flows to criminal pursuit/forensics or
more drastic maneuvers.

4.3 NCDS with Data Diodes

For the NCDS system to function correctly, a number of security requirements must
be satisfied.

1. The integrity of the sensors, analyzers, mediators, automated decision makers,
and actuators must be preserved.

2. Since the intelligence is produced by aggregating and analyzing sensor data, it
is often classified. Hence, the confidentiality of the intelligence must also be
preserved.

3. It is also critically important to preserve the availability of the analyzers, media-
tors, automated decision makers, and actuators in the presence of cyber attacks.

The confidentiality of sensor data and decisions sent to actuators are arguably less
important since an observer can collect this information by passively monitoring the
network.
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The NCDS system can be augmented with data diodes at two different points
in the architecture. Data diodes can be placed (1) between the sensors and cyber
analyzers and (2) between the decision mediators and actuators (see Fig. 5b). The
first diode preserves the confidentiality of the intelligence (requirement II) whereas
the second diode protects the NCDS system against attacks originating from the
actuators, thus improving integrity and availability of the decisions (requirements I
and III). It is important to note, however, that the diodes in this architecture do not
provide confidentiality of the actions, integrity of the sensor data, or cyber attack
protection for the analyzers. Since cyber sensors have to inherently collect data, they
must be able to send data to the analyzers, exposing them to attacks. To mitigate
this problem, additional traffic limitations and format checks must be put in place to
strictly limit the traffic from the sensors to the analyzers to validate, sensor-specific
data. Finally, integrity of the sensor data must be ensured by sensor hardening or
mitigated by distributing a large number of sensors across the network. The data
diodes cannot help in this case.

5 Evaluation

5.1 TPCN with Data Diodes

To evaluate the effectiveness of data diodes in augmenting the security of TPCNs,
we employed the Common Attack Pattern Enumeration and Classification (CAPEC)
database (CAPEC 2008). CAPEC contains attack patterns along with their descrip-
tions, prerequisites, methods, consequences and mitigation strategies. We consider
nine attack categories (with 31 attack patterns), which we believe are meaningful
in the PCN context and showcase the differences between traditional PCN, TPCN,
and TPCN with data diodes. For example, while buffer overflow attacks are effective
against software applications, they are not relevant when evaluating network designs.

We qualitatively evaluate each design against the attack patterns and express the
feasibility of each attack as high, medium, low, or not feasible. In this context, “high”
means that an attack is performed with little effort and cost; “medium” implies that
an attack is still possible but requires expert knowledge and is costly; “low” indicates
that an attack is highly unlikely or involves enormous effort, time and/or cost; finally,
assuming that the data diodes have no back flow, “not feasible” implies that the attack
cannot succeed.

Figure 6 illustrates the results. Considering the 31 total attack patterns, a PCN
is vulnerable to nineteen (61.3 %) high, nine (29 %) medium, and three (9.7 %) low
feasibility attacks. On the other hand, a TPCN is vulnerable to only two (6.5 %) high
feasibility attacks along with nine (29 %) medium and twenty (64.5 %) low feasibility
attacks. Finally, a TPCN with data diodes is vulnerable to one (3.2 %) high, three
(9.7 %) medium , and nineteen (61.3 %) low feasibility attacks. Eight (25.8 %) attacks
are not feasible against the TPCN with data diodes. Note that this is a qualitative
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comparison of the architectures; the quantitative assessment of network architectures
based on security metrics is an open research problem and is beyond the scope of
this study.

5.2 NCDS with Data Diodes

To evaluate the protection provided by data diodes is an NCDS system, we use a
different strategy. Since the design of NCDS studied in this chapter is high level and
we do not want to limit the study to a specific implementation, we cannot directly
evaluate the feasibility of the attack patterns. Instead, we use the confidentiality,
integrity, and availability impact (CIA impact) of the attacks described in CAPEC to
evaluate the NCDS architecture. CAPEC categorizes the CIA impact of the attacks
as high, medium, or low. We study 108 attack patterns with high or medium impacts
of which 100 are confidentiality, 101 are integrity, and 62 are availability impacts
(note that some attacks have more than one impact).

Figure 7 illustrates the results. The first column represents an NCDS system with
no protection; the second column depicts the impact of attacks originating from
the sensors on the analyzer in an NCDS with data diodes; the last column shows

Fig. 6 Feasibility of attack patterns against PCN, TPCN, and TPCN with data diodes

Fig. 7 Attack impacts on NCDS and NCDS with data diodes
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the impact of attacks originating from the actuators on the decision mediators. The
assessment in Fig. 7 considers the effect of local attacks on individual components
of NCDS, assuming that the entire system is not compromised. The diodes provide
confidentiality of the intelligence and integrity/availability of the decisions. The
integrity/availability of the observations and the confidentiality of the decisions are
not provided by data diodes and additional security mechanisms must be deployed
to guarantee these properties. However, by simply placing data diodes in an NCDS
system, 38 % of the attack impacts on the sensor side and 62 % of the impacts on
the actuator side are mitigated. As is the case similar to TPCNs, data diodes can
only provide limited guarantees for an NCDS system. Additional mechanisms and
infrastructure must be deployed to satisfy all security requirements.

6 Related Work

Kang et al. (2005) first designed and implemented a network device, network pump,
for limiting covert back flow of data across the network. The network pump keeps
the communication bidirectional, but it queues and sends the acknowledgments at
probabilistic times. Stevens and Pope (1995) discuss different implementations of
data diodes and their assurance levels and limitations. Jones and Bowersox (2006)
propose the use of data diodes to implement secure data exports for voting systems.
Finally, Roach (2007) demonstrates the application of data diodes in aircraft instru-
mentation systems. To the best of our knowledge, we are the first to propose the
application of data diodes in industrial control and cyber decision support systems,
and develop a security infrastructure for their effective deployment and assessment.

7 Conclusion and Future Work

Data diodes can offer some protection at the expense of imposing some limitations
to the system. To effectively deploy data diodes within a system the designers must
fully understand their functionalities and limitations. Data diodes do not offer a com-
prehensive security solution, yet they can enhance the security of the system if used
with care. TPCN and NCDS are two important critical infrastructure applications
that can benefit from the confidentiality or integrity/availability guarantees provided
by data diodes. Based on our work on NAD rule conflicts (Okhravi and Nicol 2009),
we plan to develop an algorithm to distribute firewall rules in the presence of data
diodes in a way that minimizes rule conflicts (Hari et al. 2000) and implement a
prototype TPCN and NCDS systems on top of our testbed (Davis et al. 2006).
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