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Preface

Research on agents and multi-agent systems has matured during the last decade
and many effective applications of this technology are now deployed. An interna-
tional forum to present and discuss the latest scientific developments and their
effective applications, to assess the impact of the approach, and to facilitate
technology transfer has become a necessity and was in fact created a few years
ago.

PAAMS, the International Conference on Practical Applications of Agents
and Multi-Agent Systems, is the international yearly platform to present, to
discuss, and to disseminate the latest developments and the most important
outcomes related to real-world applications. It provides a unique opportunity
to bring multi-disciplinary experts, academics, and practitioners together to ex-
change their experience in the development and deployment of agents and multi-
agent systems.

This volume presents the papers that were accepted for the 2013 edition of
PAAMS. These articles report on the application and validation of agent-based
models, methods, and technologies in a number of key application areas, in-
cluding: agents for real-world Problems; crowds modelling and analysis; decision
making and discovery; interaction with artificial agents; mobility, ubiquity, and
clouds; (multi-)agent design technology; and simulation and organization. Each
paper submitted to PAAMS went through a stringent peer-review by three mem-
bers of the international committee composed of 93 internationally renowned re-
searchers from 24 countries. From the 70 submissions received, 14 were selected
for full presentation at the conference; another nine papers were accepted as
short presentations. In addition, a demonstration session featuring innovative
and emergent applications of agent and multi-agent systems and technologies in
real-world domains was organized. In all, 16 demonstrations were shown, and
this volume contains a description of each of them.

We would like to thank all the contributing authors, the members of the
Program Committee, the sponsors (IEEE SMC Spain, IBM, AEPIA, AFIA,
University of Salamanca and CNRS), and the Organizing Committee for their
hard and highly valuable work. Their work has helped to contribute to the
success of the PAAMS 2013 event. Thanks for your help - PAAMS 2013 would
not exist without your contribution.

Yves Demazeau
Toru Ishida

Juan Manuel Corchado
Javier Bajo
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Preventing Elderly from Falls: The Agent

Perspective in EPRs

Sebastian Ahrndt�, Johannes Fähndrich, and Sahin Albayrak

DAI-Labor, Technische Universität Berlin, Germany
Ernst-Reuter-Platz 7
10587 Berlin, Germany

sebastian.ahrndt@dai-labor.de

Abstract. This work presents an approach combining multiple elec-
tronic patient records (EPR) to a self-learning fall risk assessment tool.
We utilized the agent-perspective to model the system, to address privacy
issues and to evaluate different distributed information fusion and opin-
ion aggregation techniques towards there applicability to the addressed
domain. Each agent represents a single patient negotiating about un-
known fall risk influences in order to adapt the fall-risk assessment tool
to the population under care. In addition, we will outline the planned
real-world case study.

1 Introduction

Injuries or disabilities contracted by falls constitute not only as a cause of suffer-
ing for the elderly, but also lead to substantial economic burdens. For example,
the total amount of fall related costs amount to 0.85% - 1.5% of the yearly Ger-
man health care costs [14]. Here, the increasing development of electronic patient
records (EPR) offers new opportunities for the prevention of falls as EPR con-
tain a treasure trove of data [10]. Although, professionals gain benefits from the
consolidation of such data sources, the available feature space is to huge to con-
ceive for humans (e.g. the ICD-10 comprise more then 68,000 codes). In order
to not overwhelm the user, EPRs provide standardized tools – such as fall-risk
assessment tools – utilising a subset of the feature space in order to assist the
user. In this work, we want to introduce such a fall-risk assessment tool which
is agent-based and self-learning in order to reveal some kind of personal health-
care based on huge amount of data. To start with, a literature research done to
identify well-researched fall-indicators and their influences on patients fall-risk
were conducted [21]. Here, we were able to identify 25 fall-risk indicators. How-
ever, during the course of this work we applied the agent perspective to negotiate
about unknown fall-risk influences in order to adjust the fall-risk assessment tool
to the population under care. This requires population-based data, which can
not be provided by studies as those conceived during the literature research as
it would be impractical to conduct as much studies as populations exist [10].

� Corresponding author.

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 1–12, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Nevertheless, studies still outline the starting point for personalised health care.
Consequently our approach utilised the identified fall-risk indicators and their
influences as part of the initial knowledge of each agent – where each agents
represents a single patient (See Section 2). Further, we applied the results of the
literature review as part of the evaluation of our approach (See Section 3) and
as default version of the assessment tool used during the planed case study (See
Section 3.1).

The contribution of the work is threefold. To start with, we underline the
applicability of contemporary agent-frameworks within EPR, due to their sup-
port for data privacy mechanisms. Germany in particular has strict rules when
it comes to patient data, as such, privacy issues are not considered a nice ex-
tra, but required by law. Further, we show that constituting features of agents
(e.g. the sensor-effector metaphor or cooperation) can be utilized to adjust EPR
components to the population under care pro-actively. Subsequently, we compare
different pooling methods for distributed information fusion and opinion aggre-
gation in order to identify ways in which such adjustments can be established
and, further, to identify the most-fitting method for the addressed domain.

2 Approach

In order to obtain the goal of personalized health-care there exist the need to ob-
servepopulation-baseddata and to utilise the observation results to adapt the orig-
inal conceived health-care [10]. One can imagine, that this is a common procedure
in the daily routine of heath-care professionals but a rather hard task for comput-
ers. During the course of this work, we want to outline an agent-based approach
which achieves this for a fall-risk assessment tool as part of a mobile EPR [1]. Such
tools enable health-care professionals to determine the individual fall-risk of the
patients based on several fall-risk indicators and as a consequence to initiate suit-
able retaliatory actions. The basic idea of the intended approach is to enable the
patients to negotiate about arising fall-risk indicators which are not yet available
in the assessment tool. Here, each health-care professional takes care of several pa-
tients. We utilised the agent-based approach to model such a system as illustrated
in Fig. 1. Consequently eachpatient is representedby a single agent, further, multi-
ple patient agents run on a single platform representing a health-care professionals
tablet. The hole environment consists of several tablets. However, Fig. 1 also il-
lustrates that the negotiation process consists of four different stages to determine
whether an adaption is necessary or not: The occurrence of a fall, the local infor-
mation fusion, the global opinion aggregation and the notification stage. In the fol-
lowing we will explain each of the stages in detail. Afterwards we will present a
comparison of different distributed information fusion techniques and outline the
most fitting one for the addressed problem.

2.1 Elaborating Fall-Risk Indicators

Whenever a patient happens to fall, the incident is documented by the health-
care professional. The health-care professional adds the observed fall-event d ∈ D
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Fig. 1. Illustrating the approach where the patient agents at a single EPR negotiate
which feature needs to be evaluated in negotiation with other EPRs and its appro-
priated patient agents. The process starts with the occurrence of a fall-event where
the appropriated patient agents updates the probabilities of all features conceived (1).
Afterwards the agent aggregates its new personal opinion with the prior local opinion
of the node and propose the result to the other patient agents available through the
node (2). If one feature reach a given threshold the agents aggregates the global opinion
requesting all local opinion of the available nodes (3). If the threshold of the feature
is still exceeded the EPR notifies the health-care professional about the new perceived
fall-risk indicator (4).

to the EPR of the associated patient agent. With each observation d, new evi-
dence is collected to elaborate possible fall-risk indicators in the feature space Θ,
where Θ are all the quantities of interest on which the group wants to elaborate
an opinion. In our domain the Θ represents the set of impact factors on a patients
fall-risk, with Θ = {θi|i = 1..n}. For each patient the patients agent p ∈ P elab-
orates at each observation the evidence for all fall-risk factors. The agent then
updates its believe by using Bayesian information fusion [15] as illustrated by
Eq. 1.

p(Θ|d) = p(d|Θ)p(Θ)

p(d)
∝ p(d|Θ)p(Θ) (1)

The a-priori p(Θ) represents the prior knowledge of the quantities of interest. As
mentioned above we received this prior knowledge from a literature overview.
Here we might exclude e.g. surnames of a patient record to be a fall-risk factor
by setting p(θsurname) = 0.0. The likelihood p(d|Θ) represents the impact of the
observation of d on the belief state of the agent. The a-posteriori p(Θ|d) can
be calculated with these two inputs [2]. In this work the probability distribution
p(Θ|d) can be seen as an experts opinion. As the observations d ∈ D are assumed
to be conditional independent, the expert opinion represents the ‘degree of be-
lieve’ of a single patient agent [11]. Each expert p ∈ P has an degree of believe
on which fall-risk factor has influenced the fall observed in the observation d and
formulates this opinion in p(Θ|d). After each observation the expert updates its
believe over Θ. One can easily imagine the vast amount of update functions
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possible. For example, Eq. 2 represents one update function which whether dou-
bles the θi if the feature changed between this observation and the last one or
halved it otherwise.

f(θi) =

{
2θi if dt �= dt+1

1
2θi if dt = dt+1 (2)

With such an update function the likelihood of each feature can be calculated
as shown in Eq. 3.

p(d|θ) = f(θi)
n∑
1
f(θi)

(3)

The fusion of the new evidence with each preceding observation is then integrated
into the agents believe by using Bayesian information fusion as show in Eq. 4.

p(Θ|dt+1) ∝ p(dt|Θ)p(Θ|dt) (4)

After the agent has a new degree of believe p(Θ|dt+1) the first stage is completed.
Now the local information fusion updates the group opinion of all patient agents
on the same node. Here, in contrast to the update function of a single agent,
if between agents the same θ is found, its impact factor should increase to ex-
change the effects of Eq. 2. Since the communication on one tablet is cheap and
secure, the agents on each tablet are enabled to reassess the fall-risks after each
observation of a fall locally. We need to introduce this distinction between intra
and inter Tablet communication because the region the health-care professionals
are working in is not fully covered with wireless Internet connections.

After the probability of a possible fall-risk indicator exceeds the experimen-
tally established threshold shown in Eq. 5 the global opinion aggregation starts.
Here the patient agents on one tablet fuse their node opinion with the more
global opinion of all devices using the same method as in the local information
fusion phase. If the threshold of the feature is still exceeded the suggested fea-
ture is forwarded to the health-care professional which has to decide whether this
feature is a fall-risk indicator for the population under care or not. The result
of this decision is communicated to all available nodes and if necessary updates
the fall-risk assessment tool with the new feature. Each θ which was handled
by a health-care professional is removed from the opinion elaboration by setting
p(θk) = 0.0. A side effect of the distributed information fusion is anonymisation.
Since the probability distribution has been created through the aggregation of
multiple opinions the communication between the different tablets during the
global opinion aggregation becomes secure. The messages contain only the prob-
abilities but not the values of the features as the values are not needed anymore
at this stage.

1

|Θ \ {θk|p(θk) = 0.0}| (5)
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Now each patient agent represents some kind of fall-risk expert which is able to
express its opinion about the fall-risk influences of its patient. Following Roback
and Givens the arising issue ‘is to pool opinions in a rational way that yields a
single probability distribution from which inference can be made’ [19]. Here, we
might use methods of information fusion to establish a group opinion [22].

2.2 Aggregating the Group Opinion

As usual in the information fusion we need some kind of aggregation method to
fuse these local expert opinions together to a generalized view [23]. Since there
are multiple options, we have to choose an appropriate method (a so called
pooling method) to combine multiple opinions into a group opinion. Pooling
methods might represent different voting strategies like an dictatorship of one
opinion, a democracy where every agents opinion has the same weight or an
strategy which is based on the reliability of the experts. The interested reader
is referred to Faehndrich [4].

However, to see how those pooling methods work, we will look at some of them,
and evaluate their usefulness in our multi-agent system. Some of the best known
pooling methods are the ‘Linear Opinion Pool’ [7] (LinOp), the ‘Logarithmic
Opinion Pool’ [9] (LogOp) and the ‘Supra-Bayesian Pooling Method’ [8]. Each
of them profits from a growing body of evidence [3]. There are two ways on
evaluating a pooling method: On the one hand, we can evaluate their theoretical
properties like a ’non dictatorship’ or an ’unanimity’ [18]. On the other hand
one can measure their performance in a real world example. In this work, we
want to evaluate how those theoretically well-researched pooling methods can
be used in the real world task of elaborating fall-risks as a group decision in a
multi-agent system.

Table 1. Classification of the examined pooling methods and there applicability to
the domain we address. With n being the amount of patient agents and m being the
number of nodes (devices) available.

Method Space Time Communication

Supra-Bayesian O(1) O(1) O(m+ n)
Linear Opinion
Pool

O(m ∗ n2) O(m ∗ n2) O(m+ n)

Logarithmic Opin-
ion Pool

O(m ∗ n2) O(m ∗ n2) O(m+ n)

Table 1 classifies the examined pooling methods utilizing several criteria. Here
we point out the time, space and communication complexity of the pooling
methods. Although, the opinion aggregation using LinOP and LogOP requires
the mean value and therefore requires to aggregate the opinion of every agent
and node depending on the voting round, the communication complexity of all
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pooling method is equal. This is due the fact, that using the Supra-Bayesian
the agents have to broadcast the new aggregated opinion to all other agents and
nodes as illustrated in Fig. 1. However, the time and space complexity differs.
Since we have two voting rounds, one local on the node and another one between
nodes, the space and time complexity rises quadratically using LinOP or LogOP.
Here, the Supra-Bayesian Pooling Method can reuse the last available pooling
result generated in the prior voting round to update the node and/or group
opinion. This reduces the time and space complexity to be linear.

3 Evaluation

In order to evaluate the described approach we developed a prototype using
the agent framework JIAC V [12]. Here, we decided to conduct a simulation in
order to test the algorithm. Each patient agent where set-up with the initial
set of well-researched fall-risk indicators which we received from our literature
research [21]. All utilized features such as age, sex or diseases are available in
contemporary EPR and can be ordered through their impact on the fall-risk
of a patient. For example, a physical deficit in the lower extremities influences
a patients fall-risk more than the age of the patient (factor 4.4 vs. 1.7) [20].
We implemented the patient agents as described in Section 2 and migrated the
data model of the EPR developed within the agneszwei project [1]. Further, we
implemented an agent (SimAgent) which simulates the health-care professionals
role. The SimAgent adds a fall-event each 100ms to the multi-agent system and
decides whether a suggested feature is a fall-risk indicator for the population
under care or not. As fall-events do not occur randomly the SimAgent decides
which patient should fall based on the patients current fall-risk. Further, the
SimAgent changes the features of the patient record as it would be during the
use of the EPR system. The simulation of the aging process of a patient is based
on the research results of prior studies with risk-equivalent patients [5,6,13]. We
utilized this behavior to evaluate the system. In the following we will discuss the
simulations result of each of the three implemented pooling methods. For each
pooling method we observed 50 features during the first 80 voting rounds and
carried out several simulation runs.

Despite that the simulation always starts with the same initial set of patients,
the aging process is non-deterministic and varies between the simulation runs.
Therefore the subsequently presented figures can not be compared directly.

Fig. 2 illustrates the probability distribution for the LinOP method. To aggre-
gate the opinions of the patient agents LinOP requires weights for each expert.
During the simulation we set the weights to 1

|Agents| which can be interpreted as

a fair democracy. Here we observed that the probability of the observed features
grows slowly during the first 80 voting rounds. LinOP did not exceed a maximum
of 0.14 for a single feature making it necessary to observe a greater number of
falls. In our real-world problem we do not expect this high rate of falls.

Fig. 3 illustrates the probability distribution for the LogOP method. For the
simulation with LogOP we applied the same weights as used in the LinOP sim-
ulation. During the first voting rounds LogOP produces similar results as the
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Fig. 2. Progress of the probability distribution using the LinOP method. The x-axis
shows the feature, the y-axis the probability and the z-axis the voting round.

LinOP does. The group decision behavior changes at the moment the first fea-
tures reach a zero probability. Since with a growing body of evidence single
features get excluded. One must notice, that in the case of LogOP a single ex-
pert vote with p(θ) = 0.0 suffices to exclude a single feature disregarding all
other expert opinions. This is based on the multiplicative nature of the pooling
method making single feature disproportional likely.

Fig. 4 illustrates the probability distribution for the Supra-Bayes Pooling
method. Using Supra-Bayes it is difficult to decide which likelihood function to
use after an observation d. For the simulation we applied the arbitrary function
shown in Eq. 2. Supra-Bayes requires no weights presenting a rational way of
pooling a democratic group opinion. In contrast to LogOP no single expert can
use its vote to disregard all other votes. In addition, Supra-Bayes profits much
faster from a growing body of evidence. The first feature exceeds the threshold
after only a few voting rounds. This can be seen as advantage and disadvantage.
For our real-world problem we profit from the fast convergence since less falls
have to be observed.
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Fig. 3. Progress of the probability distribution using the LogOP method. The x-axis
shows the feature, the y-axis the probability and the z-axis the voting round.

3.1 Field Test

The simulation results presented above showed that our approach seems valid
and is applicable to the problem it addresses. In addition, we are currently
facing the launching date of the real-world field test. The first phase of the
field test includes six home-visiting nurses engaged in the wide-spreaded area
of Brandenburg, Germany. This nurses will treat between 180 to 300 patients
which are at least 65 years old and multi-morbid (more then three diseases).
The first phase is scheduled for three month and we expect a noticeable number
of fall events as prior studies with risk-equivalent patient groups show that the
addressed patients have a rather high fall-risk (up to 60% per year [5]). As
this rate only addresses the self-reported fall events of the patients it will be
interesting to see how many falls actually occur.

3.2 Selecting a Pooling Method

To conclude, for our approach we finally decided to use the Supra-Bayesian
method through the following reasons.

During our simulation run we analysis the first 80 voting rounds where each
voting round was triggered by a single fall observation. During the field test
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Fig. 4. Progress of the probability distribution using the Supra-Bayesian method. The
x-axis shows the feature, the y-axis the probability and the z-axis the voting round.

we expect less falls. As mentioned above the health-care professional will treat
between 180 to 300 patients. Therefore, we can calculate that we will observe
approximately 30 to 50 falls. Only the Supra-Bayesian Pooling method is able
to produce meaningful results under this circumstance. Hence, one reason is
the expected fall-rate. Another reason is the space and time complexity as the
addressed platform are tablets and the system should act resource-efficient. Even
the communication complexity remains equal for all considered pooling methods,
the Supra Bayesian method outperforms the others in time and space complexity
here (as shown in Tab. 1). In addition, we can underline the finding of Roback
and Givens [19] that the implementation of LinOP and LogOP in real problems
was not simple as weights for the group members or the likelihood function
have to be chosen. As this might be an interesting opportunity for future work
(weighting of experience), this effort is not necessary for the current field test.

4 Conclusion

In this paper, we introduced an agent-based approach for a self-learning fall-risk
assessment tool. This tool as part of a mobile EPR enables health-care pro-
fessionals to determine the individual fall-risk of the patients based on several
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fall-risk indicators. Usually this fall-risk indicators are based on studies which
are not able to capture population based data. In order to adapt the assessment
tool to the population under care, we enabled the patients to be part of the elab-
oration of arising fall-risk indicators. Here each patient is represented by a single
agent where each mobile EPR contains multiple agents. The whole environment
consists of multiple EPRs. In order to aggregate all opinions we introduced an
approach consisting of four steps: The occurrence of a fall, the local information
fusion, the global opinion aggregation and the notification stage. During the lo-
cal information fusion and the global opinion aggregation each patient votes as
a fall-risk expert. Here, we applied three different information fusion methods
to pool a rational single opinion, where a single opinion represents a probability
distribution over all features in the feature space. The evaluation of the fusion
techniques emphasises that one method outperforms the others under the spe-
cial circumstance of our application. Here, we showed that the fall frequency we
expect is not large enough for the other methods to produce meaningful results.
Also we require a method which is resource-efficient in time and space complexity
as the addressed platform are tablets.

4.1 Future Work

The presented approach utilises a great amount of information available through
the EPR. However, at this point of development the information fusion is limited
to data sources which can be easily computed by the agents. Even the software
engineers and designers try to standardize and automate most of the binary
input in EPRs, there will be always the need to provide free text fields for the
health-care professionals as the addressed working environment is to manifold
to normalize it. Hence, in the next stage we want to make accessible the full
potential of EPRs using Natural Language Processing techniques to evaluate the
free text fields. Furthermore, we plan to integrate external influences into the risk
decision process. Which means that we want to examine if weather conditions
or the actual season of the year also influence the fall risk of elderly. Another
interesting research focus in information fusion for EPRs is the integration of
sensor data into health records (e.g. Mohomed et al. [16] and Moulton et al. [17]).
Although the aggregation of sensor data is not in the focus of this work it provides
interesting aspects for the future with upcoming Bluetooth 4.0 health devices.
Extending the research on pooling methods, different pooling methods have to
be evaluated as well as their parameters. Analyzing different update function
and impact on the learning algorithms will be further focused.
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Abstract. Taking into account inhabitants’ activities is a necessity for
efficient power management, especially in a residential context. In this
paper we present an agent-based modelling and simulation framework
allowing precise description of the inhabitants behaviour. This frame-
work provides household representation with dynamic organisation ca-
pabilities. After introducing the proposed processes, we demonstrate the
capabilities of the system to represent coherently the household dynamic
organisation in terms of constrained and emergent habits and response
to unforeseen event (new electricity tariff and change of the household
activities).

Keywords: Agent-Based Modelling, Social Simulation, Electricity Con-
sumption, Inhabitants’ Behaviour Adaptation.

1 Introduction

Energy management is becoming an important trend in our society due to green-
house effect concerns and growing tensions on energy markets. A large amount
of the CO2 emission is due to residential building electricity consumption as it
represents around 27% of the final energy used in Europe [2] and 37% in the USA
[14]. Power management in the residential sector faces two main challenges: (1)
power distribution and balancing and (2) peak consumption reduction. The first
is mostly addressed through the development of the smart grids [6] which enables
real-time response of electricity production according to the actual demand. In
order to meet peak consumption demand, ESCOs (energy supplying company)
and DNOs (distribution network operators) are forced to oversize their produc-
tion and distribution capabilities. Such peaks are short and rare but have a large
impact on the overall system. Certainly, the most effective way to limit the peak
consumption issue is to change household consumption patterns [13]. Some stud-
ies are being conducted to evaluate the efficiency through awareness programs
or by the set-up of smart meters allowing inhabitants to track in real-time their
electricity cost and the induced carbon emissions [8]. Nevertheless, these field
studies are time demanding and costly to conduct, simulation with explicit rep-
resentation of inhabitants behaviours and how they respond to various incentives
would be a solution to such issues.

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 13–24, 2013.
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We develop the SMACH modelling and simulation framework (see [1] for a
complete description) to enable field-experts to investigate inhabitants activities
and their relation to the household electricity consumption. In the present paper,
we present the organisation processes added to SMACH that allows adaptation
of the household activity in response to unforeseen events such as change of
electricity tariff or modification of the household constraints.

The rest of the paper is organised as follows. Section 2 briefly presents how
household consumption and its change have been modelled so far and then intro-
duces the key elements of the SMACH meta-model. Section 3 describes precisely
the two organisation processes proposed in SMACH. Section 4 demonstrates the
dynamic organisation of the household with several simulation examples. Section
5 concludes the paper and introduce the current perspectives which are related
to improving environment’s diversity and complexity and better calibration and
validation using upcoming field data.

2 Behavioural Model for Energy Consumption Simulation

Residential electricity consumption has been largely studied from a top-down
approach in which the sector is considered as a whole [12]. In contrary, few
bottom-up proposals, which consider the household unit, have been made.

2.1 Existing Bottom-Up Approaches

A first class of bottom-up models is the statistical one which use energy con-
sumption data and match them to macroeconomic indicators in order to generate
average consumption prediction. The second one, called “engineering method“
(EM), uses the dwelling characteristics and appliances’ power ratings to gener-
ate more individualised prediction. Even though, EM models are clearly more
adapted to investigate household energy consumption patterns, we agree with
[5] that such models are not sufficient due to their static nature (i.e. static
consumption profiles).

Whereas more than a few agent-based models have been proposed to study
the electricity markets (considering the interactions between ESCOs, DNOs and
consumers) [15], limited attempts to represent household inhabitants have been
made. In [5], the authors propose to represent explicitly the inhabitants be-
haviours through a reactive and deliberative decision processes.The authors eval-
uated numerous deliberative agent architecture and selected the Brahms one [11]
as it is similar to the BDI architecture (belief-desire-intention) and its clear def-
inition of thought-frames and work-frames. Nevertheless, we argue that such
complex representation of the decision process is not necessary [3] to obtain a
model able to tackle our objective: investigating adaptation of household activi-
ties to various incentives and events. Moreover, using cognitive-oriented decision
are likely to impede the design of experiments by field. In contrary, our activity-
oriented model do not require knowledge about human cognition but remains
adapted to represent both individual an collective actions.
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2.2 SMACH

The key elements of the SMACH meta-model related to the adaptation mech-
anisms are presented in this section. A more detailed description of the meta-
model and the associated simulator can be found in [1].

Metamodel. The environment is limited to the household which is a set of
rooms where appliances and inhabitants are located (plus a special location for
all outdoor activities). An appliance is characterised by a set of states or a set
of programs which defines its electrical consumption. The appliances’ electrical
consumption are drawn from field measures conducted during the REMODECE
european project 1. In addition, a current date and an electricity tariff are glob-
ally defined.

The inhabitants activity is decomposed into generic tasks (t) such as watch
TV, cook dinner, etc. The behaviour of each individual is a set of actions (a)
derived from the generic tasks. A task is a tuple 〈τmin, τmaxEt, Etf , Tpre〉 cor-
responding respectively to minimal and maximal duration to conduct the task,
the required and favourable appliances and the pre-conditional tasks. For in-
stance, ironing may require the completion of cleaning clothes, lasts one to two
hours, requires the iron appliance and may be likely to be conducted with the
TV switched on.

An action is defined by a tuple a = 〈t, w, st〉 corresponding respectively to
the associated task, rhythm and its conduction state (done, notdone). A rhythm
(w) is a tuple 〈perw, freqw, varw , Ppw〉 corresponding respectively to the base
period (day, week, month, year), the frequency, the frequency variability and a
set of preferred period (PP). An action example could be as follows: a child may
conduct the watch TV action according to a weekly rhythm of 10 realisations
to be conducted between 7 to 8a.m and/or 5 to 6 p.m.

Whereas the rhythm represents inhabitants’ habits, the event mechanism rep-
resents exceptional situation. Concretely, an event replaces the rhythm of several
action for a given period. More formally an event q is a couple ([dsq , deq ],Wq):
a period and a set of couples (a, w) (action and new rhythm). For instance, a
sickness event may prevents an individual to go to work (null frequency rhythm)
and force the resting action for a few days.

In addition to the individual actions presented, some action can be conducted
collectively and/or can benefit the whole household (prepare dinner for instance).
This is represented by adding a coll and a benef parameter to the task charac-
terisation. This collective aspect of the household activity is made possible by
a communication protocol based on the speech-act theory [9] allowing agents
synchronisation (more details such as the performatives list can be found in [1]).

Action Selection. At any given time-step each inhabitant agent conducts ex-
actly one action which is selected as follows. The agent filters the possible actions
and then select the one with the highest priority level (resulting in continuing

1 http://remodece.isr.uc.pt
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the current actions or starting a new one). An action is considered possible if
every pre-conditions task have been conducted and all the required appliances
are available. The action priority is computed after two types of influence.

– Agent internal state influences: commitment to the current action, associated
rhythm (e.g. is the current date within a preferred period?)

– Environment influences: current electricity tariff, other agents invitations
(communication) and events

Let us note that only the relative order of the influences values is significant. For
instance, an invitation influence higher than the commitment one means that
invitations will interrupt current actions ceterit paribus. In addition, their initial
values have been determined empirically though some of them are subject to
an adaptation mechanism, throughout the simulation, that tends to force the
conduction of action according to their rhythm. Finally, the priority of an action
a can be boosted by another action a′ having a as a pre-condition (e.g. the work
action can boost the take breakfast ’s priority).

3 Dynamic Organisation Process

In this section, we introduce the adaptation mechanisms that complement the
previously presented meta-model and enable a dynamical organisation of the
household activity. We use the term of organisation to describe the capacity of
individuals to coordinate their behaviour in order to achieve a common goal.
In our case, the goals of the inhabitants are represented by the rhythms of the
actions - frequency and schedule constraints - in other words what people need or
want to do every day and every week. This ability needs to be implemented as a
continuous process in order to take into account unpredictable events like a new
energy pricing or a modification of the household activity. Moreover, because
it is continuous, the process has to be light too in order to be able to conduct
long term yet precise simulation (i.e. our simulation lasts up to several and have
a minute time-step). The dynamic organisation process is tow-fold: the first
part deals with constrained habits and the second one manages the unscheduled
actions.

3.1 Constrained Habits

The organisation process can be seen as a competition between actions for the
satisfaction of both constraints. For the frequency constraints (i.e. doing what
needs to be done), the competition is relative to the duration of a day in which
a limited amount of actions can take place. For the schedule constraints (i.e.
doing it when it should be done), the competition exists when several actions
have overlapping PPs (preferred period). The time of realisation of an action is
controlled by a specific influence on the action priority. This influence is positive
or null during a PP (the bonus) and negative or null outside a PP (the penalty).
In other words, the bonus and the penalty govern the likeliness for an action to
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be triggered inside or outside its PPs. At the end of a day, every action estimates
its own satisfaction, and adapts its bonus and penalty according to the following
policy :

Bonus increase : increase the probability of realisation during a PP. Used
when the action lacks of realisations.

Bonus decrease : decrease the probability of realisation during a PP. Used
when the action constraints have been satisfied for a while. It gives the
opportunity for other actions to win the competition and thus ensure a slow
re-organisation capacity.

Penalty increase : decrease the probability of a realisation outside a PP. Used
when realisations happen outside a PP.

Penalty decrease : increase the probability of a realisation outside a PP. Used
when bonus increase did not permit to reach the goal frequency, as we give
priority to frequency constraint over PP constraints.

Bonus and penalty values are bounded (minimum is zero and maximum is set
to respect the influence order see Section 2.2. In case of persistent failure for the
realisation of an action, precisely when the bonus is already at its maximum and
the penalty at its minimum, the PPs may be slightly extended.

3.2 Emergent Habits

Actions with no initial schedule represent activities that can be conducted at
anytime... during the spare time left by scheduled actions. Those mobile actions
need to be organised, that is to be given a schedule, for two reasons: schedul-
ing improves the efficiency of the organisation and it is more realistic to give
habits to the agents. Nevertheless, those emergent habits should be flexible to
adapt themselves to the circumstances. In addition, the modeller is offered the
possibility to force an action to remain unscheduled.

The second organisation process aims at creating flexible PPs for mobile ac-
tions. Its mechanism relies on the memorisation of the last realisation periods.
Those periods are used to update the current schedule of an action. In other
words, if one action find the opportunity to be triggered at a given time of the
day - wether or not inside a PP, this period will be then favoured as long as it
remains in the memory. It is particularly useful for coordinated and exclusive
tasks thanks to the emergence of common habits for the first ones (instead of
relying on invitations) and differentiated habits for the second ones (resulting in
less conflicts.

In order to facilitate the mobile actions to find a first schedule, they receive
no PP influence during the first week . Then, from time to time, on a random
basis, a given action is liberated for a few days (i.e. its PP influence is set to
zero). Those temporary suppressions of habits gives the action the opportunity
to find a more suitable schedule or, another action to take the freed schedules.
The frequency and the duration of those liberations are some of the factors that
control the global mobility of actions, making the routine of a household more
or less tight.
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Thanks to these adaptation mechanisms, a household can dynamically or-
ganises its activities in relation to the current circumstances. The next section
demonstrates such ability facing energy pricing changes and major modifications
of the household routine.

4 Dynamic Organisation of a Household

In order to evaluate the household organisation capabilities, we introduce the
completion rate that is the number of actual realisations over the number of
realisations specified by the modeller. The difficulty - or even the possibility
- to achieve a 100% completion rate depends on several factors including the
number of coordinated and exclusive activities, the complexity of the schedule
constraints and the occupation level : the time needed to achieve all the requested
activities over the time available. A second indicator, PP fulfilment rate , of the
organisation measures the fulfilment of the schedule constraints. In the present
case, there is no conflicting schedules situations but such situation is presented
and solved in [1].

In this section, 3 situations will be tackled: (1) Initial organisation process (2)
Re-organisation in relation with a new energy pricing and (3) Re-organisation
following a major change in the household activities. Firstly, let us describe the
simulation setting.

4.1 Simulation Setting

The simulation involves a family of 2 parents (John and Mary) and a teenager
(Bill). Each one of them receive 3 kind of tasks:

Scheduled tasks : Sleeping at night, taking the 3 main meals at the usual time,
Taking a shower in the morning and Going to work or to school during the
day from monday to friday, with the exception of wednesday for Mary and
Bill. In the last simulation, Mary will have a different working schedule.

Mobile tasks : Those tasks have a frequency constraint but can be done at
anytime during a a week. In this category, we found housework tasks and
leisure tasks. The first ones are shared and can be done indifferently by one
of the parents. They include Cleaning (using the vacuum cleaner), Washing
clothes (feeding the washing machine and starting it) and Ironing (using the
iron). The leisure tasks regroup different types of activities: some of them are
coordinated ( Playing chess...), just more collective than individual (Watch-
ing TV ), free or even exclusive (using the computer for its own purpose.)
They can be indoor or outdoor like Hiking, and require or not an electrical
appliance.

Unconstrained tasks : those tasks have no constraints at all and thus have a
low priority. They are triggered when no other tasks is available.

When considering the frequency constraints and the average duration of the
actions, we obtain an occupation rate of ≈ 88% per week for each inhabitant. It
is sufficiently high to test the organisation abilities of our model.
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Let us note that frequency and schedule constraints can be mitigated. For
instance, a weak frequency constraint task will receive a lower influence than
another one with a strong frequency constraint, thereby creating a hierarchy
in the probability of realisation between the tasks. Although, in the following
examples, all constraints have been made strong for the sake of clarity.

4.2 Organisation Building and Stability

The first simulation lasts 15 weeks. The figure 1 shows its completion rate by
week. It is a typical outline as the completion rate increases during the first 3
or 4 weeks and then is relatively stabilised. The increase stage demonstrates the
organisation process: unscheduled tasks find a proper settlement and scheduled
tasks adapt their influences too, if necessary.

Fig. 1. Completion rate in % by week

In our case, the completion rate stabilises itself around 94% in average. The 6%
missing realisation includes uncompleted realisations - started but interrupted
before finished - (around 3%) and conflicting tasks. For instance, during 5 weeks,
the family goes hiking on sunday around lunch time, thus missing the lunch.
Let us precise that the permanent re-organisation process makes the missing
realisations to move from one activity to another.

What should we think of the 94% completion rate? On the one hand, con-
sidering the occupation rate of 88% and the 6% of time spent in unconstrained
activities - a time that could have been dedicated to constrained actions - we can
assert that a better organisation, producing a higher completion rate, is possible.
On the other hand, optimisation is not our concern: even though people organise
their schedule, they do not completely optimise it. The first-weeks increase of
the completion rate demonstrates an organisation building process, that is what
we need to observe the household adaptation to new situations.

For a more concrete illustration of the organisation process, we will use the
long-term activity diagram. This diagram is composed of a succession of coloured
columns, one column for one day, and one colour for each task. On the horizontal
axe, days are following one another. The long-term diagram offers a synthetic
view of habits and change of habits over long periods.
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The figure 2(a) shows the long-term diagram for 2 coordinated leisure tasks :
Gaming in red (4 times a week for Bill and Mary with the use of a computer)
and Hiking in yellow (2 times a week collectively) and a constrained one: the
large purple strips represent Going to school. The latter helps us to identify
wednesdays and week-ends (no purple stripe).

One can observe that Going to school with its strong constraints exhibits a
very regular pattern. On the contrary, the 2 leisure tasks settle quickly on some
specfici days and times, but move occasionally. This mobility may have several
causes:

1. Due to the organisation process, an action may take the place of another one.
For instance, at the beginning of the simulation, one of the gaming session
takes place on tuesday night and prevents to have dinner (see figure 2(a)).
For this reason, Having diner adapts its bonus and then, from the third
week, it is able to interrupt the gaming session (the 2 separated red stripes).

2. Several stochastic factors intervene during a simulation. One of them is the
draw of the number of realisation for an action on a given day. This is why
the family who starts to go hiking on saturday afternoon switch from the
third week to the morning. The previous weeks, they used to watch TV
together. That day, Bill did not draw a realisation for Watching TV. Then,
the priority of Hiking is high enough to be triggered for him and an invitation
to hike to his parents is made. The invitation influence positively the parent
in favour of this task and thus, they start to do it.

3. Some events like a new pricing or a change in the usual activities may disturb
the organisation. We will address those situations in the next sections.

It is worth noticing that the organisation process produces a great deal of vari-
ability as shown in figure 2. Indeed, even if two families are very similar in terms
of structure and constraints, they are unlikely to come with identical organisation
(i.e. there are different solutions). Nevertheless, very constrained (i.e. scheduled)
task, such as work or school, are conducted in a very similar organisation.

4.3 Reorganisation Following a New Energy Pricing

Here, we would like to illustrate a household reorganisation following a new
energy pricing. In a simulation with the same settings, the energy price is uniform
except in February. During this month, the power company decide to set a new
pricing, with a higher price between 6-am and 12-am from monday to saturday.
They may want their client to lower their consumption during this period.

As described before, a money saving trend has been added to our model as an
action priority influence. More precisely, the energy consuming tasks receive a
penalty during the costly periods and a bonus outside. The level of those added
influences may vary from one agent to another in order to represent various
attitudes in relation with money saving. In this simulation, Bill is less concerned
than his parents.

The figure 3 shows the activity diagram for all the energy consuming tasks,
with the grey squares indicating the costly periods. One can notice that most
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Fig. 2. Activity diagrams of 3 tasks: Going to school (purple), Gaming (red) and Hiking
(yellow). (a) and (b) are two different simulation runs.

of the morning consuming tasks migrates to the afternoon and the evening from
the beginning of February. Only the sunday morning, when the price is normal,
keeps its routine. There is an exception: Bill still uses the computer on wednesday
morning; the avoidance of costly periods can be personalised and tuned.

The migration of energy consuming tasks leads, necessarily, to a significant
re-organisation of the activities. For instance, the gaming session of wednesday
morning is displaced to the wednesday evening. Nevertheless, the disturbance is
barely noticeable in term of completion rate: it is decreased by only 1% during
the first week of february (week 5).

After the end of february, the price is uniform again. It takes about 3 weeks
for the consuming tasks to populate again the morning. This is the time needed
to overcome the habits taken during the month of February.

4.4 Reorganisation Following a Change in Household Activity

People have babies, go on holidays, get unemployed, etc.: major changes occurs
in a household from time to time and a long term behavioural model have to
deal with them. Our last example is a similar simulation, lasting 10 weeks, and
with a change in Mary’s activities: she starts the simulation unemployed and
then, from the 5th week, go to work full time from monday to friday.

The completion rate of this simulation (figure 4(a)) shows a significant drop
when Mary starts to work (from 97 to 93%). This drop comes from the time-
occupation rate increase caused by the new workload of Mary. Indeed, there
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Fig. 3. Activity diagram with the tasks using electrical appliances. Grey squares show
periods with higher energy prices.

is a direct link between the time-occupation rate and the difficulties for the
household to complete their tasks.

Despite the predictable completion rate drop, one may observe an interesting
phenomena in relation with the housework tasks. During the first 4 weeks, Mary
perform more than 70% of them because she has more spare time than John as
shown on the figure 4(b). Later on, her workload rises thus, a significant part of
the housework migrates toward John : Mary having less time to deal with them,
those tasks are more likely to be made by John. As we set her working hours
longer than his, John then takes the bigger part of the housework, around 60%.
Bill, on his side, can participate a bit to the collective tasks making breakfast
and lunch, the only housework tasks possible for him.

In the real world, a balanced housework sharing is not a general feature of a
household. Anyway, we believe the workload allocation ability of our model to be
useful as a general trend and, when necessary, several possibilities to constrain
the sharing are offered to the modeller.

Fig. 4. (a) Completion rate in % by week and (b) Housework tasks sharing in % (Mary
in blue, John in green and Bill in yellow)
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5 Conclusion and Perspectives

In this paper we have presented a human behaviour meta-model and simulator.
This activity-oriented meta-model enable field-experts to represent comprehen-
sively both the routine activities of a household and the unpredictable ones(i.e.
illness, work schedule change, etc.) that eventually happens. This meta-model
is based on the quantitative definition of scheduled tasks (i.e. frequency and
preferred periods and their degree of imperativeness). We demonstrated the ca-
pabilities of our activity model to represent both constrained and flexible habits.
Moreover, two continuous processes modify such habits to cope with unforeseen
events such as energy consumption incentive and a major constraint change.
These features have been demonstrated on several long-term household simula-
tions during which the electricity tariff is dynamic and the work schedule of an
occupant is dramatically changed.

Our perspectives are two-fold: (1) better calibration of the current framework
and (2) integration of the thermal environment. Our ESCO partner has an on-
going large scale field experiment in which precise household activity schedule
are collected. We will use these to calibrate more precisely our model in terms
of electricity consumption. In conjunction with participatory simulation exper-
iments (see [10] for previous experiments), it will allow us to validate some of
the hypotheses made by field-experts during the development of SMACH. Con-
currently, the activity model which allows to simulation end-use consumption
will be complemented with a heating model. Indeed, heating may contribute to
50% of household consumption. The under-development model is constituted of
two sub-models: a thermodynamic dwelling one introduced in [7] and a thermal
environment control model based on the thermal comfort as proposed by Fanger
[4]. They allow to represent the thermodynamic of the dwelling, based on both
its characteristic and the weather, and the inhabitants responses to the internal
environmental, by taking into account the temperature but also the individuals
state (e.g. clothing, activity, etc.).
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Abstract. This paper presents MAKKSim, a pedestrian dynamics sim-
ulator based on a computational discrete model in which pedestrians are
represented as utility-based agents. The computational model and the
system architecture are discussed, focusing on the development of the
tool and on its application in a real-word case study, for the comparison
and the evaluation of different strategies of crowd management and of
different structural changes on the geometry of the environment.

Keywords: Multi-Agent Systems, Complex Systems, Crowd, Groups.

1 Introduction

The Multi-Agent Systems approach to the modelling and simulation of complex
systems has been applied in very different contexts, ranging from the study of
social systems [9], to biological systems (see, e.g., [17]), and it is considered as
one of the most successful perspectives of agent-based computing [13], even if
it is still relatively young, compared, for instance, to analytical equation-based
modelling. Models for the simulation of pedestrian dynamics and crowds have
already been successfully applied to several scenarios and case studies, off-the-
shelf simulators can be found on the market and they are commonly employed
by end-user and consultancy companies1. Most of these models employ an agent-
based approach, even if the notion of agent does not always relate to the one
currently adopted in the autonomous agents and multi-agent systems research
area: in fact, several models represent individuals, not aggregate quantities, but
they interpret pedestrians as particles subject to attractive or repulsive forces.
Despite the substantial amount of results this area is still quite lively: one of the
least studied and understood aspects of crowds of pedestrians is represented by
the implications of the presence of groups [6]. Even if recent works, especially
in the agents technology area [3], represent a promising line of research, current
results still need a more thorough validation and an analysis of the feasibility of
their application to concrete case studies. The aim of this work is to introduce

1 see http://www.evacmod.net/?q=node/5 for a significant although not necessarily
comprehensive list of simulation platforms.

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 25–36, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. The application scenario of MAKKSim: evaluation of designs and crowd man-
agement solutions by means of statistical data from simulations

MAKKSim, an innovative pedestrian and crowd simulation system considering
groups as a central element of the represented scenario. MAKKSim represents an
evolutionary step in the direction of an extension of robust currently employed
pedestrian models towards more sophisticated behavioural models. In particular,
this paper presents a version of the model including an adaptive mechanism for
the preservation of group cohesion that represent a significant improvement over
the previous versions [2].

The work is organised as follows: first of all, the agent-based model will be de-
scribed, introducing the elements for the definition of environment, pedestrians
and mechanism of movement. Then, the analysis of MAKKSim from an architec-
tural point of view will be described (Sect. 3). The application of the platform
to a real-word case study will be discussed with reference to the comparison
and the evaluation of different crowd management strategies and alternative ge-
ometries of the environment for the scenario (Sec. 4). Conclusions and future
developments will end the paper.

2 Agent-Based Computational Model

The agent-based computational model underlying MAKKSim will now be briefly
introduced, focusing on the definition of environment, pedestrians and movement
mechanism. A more thorough formal definition can be found in [18].

2.1 Environment

The environment is modelled in a discrete way by representing it as a grid of
squared cells with 40 cm side (according to the average area occupied by a
pedestrian [20]). Cells have a state indicating the fact that they are vacant,
occupied by an obstacle or by a pedestrian.
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A simulation scenario encompasses both the structure of the environment and
all the information required for the realisation of a specific simulation, such as the
demands (pedestrians generation profile, origin-destination matrices) and spatial
constraints (e.g. crowd management policies). The information related to the
scenario of the simulation are represented by means of spatial markers, special
sets of cells that describe relevant elements in the environment. In particular,
three kinds of spatial markers are defined: (i) start areas, that indicate the
generation point of agents2 in the scenario, all at once or according to a user
defined frequency; (ii) destination areas, that define the possible targets of the
pedestrians in the environment; (iii) obstacles, that identify all the non-walkable
areas as walls and zones where pedestrians can not enter.

Space annotation allows the definition of virtual grids containing information
about agents’ positions and movements in the environment. In our model, we
adopt the floor field approach [4], that is based on the generation of a set of
superimposed grids (similar to the grid of the environment) starting from the
information derived from spatial markers. Floor field values are spread on the
grid as a gradient used to support pedestrians in the navigation of the environ-
ment: path fields show the shortest path towards a given destination, density
fields highlight instead crowded points of the environment, and so on. Some of
the floor fields are static (creating at the beginning and not changing during the
simulation ) or dynamic (changing during the simulation). Three floor fields are
considered in the model: (i) path field assigned to each destination area, that
indicates for every cell the distance from the destination, acting as a potential
field that drive pedestrians towards it (static); (ii) obstacles field, that indicates
for every cell the distance from an obstacle or a wall (static);(iii) density field,
that indicates for each cell the pedestrian density in the surroundings at the
current time-step (dynamic).

Chessboard metric with
√
2 variation over corners [11] is used to produce the

spreading of the information in the path and obstacle fields; differently, for the
density field, when a pedestrian p moves in a cell c, it is modified adding 1 to
the cell in which he/she moves, and subtracting 1 from the cell he/she just left.
For the neighbour cells, the value v decreases with the inverse of the square of
the distance d between the cell and p (v = 1

d2 ).

2.2 Time and Update Mechanism

In our model, time is also discrete, divided into steps of intervals equal to 1/3
seconds. These configurations, along with the adoption of a Moore neighbour-
hood with radius equal to 1, generates a linear pedestrian speed of 1.2 ms−1,
in line with the data from the literature representing observations of crowd in
normal conditions [20].

Regarding the update mechanism, three different strategies are usually used
in this context [10]: sequential, shuffled sequential and parallel update. The first

2 Different types of agents with different features can be generated by the same start
area.
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strategy is based on a sequential update according to a static list of priority,
that reflects the generation order of the agents; on the contrary, the parallel
update calculates the choice of movement of all the pedestrians at the same
time. We currently adopt the shuffled sequential strategy, in which a dynamic
list of priority among agents is randomly generated every step and then used to
sequentially update agents positions.

2.3 Pedestrians and Movement

As we previously said, pedestrians are defined as utility-based agents:

Ped : 〈Id, Group, State〉; State : 〈position, oldDir, Dest〉
with their own numerical identifier, their group (if any) and their internal state,
that defines the current position of the agent, the previous movement and the
final destination, associated to the relative path field.

Agent life-cycle is divided in four steps: perception, utility calculation, action
choice and movement. The perception step provides to the agent all the infor-
mation (i.e., values extracted from floor fields) he/she needs for choosing his/her
destination cell. This choice is based on an utility value assigned to every possible
movement according to the following function:

U(c) =
κgG(c) + κobOb(c) + κsS(c) + κcC(c) + κiI(c) + κdD(c) + κovOv(c)

d

Function U(c) takes into account all the behavioural elements relevant for pedes-
trian movement, combining information derived by local floor fields: goal attrac-
tion (i), geometric (ii) and social repulsion (iii) are the first factors considered in
modelling pedestrian behaviour. In addiction, we introduce two different compo-
nents to model social relationships between pedestrians: simple group (iv), that
indicates a family, friends, or any other group characterised by a strong cohesion;
structured group (v), generally a large one (e.g. group of team supporters), that
shows a slight cohesion and a natural fragmentation into subgroups, in which
the cohesion gets stronger. Moreover, two factors represent preferences with re-
spect to movement, helping the model to reproduce realistic simulation both

Fig. 2. High-level perspective of MAKKSim architecture
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(a) (b)

Fig. 3. The class diagram of MAKKSim, from the perspective of Agents (a) and Spaces
(b) packages. Note that in (b) links from external packages have been omitted.

in qualitative and quantitative perspective: (vi) adds a bonus to the utility of
the cell next to the agent according to his/her previous direction, while (vii)
describes the overlapping mechanism, a method used to allow our model the
possibility to treat high density situations, allowing two pedestrians occupying
temporarily the same cell at the same step. The model includes an adaptive
mechanism, modulating the constants that regulate the relative importance of
the behavioural components, in particular to preserve the cohesion of simple
groups whenever their dispersion grows above a given threshold. More details
about this mechanism can be found in [18].

After the utility evaluation for all the cells in the neighbourhood, the choice of
action is stochastic, with the probability to move in each cell c as (N is the nor-
malisation factor): P (c) = N · eU(c). The set of possible actions is defined as the
list of the eight possible movements in the Moore neighbourhood, plus the action
to keep the position (indicated as X): A = {NW,N,NE,W,X,E, SW, S, SE}.

3 System Architecture

Figure 2 shows the high-level architecture of our platform. Users interact with
the software through the simulation layer, which represents the 3D model of
the environment, built using Blender3, and the information of the simulation
scenario, set by MAKKSim graphic interface. The logical layer contains the
Python code of the simulator, structured in 5 packages: the GUI package (i),
the Agents (ii) and Spaces packages (iii), that constitute the implementation of
the computational model previously described, the Scenario Manager (iv), which
connects the packages to run the simulation and the Statistics Manager (v), for
statistics purposes. The last layer is the low level layer, that contains both the

3 Blender is a free and open-source 3D computer graphics software,
http://www.blender.org

http://www.blender.org
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(a)

(b)

Fig. 4. The class diagram of MAKKSim, from the perspective of ScenarioManager (a)
and Stats (b) packages

Python virtual machine, which runs the code, and the Blender 3D engine, that
supports an easy-to-read visualisation of the results of the simulations.

A more detailed explanation of the main software packages will be now pre-
sented, by means of the UML-like class diagram showed in Figure 3 and 4.

Agents Package. The package Agents represents the portion of the software
that implements the pedestrians. In order to allow the possibility to define het-
erogeneous types of pedestrians, the basic schema of an agent has been im-
plemented starting from the interface Vehicle, in which there are four abstract
methods that exactly represent the agent life-cycle: perceive, evaluate, choose
and update. With this methodology, to develop a new kind of pedestrian, it is
just necessary to create a new class that implements the vehicle interface - or
extends one of the already-defined pedestrian class - and override these methods.
For the representation of the element group class with the same name has been
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defined. In case of simple group, it will contain only a set of agents, otherwise it
will be composed of the list of sub-groups.

Spaces Package. To link the definition of pedestrians with the environment
of the simulation, every pedestrian instance has the references to the main ele-
ments of the package Spaces : SpatialGrids, which represents the container of the
spatial grids (including the floor fields); the relative Start marker of its genera-
tion. Considering the management of the environment and spatial markers, floor
fields are defined respectively by the classes PathGrid, ObstacleGrid and Densi-
tyGrid, while the grid of the discrete environment is implemented by Grid, and
DiscretePositions aggregates the positions of all pedestrians. The marker Start
has been implemented as a class due to its complexity: it defines the genera-
tion frequency of pedestrians and groups, the type of pedestrians, the stochastic
assignment of goal to agents and, finally, the reference to another start area to
indicate where the agents will be regenerated after the goal reaching (the latter is
useful to realise agents with multiple tasks or subjected to vertical movements).
The interaction between MAKKSim and the Blender engine is managed by the
class DefaultContainment that acts as a “mediator” between the continuous en-
vironment of Blender and the discrete one of MAKKSim, for the creation of the
spatial grids.

Scenario Manager. In order to perform simulations, the main elements of
the two previous packages are initialized and connected by the ScenarioMan-
ager, specifically by the object Scenario (Figure 4(a)). The latter is controlled
by Manager, which is the root class of the software and runs the simulations by
initialising and updating Scenario. Its initialisation requires the object Configu-
ration, created by the GUI class with the parameters of the simulation, defined
by the user. At each step the class Scenario is therefore updated, both with the
introduction of further agents in the simulation (according to the configured fre-
quencies) and the update of those that are already in the scenario. The elements
Meshes and Scripts implement integration points with Blender: the first one is
used to draw simple 3D model of the pedestrians, while the other one integrates
the Python code of MAKKSim in Blender.

Statistics Manager. Class Scenario initialises also the core of the package
Stats, named StatisticsManager, that supports the definition of statistics. We
chose to implement this one as a Singleton, in reference to the well-known soft-
ware architecture design patterns [8], due to the fact that it is an object which
must be reachable from all agents of the simulation (and the Singleton reference
can be obtained, instead of saved in each of them4) and, moreover, it is strictly
required that only one instance of it is created.

Therefore the StatisticsManager works as the mediator between the agents
and the statistics management objects, for the realisation of the statistical data.
Classes into StatisticsManager control have been implemented to perform, for
every step, different kind of analysis:

4 It is the reason why in the Figure 3 and 4 the links to StatisticsManager are dashed.
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• SpaceUtilizationStat saves the absolute values of cell utilisation during all the
simulation, using a special discrete grid in which 1 is added in every occupied
cell. It allows to analyse the average trajectories of pedestrians;
• SpaceMovementsStat and SpaceBlocksStat, similar to the previous one, focusing
on the pedestrian real movements and on block situations, respectively, by adding
1 in the corresponding cells;
• CumulativeMeanDensityStat calculates the grid of cumulative mean density
(CMD) of pedestrians5. This grid is obtained as follows: agents store the value
of the density field in its position in the grid and at the end of the simulation
the mean value is then calculated. Note that, with this method, CMD values of
empty cells gets no variation, therefore the grid does not vary on time;
• PedsNumberStat saves the number of agents in the simulation;
• PedsActionsStat stores every action performed by the agents during all the
simulation, to analyse their trajectories;
• PedsTravellingTimeStat stores the number of steps required by agents to reach
their goal;
• GroupsAreaStat stores the values of pedestrian groups dispersion during the
simulation. Group dispersion is a fuzzy concept and different methods can be
defined to calculate it [1]. Our method identifies the dispersion of a group as the
area of the convex hull generated using the position of its members.

Results of the analyses are saved both as comma separated values (CSV) files (for
further elaboration into a spreadsheet or plotting through tools like GNU-Plot)
and as portable network graphics (PNG) images, when possible and relevant,
for an immediate visual feedback.

4 Application Scenarios and First Results

Before describing and analysing the results, however, we will introduce some con-
siderations about the computational costs of the simulations, as well as about
model calibration and validation. Simulations have been performed using a work-
station with an Intel(R) Xeon(R) E5630 CPU (12 MB SmartCache, 2.53 GHz
clock), 6 GB Ram and Windows 7 Professional 64 bit as OS. Tests have shown up
the significant computational complexity of the agent behavioural model: simu-
lations performed in the Arafat Station scenario, that will be described later on,
include a population of 750 agents, divided into three equal structured groups,
and they required an average time of 14 seconds per simulation step6.

5 CMD is defined as the average local pedestrian density perceived from each person
in each of his/her positions (see [5] for a detailed explanation).

6 It is clear that computational time is a significant aspect with respect to the use of
simulation platforms, but, during the design of the tool, it was not our aim to deal
with real time simulations, that however cannot be achieved even with commercial
systems but only with prototype research tools [19] and in relatively simple situa-
tions, from the point of view of pedestrian behaviour complexity. Despite that, works
on optimization and parallelization of different tasks, like the statistics calculation,
can be developed in the future.
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(a) (b)

Fig. 5. Picture of the waiting boxes taken from the Arafat station (a) and the logical
representation of the simulation scenario (b)

Regarding model calibration and validation, a set of preliminary tests on
benchmark scenarios7 have been performed, with the aim of understanding the
platform capability to reproduce the aggregated macroscopic effects of the pedes-
trian dynamics [15]. By comparing the simulated data with the empirical evi-
dences, we have obtained ranges of values for all the parameters in U(c) function
(see Sec. 2.3), allowing to perform realistic pedestrian behaviours and simula-
tions; more details on these experimental scenarios can be found in [18]. We want
to emphasise that it is this aim of producing results that are comparable to real
data in a wide range of situations that calls for a relatively simple model: much
richer behavioural models are present in the literature (see, e.e., [16]), but they
are mostly aimed at producing visually realistic animations of environments.

The first real world application of MAKKSim was in the context of CRYS-
TALS8 project: several tests have been performed on the Arafat I station on the
Mashaer Metro line in Saudi Arabia to compare and analyse various solutions
of crowd management, in a situation that involves large amount of pedestri-
ans. In fact, the station is used during the Pilgrimage towards Mecca, moving a
large number of people from different holy sites in a strict period of time. This
scenario focuses on the entrance to the station (Figure 5). In 2010 the crowd
management procedure applied in the scenario was the follows: pilgrims were di-
vided into groups with 250 members, which were firstly directed in special zones
called waiting boxes. The access to the ramp from waiting boxes was therefore
allowed one group at a time, in order to maintain a comfortable pedestrian flow
and an acceptable density on the ramp and inside the station. With the use of
MAKKSim we have explored particular worst cases, in order to evaluate po-
tential changes in the crowd management procedure, or to the environmental
structure of the station.

7 These tests had the goal to evaluate, both in quantitative and qualitative way, the
model effectiveness to reproduce well-known crowd behaviours, by a set of simu-
lations performed in simple environments, like corridors or junctions, due to the
presence of sufficient empirical data available [12].

8 http://www.csai.disco.unimib.it/CSAI/CRYSTALS/

http://www.csai.disco.unimib.it/CSAI/CRYSTALS/
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(a) (b)

(c)

Fig. 6. CMDmaps of the simulations on Arafat I station, in the three different scenarios

With the aim to restrict simulation time, we simplify the scenario by focusing
on the inflow of 3 waiting boxes to the station and assuming that these ones
already host one group. Every waiting box overlaps with a start area, which
generates a block of 250 pilgrims subdivided in several groups, with the goal
to reach the station passing through the ramp (identified as simulated area in
Fig. 5 (b)). Starting from this configuration, three scenarios have been defined,
simulated and analysed: (i) the case in which two waiting boxes are activated
simultaneously, to verify if the parallelisation of the use of the ramp by two
groups is plausible, taking into account both the ingress time and the comfort
of the pilgrims; (ii) a similar situation in which an additional external group of
250 pilgrims, generated on the other side of the ramp, joins the groups from the
waiting boxes to simulate the case in which the crowd management procedures
are not respected; (iii) the case of simultaneous flow from two waiting boxes,
with a change in the geometry of the station, introducing a large obstacle at the
entrance of the ramp.

Some of the statistical results of the simulations are shown in Figure 6, repre-
senting maps of the CMD of the three scenarios. In Figure 6(a), it is possible to
note that the simultaneous activation of two waiting boxes lead to a congestion
near the entrance of the ramp, with a very high perceived pedestrian density (the
maximum value of 4.5 m−2 has been reached). The total time of the simulation
is improved of 10% respect with the sequential used of waiting boxes; despite
that, taking into account the comfort variable, the density reached is considered
not acceptable for the pedestrian walkways standard [7], so this solution should
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not be applied in this context. About the total time of ingress, the result of the
second scenario is similar to the previous one. The problem of high densities still
characterises this situation, that represents the worst case of our simulations: in
Fig. 6(b) the external flow increases the density inside the ramp, that reaches a
value near to 2.5 m−2, also considered not acceptable. In the third scenario we
try to improve the congestion situation near the entrance of the ramp, generated
by the simultaneous activation of the flow from two waiting boxes: as suggested
in [14] we tested the introduction of an obstacle near the most crowded point to
see if this could cause a smoothening of the flow. Fig. 6 (c) shows that the round
obstacle modelled leads to lower values of CMD near the entrance of the ramp.
Furthermore, the average time of the simulation is decreased by 3%, because the
obstacle has helped the pedestrians to better distribute themselves on the space,
improving the flow.

5 Conclusions and Future Works

The paper has introduced MAKKSim, an innovative agent-based pedestrian and
crowd simulation system including groups as a central element influencing sys-
tem dynamics. The paper has briefly introduced the model on which the system
is based, then it has shown the overall system architecture and finally a real world
application based on MAKKSim has been discussed. Future works are aimed at
further validating the model in additional experimental and real world scenarios,
especially the group cohesion component of pedestrian’s behavioural model; in
addition, we intend to extend the model and the system to improve its practical
applicability in more complex scenarios, modelling additional phenomenologies
and practical environmental infrastructures. Finally, additional work must be
done to improve the efficiency of the simulation, in particular through the po-
tential parallelisation of some tasks.
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Abstract. It is undeniable that the term Cloud Computing has gained in impor-
tance at a remarkable pace. It is a technology which is becoming a common 
element of our life, due to the variety of devices related to the Internet of 
Things. In this technological frame, there are not many studies in which a Mul-
tiagent system has facilitated the management of a cloud-based computational 
environment; although a first sight its features (autonomy, decentralization, au-
to-organization, etc.) seem suitable for the task. This study presents the +Cloud 
which is a cloud platform managed by a Multiagent System. 

Keywords: Cloud Computing, Multi-agent System. Allocating resources. 

1 Introduction 

Cloud computing is being positioned as one of the main technological paradigms to 
have appeared in recent years. Among its most notable features [14] is its capability to 
offer any type of computational services; in addition to a pool of variable resources that 
satisfy the computational needs of the offered services. This means that it is possible to 
provide new resources to the services in an elastic way according to current demand. 

The reasons for the quick growth of the computational paradigm are varied, but it 
is possible to group them into three main categories. The first group is formed by the 
main technology companies (IBM, Google, Amazon, Microsoft, etc.) who have an 
economic interest in this paradigm as a new market. While previously an emergent 
market, its current dominance can be explained, in part, by a new business model 
which does not require an initial investment; instead, the client simply pays according 
to the resources used (pay-as-you-go [4]) These companies oriented their efforts (eco-
nomic, technological and human) to the development of this technology by creating 
various pilot projects (Sun Cloud by Sun, Blue Cloud by IBM, etc.), in addition to 
other open approaches [21] which eventually resulted in what we know as Cloud 
Computing. Secondly, the quick birth has been possible as a result of the maturity of 
the variety of technological components (server, cluster, high availability, grid com-
puting) that form the computational paradigm; as well as the tremendous research, at 
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both the hardware and software level, in incipient technologies such as virtualization 
[3]. Finally, there cannot be the slightest doubt that positive public reception has been 
a key factor in its rapid development. From the public’s perspective, a cloud environ-
ment makes it possible not only to synchronize data, information, or even tasks, 
projects, etc., but also to work in a delocalized way through the use of online tools. 
And, from the companies’ perspective, the main advantage is that a cloud environ-
ment does not require an initial investment, making it possible to pay only for those 
resources that are required at a particular moment. 

Multi-agent Systems (MAS) have not played an important role in the development 
of Cloud technology, as Talia presents in this study [22]. According to Talia, it is 
possible to distinguish to groups: (i) MAS that use the computational features of a 
Cloud environment (processing, storage, etc.); and (ii) Cloud environments that use 
MAS for the internal management of their resources, or to offer intelligent services. 
As is shown in the following section, the state-of-the-art indicates that the majority of 
the applications are related to the former group (agents using Clouds) [12][17]. With-
in the latter group, however, it is only possible to find incipient research lines focused 
on applying agreement and negotiation technologies to the task of allocating the in-
ternal resources of the cloud [1], or reaching an agreement on the quality of the cloud 
services being offered [15]. 

Although there is no clear convergence between MAS and Cloud Computing, it is 
obvious that the MAS features (dynamicity, flexibility, autonomy, proactivity, learn-
ing, etc.) are exactly the features that a Cloud environment needs for the self-
management of its resources. A Cloud Computing environment has a set of resources 
(physical and virtual) which have to vary dynamically in order to cope with the de-
mand of the computational services being offered. Within this model, the decision 
making process is complex, due to the variability of the demand for services and the 
lack of information on the decision components. This is the why an agent-based 
Cloud computing environment is suitable for the efficient allocation of computational 
resources, enabling the dynamic and automatic readaptation of each element which 
forms part of the cloud environment. 

This study presents the +Cloud (masCloud) platform that offers Cloud services 
such as storage of information and files at the platform level, as well as a set of native 
software applications. The core of this platform is a MAS based on a Virtual Organi-
zation (VO), which makes it possible to automatically manage the computational 
resources of the system, adapting them in an elastic way according to demand. 

The present paper is structured as follows: the following section presents the state-
of-the art of Cloud computing system and its relationship with MAS. The +Cloud 
architecture is then presented in detail. This study finalizes with a review of the initial 
tests of the system, conclusions and future research lines. 

2 Cloud Computing and Multiagent Systems 

Cloud Computing, understood as computational paradigm, is emerging recently with 
great importance. Although it may be initially considered another computational  
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paradigm, reality indicates that its rapid progression is motivated by economic inter-
ests [4] in the underlying computational features. 

Historically, the term Cloud Computing was first used by Professor Rammath. [5]. 
However, the concept was becoming popular through Salesforce.com, a company that 
focused its market strategy to offer software as a service (SaaS) to big companies. 
However, IBM was the first company to detail the specific terms of the guidelines of 
this technology (auto-configuration, auto-monitorization, auto-optimization) in the 
document Autonomic Computing Manifesto [20]. By 2007, Google, IBM and others 
had joined together to form a research consortium which resulted in the birth of this 
technology as we know it today. [13] 

For the large companies, knowledge about this technology is a competitive advan-
tage. First of all, the Cloud provider can offer its services through a pay-as-you-go 
model [4] [9], following the guidelines proposed by Utility computing [16]. Addition-
ally, the Cloud user does not have to be concerned with demand peaks, transforming 
passive investments in operational expenses [2]. 

A large number of definitions [4][14][9][2] have emerged at both a company and 
academic level. In each one, the authors try to highlight the most relevant features 
from their point of view. When a wide number of definitions are analyzed, it is possi-
ble to distinguish two big groups: 

1. Those whose interests are focused on defining the technological aspects of the 
computational paradigm; these can be further divided in those who focus on defin-
ing either hardware or software characteristics 

2. Those whose interest is to highlight the aspects related to the negotiation model, 
which is intrinsically associated with a Cloud environment. 

It was the American NIST (National Institute of Standards and Technology)1 which 
defined Cloud Computing [3] as a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications, and services) that can be rapidly provisioned 
and released with minimal management effort or service provider interaction. Further 
to this definition, NIST presents a set of features, different deployment models (pri-
vate, public Community Cloud); and most importantly, three models of service. Un-
derstanding service as a capability that the Cloud offers to the end users, we can un-
derscore the following three service models: 

• Software as a Service (SaaS). This capability allows the provider to supply the user 
with applications that can be directly executed on the cloud infrastructure. This en-
tails a number of advantages such as the ubiquity of the applications or the use of 
light clients. However, there are also a number of difficulties (which in some cases 
are strengths) directly related to the consumer’s loss of control over the infrastruc-
ture (network, storage, operating system, difficulty to configure, etc.). 

• Platform as a Service (PaaS). This capacity is supplied by the provider and allows 
the consumer to use the necessary tools to create their own applications within the 

                                                           
1  http://www.nist.gov/ 
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Cloud environment. Some of these services include programming, libraries, tools, 
etc. 
As with the services in the previous level, the programmer does not control the un-
derlying infrastructure, nor the environment where the applications are  
deployed. 

• Infrastructure as a Service (IaaS); (o Hardware as a Service for Wang et al. [24]). 
This capability provides to the consumer include different kinds of hardware such 
as processing, storage, network, etc. 
This capacity can be provided to consumers with the ability to install their own 
software in an operating system deployed in a hardware environment, obviously 
virtualized, with characteristics defined by the actual user. 

This division of models leads some authors to speak of Something as a Service (*ssS) 
[22]. 

2.1 Cloud and Agents 

As indicated in the introduction, there is only a limited number of studies in the state 
of the art that relate Cloud Computing and agent technology [22]. In general terms, a 
Cloud system may use MAS applications in a Cloud environment for deployment, and 
there are also Cloud environments that use agent technology to manage their re-
sources. Some of those applications include: 

• Agents using Cloud. Within this group, the main state of the art applications use 
computational resources from the Cloud environment. For example, there are sys-
tems such as those described in [7][8] that use the computational strength of the 
environment to perform simulations in different fields. Another example is pre-
sented in [6], where the Cloud environment is used as a persistence engine for in-
formation. 

• Cloud using Agents. Within this subgroup, the range of possibilities is even fur-
ther extended. Mong Sim [15] highlights three subgroups of applications: (i) com-
bination of resources among Cloud providers; (ii) planning and coordination of 
shared resources; (iii) establishing contracts between users and Cloud service pro-
viders. As Mong Sim points out, it is possible to find studies such as [11][23] that 
develop a Cloud service using agents for different specific purposes. Mong Sim 
used the Cloudle [15] which is an agent-based tool for discovering Cloud services. 
Some notable examples of Cloud providers combining resources include studies by 
Kaur Grewal [10] and Aarti Singh [19], which use shared Cloud resources to offer 
Infrastructure as a Service (IaaS) Examples that apply SLA to distribute services 
include [15][18]. Finally we should point out the application of negotiation and 
agreement algorithms applied to different levels and processes within the frame-
work of a cloud computing environment [25]. 
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3 Proposed Architecture: +Cloud 

+Cloud is a platform based on the cloud computing paradigm. This platform al-
lows offering services at the PaaS and SaaS levels. The IaaS layer is composed of 
the physical environment which allows the abstraction of resources shaped as 
virtual machines; however, the system does not offer this kind of service to the 
end users as shown in Figure 1.  

+Cloud has a layered structure that covers the main components of cloud compu-
ting: 

• The SaaS layer is composed of the management applications for the environment 
(control of users, installed applications, etc.), and other more general third party 
applications that use the services provided by the next layer (PaaS). 

• The PaaS layer provides services through REST web services in API format. One 
of the more notable services among the APIs is the identification of users and ap-
plications, a simple non-relational database service and a file storage area that con-
trols versions and simulates a directory structure. 

• The IaaS layer is used to deploy all management and general-purpose applications, 
in addition to the all services at the platform layer. This layer provides a virtual 
hosting service with automatic scaling and functions for balancing workload. 

 

 

Fig. 1. +Cloud layer overview 

From an internal viewpoint at a technological level, a Cloud Computing system is 
formed by a large set of computational resources, referred to in previous technologies 
as a server cluster or server farm. Abstractions are performed over these hardware 
resources, as virtual machines, which allows the easy and dynamic management of 
computational resources. Although performance decreases as a result of the computa-
tional needs of managing virtual computational resources, the advantages exceed the 
disadvantages, since complex tasks, such as the creation/destruction of virtual ma-
chines based on templates, the dynamic configuration of assigned resources, or even 
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the migration of virtual machines between physical servers without stop the pending 
task, are made possible by virtualization. 

In conclusion, a Cloud computing environment such as +Cloud platform can be 
viewed, at an external level, as a set of computational resources offered to end users. 
At an internal level, these services are deployed into a set of virtual machines that are 
hosted by physical server of the computational environment, as shown in Figure 2. 

 

Fig. 2. Cloud Computing deployment 

The distribution of physical resources between the different virtual machines and 
between the different system services is a matter of current interest [25][15][19]. The 
redistribution of resources can be seen from both a micro and macro level point of 
view. From a micro point of view, there is a distribution of resources between the 
virtual machines that accommodate a single host. In other words, a physical server has 
a set of physical resources available (processing, memory and drive) that must be 
shared among the different virtual instances that it hosts, leaving a set of minimum 
resources available for its own host. At the macro level, there is a redistribution of 
resources at a global level in the Cloud, which entails migrating virtual machines in 
use between different servers, and turning on and off the physical machines that pro-
vide or consume resources within the Cloud environment. 

The +Cloud platform uses a virtual organization of agents to manage the system 
resources. MAS can be perfectly adapted to solve this problem, as it allows making 
decisions in an open environment where the availability of information is limited and 
agents are thereby required to make decisions, amidst great uncertainty, that affect the 
entire system. As the decision making is a distributed process, the system has greater 
availability than other systems in which decision making is a centralized process. 

Figure 3 provides a high level description of the system. As shown, the system is 
divided into the following agent organizations: 

• Resource Organization. This agent organization is charge of managing both the 
physical and virtual system resources. The agents are distributed throughout the 
hardware elements of the Cloud environment. Their main goal is to maximize the 
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use of resources. It is intended that there are no active resources that are underuti-
lized, which implies that there must be the smallest possible number of active 
physical machines to satisfy the current demand. At the same time, the computa-
tional load of the active physical resources must be high. Within this organization 
includes the following roles: 
─ Local Manager, in charge of allocating the resources of a single physical ma-

chine among its virtual machines and its own physical machine. There is one 
in each physical server.  
In terms of its internal architecture, a CBR-BDI [26] agent can redistribute the 
resources of each physical machine among the different virtual machines ac-
cording to the partial information that it has. It can modify (increase or de-
crease) the resources of the physical machines in use. 
Additionally, it can start up or shut down virtual machines within the local serv-
er; it does not do so by its own initiative, however, since it is the Global Regula-
tor agent within the same machine that gives the order. 

─ Local Resource Monitor, in charge of knowing the usage level of the virtual 
resources of each virtual machine. There is one monitor for each physical ma-
chine and it has all the knowledge about the physical machine as well as its vir-
tual machines. 

─ Global Regulator, in charge of negotiating with its peers regarding the redi-
stribution of the resources at a  global level. There is one in each physical 
server. 
The Global Regulator uses agreement algorithms between peers to distribute re-
sources at a global level. When the service does not have the desired quality, all 
agents throughout the system with this role must reach an agreement as to how 
to solve the problem. To do so, they will use a distributed CBR system and algo-
rithms according to [25]. Once the decision has been made, it is applied to the 
system in order to solve the problem. 

─ Network Monitor, this role can monitor the network from the point of view of 
each single physical machine. There is one in each physical server. 

─ Hardware Manager, the goal of this role is to manage a t  a l l  t i m e s  the 
hardware that is both in use and on standby. There is one in each physical 
server, each of which acts as coordinator. 

• Consumer Organization. At the technological level this organization deploys 
over the computational resources offered by the organization described in the pre-
vious section. The services encompassed by this organization will, therefore use 
the system resources according to existing demand. Its main goal is to maximize 
the quality of service, which requires monitoring each service individually, keeping 
in mind that each service will be deployed simultaneously on various virtual ma-
chines located in different physical services. 
─ Service Supervidor, this role is responsible for making decisions about each 

individual service. There is one for each service, each of which is located in 
the same virtual machine hosting the SDM of the same service, which in turn 
incorporates the load balancer service. 
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─ Service Demand Monitor, in charge of monitoring each demand service which 
is offered by +Cloud. There is one agent of this type per each kind of ser-
vice. They incorporate a load balancer to redirect requests to the different 
virtual machine which are offering the service at that time. 

─ User, represents the system users that use the services. As such, they are the 
ones that ultimately use the system resources. There can be different types of 
users: SaaS User, Cloud User and Administrator. 

• Management Organization. This organization is in charge of ensuring that the 
entire system functions correctly, which is in fact its primary goal. There are two 
types of roles: 
─ Global Supervisor, which ensures that the other roles and agents of the VO 

work correctly. If something fails, or one of the agents does not respond to 
its messages, this role will take the necessary actions to restore the system 
to a functioning state. 

─ Identity Manager, which is in charge of allowing other agents to enter or exit the 
system. Within the framework of this system, each time that a service is initiated 
or suspended, as with a physical machine, agents will enter or exit the system. 
This manager is also in charge of logging the User agents. As with all other ser-
vices, this role, which itself constitutes a service, must be monitored as such. 

 

Fig. 3. MAS for resource redistribution in +Cloud 

4 Preliminary Results 

The +Cloud architecture has been continually evolving since its beginning. Beyond 
the multiagent system that governs the computational environment, it is also neces-
sary to develop a set of services that are offered to the end user. Some of the more 
important services include FSS (File Storage Service), which stores files, and OSS 
(Object Storage Service), which stores information in a non-SQL database. The  
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elasticity of these Cloud services is supported in the +Cloud architecture previously 
presented. 

In order to obtain data regarding the performance of the Cloud environment and its 
ability to adapt to changes in the demand of services, a Denial of Service (DoS) attack 
is executed over the FSS. This is done by sending a constant stream of requests to the 
service over a period of 300 seconds. The number of requests is continually increased 
during the time of the test. This section presents the results obtained. 

As indicated, the adaptation can be seen from both a micro and macro perspective. 
At the micro level, the adaptation takes place in each of the individual servers within 
the Cloud environment. This provides the physical server with limited capabilities 
(processing, memory, hard drive, etc.), which it must then share among the virtual 
machines it hosts. The adaptation takes place through the Local Manager agent, 
which works closely with the Local Resource Monitor agent. These agents are local to 
each machine and do not have information about the other nodes in the Cloud envi-
ronment. The Local Manager agent uses a CBR as a support system for making deci-
sions. The information that this agent has is provided by the monitor, which is conti-
nually gathering data about the computational load of each machine in the physical 
server. Figure 4 shows the adaptation of the system. The graph on the left shows an 
increase in the use of the processor (blue line) and the corresponding increase of CPU 
assigned by the Local Manager (red line). The graph on the right shows the same 
process, except that the memory is assigned to a virtual machine; the blue line is the 
memory used while the red line is the memory assigned. 

     

Fig. 4. Redistribution of resources at micro-level (Left: processor, Right: memory) 

When the Local Manager detects insufficient resources, or the Service Supervisor 
detects decreased quality of service, an adaptation process takes place at a macro 
level. This process, which can be reviewed in detail in [25], is based on the negotia-
tion among the Global Regulator agents for different nodes in the Cloud environment. 
During this negotiation process, the agents decide how to redistribute resources 
among the different nodes (and not just internally) to rectify the problem of demand. 
Figure 5 shows how quality of service is improved. While the response time (y-axis) 
in the first part of service is very high, the quality of service improves considerably 
after two consecutive readaptations. 
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Fig. 5. Redistribution of resources at macro-level 

5 Conclusions and Future Work 

This study has presented the +Cloud platform, which is a Cloud Computing platform 
that is managed at internal level for a MAS based on a VO. As indicated in the intro-
duction, initial results have shown that MAS technology is ideal for managing the 
computational resources of this type of system. 

State of the art Cloud environments follow a centralized model for making deci-
sions [21], which can lead to different problems such as (i) the need to centralize in-
formation; (ii) the need for a large computational load in the nodes where the decision 
making process takes place; and (iii) finally, the ability to recover from mistakes that 
can arise with a centralized decision making process. Using a model such as that pro-
posed in this study, all of these problems can be resolved. This is due, in large part, to 
the system agents, which are able to make decisions in a Cloud environment where 
only partial information is available. Even if one or more nodes fail, it is still possible 
for the readaptation process to take place in the available nodes. Finally, the use of 
MAS allow using such techniques as the agreement techniques described in [25], 
which makes it possible to make decisions for readaptation at a global level without 
needing to centralize the information. 

A final note with regard to future lines of work, given the great technological com-
ponent of the system and its dependency on the environment, we expect that future 
versions of the Cloud environment will include the model proposed by Ricci in [27], 
which introduces the concept of Artifact to interact with the environment. The use of 
this model will facilitate the evolution of the platform and its independence from the 
underlying technological environment. 
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Abstract. This article addresses the challenge of designing the com-
municative behaviour of an agent interacting with humans. We present
a data-driven methodology based on the production of a matrix repre-
sentation of a corpus from which we extract dialogue patterns. These
patterns reflect the minimal units of interaction which turn out to be
very attractive for dialogue modelling. We present a framework to spec-
ify dialogue games from these patterns based on the notion of social
commitments. We exemplify the specification of dialogue games by im-
plementing all the steps of our methodology on a task-oriented corpus.
The produced games are validated by showing that they appropriately
describe the patterns appearing in a reference corpus.

1 Introduction

Interactions between humans and software agents become commonplace in het-
erogeneous multiagent systems and mixed communities. However, designing a-
gents interacting with humans is known to be a difficult task (see issues related to
mixed-initiative reasoning [1]). Indeed, humans use robust communication and
reasoning processes to which agents must adapt. In particular, one challenge in
conceiving human-agent interaction is the communication issue. Dialogue man-
agement has been spotted as being a key feature [1] because it is a very efficient
means of communication for people which requires little or no training to use.
Besides, it is the most likely way to achieve true, mixed-initiative, collabora-
tive systems. Nevertheless, dialogue management remains a major deadlock in
Embodied Conversational Agents (ECAs) [2]. Most of them only integrate basic
dialogue management processes, such as a keyword spotter within a finite-state
approach or a frame-based approach.

From our perspective, the design of ECAs can be improved by analysing and
modelling human-human and human-agent interactions. To this purpose, we
presented a data-driven methodology which aims at improving the interaction
capabilities of agents interacting with humans [2]. This methodology is based on
the collection of a corpus of dialogues thanks to a user experiment designed on
purpose and depending on the future agent that is being modelled. Dialogues in
this corpus are turned into a matrix representation through an annotation step.

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 49–60, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Then, interaction patterns are extracted and form the basis of the interaction
model of the agent. Considering our matrix representation, a dialogue pattern
is defined as a sequence of annotations which arrangement occurs in several
dialogues. In other words, a dialogue pattern is an ordered set of utterances that
is frequently reoccurring during dialogues (e.g., a question/answer pair).

The main focus of this article is the modelling of dialogue patterns obtained
through the methodology into dialogue games [3]. These dialogue games consti-
tute the basic interaction units that should be next integrated into the deliber-
ative process of an agent. To illustrate our purpose, we present the full imple-
mentation of our methodology on a corpus from collection to pattern extraction.
Then we show how to model dialogue games from dialogue patterns.

Section 2 draws some links with related work, with particular attention on
existing connections between dialogue patterns and dialogue management. Sec-
tion 3 describes the corpus used to illustrate our approach (annotation and
extraction steps). Section 4 presents the framework used to model dialogue pat-
terns observed in the corpus and its link to dialogue management. Section 5
shows a validation of the modelled games against the reference corpus. Lastly,
section 6 concludes this article.

2 Related Work

One striking observation in a human dialogue corpus is the presence of interac-
tion patterns [2,3]. In dialogue modelling, this has been analysed both as being
evidence of a plan from the interlocutors (plan-based approach) and as a man-
ifestation of conventional devices used by dialogue participants (conventional
approach). The first approach focuses on the intentional structure of the dia-
logue [4]. It lies on the representation and reasoning about the underlying inten-
tions behind dialogue participant utterances. Basically, this approach considers
that a speaker utterance conveys an intention that is part of a plan. Then, it is
the addressee’s task to infer it and respond accordingly to the underlying plan
(rather than just to the speaker’s utterance). This approach leads to influential
results such as the TRAINS system [5] or Collagen [6]. The second approach aims
at studying the interaction patterns without focusing on the underlying inten-
tions. It comes from the observation that many types of utterances do not seem
to be consciously emitted but rather conventionally triggered by the context
(e.g., greetings). This leads to the production of rules that describe admissible
sequences of utterance types. These reoccurring patterns can be studied either in
terms of dialogue grammars [7] or dialogue games [3]. These two approaches are
seen as opposed whereas some researchers strongly argue that they are actually
complementary [8,9]. This is based on the fact that communication processes
can be considered as joint actions between a speaker and hearers [10]. The key
characteristic of a joint action is the coordination of participatory actions by
two or more people. However, people cannot deliberate indefinitely in an oppor-
tunistic activity such as dialogue. Hence, coordination must stand on devices like
conventions which are reflected by interaction patterns. Moreover, these authors
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have spotted some weaknesses of the plan-based approach. Namely, the plan-
recognition process remains a very complicated task and is technically speaking
difficult to set up [11]. Next, dialogue is an opportunistic activity [10]. Conse-
quently, not only are some sentences more likely to be conventionally triggered
by the situation but some sequences of acts can not be planned as well [12]
(e.g., clarifications). In the light of these results, dialogue is viewed as a shared
and dynamic activity that requires both high-level deliberative reasoning and
low-level reactive responses.

Here, we focus on dialogue games used to explain human dialogue and to gen-
erate artificial dialogues dedicated to humans [3]. A dialogue game is a bounded
activity with an entry and an exit where participants play a role (initiator or
partner). Rules of the game specify the expected moves for each participant.
Participants are expected to play their roles by making the moves expected by
the current stage of the game. To the best of our knowledge, dialogue games
have received few attention for practical applications in the human-computer in-
teraction field. On a theoretical level, they have been seen as initiative-response
units [8], and as structures capturing the different commitments created during
dialogue [9,13]. On both practical and formal level, dialogue games have been
conceived as recursive transition networks [14].

As [8,9], we propose to go towards a hybrid reactive/deliberative architecture
where a theory of joint actions may serve as a ‘semantics’ to the interaction
patterns described as dialogue games. Among the existing approaches, that of
Maudet seems the most theoretically complete. It is the only approach that
explicitly considers the entry and exit phases of a game as well as the multifunc-
tionality of human dialogue [15] by differentiating two kinds of game (dialogue
and communication games). This approach is the starting point for our model.

3 Implementation of the Methodology

In this section, we first describe the corpus. Next, we present the DIT++ annota-
tion scheme [16] used to annotate our corpus. Then, we insist on the annotation
process and its results. Finally, we say a few words about the extraction process.

3.1 Corpus

Our long-term goal is to build a mixed-initiative assistant [1] for information re-
trieval for the CISMeF system [17]1. We use a formerly constituted corpus [18].
It is composed of dialogues of assistance on a medical information search task
between a CISMeF expert and a user. Users are representative of the targeted
audience of the future system since they were not medical specialists and they
wanted to obtain answers about medical enquiries. Dialogues were recorded dur-
ing the task where the expert and one user were facing a computer using the
advanced search interface. This experimentation produced 18 dialogues between
two experts and 18 volunteers. It contains circa 33 000 words and 1054 turns.

1
CISMeF stands for “catalogue and index of French-language Health Internet re-
sources” and is available at the URL www.cismef.org.

www.cismef.org
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3.2 DIT++ Annotation Scheme

The use of language can be viewed as the performance of communicative actions
since the speech act theory [10]. The DIT++ taxonomy takes a context-change
(or information-state update) approach [19] to the interpretation of dialogue
acts. Here, context can be viewed as the set of conditions which influence the
interpretation or generation of utterances in dialogue [16]. This distinction is
essential to take into account the fact that utterances in human dialogues often
are multifunctional [15] and perform multiple communicative acts contrary to
what traditional speech act theory says.

DIT++ is a multidimensional scheme based on a theoretically grounded notion
of dimension [15,16]. Ten dimensions are distinguished. Among these, we could
point out: the task (dialogue act which contributes to advancing the task or
activity underlying the dialogue), social obligations management (dialogue acts
that take care of social conventions such as greetings), auto-feedback (dialogue
acts that provide information about the speaker’s processing of the previous ut-
terance), time management (dialogue acts signalling that the speaker needs a
little time to formulate his contribution) and own communication management
(dialogue acts to indicate that the speaker is editing his currently producing
contribution). The taxonomy includes 88 communicative functions and consists
of two parts: general-purpose functions itself consisting of three hierarchies (in-
formation seeking and providing functions, and action discussion functions) and
dimension-specific functions (e.g., apology, turn grab). A dialogue act consists
of a dimension and a communicative function. It is a context update operator
construed by applying a communicative function to a semantic content. An ut-
terance is segmented into functional segments which are annotated segments
with zero or one communicative function per dimension.

The DIT++ framework proposes an application-independent taxonomy of func-
tions for the analysis of human dialogue as well as the design of dialogue systems
(and especially, the dialogue manager component). It has been shown that a mul-
tidimensional approach to dialogue annotation enables a more accurate analysis
of human communication. Next, encouraging results were produced concerning
the automatic recognition of DIT++ communicative functions by machine learn-
ing techniques. Eventually, DIT++ may be useful for both interpretation of verbal
communicative behaviour, and generation of multifunctional utterance for ECA.

3.3 Annotation Process

Annotation was performed using the DIT++ taxonomy by means of the Gate
annotation tool [20]. Four annotators worked on this annotation task. Each di-
alogue was annotated by two persons. One annotator performed the annotation
for the whole corpus while the three others annotated one-third of the corpus.

The annotation process consists of two parts: (i) Segmentation of utterances
into functional segments where a functional segment (FS) is “. . . a minimal
stretch of communicative behaviour that has a communicative function. Such
stretches do not need to be grammatically well-formed or contiguous, and may
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Table 1. IAA for the labelling task for each dimension. R = Recall, P = Precision,
F = F-measure

have more than one communicative function.” [15]; (ii) Labelling of FS with zero
or one communicative function per dimension.

The annotation strategy was “strictly indicator-based” [15]. Annotators were
asked to mark communicative functions which are recognisable directly from
features of the FS and given the context of the preceding dialogue.

3.4 Results of the Annotation Process

6343 communicative functions were produced during the annotation process with
a total number of 5484 functional segments. We obtain similar results to [15] on
the average number of communicative functions per FS for the selected segmen-
tation strategy which is 1.16. A turn is in average composed of 2.60 FS thus
confirming the multifunctionality hypothesis.

Since our annotation process is twofold (segmentation and labelling of func-
tions), we performed an analysis of inter-annotator agreement (IAA) in terms of
precision, recall and F-measure (F1 score). These results come up in three cat-
egories: strict, lenient and average. These categories vary on how they consider
overlapping annotations in the computation of precision and recall. The strict
mode considers overlapping annotations as incorrect whereas the lenient mode
considers them correct. Average mode takes the average of the two previous
modes. The IAA for the labelling part does not take into account the taxonomic
property of DIT++: a Check Question and a Yes/No Question are considered as
different as a Thanking and a Yes/No Question (which is obviously not true). Tax-
onomic metrics have been proposed for DIT++ but only take into account the
labelling part and not the segmentation [16]. Hence, IAAs presented here are to
be taken as the worst case, unless otherwise specified.

IAA on segmentation is strong since we obtain scores superior or equal to 0.93
in each mode. IAA per dimension for the labelling of communicative functions as
well as the percentage of functions per dimension are presented in Table 1. First,
we can realise that four dimensions stand out from the set regarding the propor-
tion of functions: the task (68.30%), time management (9.93%), auto-feedback
(9.44%) and own communication management (OCM, 5.31%) dimensions previ-
ously described. In broad outline, we could say that two-thirds of the functions
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are directed towards advancing the task motivating the dialogue, whereas one-
third is directed towards management of the interaction process. IAA for these
dimensions (except the OCM) exceeds 0.75 which we could qualify as a reliable
agreement. The low score in the OCM dimension is due to a difference in the level
of specificity of the communicative functions selected by the annotators. Actu-
ally, OCM functions form a branch in the taxonomic hierarchy. If we consider
them equivalent, we reach a significant agreement of 0.67. IAA in other dimen-
sions indicates a fair agreement that is penalised by a poor recall for the social
obligations management and turn management dimensions. All in all, we obtain
a global F-measure of 0.81 indicating a reliable agreement for the annotation
task.

3.5 Interaction Pattern Extraction Process

Before addressing the extraction process, we established a reference corpus by
randomly selecting one-third of the corpus (i.e., 6 dialogues out of 18). This ref-
erence corpus is kept as a validation basis. The 12 remaining dialogues were used
for the extraction process. This process consisted in a semi-automatic extraction
by one person of dialogue patterns. Patterns have been manually annotated in
the corpus and automatically extracted by a tool that we design.

We focused on patterns on the task dimension for several reasons. This dimen-
sion is prevailing over other dimensions in terms of number of communicative
functions. Next, its IAA is high (≥ 0.84). Last, functions in the predominant time
and own communication management dimensions aremonologic in the sense that
they are concerned with hesitations and self-corrections from the speaker. They
are not likely to be good candidates for the extraction of interaction patterns
between two interlocutors.

We found 11 interaction patterns in the task dimension consisting of general-
purpose functions and splitting into 3 categories : information-seeking (6 pat-
terns), information-providing (2 patterns) and action-discussion patterns (3 pat-
terns). We mainly observed initiative-response patterns [8] consisting of adja-
cency pairs with preferred and dispreferred second pair parts. For instance, we
observed patterns such as inform/agreement or offer/declineOffer. Each pat-
tern takes the form of an initiative dialogue act followed by possible response
dialogue acts with their observed proportion of occurrence. For instance, the sug-
gestion pattern extracted starts with a suggestion act that can either be followed
by an acceptSuggestion (preferred second pair part, 94.25% of the cases) or a
declineSuggestion (dispreferred second pair part, 5.57% of the cases). Among
the 11 patterns, ten are initiative-response units [8] and one is a three-step pat-
tern, namely the correction pattern (e.g., inform/correction/agreement).

We manually extracted 439 occurrences of patterns in the task dimension
in which 38.76% come in the information-seeking category, 27.56% in the
information-providing category and 33.71% in the action-discussion category.
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4 Modelling Interaction Patterns

In this section, we present our game framework based on the notion of social
commitments as well as examples of games created from interaction patterns.

4.1 Game Framework

Social commitments are to be distinguished from the private states of agents such
as belief and desire. In fact, social commitments are commitments that bind a
speaker to a community [21]. These commitments are public. They are stored in
a commitment store that is part of the public layer of the information state of
a dialogue system. Social commitments are distinguished into propositional and
action commitments. The former concerns commitments that do not deal with
future action such as when A says “Paris is the capital of France” whereas the
latter concerns commitments dealing with future action like “I will come at your
place this evening.”. We discern dialogical commitments from extra-dialogical
commitments.

We express commitments as predicates with an arity of 4. An extra-dialogical
propositional commitment takes the form C(x,y,p,s) meaning that x is commit-
ted towards y about proposition p. s refers to the state of the commitment that
we explain below. The previous example produces the following commitments:
C(A,y,capital(france, paris),Crt) meaning that A is committed towards y to
capital(france, paris). For the sake of readability and since we are only consid-
ering dialogue involving 2 partners, we will ignore the second argument which
specifies the partner. A dialogical commitment is contextualised in a game g and
takes the form Cg(x,α,Crt) (meaning that x is committed towards y to do action
α in the context of game g). Furthermore, it is possible to compose actions in
commitments with the choice (α|β), the conditional statement (α ⇒ β) mean-

ing that β will occur if α does and the persistent conditional action (α
∗⇒ β)

meaning that β will occur each time α does.
Finally, three operations are considered on commitments: creation, satisfac-

tion and cancellation. This leads to the following five states that are possible for
a commitment (inspired by [22]): (i) inactive (Ina) which is the state by default,
(ii) created (Crt) which is the state right after the creation of the commitment,
(iii) cancelled (Cnl) which is the state after a cancellation of a created com-
mitment, (iv) fulfilled (Ful) which is the state after a satisfaction of a created
commitment, and (v) failed (Fal) which is the state if a tentative to socially
create the commitment has failed.

Our formalisation of games refines the one proposed by Maudet [9] by the ad-
dition of failure conditions, game-specific effects of dialogue acts and coherence
constraints on the semantic contents of acts. Games represent conventions be-
tween interlocutors and are shared bilateral structures. They can be divided into
two categories: dialogue games and communication games. Dialogue games are
a particular kind of joint activity [10] temporarily activated during the dialogue
for a specific goal (e.g., information-seeking game, action-seeking game, etc.).
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Communication games are dedicated to more general interaction processes (e.g.,
mutual understanding, turn-taking, etc.) and are permanently activated.

A dialogue game is a 5-tuple 〈Eng, Sg,Fg,Rg,Effg〉 where (i) Eng is a pair

〈EnIg,EnPg 〉 defining the entry conditions of the initiator (EnIg) and of the part-

ner (EnPg ) which are conditions that must hold at the beginning of the game,

expressed in terms of extra-dialogical commitments, (ii) Sg is a pair 〈SIg, SPg 〉
defining the success conditions of the initiator (SIg) and of the partner (SPg )
which are conditions that define a state of success in terms of extra-dialogical
commitments, (iii) Fg is a pair 〈FI

g,F
P
g 〉 defining the failure conditions of the

initiator (FI
g) and of the partner (FP

g ) which are conditions that define a state

of failure in terms of extra-dialogical commitments, (iv) Rg is a pair 〈RI
g,R

P
g 〉

defining the rules of the initiator (RI
g) and of the partner (RP

g ) which are spec-
ifications of dialogue rules expressed in terms of dialogical commitments where
constraints on the semantic contents of dialogue acts could be specified (as in [8]),
and (v) Effg is a pair 〈EffI

g,Eff
P
g 〉 defining the contextualised effects of dialogue

acts in terms of the creation of extra-dialogical commitments for the initiator
(EffI

g) and for the partner (EffP
g ). Sg and Fg are conditions that motivate an

exit of the game. As for communication games, their structures come down to
dialogue rules.

As previously mentioned, game playing can be seen as a joint action [8]. Hence,
game has an entry, a body and an exit [3,10]. Therefore, dialogue games need
to be established. The communication game of contextualisation is dedicated
to this task: we currently consider a simple version of this game consisting of
two proposition phases (one for the entry and one for the exit) that must be
explicitly accepted by the partner as in [13].

4.2 Examples of Games from Dialogue Patterns

We now present one dialogue game and one communication game created from
the patterns extracted during the extraction process. For the sake of readability,
we skip the create operation in conditional statements (α⇒ create(x,Cg(y,β,Crt))
is equivalent to α ⇒ Cg(y,β,Crt)). Furthermore, dialogue acts take the form:
f (s, c) where f is the communicative function of the dialogue act, s the speaker
that produces this act and c the semantic content. Hence we do not specify the
dimension since we focus on the task one.

The choice question dialogue game is a representative example of all aspects
of our framework and is presented on Table 2. We took the simplified seman-
tic representation for choice questions from Larsson [23] but other semantics
may be applicable (e.g., see [8]). A choice question q is viewed as an alterna-
tive question between propositions belonging to a set (e.g., “Would you like
to add the keyword paludism, therapeutic or vaccine?”) and takes the form:
{?p1,?p2, . . . , ?pn}. Three predicates relate to this kind of question. First, the
resolves (p, q) predicate of arity 2 is true when the proposition p resolves q.
Here, a resolving proposition is pi with 1 ≤ i ≤ n (e.g., “Vaccine!”). Next, the
relevant (p, q) predicate of arity 2 is true when the proposition p is about q.
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Table 2. The Choice Question Game

Game g Initiator (x) Partner (y)

Eng C(y,p,Ina) with resolves (p, q)

Sg C(y,p,Crt) with resolves (p, q) C(y,p,Crt) with resolves (p, q)

Fg C(y,fail (q),Crt) C(y,fail (q),Crt)

Rg choiceQuestion(x, q)

choiceQuestion(x, q) ⇒ Cg(y,answer(y, p)|
answer(y, s)|execNegativeAF(y, q),Crt) with
resolves (p, q), relevant (s, q)

answer(y, s) ⇒ Cg(y,answer(y, p)|answer(y, r)|
execNegativeAF(y, q),Crt) with resolves (p, q),
relevant (s, q), relevant (r, q)

Effg
answer(y, s) ⇒ C(y,s,Crt)

execNegativeAF(y, q) ⇒ C(y,fail (q),Crt)

Table 3. The Agreement Communication Game

α β

f(x,p) C(y,agreement(y, p)|disagreement(y, p),Crt)

agreement(y, p) C(y,p,Crt)

disagreement(y, p) C(y,¬p,Crt)
f ∈ {Inform,Answer,Agreement,Disagreement,Correction,Confirm,Disconfirm}

Here, a relevant but not resolving proposition would be ¬pi with 1 ≤ i ≤ n
(e.g., “Not therapeutic.”). Eventually, the fail (q) proposition indicates that an
answer cannot be found by taking into account the current information state.
The same simplifying assumption than [23] is done that the resolves and rele-
vant relations are shared between interlocutors. Entry conditions specify that
the partner must not already be committed on a proposition that resolves the
question. Success conditions are reached when the partner is committed to a
proposition that resolves the question. Failure conditions establish that a state
of failure of the game happens when the partner is committed to the fact that
he is not able to find an answer. Rules specify that the initiator is committed
to play a choiceQuestion act. Once it is done, the partner is committed to play
answer moves or an execNegativeAF move. This latter expresses the fact that a
resolving answer can not be found. The rules state that the partner can give as
many relevant answers as he can, and only one resolving answer. This enables
to cover cases like “Not therapeutic. And yes vaccine !” where the first answer is
relevant and the second is resolving. Finally, the effects precise that, in the con-
text of this game, playing an answer move commits the speaker to its semantic
content and playing an execNegativeAF move commits the speaker to fail (q).

Eventually, we present a communication game: the agreement game (Table 3).

Rules take the form: α
∗⇒ β. This game specifies that an addressee of an

information-providing dialogue act can play an agreement or disagreement move
after receiving this act. If he agrees, he is committed to the semantic content of
the information-providing act, else he is committed to its negation. For example:
“– We got 115 articles. (Inform) – Exactly (Agreement)”2.

2 All examples comes from our corpus and were translated from French to English.
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Table 4. Results of the evaluation process (percentage of exchanges that fit a game)

4.3 Discussion

An evident limitation of our work is that we only defined minimal dialogue
games. The issue of how bigger interaction pattern emerges from these minimal
games is left unaddressed for the moment. However, they may result of com-
positions of minimal joint action [8,9,10,13] such as embedding, chaining and
pre-sequencing [10]. This problem is tightly connected to the idea of a contextu-
alisation game. This is an area left for future work. However, we could point out
that the minimal nature of the dialogue games that we defined associated with
composition rules make the dialogue game formalism flexible and reusable.

The issue of the integration of dialogue games in the deliberative process of
an agent is open. The model that we propose is a normative one. It can then
be viewed as an independent module regulating the dialogical capabilities of an
agent on both interpretation and generation of dialogue acts (thus simplify-
ing the process of intention recognition). On the interpretation level, dialogue
games make it possible to produce a set of conventionally expected dialogue acts
whereas, on the generation level, they give a conventional motivation for the
production of acts. The independence of the module is reinforced by the declar-
ative nature of the formalism which is disconnected from the private states of
the dialogue participants.

5 Validation

We conducted a study to validate the structural property of our model based
on the reference corpus. Two voluntary persons of our laboratory were given
the whole game definitions and were asked to annotate each exchange (i.e., a
sequence of two (or more) functional segments produced by different speakers)
with a game if possible. It was generated for each dialogue and for each game a
ratio between exchanges that fit the game and those that do not.

Results of the validation process are presented in Table 4. The global conclu-
sion is that 83.43% of the 350 exchanges of the reference corpus match a game
that we defined. If we go into details, we see that scores are all beyond 66%
indicating a reliable adequacy between dialogues being modelled and our games.

In addition, we investigated the 16.57% of mismatch cases and we identified
2 main categories: those related to the inter-game structure and those related to
the intra-game structure. Mismatches related to the first category are twofold.
On the one hand, the partner deliberately ignores the utterance of the initiator
in approximately 10% of the cases. It is what Clark calls a withdrawal from the
joint project [10] and is exemplified by: “– Would you like me to open this doc-
ument ? (Offer) – Document 13 was interesting. (Inform)”. On the other hand,
the partner opens an embedded game that obsoletes the parent game in around
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45% of the cases. It is illustrated by this example: “– Is there any documents
that would suit you? – Well, is there the keyword ‘prevention’? – No, we did
not add it.”. Mismatches related to the second category can also be subdivided
into two parts. First, the predominant case (approx. 35%) is when the partner
seems to take a shortcut in a bigger interaction patterns. It includes cases that
has been called indirect speech act and are mostly appearing with Request game
and CheckQuestion game (for instance: “– Can you formulate your information
need or not? (CheckQuestion) – ‘What is known about the evolution of cur-
rent treatments of migraine’ (Inform)”). Last cases appear when the partner
alters its response from what is expected by the pattern to something that he is
able and willing to comply with (approx. 10%), called an alteration of the joint
project [10]. This can be illustrated by the following example: “– Then, you do
not know the equivalent of Zomig? (CheckQuestion) – This is a product family.”.

6 Conclusion and Discussion

We presented a data-driven methodology based on the study of human interac-
tions to address the challenge of designing efficient human-agent interaction. This
methodology is based on the constitution of a matrix representation of a corpus
in several steps (collection, annotation, pattern extraction) that makes it possi-
ble to extract interaction patterns. The issue of the interest of dialogue patterns
for dialogue management was raised. It turns out that minimal dialogue patterns
can be viewed as the minimal unit of interaction, and therefore are very attrac-
tive to dialoguemodelling.We then presented a framework to model such dialogue
patterns based on theoretical work about dialogue games. This framework stands
on the notion of social commitments that permits to specify dialogue games inde-
pendently of the architecture of the agent. Hence, it makes it possible to envision
the implementation of this model as a separate module with a normative role. We
exemplified the specification of dialogue games from dialogue patterns by imple-
menting all the steps of our methodology on a task-oriented corpus. We validate
the games that we modelled against a reference corpus. The modelled games were
able to describe appropriately the exchanges of the reference corpus.

Many interesting perspectives are possible. We focus our pattern study on
one dimension. Future work involves the extraction and modelling of patterns
on other dimensions. The model would include multidimensional dialogue games
that could help producing multifunctional utterances. As stressed in this article,
more work needs to be done on composition and contextualisation of dialogue
games as well as implicit phenomena that appear in human dialogue.
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Abstract. Simulation has become unavoidable to help control societies with 
globalization and complexity. This term includes concepts as diverse as strateg-
ic decision support or staff training. Military interventions are characterized by 
using weapons systems increasingly sophisticated in highly diverse contexts. 
The use of force must control the risk of error to respond to military objectives. 
Multi-agent simulation is for a long time privileged for modeling and experi-
mentation of complex systems. In this paper, we explore the challenge of simu-
lating a system as complex as the Bomber problem with a MAS approach.  
Particularly, we demonstrate that MAS approach, models and simulates the 
Bomber Problem with efficiency. We illustrate our discussion with developed 
simulation results.  

Keywords: Multi-agent System, Bomber Problem, Military domain, Simula-
tion, Complex System, Interaction. 

1 Introduction  

1.1 Context and Motivation 

An extensive literature is present in the military domain; however, the specificity of 
the bomber problem is that it has been specifically studied from mathematical  
component. 

The problem of air defense emerged from the end of Worldwide War II as one of 
the most serious threats against the safety of a patrimony. 

The first attempts to automate military defense systems were content to combine 
radar operations scattered with computers in order to achieve a defense system of the 
United States in Lincoln laboratory [1]. 

Since the simulation is a kind of representation of reality, then it is strongly related 
to the concept of model. Indeed, a model is an artificial reconstruction of a system, an 
entity, a phenomenon or a process. In addition, general military definition is to con-
sider simulation as the real opposition: Anything that is not a real fight is a simula-
tion. There are two main criteria to classify simulation techniques. Begin with the 
areas of application of simulation in the military domain which are as follows:  
Education and training; Prospect, studies and evaluations; Employment, planning, 
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preparation and operation control, and decision support. The second classification 
criteria is composition or military level, as follows: defense system (strategic); the 
force system (operative); the fighting system (tactical); the weapon system (weapons 
system, information systems); subsystems of a weapon system [6]. The bomber prob-
lem can be classified as defense system and fighting system (strategic and tactical). 

Multi-agent simulation is for a long time privileged for modeling and experimenta-
tion of complex systems as the bomber problem system. 

1.2 Mathematical Formulation of the Bomber Problem 

The Bomber problem BP [2-5] can be considered as a discrete time model in which a 
bomber must survive for t epochs before reaching the target where it will drop its 
bombs. At each epoch t with probability p, the bomber may encounter an enemy figh-
ter plane.  

The bomber has an integer number of Air-to-air anti-aircraft missiles in board, say 
n. We call these bombs in our approach, defense bombs. Indeed there are two objec-
tives. The first is to accomplish the mission of the bomber successfully. The second 
objective is to optimize the number of defense bombs k in each encounter with an 
enemy fighter plane during an epoch t, say k (n, t). 

The stochastic dynamic programming equation is clearly [5]: 

 V (0,x)=1 (1) 

 V(n,t)=(l-p) V(n,t-l)+p (Max(1-αk)V(n-k,t-1) (2) 

Let k(n,t) be the optimal number of missiles to fire when the state is (n,t) and an ene-
my fighter is encountered. There are three obvious conjectures: 

• (A) k(n,t) is nonincreasing in n; 
• (B) k(n,t) is nondecreasing in n; 
• (C) n-k(n,t) is nondecreasing in n. 

Property (C) is easy to prove. Property (A) has been proved (although the proof is not 
easy. See [2, 3]. Property (B) has never been proved. But it has been tested extensive-
ly by numerical solution of the dynamic programming equation. This resolution of 
(B) remains an intriguing open problem that has been outstanding for 50 years. 

The bomber problem is subject to a set of constraints related to the number of de-
fense bombs as follows: 

First, the encounter with enemy fighter plane constrains the use of defense bombs.  
p is the probability that a meeting is true. Hence, we need to minimize the proba-

bility for each period t, thus we must minimize p (n, t). 
If p is equal to 0 then there is no meeting and the number of defense bombs re-

mains unchanged. 
If the bomber shoots k of its n bomb, he has a survival probability p = (1-ak). 

Therefore we need to maximize p while minimizing k. On the other hand, we must 
maximize the probability that the aircraft encountered destroy all his enemies and 
accomplish its mission. Thus, we have to minimize p (Max (1-αk)). 

If the number of defense bombs is exhausted there will be two assumptions: Hypo-
thesis 1: the number of bombs is static. The bomber tries to accomplish his mission by 
avoiding encounters with the enemy fighter plane. 
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Hypothesis 2: the number of bombs is renewable. The bomber must seek the near-
est and the most secure source. 

1.3 Bomber Problem as a Complex System 

The Bomber problem is unsolved despite his appearance date since the 1960s [4]. It is 
classified in the heading of research problems unsolved by Richard Weber [4]. We 
propose to tackle it by bringing together different axes and research areas such as 
multi-agent systems, complex systems, and military simulation. 

The Bomber problem can be considered as a complex system. A complex system can 
be defined as a system composed of subsystems, including design and operation involving 
different trades, and no one can apprehend as a whole. The design of a complex system 
therefore requires methods and tools to ensure compliance components of subsystems and 
system specifications eventually throughout their realization: quality of service and ca-
pacity of new subsystems. Such is the case of our complex system that involves informa-
tion technology through multi-agent system simulation in a military application. 

2 A Multi-Agent System for the Bomber Problem 

2.1 Basic Concepts 

Having fixed from the beginning that our goal is to design a distributed system to 
solve the Bomber Problem. Our distributed model of resolution and simulation has 
essentially the strength of multi-agent systems, which allow the resolution of prob-
lems in terms of cooperation, competition and negotiation in a society of agents. The 
basic idea of our MAS model is to design: a Base agent who will be the coordinator 
throughout the resolution process; a set of Craft agents who will be the bombers that 
are designed to perform one or more tasks assigned to them by the Base agent. 

During the accomplishment of its mission, the Craft agent may encounter Enemy 
agents. This confrontation involves triggering a battle between them. The Craft agent 
can also carry out its tasks as a team, while forming coalitions. In the following, we 
detail our model. 

2.2 Agent Structure 

Each agent has a structure: acquaintances (the agents that it knows and it can commu-
nicate with), a local knowledge composed of its static and dynamic knowledge and a 
mailbox where it stores the received messages that will be later processed one by one.  

Base Agent 

Acquaintances. This agent communicates with all Craft agents. 

Knowledge. Knowledge of a Base agent can be classified into two categories: 
Static knowledge such as: 
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• T-Miss :the type of mission that can be either individual or collective, 
• mDist : the matrix of distances between the different Craft agents and different 

targets, 
• lMiss: the list of missions assigned to a Craft agent i. 

Dynamic knowledge such as: 

• (xi, yi): the position of a Craft agent, 
• Nbrdead: the number of dead Craft agent during a mission, 
• NbrDestroyed: the number of goals successfully destroyed by Craft agents, 
• NbrMove: the number of move made by a Craft agent, 
• baseRad: the basis of observations collected from different Craft agents the base 

agent. 

Mailbox. The Base agent has a mailbox where it stores different messages it ex-
changed with other agents. 

Craft Agent. This agent is a bomber. There are N instances of this type of agents in 
our system. It is a BDI1 agent. It is defined by its: 

Acquaintances. It communicates with all Craft agents and the Base agent. 

Knowledge. Knowledge of Craft agent can be classified into two categories: 
Static knowledge such as: 

• its identificatior i, 
• xi and yi : the coordinates of the position i in a map, 
• Dmin (i, j): the minimum distance between two Craft agents to get into the same a 

team, 
• QBdi : the capacity of defense bombs gauge of a Craft agent i, 
• QBvi : the capacity of bombs gauge to destroy targets by a Craft agent i, 
• QFi: the capacity of fuel gauge of a Craft agent i, 
• tMiss : the type of mission that can be either individual or collective, 
• lMiss : the list of missions assigned to a Craft agent i, 
• lDepi : the list of dependent Craft agents to a Craft agent i, 
• lSupi : list of supervisor Craft agents of a Craft agent i, 
• mDist: the matrix of distances between the different Craft agents and different 

targets. 

Dynamic knowledge such as: 

• (xi, yi) : the position of a Craft agent, 
• lEqui: the list of the equivalent Craft agents of  the Craft agent i. 
• lTeami: list coalitions or teams to which the Craft agent i can belong as a supervi-

sor, and from whom it will propose coalitions with the other Craft agents. 

                                                           
1 Belief, Desire, Intention. 
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• lHistMi: the history list of the missions carried out by the Craft agent i with men-
tion of the result(success, failure). 

• lHistFi: the history list of fights made by Craft agent i with the mention of outcome 
of the fight(victory, defeat, escape). 

• jlifei: the level of gauge of life of a Craft agent i. 
• jBvi: the level of bombs gauge to destroy targets by a Craft agent i.  
• jBdi: the level of defense bombs gauge of a Craft agent i. 
• jCi: the level of fuel gauge of a Craft agent i. 
• aRadi: the global view of the Craft agent i, the observations that it transmits to the 

Base agent. 
• lEtati: the list of the states of Craft agents met or with which a Craft agent i com-

municated. The state of a two Craft agents can be equal to “waiting” if they can or 
not belong to the same coalition (or equips), “enemy” if they are two enemies or 
“friend” if they belong to the same team. 

Mailbox. The Craft agent has a mailbox where it stores different messages it ex-
changed with other agents. 

We notice that Craft agent’s behaviors and Base agent behaviors will later process 
one by one in global dynamic section. 

Enemy Agent. An enemy agent is similar to a Craft agent with a difference that it is 
reactive and does not belong to the communication system of Craft agents and Base 
agent. The only interaction between this agent and the others is in a fight. An enemy 
agent can be described as follows: 

• It is a reactive agent.  
• Its knowledge is static. 
• The enemy agent is destroyed due to a number of successful shots made by a Craft 

agent during a fight. 

2.3 Global Dynamics 

In this section, we will describe the global dynamics of the multi-agents system set 
up: First we start with Base agent behavior. Then we tackle the Craft agent behavior 
(a mission). In case something happens and requires modification of the Craft agent 
behavior, it must choose one of its exception scenarios. Principal scenarios of the 
process and We introduce also, the most important messages exchanged between the 
various agents to then incorporate them in their behaviors. 

Base Agent Behavior. After its creation, the Base agent initiates the process. It is 
responsible of the creation and initialization (static and dynamic knowledge, acquain-
tances, and distance matrix) of a number of Craft agents sufficient to accomplish the 
available missions. It affects missions to various Craft agents. It collects observations 
from Craft agents and stores them in the radar database denoted by baseRad. The 
baseRad will be sent to the Craft agents involved. 
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Craft Agent Behavior. As in real world mission, the Craft agent behavior is a mis-
sion. The mission typically includes a sequence of events that must be completed to 
reach a successful conclusion of the mission. In the beginning, the Craft agent rece-
ives its list of missions. It seeks then, the optimal route to reach its target area. Once 
arrived, the Craft agent bombards the target. If it no longer has a mission in its list and 
if nothing happens during these phases, the mission is successfully completed 

In the case where the list of missions contains more than just a single mission, the 
Craft agent had to complete all figuring mission. Once mission is completed, the Craft 
returns to the military base to renew its gauges and get new missions.  

In real world of bomber, the aircraft may encounter enemy fighters, it may also 
have to ask for help from other bombers and accomplish mission in team. Whatever 
the case, if something happens and requires modification of planed mission; the Craft 
agent must choose one of its exception scenarios. 

Scenario 1: Encounter with an Enemy and Fight. Encounter with an Enemy agent 
during accomplishment of the mission of the Craft agent may engender a fight. Both 
Enemy agent and Craft agent are characterized when fighting by: 

• Life gauge jlifei: This gauge represents a number of successful shots needed to 
touch the adversary agent. The exhaustion of this gauge involves the complete de-
struction of the concerned agent. 

• The defense bombs gauge jBdi: This gauge is the number of defense bombs, which 
an agent may use during Fight. 

The life gauge and defense bombs gauge of an Enemy agent are determined randomly 
when meeting with a Craft agent. In fact, the Enemy agent is part of the external envi-
ronment of our model, which implies that its behavior is unpredictable, as well as its 
knowledge and performance. 

The Fight scenario between Enemy agent and Craft agent occurs in the following 
steps: First, the Craft agent checks its gauges level; if the gauges level are insufficient 
to accomplish a fight (jlifeior jBdi ≤ 1), the Craft agent sends a <Reinforce-
mentMsg>to other Craft agents and the Base agent to ask for reinforcement, else with 
sufficient gauge level, the fight begin. Second, Craft agent pulls a defense bomb on its 
enemy fighter; The Craft agent defense bomb gauge is decremented by 1. If the shot 
successfully touches Enemy agent its jlifei is decremented by 1; else nothing happens. 
The previews step is repeated in turn between the Craft agent and the Enemy agent 
until one of them is destroyed. Finally, once the life gauge of an agent is zero, it is 
destroyed. The fight can be concluded with escape, victory or destruction of one of 
agent fighting. 

Scenario 2: Reinforcement. A Craft agent having low gauges (jViei =1 oujBdi, jBvi, 
jBci ≤ 1), sends a<ReinforcementMsg> to the Base agent and other Craft agents for 
two situations: 

• During a bombing mission; 
• During a fight. 
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When receiving <ReinforcementMsg>from a Craft agent, the Base agent assigns the 
class “dependent” to it. It then sends a message to other Craft agents <askHelp>in the 
neighborhood of the Craft agent who needs reinforcement (distance ≤ dMin). The 
Craft Agents receiving a message <askHelp>have the possibility to reply with two 
sorts of message: It can refuse for three reasons, namely being in a bombing mission, 
a fight or the Craft agents already belongs to another team. It can also accept. Then, 
the Craft agent is available and confirms the possibility of forming a team. It enters a 
process of negotiation with other Craft agents to schedule the team members. After 
forming the team, Craft agents in “supervisors” class complete the fight interrupted 
and then the mission, while independent agents seek the path containing the least of 
danger to return to the base. 

Scenario 3: Mission in Team. Craft agent responding with accepts to an <askHelp> 
message enters in a process of negotiation with other Craft agents to schedule the 
team members. The Craft agent who sent the request for reinforcement is marked as a 
dependent agent. The nondependent agents transmit to the other agents in their neigh-
borhood, a message containing the levels of all their gauges. As answer, aCraft agent 
receives two types of messages: 

• If state i is less than the state j, the answer is: I am dependent <UpdDep>. 
• If state i is better than the state j, the answer is: I am supervisor <UpdSup>. 

In case of receiving a <UpdDep>and when it is already a supervisor of other Craft 
agents, the Craft agent sends a message to his dependents <UpdSup>. They update 
the hierarchy of the team in their knowledge bases. The negotiation process ends 
when after an exchange of messages, the hierarchy does not change and only one 
Craft agent or set of equivalent supervisor Craft agents lead the team. 
Supervisor Craft agent decides who will complete the mission or the fight. As for the 
final dependent Craft agents (in the bottom of the hierarchy) are trying go back to the 
military base with the least contact with the environment. 

Scenario 4: Radar. The radar scenario is based on the mechanism of MANET2. Each 
Craft agent has radar. Once it detects an Enemy, it sends a message to the Base agent 
<aRad>which collects the observations of all Craft agents. Subsequently, the Base 
agent sends a message <BaseRad> to Craft agents located in neighborhoods of these 
detected enemies. 

3 Experimental Design 

The objective of this section is to demonstrate the efficacy of the deployment of our 
multi-agent approach in the context of BP simulation. In fact, our goal is to see 
through simulating scenarios that have been described, that the missions have been 
fulfilled with good satisfaction as soon as possible and that coordination led to good 

                                                           
2 Mobile Ad Hoc Network. 
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results. To achieve this goal, in the same way that it is necessary to have a methodol-
ogy when it is a question of conceiving complex applications, it is necessary to have 
tools and generic components making it possible to consider the reuse and facilitate 
the development of the applications containing multi-agents systems. To carry out a 
simulation MAS, several platforms exist. The implementation of our approach was 
realized using the multi-agent platform JADE based on JAVA language. In our  
implementation, the type of environment used is a grid whose construction is  
intuitive. 

In our implementation, we note that a simulation run is a mission and each agent 
can move randomly and independently on a grid (from box to box), which is large 
enough to simulate a battlefield. Finally, we describe the results obtained from a set of 
simulations performed according to different configurations. 

3.1 Communication and Interaction 

Communications and interactions are the focus of our proposed model. We can identi-
fy two types of interactions: those that occur between Craft agents and which take 
part directly in the evolution of the model and those that occur between Craft agents 
and Base agent.  

• Base-Craft interaction: interaction is initiated if a Craft agent wants to perform an 
action. This interaction is successful if the Craft agent performs desired action. If 
action type is a move, after a successful interaction, the agent who was in a posi-
tion it teleports to a random position. In our simulation, a Craft agent can perform 
12 actions. Include: moving, bombing, and shooting an enemy. 

• Craft-Craft Interaction: An interaction is initiated if a Craft agent wants coordinate 
with another Craft agent. This interaction is successful if a Craft agent accepts a 
request for coordination and invites it to a meeting position to start the mission. In 
our implementation, a Craft agent may initiate team formation by sending a request 
to another Craft agent to accomplish a mission. Craft agent can: accept, confirm, 
refuse, or terminate coordination. 

3.2 Implementation 

A simulation configuration is: Craft agent number/Enemy agent Number/Target 
Number. The results of the implementation of MAS-BPM are shown in the table 1 
according to various configurations. 

Table 1 shows the average amount of time taken to complete six simulations. Time 
shown is in minutes. It also shows the number of coordination within six simulations. 
Then it shows the number of interaction within six simulations. The six tested simula-
tions were with respectively 5, 10, 20, 25, 50 and 100 Craft agents. These configura-
tions were in two types of grid; indeed we used the first grid with a size of 10x10 and 
the second one with size of 20x20. 
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Table 1. Simulation Results with grid size variation 

Configuration Duration Coordination Interaction 

10x10  20x20 10x10 20x20 10x10 20x20 

5/5/5 2 10 76 363 736 2872 

10/8/8 2 14 135 178 944 5206 

20/8/8 3 13 114 257 974 4678 

25/10/10 3 17 138 321 1336 4266 

50/80/50 17 43 244 554 1271 10568 
100/80/80 21 86 396 1763 1724 8559 

Time Effect 
Simulation Results. Figure 1 plots the average amount of time taken to complete six simu-
lations. The two curve graphs illustrate simulation duration in two types of grid. First 
curve graph starts in two minutes and ends in twenty one minutes (10x10 grid) beside, 
second curve graph starts in ten minutes and ends in eighty six minutes(20x20 grid). 

 

 

Fig. 1. Simulations duration with grid size variation 

Discussion. Varying the grid size influences the variation of the CPU time during 
simulations. As proof, the first simulations with a grid of size 10x10, last a maximum 
of 21 minutes while simulations with a grid of size 20x20 are expected to exceed 20 
minutes starting from 30 agents to achieve 86 minutes with 100 agents. It should be 
noticed that the simulation within a grid of size 60x60 lasts 300 minutes. 

Coordination and Interaction Effect 
Simulation Results. Figure 2 plots the number of coordination carried out during six 
simulations. The two curve graphs illustrate coordination number in two types of grid. 
Both curve graphs start zero coordination the first ends in 396 coordination (10x10 
grid) beside, second curve graph ends in 1763 coordination (20x20 grid). 
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Fig. 2. Coordination number with grid size variation 

Discussion. The simulation results demonstrate, as show the curves, in a grid of size 
10x10, the effect of coordination is more visible when using a small number of Craft 
agent. In fact, coordination ensures the fulfillment of the mission and reduces the 
number of destroyed agents during the mission. Starting from 50 Craft agents, we 
notice an explosion of coordination number in all simulations tested. In this case, we 
opt the individual mission accomplishment. In against part, in a 20x20 grid size, the 
effect of coordination is more visible starting from 50 Craft agent or higher.  

For a briefness issue; we have omitted the curve of the number of interaction. The 
simulation results demonstrate that in a grid of size 20x20, communication and inte-
raction are more important than in a grid of size 10x10. In fact, communication and 
interaction ensure Craft agent position, enemy position and target position exchange 
between Craft agents. Indeed, in a small environment, there is no need for an impor-
tant communication and as shows the figure 1 mission are briefly completed. 

Success Ratio 
Simulation Results. Figure 3 plots the number of destroyed Craft agent during six simu-
lations in two types of grid. Figure 4 plots success ratio of eleven simulations according 
to two type of configuration the first one is 25/10/10 and the second one is 50/80/50. 
 

 

Fig. 3. Destroyed Craft agent with grid size variation 
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Fig. 4. Success Ratio 

Discussion. The simulation results demonstrate, as show the curves in figure 3, in a 
grid of size 10x10, destroyed Craft agent is more important than in a grid of 
size20x20. In fact, the important communication and interaction shown in previous 
section in a 20x20 grid ensure more efficiency when carrying out a mission. Indeed, 
in a small environment, encounter with enemy is more randomly since there is no 
important communication between Craft agent to prevent each other when encounter-
ing an enemy. 

We notice for all configurations, as show the curves in figure 4 the success ratio of 
a mission depends essentially on the choice of the number of Craft agents as well as 
good prediction of the number of Enemy agents that will encounter a Craft agent dur-
ing its mission. As proof, the first simulation with 25 Craft agents against 10 Enemy 
agents gives success rates ranging from 48% to reach 96%. Beside, when choosing 50 
Craft agents against 80 Enemy agents we had a less important success rate ranging 
from 4% to 46% and sometimes we notice a failure as a mission result, which justifies 
the importance of good preparation for the fight environment.  

4 Conclusion and Perspectives 

We have developed a society of agents, dynamically created and cooperating not only 
to provide a simulation of the Bomber problem but also to accomplish bombers mis-
sions and minimize the loss in terms of destroyed aircraft. An implementation and 
experiments were performed using JAVA language in the context of multi-agent sys-
tems. The experimental results show that our simulation deploys with efficacy the BP. 
In fact, in our case the MAS is replacing a method of optimization. That’s why we 
obtained good results, namely, fewer destroyed Craft agent with more bombarded 
goals in a reduced amount of CPU time. Craft agents exploit their environment 
through communication; perform their mission based upon coordination and coopera-
tion through a process of negotiation. Our simulation allowed us to have a good idea 
about the most effective configuration. It should be emphasized that the originality of 
our approach consists not only in the fact that the Bomber problem is not resolved but 
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also in the fact that it brings together different research areas such as multi-agent sys-
tems, complex systems and simulation in a military application. 

As perspectives, we first propose the necessity to add an optimization method in 
Craft agents, when searching the target and optimizing the number of defense bombs 
to fire. Then, we implement our approach using JADEX or Jade4BDI, which are two 
platforms for the implementation of BDI agents. Finally, we will take into considera-
tion all constraints such as time constraint. 
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Abstract. This paper explores the integration of a perception map
to an agent based model simulated on a realistic physical space. Each
agent’s perception map stores density information about the physical
space which is used for routing. The scenario considered is the evac-
uation of a space given a crowd. Through agent interactions, both in
physical proximity and through distant communications, agents update
their perception maps and continuously work to overcome their incom-
plete perception of the world. Overall, this work aims at investigating
the dynamics of agent information diffusion for emergency scenarios and
combines three general elements: (1) an agent-based simulation of crowd
dynamics in an emergency scenario over a real physical space, (2) a so-
phisticated decision making process driven by the agent’s subjective view
of the world and effected by trust, belief and confidence, and (3) agent’s
activity aimed at building relationships with specific peers that is based
on mutual benefit from sharing information.

1 Introduction

Increasing abundance of mobile communication and sensor technologies accom-
panied by the evolution of mobile computational power suggests that these tech-
nologies may alter the very nature of human communication schemes and infor-
mation diffusion dynamics. This may have a profound effect on the patterns
of human behaviour, especially in the situations in which people rely on the
availability and quality of information.

In everyday situations the existing infrastructure provides information of ade-
quate quality and in a timely manner and people are typically capable of accessing
the information and adjusting their activities accordingly. However, many of such
pre-deployed systems are not as useful and effective in emergency situations, like
natural disasters or terror attacks. The usual information delivery channels may
be disrupted, and of importance – the information consumers may require is at
an entirely different rate of update and level of detail when coping with their spe-
cific situation.Abalance between providing a broad image simultaneouslywith the
information required locally is crucial. In particular, a successful evacuation may
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depend on the underlying physical infrastructure as well as on coordination. The
physical infrastructure adjustments tend to be quite costly. Agent based models
provide a reasonable solution for agent behaviour prediction and analysis.

Agent Based Modeling is an important tool, particularly relating to recent
developments in Computational Social Science [1]. For effective, realistic agent
based modeling frameworks, it is of great importance to integrate cognitive mod-
els for social simulation [2]. With the recent revolution in ambient intelligence
and the increasing trend of social media usage for interaction, the need of ex-
ploring social networks in social simulation is evident. Towards this, a social
simulation should model the “process” influencing the buildup of a social net-
work. Consequently, it should also analyze the “structure” a networks evolves
into based on the environment and parameters describing the process. As indi-
cated by Alam and Geller in [3], structure of a social network emerges based on
the modalities of the process. One of the most important modalities of a pro-
cess in social simulation (and social networking within it) is the “connectivity”
between the interacting agents. The connectivity of the agents is dependent on
communication as well as spatial features.

In this paper, we model an agent based framework on a real physical space.
We are simulating the evacuation of the space given a crowd of agents. Agents
make routing decisions towards points of attraction, where we assume once these
points have been reached the agents are safe. The routing decisions are based on a
novel cognitive decision model, which integrates belief, trust, and confidence and
is based on agent communications. Communications occur based on the physical
proximity of other agents and distant communications, simulating phone conver-
sations. The entire process is encapsulated by the agent perception map, which
is the main contribution of this work. Overall, the agent perception map (which
is the agent’s perception of the density of the world, or physical space) contains
the routing information which is updated based on agent communications.

The contributions of this paper are: (1) a novel cognitive decision model based
on trust, belief, and confidence, (2) a realistic simulation framework for crowd
evacuation in an emergency scenario, (3) the encapsulation of a cognitive decision
model for agent routining based on the forumulation of an agent perception map.

Based on our simulation results, we investigate the validity of our model. Some
examples of our findings are that (1) the full communication model results in a
higher number of pair-wise agent trusts given higher degrees of trust, (2) agents
which communicate locally only are able have higher accuracy in their density
perception of the world, though agents with a full communication mechanism are
able to perceive more density information about the world (have more perception
map information) though with slightly less accuracy, and (3) the node degree
distribution of the evolved trust network exhibits the same overall shape as a
real mobile phone communication network.

2 Related Work

From a networking science perspective, a number of related studies follow Klein-
bergs generative model [4] that explored the emergence of spatially embedded
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networks and their searchability. In particular, Liben-Nowell et al. [5] investigate
the functional dependence of the probability of tie existence on the distance be-
tween LiveJournal users. The effect of a distance on the cellular communication
patterns was explored by Lambiotte et al. [6] at a customer level and by Kings
et al. [7] at an inter-city level. Adamic and Adar [8] explore the geographic
properties of e-mail exchange networks within a company, while Mok and Well-
man [9] focus on how the frequency of offline face-to-face interactions decays
with distance. However, these studies did not directly address the specifics of
the information benefits, geography, details of cognitive processes or the evolu-
tion of trust relationships between the peers typically focusing on the network
structure and the distance as the fundamental underlying mechanisms of the
suggested generative models.

There are many related works in the agent-based modeling community. In
many existing models (e.g., [10]) crowd dynamics are considered from a lat-
tice gas perspective by representing the systems actors by particles interacting
through forces and fields. Although such models are highly scalable, they ignore
(complex) internal dynamics underlying the decision making of actors, and, thus,
cannot be used in cases for which rich cognitive and affective representations are
required (e.g., reasoning, human decision making).

In addition to the importance of integrating the cognitive models into social
simulation in general [2], the importance of human behavioral modeling (cogni-
tive and social) specific to the emergency situation has already been noted [11].
However, in many of these efforts, the cognitive decision making rules are either
very simple [12], or investigated only on an operational level [13]. The strength of
our model is mapping cognition based reasoning on the decision making related
to an evacuation situation from a city. We present explicit relationships (based
on well-established neurological and psychological theories) between intentions
and emotions in decision making.

A few studies [14,15] investigate the effects of information spread and emotions
in crowds. In these studies, no ambient devices for communication over distance
are used. Furthermore, in contrast to the model proposed in this paper, these
studies do not consider trust relations and evolution of social networks.

In [16] an agent-based decision-making model in the context of crowd evacu-
ation is proposed, which integrates existing neurological and cognitive theories
of affective decision making. In contrast to our model, this model does not use
crowd density as a decision criterion, and does not consider the evolution of
the social networks. Furthermore, simulation in this study was performed on a
smaller scale.

3 Agent Based Model

Our agent based model is simulated using Repast for High Performance Comput-
ing (Repast HPC) [17] for high performance distributed computing. It consists
of multiple models defining space, mobility, perception, communication, and de-
cision making, all formalized in the following sections.
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3.1 Physical Space

Cells. The physical space in which agent movement takes place is taken from
a neighbourhood in a real city in Linz, Austria. A raster image of the map is
incorporated into the model by first reducing it to an area of 500 cells, where
each cell is a unit of space equivalent to 1.25 × 1.25 m2 in reality. The space
referred to as a cell is later used for modeling individual agent mobility and for
assuring two agents do not ‘step on one another’ or overlap in space.

Sectors. The map is segmented into 25 equally sized sectors for processing,
where each sector is simulated by a single processor (25 processors in total). The
area simulated and the division into sectors can be seen in Figure 1.

Map Generation. For agent mobility on the physical space, the map has to
be converted to a binary grid. In order to achieve this, streets are selected as
walkable areas (agents can move here), and all other areas are considered to be
non-walkable (agents cannot move here). A smoothing algorithm was run over
the space, first horizontally, then vertically, to counter inconsistencies in raster.
The smoothing function is a low-pass filter, with filter coefficients equal to the
reciprocal of the span.

Points of Attraction. For the emergency scenario simulation, we consider
‘‘points of attraction” (PoA), where an agent is considered to be ‘‘safe” once
having reached these points. These PoA’s are used in order to evaluate the
decision making and mobility modeling. The PoA’s can be seen in Figure 1 (b),
illustrated by the red boxes in the corners of the space modeled. In this paper,
the coordinates of the PoAs are provided manually, but in future work, our
approach could easily be extended to handle random PoA generation.

3.2 Mobility

Our agent based model has the capability of modeling different transportation
modes though this would result in an extra dimension of complexity in the
results, so we chose to address one mode of transport for this work. Every agent
requires individual basic routing information in order to move independently,
assuming that all agents are pedestrian. In order to achieve this, we use the cell
floor field method [18] to transfer information to the agent occupying a space at a
given instant in time. This is the main reason for defining a cell (in Section 3.1).
Each cell contains three variables, which are used for agent movement decision
making. These are as follows.

1. Direction: The directions of each of the PoAs from the current cell. We
refer to this feature as the direction of motion (DOM). Each DOM ranges
from 0 to 355.99, calculated as the relative angle between the current cell
and the cell containing the PoAs.

2. Distance: The physical distance to each of the sectors containing PoAs
from the current sector, referred to as the hop count (HOPC). The HOPC
is computed as the number of cells between the current cell and the cell of
the PoAs.
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(a) (b)

Fig. 1. View of the physical space (also referred to as the world) divided into 25
sectors. The sectors are necessary for efficient processing. Each sector is processed by
an individual processor, and the agent decision making and perception of the world
(described in the next section) is based on these 25 sectors. All white patches represent
streets and are walkable by agents. All other are non-walkables by agents. In (b), a view
with 5000 agents distributed uniformly over the space is visualized, with the points of
attraction shown near the corners with red boxes.

3. Route: The route is the sequence of sectors that need to be traversed by
agents in order to reach each of the PoAs.

An agent makes a routing decision based on a PoA selection, formalized next.

Routing Decision. If we define a point of attraction, poA, as a series of sectors
forming a route (R), we can formalize this as R = {IDj1 , IDj2 , ...IDjN} where
IDji is the identifier for sector ji. The subscript of j denotes the index of the
process in the route j. We assume N processes form a given route. We compute
the average density for each route as

ρ(poAj) =

N∑
e=1

ρ(IDje)/N. (1)

The average density is then also weighed in conjunction with distance (d) as:

ω(poAj) = ρ(poAj) ∗ d(poAj) (2)

The point of attraction selected, poA∗, is chosen to be the one with the minimum
weight over the route. Formally,

poA∗ = poAjwithmin(ω(poAj)). (3)

Speed. We assume an agents’ speed is affected by the density in its current
vicinity. Therefore, an agent’s speed is density based where the agent is assumed
to know the density of it’s current region (or sector). The formulation for speed
is based on the free flow speed and is given by the following equations:

speed on density = vo ∗ (1 −Nagents/Nwalkables) (4)

speed = max{vmin, speed on density} (5)
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where vo = 1.36, Nagents/Nwalkables is the density of a sector and vmin = 0.0136.
Note that speed is not constant and is defined by speed on density.

3.3 Perception

Each agent maintains a perception of the surrounding world and updates it
by collecting information through his “sensors” (i.e. personal observation) and
receiving information via communication from his peers. The perception may
be correct or not. The peers may transfer information by physical proximity
interactions, or based on distant communication means (for example phone calls)
with trusted peers (or friends).

Given this overview, we define a perception map for each agent, where each
agent has a perception of the density in each of the sectors in the world, where
the sectors are the 25 shown in Figure 1. Therefore each agent has a perception
map containing 25 density values, which are updated continuously over time.
In the case of an emergency scenario, the critical feature is the density so that
an agent can reach an exit as quickly as possible. Additionally, the information
source, time of reception and reliability assessment is stored by each agent.
These maps are updated through (1) personal observation (described next) and
(2) communication with other agents (described in Section 3.4).

Personal Observation. The personal perception of an agent corresponds to its
natural ability to observe its surroundings. Within a perceptible capability (e.g.
visual and auditory range), an agent is considered to estimate the density around
herself accurately. This personal observation acts as the default density percep-
tion of an agent of its current region, unless “outside” information is received,
either through implicit dispersion due to sharing based on physical proximity
communication, or explicit influence based on distant communication, in which
case the decision model (Section 3.5) is used to update the agent perception
map.

3.4 Communication

Physical Proximity Communication. Within an interaction range of radius
R, all agents can interact with each other and share information about their own
perception. The information exchange occurs, however, based on the decision
model in Section 3.5 assuming a radius of range, R = 25 cells.

Distant Communication. Distant communication corresponds to the inter-
action between agents without spatial consideration, such as phone calls and
messaging. For the simulations, we assume an agent attempts to contact an-
other towards which she has maximum trust. Once the communication takes
place, the perception maps of both agents would be updated based on the deci-
sion model (Section 3.5). It is possible the communication does not take place,
if the receiving agent has already reached a PoA.
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3.5 Decision Model

Very generally, an information source influences the confidence of an information
receiver about the density in a region in proportion to the receivers trust to the
source: the more the receiver trusts the source, the more it adopts the sources
opinion on the density [19]. In emergency situations, people usually have little
time and limited access to information to elaborate well possible decision options.
Furthermore, available information is often contradictory, partial and outdated.
Under these circumstances people often use cognitive shortcuts, such as based on
trust. Given this reasoning, we formulate a decision model for our simulations.

The decision making of an agent consists of evaluating the time required
for reaching each known exit. The agents estimation of the total time for each
decision option (i.e., a path to an exit) depends on the agents estimation of its
average speed for each sector on the path to the exit:

total timeag(path) =
∑

s∈path

lag,s(t)

vag,s(t)
(6)

The agents estimation of the length of the section lag,s(t) of the path confined
within sector s and of the average speed in the sector vag,s(t) are updated based
on the agents own observations and information about the crowd density in the
sector received from other agents.

Information about the densities of regions are updated by decision making
model. The higher the confidence value of the obtained information and the
higher the trust of the agent to the agent-informer, the higher would be the
effect of the obtained information on the agents beliefs:

B∗
ρr ,j =

Cρr ,iTj,iBρr ,i + Cρr ,jBρr ,j

Cρr ,iTj,i + Cρr ,j
(7)

where Tj,i is j’s trust towards i, and ∗ represents the value at the next iteration.
Furthermore, Tj,i is updated as:

Tj,i∗ = Tj,i + α(Cρr ,j
1

1 + e−γ|Bρr,j−Bρr,i|+β
− Tj,i) (8)

where B is the belief, T is the trust, C is the confidence, and α, β, and γ are con-
stants. We assume Cρr ,i is the confidence agent i has about the about the density
in region ρr. We assume an agent i communicates this density information to
another agent j.

Agent js confidence is then updated as follows:

C∗
ρr ,j =

Cρr ,iT
∗
j,i + Cρr ,jT

∗
j,j

T ∗
j,j + T ∗

j,i

(9)

We assume every agent fully trusts themselves, therefore T ∗
j,j = 1.

For simulation results, we assume α = 0.8, β = 5 and γ = 10. Note, α is
the rate of change of trust - a personality characteristic indicating the agents
ability or willingness to change its state. β and γ are the steepness and threshold
parameters of the logistic function, respectively. The values β = 5 and γ = 10
were chosen experimentally to reflect the following dynamics of trust:
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– the agents gain high values of trust (> 0.7) slowly;
– a low level of trust (< 0.3) grows slowly with every positive experience;
– the average trust values ([0.3, 0.7]) vary rapidly.

Motivation for Trust. Agents associate trust with every relationship they
have. Trust is an attitude of an agent towards an information source that de-
termines the extent to which information received by the agent from the source
influences agents belief(s). It takes values in the interval [0, 1]. The higher the
trust to an agent, the higher the extent to which information provided by that
agent is used in the decision making ([19]). The trust to a source builds up
over time based on the agent’s experience with the source. In particular, when
the agent has a positive (negative) experience with the source, the agent’s trust
to the source increases (decreases). An information experience with a source is
evaluated by comparing the information provided by the source with the agent’s
beliefs about the content of the information provided. The experience is eval-
uated as positive (negative), when the information provided by the source is
confirmed by (disagree with) the agent’s beliefs. This assumption is supported
by many experimental evidences, which demonstrated that trust correlates pos-
itively with similarity of agents (e.g., similarity of interests) [20,21].

4 Experiments and Results

4.1 Simulation Scenario

For simulation results, we generate 5000 agents randomly, spread evenly over
the walkable areas on the map (world). Therefore, each sector gets a fraction of
agents equal to its walkable count over the total walkable area count. Our results
are evaluated based on two scenarios.

1. proximity comm: The first evaluation of our models considers a scenario
where communication only occurs based on physical proximity interactions.
In this scenario there are no distant communications (defined in Section 3.4).

2. full comm: The second agent based model simulation considers a full com-
munication model, where agent interactions occur both based on physical
proximity as well as distant communications.

Of the many features simulated, we found the most critical to be the trust
formations, the agent perception maps, as well as the distribution over exits,
which is the focus of the results presented.

4.2 Trust Development

In order to evaluate the development of trust across the agents, we consider a
network of trust. The nodes of the network are agents and the directed edges
symbolize trust, where the weight of an edge is the amount of trust an agent
has towards another. In order to understand the overall amount of trust in the
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Fig. 2. The average agent node degree in the trust network plot as a function of degree
(or amount) of trust. The network consists of agents as nodes and edges representing
the degree of trust. In (a) the node degree is plot at the 15th iteration of the simulation
(over a total of 50 simulations). In (b) the node degree is plot at the mid-point. In both
cases, we can see there is a higher node degree for higher degrees of trust (indicating
there is more trust in a full communication network). However, there is a higher node
degree for lower degrees of trust given proximity only communication.

network, we consider the overall average node degree as a function of the degree
of trust. More specifically, we consider the node degree for which the edge weight
is greater or equal to x, as a function of x, where x is the degree of trust. These
results are shown in Figure 2, where (a) is approximately the 1/3 point in time
of the simulation and (b) is the mid-point of the simulation. We consider these
points in time since these are the critical points at which agent interactions
have taken place and the decision for PoA selection is vital at these instances.
After the mid-point many of the agents reach their chosen PoA and therefore
the simulation is stabile and the trust dynamics are no longer visible. Overall,
the results in Figure 2 indicate that a full communication mechanism results in
a higher number of pair-wise agent trusts given higher degrees of trust.

In Figure 3 we further make a comparison of (a) the overall distribution of
the network of trust node degree from our agent based framework to (b) that
of a real-life mobile phone data collection. The details of the mobile phone data
collection and network data analysis can be found in [22]. In Figure 3 (b) we
consider the overall static network of phone communications of the participants
in the dataset and plot the average node degree as a function of the number
of calling events (edge weight). Both plots in (a) and (b) are presented on a
log-log scale. Very generally we observe their shapes to be similar, serving as
a validity check for our trust model. We can conclude the network of trust
developed by our agent based model generally follows a similar trend to a real
phone communication network, where we assume phone communications occur
between trusting individuals, with information exchange as is the case for the
trust network.
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Fig. 3. Comparison of the average node degree as a function of edge weight for (a) the
agent based model trust network at the mid-point of the simulation (b) the node degree
of a real communication network taken from a large scale mobile phone data collection.
This result serves as a general validity check to determine whether the network shape
corresponds to that of a similar real-network.

4.3 Perception Maps

In order to evaluate the agent perception map data, we evaluate the degree to
which each agent’s perception of world is similar to the actual world informa-
tion, which is the density of a sector. For this evaluation, we accumulate over
all of the agents, the difference between the actual density and the perceived
density (|ρactual − ρperceived|) for which the difference is greather than a thresh-
old, Th. The results presented in Table 1 are computed over the total number of
agents, iterations and sectors, resulting in the evaluation of the overall number
of perception maps in the simulation.

Overall, we find that agents which communicate locally only are able have
higher accuracy in their density perception of the world, though agents with
a full communication mechanism, including both local and distant communica-
tions, are able to perceive more density information about the world (have more
perception map information) though with slightly less accuracy.

4.4 Exiting Behavior

We plot the number of agents per point of attraction over time in Figure 4 to
see how agents distribute themselves differenly in both simulation strategies. We
observe that in the full communication simulation scenario, before the mid-point
there is a more even distribution of agents to the PoAs (labeled as exits in the
figure). This difference is subtle and can ben seen by the difference in the green
curve between the figures at the mid-point.
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Table 1. The number of perception maps with |ρactual − ρperceived| < Th, where the
difference between the perceived density by an agent and the actual density is evaluated
over different thresholds. The number of perception maps are computed over all the
agents, sectors, and time steps. These results indicate that the full communication
model results in overall more informed perception maps (as seen by Th = 0.035).
However, when considering the least amount of error in the perceived density (Th =
0.005), the proximity only communication is more effective.

(a) Proximity Communication (b) Full Communication (b)-(a)
Th |ρactual − ρperceived| |ρactual − ρperceived| difference

0.005 3764170 3742735 -21435
0.01 4219515 4206839 -12676
0.02 4903318 4907265 3947
0.03 5128701 5133970 5269
0.035 5228494 5239598 11104

Fig. 4. The number of
agents having reached a
PoA (labeled as exit x) over
time. In the full communi-
cation scenario, before the
mid-point, the four points of
attraction are more evenly
reached. This can be seen
by the spreading of agents
from the PoA in green (exit
4) to other PoAs.

5 Conclusion

We present an agent based simulation framework to model the dynamics of
agent perception and explore the effect of communication on crowd dynamics in
the context of evacuation. We present a new model defining a belief, confidence
and trust mechanism which forms the basis for agent movement decision making
based on the agent density perception map. We have found a full communication
model to be advantageous to a local communication model since agents can have
a larger overall number of agent perceptions about the world, and can result in
a larger number of highly trusted pairwise relationships.
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Abstract. We present SerenA, a multi-site, pervasive, agent environ-
ment that suppers serendipitous discovery in research. The project starts
from the premise that human users cannot be aware of all the research
information that is relevant to their work, because of the compartmen-
talisation of research into fields around particular journals, and, simply,
because there is too much to know. In particular, the Semantic Web
provides a resource which can assist, but there is more to be discovered
than the things that a user might deliberately search for. SerenA, then,
attempts to assist researchers by presenting them with information that
they did not know they needed to know about their research.

Keywords: Serendipity, semantic web, pervasive agents.

1 Introduction

We describe SerenA, an agent-based, semantic, pervasive, embedded personal
assistant system, for academic researchers. SerenA is designed in response to
the RCUK Digital Economy “Designing Effective Research Spaces” challenge1,
and is, in the first instance, intended for arts and humanities researchers.

The key idea of SerenA is to create a Serendipity Arena: a virtual space in
which serendipitous discovery of several different kinds is more likely to happen
than elsewhere. For example, two SerenA users with common research interests
might be travelling to the same place, but not be aware of the fact; SerenA
would alert them and, if its users desired, arrange a discussion meeting. However,
the aim is not merely to create an academic dating service; rather, the idea
extends to objects in the world too, so that, for example, a researcher arriving
at King’s Cross station in London could be informed that a unique manuscript,

1 www.epsrc.ac.uk/SiteCollectionDocuments/Calls/2009/DERSSandpitCall.pdf

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 85–96, 2013.
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of direct interest to their work, and borrowed temporarily from Egypt, is on
show in a nearby museum on that day; what is more, they could be told this in
advance, when they book their train ticket on line, so they can plan for a visit.
Above all, SerenA is meant to find for its users things that they did not know
they wanted.

These superficially simple tasks involve significant background reasoning,
about users’ interests and activities, and about real-world data, such as loca-
tion and time, both current and planned. They require a substantial software
infrastructure that can travel with the user, but also supply substantially more
computational power than a standard mobile device; this is sometimes referred
to as “the Mobile Dilemma”. The infrastructure must also be capable of seman-
tic analysis of a user’s writings and actions, if not in real time, at least in a
time frame that is practically useful in context (consider the examples above:
the temporal requirements of the corresponding notifications are quite differ-
ent). SerenA’s target users cannot be assumed to be expert computer users,
and therefore it must work with them in ways that are both easy to use and
engaging.

Thus, under detailed scrutiny, the superficially simple idea of SerenA quickly
expands from an engaging and useful tool to an archetypal general AI problem,
including language understanding, proactive semantic reasoning, intelligent in-
teraction and pervasive presence. The only factor to reduce the challenge is the
nature of serendipitous discovery itself: unusually in computer science, and only
within reason, the system can be usefully ambiguous or even wrong. This is so
because, ultimately, SerenA forms a hybrid system with its users, and unex-
pected, off-the-wall information from the computational part of the hybrid can
nevertheless usefully inform or stimulate the human part. Therefore, SerenA
has reduced responsibility for correct reasoning: its suggestions need only be
useful; they do not have to be logically correct.

Luck et al. [5, p. 40] identify seven key challenges for multi-agent system
research, all of which are relevant to SerenA—though not all are currently
implemented. Here, we exemplify challenges 4.2 (increase quality of agent soft-
ware to industrial standard), 4.3 (provide effective agreed standards to allow
open systems development), 4.4 (provide semantic infrastructure for open agent
communities) and 4.6 (develop agent ability to understand user requirements).
The remaining challenges are for future work. This said, the key contribution
described in this paper and associated demo, on the practical applications of
agents, is the assemblage of the system, not its components.

The funded SerenA project, as a whole, includes designers, HCI and usability
specialists, and computer scientists, working together in a broad coalition. It has
considered the epistemology of serendipity [8,6,7], the meaning of the concept
of serendipity to researchers, and their reactions to it [13], and approaches to
concept extraction from text [11]. Also work has been done on language process-
ing with a view to discovering users’ interests from their tweets [12] and their
goals from their notes and email messages [10]. The current paper, though, takes
a top-down perspective, explaining the overall conceptualisation of the system,



SerenA: Agents Supporting Serendipity in Research 87

explaining how the primary challenges are met, and in particular focusing on
the agent system that forms the core of the pervasive environment.

With this aim in mind, the rest of the paper describes a selection of the
functions of SerenA, from a user’s perspective, identifying the engineering chal-
lenges, and outlines how they are integrated by SerenAś core agent system.
There is not space here to describe every aspect of SerenA in detail. Rather, we
aim to give a flavour its capabilities, and to demonstrate how the agent system
contributes, on multiple levels, to the elegant implementation of the whole.

2 Affordances and Constraints

We now describe SerenA from the user’s point of view, explaining how the
various affordances of the software affect its design. We identify the points at
which the agent approach is particularly useful.

2.1 Ubiquitous Intelligent Personal Support

SerenA is conceived as a ubiquitous computing environment, which should in-
teract with its users via their mobile devices and desktop computers, and via
public installations in public spaces. The requirements of these three interactors
are somewhat different. The first two are private to the user, and authenticated,
while the third is public: this difference impinges on the nature of the infor-
mation that can be displayed. Mobile devices tend to have significantly smaller
displays than desktop machines, and a public display is more likely to be large
than small, so this dimension distinguishes the first category of interactor from
the second and third. In the SerenA project so far, we have focused on the mo-
bile private SerenA, with only one proof-of-concept public SerenA interactor
currently planned. These are described in §2.2.

SerenA’s ubiquity, delivered through mobile and fixed devices, imposes con-
straints on its design, which agent-based designs are well suited to meet. First,
the behaviour of the system must be consistent and persistent. That is to say, an
interactor must behave uniformly, and must not lose information if, for example,
it is switched off, or (more likely) if there is a network outage. A very neat way
of addressing this issue is to maintain an agent that simulates the mobile de-
vice, and then to implement synchronisation of information between the mobile
device and its agent, which can be done independently of the workings of the
rest of the agent system, and of the user’s interaction with the device2. We term
this kind of agent, that echoes the behaviour of an entity in the physical world,
a shadow agent3. Shadow agents of other kinds appear too, the most important
being the user agency, a group of agents that shadow the user, supplying in-
formation about the user (e.g., location, research interests, privacy settings) to

2 Of course, the user’s interaction with the device as a whole may be restricted by a
temporary network outage, but this is not a soluble problem.

3 The term is borrowed from the UK government system, where the official Opposition
forms its own cabinet, shadowing the ministerial (dys)functions of the government.
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the rest of the system, but also autonomously acting on their behalf to make
serendipitous discoveries. The user agency is described in §3.2.

A key advantage of the shadowing approach is that it allows us to meet
SerenA’s requirements for high-power computing and network access in static
installations with high-powered servers with fast access to the Internet, both of
which are sine qua non for the deep inference required of SerenA if it is to be
helpful to its users. A further concomitant advantage is the stability and security
of such managed systems. The agent community, running on these servers, can
work uninterrupted, communicating internally with the shadows of the physical
world interfaces, and those interfaces can be updated live when connected, or
asynchronously when an interactor reappears on the network after being discon-
nected. What is more, the asynchronous nature of the agent community absolves
SerenA’s implementers of the need to manage the appearance and disappear-
ance of interactors, and also the delays inherent in web services and sites; agents
communicate via message passing, and, simply, when they are disconnected, or
when there is a delay, no external messages messages appear (though of course
the corresponding shadow agent may continue working independently on the
basis of prior information). A final bonus of shadowing is in the use of shadow
agents to represent external internet resources within the agent community. This
means that issues of translating between languages and formats need not be
spread throughout the system, but can be handled by a specialist shadow, so
that the information is manipulated into a SerenA-friendly form, exactly once,
as soon as it enters the system. Our use of FIPA ACL standards4 means that
responses can be straightforwardly associated with their corresponding queries,
on receipt, using conversation management.

SerenA is implemented using the Java Agent DEvelopment Framework5 [1],
which supports two important SerenA requirements. In JADE, agents run in
notional containers, one or more containers per machine, but multiple machines
can be connected together into a JADE platform. This allows failover to be
implemented at the agent level: duplicate containers of SerenA agents can be
run at multiple sites, and one fails, another can take over.

2.2 Interactors

Private SerenA

One of SerenA’s design constraints is that its users should not have to use
specialist interfaces and equipment; it should work invisibly behind familiar in-
teraction paradigms, making itself noticed only when a direct user response is
required, or when the user’s attention needs to be drawn to SerenA output.
To this end, we have designed an interface, which is the current focus of our
interaction work, as an Android app, conceptualised as a Semantic6 Notebook

4 http://www.fipa.org/specs/fipa00061/SC00061G.html
5 JADE; http://jade.tilab.com. It seems likely that Erlang (www.erlang.org) is a
future candidate for such implementations.

6 This epithet is justified further in §3.

http://www.fipa.org/specs/fipa00061/SC00061G.html
http://jade.tilab.com
www.erlang.org
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Fig. 1. The Semantic Notebook App. Left to right: Notebook view (creating a new
notebook and personalising the cover); Goal list (keywords and goals); Sort By: Visual
and date; Keywords and Multimodal notes with Goals (Tags in the body of the text)

[9]. The researcher-user is invited to make notes, add tagged images, keywords,
and so on, all in free text. The notes can be organised in a predictable but useful
way. Interaction with the user is then managed by SerenA processing the user’s
text, and then adding annotations (e.g., items of text, web links), to the notes,
making the distinction between the user’s notes and SerenA’s additions clear by
means of typography. Example views are given in Figure 1. When SerenA adds
a new annotation, the Android notification system informs the user, according
to their preferences. The user can then follow up the suggestions at their leisure,
or delete them if they wish. In some cases, time-sensitive notifications will fade
away when they become stale, though a user might choose to override this.

This kind of interaction is advantageous for two reasons: first, SerenA must
avoid the paperclip effect7; and, second, the reasoning required to suppress point-
less information is often extensive (see §3), and cannot be performed on the fly,
while the user waits. The concomitant advantage of asynchrony is that network
outages do not degrade the experience: the user will come to expect SerenA

suggestions at some time after they make their notes, but not immediately.

Public SerenA

The criteria for a public instantiation of SerenA are quite different. First, there
are significant security issues concerned with a user’s personal or private infor-
mation: in the current prototype, we address this simply by using information
that we know to be public. There are major open opportunities in a public in-
stallation of this kind: it is not merely intended to be a terminal that individuals

7 The irritation produced when Microsoft’s Clippy character used to intrude unex-
pectedly, distracting the user from their task, with often incorrect information.
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can use to access private SerenA, but something altogether more collective.
One key affordance, given the right social context, is the ability to communi-
cate with more than one user at once via the same channel. For example, at
an academic conference, one might display connections between consenting del-
egates, in terms of the connections that SerenA has found between their work
and interests: since SerenA is focused on finding unexpected connections, this
approach might be expected to add value to the social interaction at the event.

Our first prototype public SerenA is conceived in the context of a major UK
city library. It is architecturally melded with the building, in that its outputs are
projected directly on to walls, using site-specific designs that integrate with the
architecture. Its outputs consist of simple visualisations (the simplest being mere
text) of documents that are ordered via the library’s on-line order system. The
information is filtered, so that no connection with the library user ordering it
can be made: their name is not displayed, nor is the time at which they ordered
it. In principle, however, interesting work could be done finding connections be-
tween documents ordered by different people, and displaying on public SerenA

a summary of these: a sort of local, temporary Zeitgeist analysis. An example
design is shown in Figure 2.

Communication with the Agent System
SerenA’s interactors communicate with the Agent System via shadow agents as
outlined in §2.1. Externally, the connection from the shadow to the mobile device
is implemented directly in Java, running as a background process in Android,
and connecting to the shadow via a persistent WebSocket8,9. This process then
communicates with front end UI managers, such as the Semantic Notebook App.
Necessarily, some local storage of information (such as what is on the current
display, what is in the notebook, both from user and from SerenA, and what
has or has not been synchronised with the shadow agent) must be managed,
and this is done using a local database, working in the same language as the
agent system (see §3); other issues of synchrony are dealt with at the level of
WebSockets or below, in TCP/IP.

3 Knowledge Representation and Inference to Support
Serendipity

3.1 Formalism: The Semantic Web

In order to make interesting and unexpected connections, SerenA explores and
combines information from multiple sources, using the growing array of Semantic
Web resources. Increasing amounts of information from many different domains
are being made available as Linked Open Data (LOD). LOD uses syntactic and
semantic standards such as The Resource Description Framework10 (RDF) and

8 http://www.w3.org/TR/websockets/
9 http://tools.ietf.org/html/rfc6455

10 http://www.w3.org/RDF/

http://www.w3.org/TR/websockets/
http://tools.ietf.org/html/rfc6455
http://www.w3.org/RDF/
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a)

b)

Fig. 2. An example design for one instantiation of public SerenA. Books being ordered
from a library are presented as part of the architectural structure of the library in near-
real time. a) The live display. b) Direct view of the information displayed.
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OWL11 (the Web Ontology Language), and is available for query across the
web. SerenA also uses Semantic Web ontologies currently being developed and
integrated to express information in specific domains, such as FOAF12 to de-
scribe people and relationships, DBpedia13 for general knowledge, GeoNames14

for geographic locations and DBLP15 and Dublin Core16 for publications. These
ontologies and resources are being realised in individual web-accessible databases
which can be searched by tools such as Sindice17 or merged into larger databases
of machine-readable information such as FactForge18. As a result of these initia-
tives it is now possible to combine information from many different sources, at a
general, domain-independent level, to link location data obtained from a mobile
device to information about nearby places of interest, for example.

SerenA’s domain knowledge and agent control commands are represented in
RDF, a good choice for expressing highly structured knowledge-based informa-
tion; together with the OWL-DL subset of OWL, this affords a Description Logic
[2, ch. 9], a well-understood basis for knowledge representation and inference.
SerenA’s agents communicate in RDF, also, and its message envelopes meet the
FIPA Agent Communication Language specification. This approach eliminates
the need to translate domain knowledge acquired from the Semantic Web to
internal agent knowledge representations. It can also support multiple levels of
agent reasoning.

Because SerenA agents are themselves described in RDF, the possibility is
open to build agents that reflect on and modify the behaviour of others. However,
this is currently deferred to future work.

3.2 User Modelling: Agent.Me

Over time, SerenA builds a model of its user, expressed in RDF, including
information given by the user, information inferred directly under the control
of the user, and information inferred about the user by the system. This in-
formation is made available to a collection of agents, which act as the user’s
shadow in the agent community. The modelling process is kick-started by our
Discover.Me.Semantically service19, which searches for information about a new
user, and then consults with them to select what is relevant.

11 http://www.w3.org/TR/owl2-overview/
12 http://www.foaf-project.org
13 http://dbpedia.org
14 http://www.geonames.org
15 http://dblp.uni-trier.de
16 http://dublincore.org/documents/dc-rdf/index.shtml
17 http://sindice.com
18 factforge.net
19 Source code under GPLv3 license:

https://github.com/robstewart57/discover-me-semantically

Running instance:
http://serena.macs.hw.ac.uk/serena/discover-me-semantically/

http://www.w3.org/TR/owl2-overview/
http://www.foaf-project.org
http://dbpedia.org
http://www.geonames.org
http://dblp.uni-trier.de
http://dublincore.org/documents/dc-rdf/index.shtml
http://sindice.com
factforge.net
https://github.com/robstewart57/discover-me-semantically
http://serena.macs.hw.ac.uk/serena/discover-me-semantically/
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Discover.Me.Semantically is a web-based tool that allows its user to author
RDF representing their professional and personal interests, skills and exper-
tise. The stand-alone implementation allows the user to download this RDF
representation as a file to be hosted on their own web pages20.

The standalone implementation (which the reader is invited to try) also of-
fers a path to visualize this RDF on a linked-open-data visualization called
LodLive21, to explore the paths along links away from their skills and interests.
The tool knows of several Web resources, and records some aspects of equivalence
between them, and these sameAs links can also be explored. The RDF represen-
tation of the user so generated can also be stored in SerenA’s user model, and
then be used by a user’s shadow, or Agent.Me to assist in finding information of
interest. Other readily available information sources also contribute to the user
model, such as bibliographical information, obtained from a user’s BIBTEX or
EndNote file. In the longer term, we intend to repurpose ideas from Intelligent
Tutoring Systems, in which the computer’s model of a user is made visible to
the user [3], so that the user can reflect on it, and correct it if necessary.

3.3 Supporting Serendipity with Inference: Goal Detection

It is in the nature of serendipity to be unpredictable: if one could create the
effect to order, it would not be serendipity, by definition. Our aim, instead, is
to enhance the conditions in which serendipity might take place. Ultimately,
this process will be managed by the agent system, with some agents requesting
information to give to the user, and others searching for answers according to
the competence of the resource they are shadowing. The asynchronous, open na-
ture of the agent system, and also of our interface method (see §2.2) mean that
relatively little overhead needs to be expended on simple question-answer inter-
action. More interesting reasoning, however, can be carried out by generalised
reasoning agents, but this is future work.

A key issue in supplying the user with useful information is to understand the
research goals that they are expressing in their notes, files and email22. We have
begun work with the GATE natural language processing system23, with some
success in detecting goals in natural language sentences [4], and an ontology for
goals has been defined [10]. These ideas will inform the Agent.Me.

An example of these ideas in action can be found in our case study of connect-
ing users within one institution. For this, we use information gathered for the
UK Research Excellence Framework24. The information is about publications
of every academic in the institution (coverage is not universal, in fact, but this
does not prevent the system from working), and about the academics themselves.

20 Having a foaf.rdf file attached to one’s academic webpage is becoming common-
place for Semantic Web based researchers.

21 http://lodlive.it/
22 Of course, SerenA does not access files or email without permission.
23 http://gate.ac.uk
24 http://www.ref.ac.uk/

foaf.rdf
http://lodlive.it/
http://gate.ac.uk
http://www.ref.ac.uk/
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This information is available in RDF format, delivered via a web service. Also
included, for many publications, is the plain text of the abstract.

Our approach is to extract semantic annotations from titles and abstracts,
using the OpenCalais web service25. Once this is done, we run semantic web
queries to deduce answers to such leading questions as:

– Which people in different schools (who therefore may not know each other)
describe the same concepts in their papers?

– Are there more experienced specialists (e.g., professors) who often publish
papers on concepts also of interest to (e.g.) early-career research associates?

Perhaps unsurprisingly, these queries produce many answers, and we are working
on heuristics to filter them in a useful way, with respect to promoting serendipity.

4 System Overview and Example

Figure 3 illustrates the overall system architecture with some example agent
types, and also shows the potential communication between agents in two specific
tasks. These are: information flow resulting from the addition of a new note to
the Semantic Notebook App (dashed arrows); and information flow resulting
from the arrival of two users with common interests in a location with a public
SerenA installation (dotted arrows).

New Notebook Annotations
When User 1’s device shadow agent announces to User 1’s Agent.Me that a new
note has been added to the user’s Semantic Notebook, the associated information
seeker agent broadcasts a request for information on the tags included in the
note. Some time later, a web resource agent finds a semantic web resource that
referring to some of the same concepts. The resource is returned to the user’s
interactor via its shadow, and presented in the Notebook as a title with a clickable
link.

The same broadcast request also reaches an inference agent, whose speciality
is to make connections between SerenA users who publish on related concepts
in different research fields. This agent can search for publications in DBLP, by
concept; it then broadcasts a request to all Agent.Mes to ask for the research
fields and institutions of SerenA’s users whose papers it finds. It then returns an
answer to User 1’s Agent.Me listing the papers of those users in their institution,
who publish on the concepts of interest but in different research fields.

Arrivals and Meetings
A more complicated example arises when two SerenA users who have enabled
their location agents arrive at the same conference, where there is a public
SerenA interactor. The users’ location agents broadcast their arrival at the

25 http://www.opencalais.com

http://www.opencalais.com
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Fig. 3. Overview of SerenA, with two potential agent conversations. Solid arrows in-
dicated on-going administrative information flow. Dashed arrows show communication
resulting from the addition of a new note to the Semantic Notebook App on User 1’s
phone. Dotted arrows show communication resulting from the arrival of two users with
common interests in a location with a public SerenA installation. See §4 for details.

event (which their Agent.Mes infer is significant from their diary entries), and
the inter-user connection agent notices their physical coincidence. It queries their
respective user models, and learns that they are both interested in being intro-
duced to other SerenA users. The inter-user connection agent broadcasts the op-
portunity to meet, which is relayed to the users’ interactors by their Agent.Mes,
but is also picked up by the local public alert agent, associated with the public
SerenA installation. This agent checks with both users that they allow their
images to be used on public SerenA, and, if they do, tells the shadow agent to
announce their presence and introduce them to each other.

5 Conclusion and Future Work

In a paper of this length, it is not possible to cover all the aspects of a system
design as large and diverse as that of SerenA. Here, we have attempted to convey
the basic ideas and raisons d’être of the system, and to give enough detail to
explain the contribution of the agent framework and communication style, and



96 J. Forth et al.

the resulting interaction with users. We believe this to be a novel contribution
to practical applications of multi-agent technology, in that to our knowledge, a
distributed agent system of this scale has not previously been deployed.

There is, it is clear, a substantial amount of work to do before we can claim
that SerenA has fulfilled its potential—although formal evaluation of various
aspects of the work outlined in this paper is in progress, there are many more
possibilities for emergent behaviour that have yet to be enabled. Detecting and
enhancing such behaviours will be the focus of future work.

Acknowledgements. This work is supported by EPSRC Sandpit Research
Grant EP/H042741/1 – SerenA: Chance encounters in the Space of Ideas.
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Abstract. In this paper we provide a prototype Multi-Agent macroeco-
nomic system where artificial agents’ behavioral rules are calibrated using
human behaviors. The artificial representation of humans, i.e. “molded”
avatars, derives from a two steps process. The first step consists in per-
forming laboratory experiments in order to gather microeconomic data.
The second relies on the use of data mining heuristic techniques on the
experimental data which allow for the identification of the behavioral
models that better approximate humans’ behaviors. The implementa-
tion of these techniques, which we call microeconomic calibration, leads to
the identification of heterogeneous agents. We maintain that the Multi-
Avatar systems which arise from the heterogeneous microeconomic cal-
ibrated agents give the possibility to improve the existing Agent-based
models. The proposed approach will generate consequently more reliable
policies evaluation tools. The model discussed in the paper is motivated
by the investigation on the role of entrepreneurs’ financial decisions over
the business cycle. This topic was addressed especially by Hyman Minsky
since the Fifties and recently gained a new momentum in the scientific
community after the onset of the financial crisis.

Keywords: Macroeconomics, Experimental Economics, Agent-based
Computational Economics, Microeconomic Calibration, Financial Insta-
bility Hypothesis.

1 Introduction

Recently, a growing number of economists has been showing an increasing inter-
est in the application of Multi-agent Systems methodologies, in particular in the
building of Agent-based models. The increasing “enthusiasm” in the scientific
community for the potentialities of this approach - especially for understand-
ing macroeconomic dynamics and policies [2,12] - gave birth to a new strand of
Economics which is called Agent-based Computational Economics (ACE) [24].

Among alternative modeling tools, ACE has proven to be valuable since it
accounts for “realism”: market disequilibria, bounded rationality of agents and
heterogeneity. ACE allows for modeling a large range of economic behaviors and
solves the aggregation problem by summing up over all individual variables.

Nevertheless, ACE is not free from criticism. Ceteris paribus, one of the major
challenges for researchers is to give scientific justification to the structure of
interaction and to agents’ behaviors selected and included into the model.

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 97–109, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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In the last few years the literature on ACE modeling has blossomed, but in our
opinion there are opportunities to strengthen the topic of how to endow artificial
agents with the “correct” behavior. Researchers can indeed choose among several
options1 in order to model agents’ actions, but this brings the “(too) many
degrees of freedom” problem into ACE modeling (for a broader view on this
issue see for example [11]).

In this paper we maintain that the construction of a reliable macroeconomic
Agent-based model should implement a process based on the following steps:

1. Inducting and calibrating microeconomic behavioral models by using “real
world” microeconomic data;

2. Building an artificial agent for each identified behavioral model;
3. Building an Agent-based model using the artificial agents designed in the

previous step;
4. Validating and calibrating the macroeconomic outcome of the artificial econ-

omy by using “real world” macroeconomic data.

This process has the advantage of performing a double validation-calibration
exercise (both at the micro and macro level) which in turn increases the relia-
bility of the model for policies evaluation, thus improving the guidance of policy
making applied to different frameworks.

However, the gathering of relevant microeconomic data is one of the first
problems which arises from the implementation of the process presented above.
In our work we try to solve this problem by running economic experiments.2 In
the present paper we briefly report on the experiments we carried on3 while we
focus on how to induce microeconomic behavioral rules and how to use them to
build an Agent-Based Model. These phases of our investigation are described in
sections 2 and 3 respectively.

We maintain that the suggested new methodology could address the issue of
microfoundations4 with more details than the existing literature. We suggest that

1 In the literature there have been developing two main approaches. The first relies on
Behavioral Economics theories and methods: it consists in the shaping of individual
behaviors through psychological experiments on human subjects (for an introduction
to the topic see [1] and [3]). A second approach is complementary to the first one:
it suggests to select only those behavioral rules which reproduce stylized facts at
aggregate level (see e.g. [8] and [6]).

2 For a comprehensive survey on the use of economic experiments in Macroeconomics
see [10]. One of the first economists who called the attention on the complementar-
ity of experimental economics and ACE is John Duffy who argued that bottom-up,
boundedly rational, inductive models of behaviors provide a better fit to experimen-
tal and field data. For a broader assessment of this topic see [9].

3 For further analysis concerning the model on which the presented paper is rooted
on see [16,17].

4 The microfoundations of traditional macroeconomic models (DSGE models) are still
a point of contention among economists [5]. The “crosstalk” between Solow [22] and
Chari and Kehoe[4] is of particular interest for understanding the core issues under
debate.
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inducting and calibrating behavioral rules by using experiments could provide a
deeper analysis of the individual decision making.

The underlying economic model is inspired by Hyman Minsky’s thought [19]
and in particular by his well known Financial Instability Hypothesis. Minsky’s
ideas have been widely neglected by the economic profession since his main
concepts are very difficult to model using the traditional deductive analytical
approach5. In contrast to that criticism we argue that the inductive approach,
i.e. finding entrepreneurs’ financial behavior by using experiments, is a valid way
out of that methodological impasse.

2 Identifying Microeconomic Behavioral Models

In this section we firstly describe the experimental settings which are intended to
be a small scale abstraction of the real world and they are meant to capture the
essence of the Hyman P. Minsky theory. We provide also explanations about the
identification and the micro calibration of behavioral rules parameters. In other
words we detail the work done on point 1 of the list given in the introduction.

2.1 Entrepreneurs Under the Magnifying Glass: Observing
Behaviors in the Experimental Environment

According to the experimental method [21], starting from a theoretical model6

we designed an economic experiment and then develop a software, namely a
Graphical User Interface, experimental subjects have to interact with. The soft-
ware is also used to gather data from experimental sessions.

The experiments took place in September 2011 at the University of Chieti-
Pescara (Italy) with the main goal of gaining insights on how experimental sub-
jects playing the role of entrepreneurs manage production and the balance sheet
structure in a dynamic and uncertain environment.

Twenty students7 of the Faculty of Economics and Management, specialized
in Accounting and balance sheet analysis, were selected among those who asked
to join the experimental program. They took part to six experimental sessions

5 For an assessment on that criticism see [13] and [18]
6 Our theoretical model is deeply rooted in the Hyman P. Minsky Financial Instabil-
ity Hypothesis. In particular our experimental environment reproduces two specific
Minskyan features, i.e. the process of decision making under uncertainty and the
theory of the firm which takes into account the balance sheet structure.

7 Some economists have argued that adopting students as the subject pool may com-
promise external validity of experiments since they are a narrow, unrepresentative
segment of the population. However, it is widely acknowledged that there can be
problems in using professionals or policymakers since salience (i.e. the reward given
to experimental subjects according to the Induced Value Theory [20]) is more difficult
to establish with such subjects. Experimental economists usually rely on students
since they satisfy the three sufficient methodological conditions, i.e. monotonicity,
salience and dominance. Moreover, years of experiments have shown that the results
are generally insensitive to the choice of subject pool.
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according to the scripts (i.e. instructions) they received. Experimental sessions
were labelled as B1a, B1b, B1c, B2a, B2b, B2c, B2, B4, C1, C2, D1 and D2.
More details on the experimental design and settings can be found in [15] which
we briefly summarize hereafter.

The entrepreneur takes in advance a decision about the production whose in-
ventories cannot be carried to subsequent periods. At the beginning of each time
step, the number of items (Kj,t) to be produced is established by guessing the
level of demand which will be received. The microeconomic structure makes that
the entrepreneur gets the maximum profit when production is equal to demand.
Profit is a decreasing function of the guessing error (both excess and shortage)
and it becomes negative (the firm suffers a loss) if the deviation is large.8 If the
loss is higher than equity firm must activate a bailout procedure which has a
cost. The economic result (profit or loss) and the balance sheet structure of the
firm affect each other. We consider a simple balance sheet structure: physical
capital (Kj,t) is the only asset and it can be financed by debt (Bj,t) or by equity
base (Aj,t). The level of equity base is important and its movement has two op-
posite effects: on one hand, a high level of equity compensates losses when they
are suffered and can avoid bailout procedures; on the other hand, a high level of
equity reduces the return on investments (roi) because equity substitutes debt
which, according to the pecking order theory, is a cheaper source of financing.

The experimental subjects were asked to deal with the just described economic
environment by taking two decisions: one about the amount of production and
another about the level of equity ratio. Their goal was to maximize a score given
by the average roi achieved during a sequence of choices minus a penalty for
each bailout activated.

2.2 Data Mining

We analyze experimental data in search for models which approximate the ex-
perimental subjects’ decisions. The effort is to identify the level of a variable (or
those of a set of variables) which triggers the change in production and in the
liabilities structure. In this paper, we focus on the two best performing experi-
mental subjects which in the experiments were identified by number 11 and 13.9

Figure 1 shows that they have different equity profiles.
In looking for their behavioral models, we firstly check for rules which are

economically grounded. As an example we can imagine the more sophisticated
agents estimate the degree of risk by evaluating the volatility of past levels of the
return on equity, or we can imagine they use an s-S rule on the level of equity
ratio. The goodness of behavioral rules and parameters is evaluated by using
the differential evolution algorithm [23]. We implement a feedback loop between

8 By tuning the model parameters we have analyzed how subjects’ behaviours concern-
ing production and the balance sheet structure changes under different intensities of
the environmental uncertainty.

9 The experimental data show that some subjects have a “flair” for being en-
trepreneurs. The two subjects we report on in the paper are the best among them.
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model fitting and model design and we consequently select the models having
the best fitting of experimental data. We define this phase the microeconomic
calibration of subjects’ behavior.

In the following sections we will report on the financial choices of experimental
agents (the production choice was analyzed in a previous paper. For more details
see [17]).

2.3 Microeconomic Calibration of Financial Behavior

In our experiments subjects were asked to manage a simple balance sheet having
two liabilities (debt, B, and equity, A). Once the economic result (profit or loss) is
computed, each experimental subject was allowed to move the liability structure
towards the desired level. The attention is pointed to the movement of the equity
base (ΔAt). The equity adjustment is affected by the economic result: the upward
adjustment is possible only when a profit is realized and its amount is bounded
by the level of profit; equity base reductions occur when a loss is suffered. In
addition, the equity base can always be withdrawn by subjects. Before taking
any decision about the movement of the equity base, each subject has to perform
the following two-step evaluation:

– setting a target level of equity base (Â);
– deciding whether to move towards the target level.

Concerning the first point, we made an effort to identify rules and parameters
governing the choice for the two subjects. The reason for considering the second
step is given by possible delays in moving towards the target level. Delays can be
due either to the presence of adjustment costs - which make small adjustments
not convenient - or just to the waiting behavior for a consolidation of a new
detected tendency. In order to account for this eventuality we let the agent start
the downward adjustment when
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Aj,t > Âj,t(1 + d−j )
and the upward adjustment when

Aj,t < Âj,t(1− d+j )

where d−j and d+j are parameters to be estimated.

Once the adjustment starts, the equity base is moved as fast as possible to-
wards the target level.

In the next subsections we describe the identification of functional forms and
parameters calibration of the financial behavior of the selected experimental
subjects.

Experimental Subject 13
Functional Forms For Behavioral Rules. We describe in detail the search
for the variable(s) which triggers experimental subject financial behavior.

Figure 2 shows the time series of the economic result (πt) and that of ΔAt

obtained from the choices of experimental subject 13 in experiment B2c. By
observing the figure one can see that financial resources are retained (the black
line has a peak) after a loss is suffered (the gray line enters the negative portion
of the plane). We detected this behavior also in other experimental sessions.

After observing this regularity we conclude that suffering a loss increases this
subject’s target level of equity and that the following rule:

Ât = Ât−1(1 + g+
Â
) if πt < π−,

grasps her/his behavior concerning financial resources retention. g+
Â

is a param-
eter to be estimated.

To complete the investigation for this experimental subject’s financial behav-
ior, we have to find out his/her financial resource withdrawal rule. The simul-
taneous analysis of the ΔAt, the return on investments (ρ) and the equity base
(At) time series suggest a “candidate” model for this decision. The three men-
tioned time series are reported in figure 3 for experiments B1b (left chart) and
B3 (right chart). There one can observe how this subject leads the equity base
towards a target level (Ã) identified by the gray horizontal dashed line. In ex-
periment B1b this process unwinds over the period 14-26 while in experiment
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B3 the equity base tends to approach a benchmark level in the time spans 30-70
and 85-100. In those periods the ρ is stable around a high level and occasional
troughs (such as the one present in time span 30-70) does not affect the behav-
ior. From these observations we induce that ρ is the triggering variable for the
equity base reduction. However, to account for the fact that the subject does
not respond to single events we use a moving average (ρmt ) as the variable which
is responsible for financial resources withdrawals (m is the number of terms the
average takes into account). Then, we determine the target level as

Ât = Ât−1 − g−
Â
(Ât−1 − Ã) if ρmt > ρ+

where g−
Â
, Ã and ρ+ are parameters to be estimated.

Microeconomic Calibration. In order to have a complete identification of our
behavioral rules we need to estimate the parameters m, g+

Â
, ρ+, d+, g−

Â
, ρ−, d−

and Ã. We also let the algorithm to identify Â0 which is the initial level of the
target equity base we use to take into account the initial transient behavior.

We set the parameters by running the differential evolution algorithm [23].
After studying the results of a Monte Carlo exercise we set the parameters as
follows:
g+
Â

= 0.1, ρ+ = 0.066, g−
Â

= 0.25, ρ− = 0, m = 10, d+ = 0.3, d− = 0.3 and

Ã = 500.
The fit of the model can be seen in the left chart of figure 5.

Experimental Subject 11
Functional Forms For Behavioral Rules. This subject shows particular
attention to keep the equity base at a low level. In fact s/he sets the equity
base to zero unless an “alarm bell” is perceived. This behavior brings him/her
to activate the bailout procedure in experiments B1b and B2b. The equity base
is set at a positive value, but brought back to zero after these bailouts. This
behavior shows that the bailout is not a triggering event for equity base increases.

A close observation of the dynamics of the profit in the periods preceding
the first equity base increase in both experiments B2c and B3 shed light on the
triggering event. By looking at figure 4 one can see how the two patterns of profit
are basically the same and they present a number of consecutive reductions of
profit. However, in the different sessions there are episodes in which the equity
base is increased while the event identified above does not occur (the second
episode of the equity base increase in both experiments B2c and B3). This
reveals the existence of an additional trigger which is found in the equity ratio
time series (at): both episodes are preceded by a fall of the equity ratio.

Another episode of financial position management is a resource withdrawal in
the experimental sessionB3. This can be justified by the profit and ρ levels which
are high for a long period.10 By looking at data one can note how the resource
withdrawal causes a trough in the equity ratio which falls below the “safety

10 The increase of volatility and the deep trough before the event do not affect the
subject’s behavior.
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Fig. 4. Zoom on the periods before an increase of financial resources

level”. The agent consequently adjusts this figure after a couple of periods by
retaining financial resources.

To sum up, there are two triggering events for financial resource retention: a
persistent decreasing pattern of profit and a downward threshold of equity ratio.
The withdrawal of financial resources is triggered by a long period of high ρ.

To put this subject’s rule more formally let us introduce the variable

ξ
mξ

12,t :=

mξ∑
i=1

sign(π12,t−i − π12,t−i−1),

so that we can express this subject’s behavioral rules as follows:

Â12,t = Â12,t−1 +ΔÂ+

{
if ξ

mξ

12,t = −mξ

or at < a− and at−1 > at
Â12,t = Â12,t−1 −ΔÂ− if ρ

mρ

12,t > ρ+

Microeconomic Calibration. To make these rules working, we need to esti-
mate the parameters mρ, mξ, ΔÂ+, ρ+, ΔÂ−, a−, d+ and d−. For this subject
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we have informative movements of the financial position in the time span 25-44
of experiment B2c and in the whole experiment B3.

After studying the results we set the parameters as follows:
mρ = 20, mξ = 5, ΔÂ+ = 200, ρ+ = 0.086, ΔÂ− = 50, a− = 0.03, d+ = 0.3
and d− = 0.3.

The fit of the model can be seen in the right chart of figure 5.

3 The Multi-avatar Macroeconomy

In the previous section we have identified rules and parameters which regulate
the behavior of the two categories of entrepreneurs we have studied, focusing in
this way on point 1 of the list given in the introduction. This section focuses on
the other items. By using the object oriented programming11 we build a class
for each type of entrepreneur and we populate the economy with a large number
of instances of these classes.12

At each simulation step, each artificial agent is involved in the following:

– s/he determines the level of production by using a one-step-ahead forecasting
module (see [17] for details on this module);

– the level of demand (yj,t) gets known;
– the economic result is computed (see [16] for details);
– the financial position is managed by using the rules identified in the previous

section.

To close the model we have to establish how the level of demand (yj,t) is set for
each entrepreneur.

The Level of Demand for Each Artificial Agent
In our context, the “natural” way to deal with this issue would be the creation
of consumer avatars. Since this phase of our research is still in progress we follow
a method implemented in [14] which is based on the following reasoning. First,
demand depends on households’ income. Second, income is equal to the value of
production.

Let us start from the previous period aggregate production Yt−1. When a
firm asset becomes lower than debt due to losses, agents are allowed to activate
a bailout procedure which generates an income loss (because for example a num-
ber of workers are dismissed). The aggregate income loss (Y −

t ) is endogenously
determined as a percentage (θ) of assets of firms which activate the bailout.

On the other hand, firms profits increase the income of the economy. The
aggregate income gain (Y +

t ) is given by a percentage (η) of alive firms profit.
The aggregate demand has the usual dynamics:

Yt = Yt−1 − Y −
t−1 + Y +

t−1.

11 We are developing in Java taking advantage of the RepastJ 3.1 classes.
12 Presently we have developed two classes: one for subject 13 and the other for subject

11. An ongoing work consists in “enriching” the artificial economy with additional
experimental subjects’ avatars.
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Fig. 6. Left chart: aggregate production (black line) and nonparametric regression of
the number of bailouts (gray line). Right chart: market shares of the two categories of
entrepreneurs.

The final step is to obtain the firm level demand (yj,t) from the aggregate level
(Yt) . Having no product differentiation, each unit of the aggregate demand is
randomly allocated to one of the existing firms.

Setting Macroeconomic Parameters. Monte Carlo runs of the macroeco-
nomic agent based model allow to select the settings which give real like patterns
for macroeconomic variables. For a model having 200 firms (100 firms for each
type of financial behavior we defined in subsection 2.3) the Monte Carlo exercise
brings us to the following settings: η = 0.017; θ = 0.1; assets at the beginning
(K0) and after bailout is set to 3000 and the equity ratio at the beginning (a0)
and after bailout is set to 0.05.

Simulation Results. The black line in the left chart of figure 6 shows the
logarithm of the aggregate production of our multi-avatar economy. The time
series has a “real like” pattern with expansions and recessions showing different
length and intensity. An interesting exercise could be done by comparing the
aggregate output with the gray line which gives the unfolding of the number
of firms bankruptcy (this line is obtained by applying nonparametric smoothing
techniques). It can be observed, in particular by looking at the two series around
period 1000, that the number of bailouts increases during the expansion period.
When the business cycle reverts, firms financial position keeps worsening for
a while before reverting its slope. This pattern calls to mind Minky’s “Finan-
cial Instability Hypothesis” according to which agents adopt more “dangerous”
financial behavior during expansions and this makes capitalistic economies in-
trinsically unstable.

An important work on simulated data analysis and their comparisons with
real world data can be performed as suggested by the Agent-Based literature.
Starting from the data recorded at the individual level from artificial agents, we
can keep track of the dynamics of the economy at different levels of aggregation
(see [7] among others). As a first example we trace the dynamics of the market
shares of the two types of entrepreneurs populating the economy (see right chart
of figure 6) which could help understanding which agent type contributes the
most to the different cyclical phases. A second example is related to the study of
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the dynamics of the distributions of individual variables (firm size, equity base,
equity ratio, etc.) for each type of agent or for the whole economy. The kind of
analysis on simulations results just mentioned in the two examples above and
the possibility to use the model for policy purposes are beyond the scope of this
paper. However, we maintain that they will be useful for policy analyses and
represent a promising point of departure for future research.

4 Conclusions

One of the most likely difficulties in the building of an Agent-based Computa-
tional Economics model is the setting of the behavioral rules for artificial agents.
The deductive method based on the axiomatic approach, although appropriate
in a “perfect” economic context (i.e. General Equilibrium models), can be flawed
in replicating real life agents’ behavior. The inductive approach proposed and
described in this paper, although not free from weakness, could provide a valid
alternative to the empirical grounding of macroeconomic computational models.

The mentioned weakness is mainly related to the identification of recurrent
behaviors by using experiments. In order to check for the internal and exter-
nal validity of the experimental design and results used to calibrate artificial
agents, we are running experimental sessions with a different subject pool, i.e.
entrepreneurs. Some early results show that there are regularities in the finan-
cial behaviors observed in the laboratory. Although analyses and investigation
are still on the way, those early results could be interpreted as an evidence for
a good generalization of laboratory regularities to the larger economy outside
the laboratory. In this sense our work could represent an answer to the claim
that existing ABMs still lack generally accepted microfoundations because of the
“excess freedom” Agent Based researchers face.

In our research we strive to shed new light on this issue by providing a new
methodology that helps significantly reducing those difficulties by relying on a
combination of the experimental method and Agent-based modeling tools.

The model presented herein is simple and can be extended in several direc-
tions. Moreover, we believe the proposed approach will open promising perspec-
tives for macroeconomic theory and could yield insights that may be elusive in
more conventional frameworks of analysis and therefore could “produce” more
reliable models for policy purposes.
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Abstract. Amadeus is an Adaptive Multi-Agent System whose goal is
to observe and to learn users’ behaviour in an ambient system in or-
der to perform their recurrent actions on their behalf. Considering the
large number of devices (data sources) that generally compose ambient
systems, performing an efficient learning in such a domain requires filter-
ing useless data. This paper focuses on an extended version of Amadeus
taking account this requirement and proposes a solution based on coop-
erative interactions between the different agents composing Amadeus. An
evaluation of the performances of our system as well as the encouraging
obtained results are then shown.

Keywords: Adaptation, Learning, Distributed-problem solving, Data
filtering, Pervasive agents, Ambient intelligence.

1 Introduction

The performances of learning algorithms is generally degraded by the presence
of useless data among the ones used to learn, a piece of data being considered
to be useless if there is no link between its value and the objective to learn.
One way to improve this fact is to select useful data. An ambient system is
composed of many heterogeneous devices, often mobile, physically distributed
and interacting in a dynamic way. So, it is a typical example where applying a
learning is a very complex task, because it consists of a great number of devices
that are able to generate data. Furthermore, devices may appear and disappear
dynamically. Thus, in this case, the filtering of data coming from these devices
cannot be defined a priori, that is before the learning process. Learning has to
be done at runtime, without restarting from scratch when new data appear. The
filtering of useless data has also to be done at runtime.

This is particularly the case for the multi-agent system Amadeus [4] whose
goal is, in an ambient system, to observe the users’ actions in order to learn those
that are recurrent and to learn then how to perform them on behalf of the users.
This learning is performed in a decentralized way, an instance of Amadeus being
responsible of each device of the ambient system. However, the large number of
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devices requires the filtering of useless data at runtime for the users’ behaviour
learning.

In this paper, we present an extended version of Amadeus. Section 2 briefly
presents the general functioning of Amadeus. Our contribution enabling the “on-
line” filtering of useless data is presented in section 3 and evaluated in section
4. Section 5 is devoted to related works. Section 6 concludes this paper and
explains the on-going work.

2 Our MAS Proposition for Ambient System: Amadeus

Our contribution aims at proposing a solution to tackle the problem of adapta-
tion in ambient systems. We propose to make an ambient system able to provide
a relevant behaviour, based on the perceived user’s actions, in order to assist
him by realizing his actions on his behalf. We have already proposed Amadeus
[4], an Adaptive Multi-Agent System that is able to learn the user’s contexts
while this user is performing recurrent actions in order to act on his behalf in
similar situations.

An instance of the Amadeus multi-agent system is associated to each device
of an ambient system. Figure 1 is a representation of an instance of Amadeus.
We can observe the four types of agents existing in the system: Data agents,
User agents, Context agents and Controller agents.

Fig. 1. Representation of an instance of Amadeus, one instance is associated to each
device of an ambient system

A Controller agent is associated to each effector of a device. Its goal is to
decide at anytime what is the best action to perform on the effector on behalf
of the user. This decision is made thanks to a set of Context agents.

A Context agent is created each time a user performs an action in his en-
vironment (for example to turn on the light). This agent associates this action
with a description of the situation in which the user performs this action. This
situation is composed of the set of the perceived data values when the action is
performed (example: Light = 0 ; PresenceSensor= 1 ; LuminositySensor = 22).
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The action is represented by the value given to the effector (for example, 1 to
turn on and 0 to turn off the light).

The Context agent adds to this description a forecast on the effect of this
action on the user’s satisfaction level (does the completion of this action for
this situation lead to increase, to maintain or to decrease the user’s level sat-
isfaction?). This forecast is obtained by comparing the user’s satisfaction level
before and after the achievement of the action. This satisfaction is represented
by a value between 0 (the user is not satisfied at all) and 1 (he is very satisfied),
and is estimated by the User agent. The User agent is responsible for the user’s
preferences. Thanks to a representation of the user’s preferences (currently with
a XML file) the User agent can evaluate, for any situation, if the user is satisfied
with regard to the state of the device effector. One of our work perspectives
is to make the User agent able to dynamically and autonomously learn these
preferences, but this is out of the scope of this paper.

Every Context agent perceives a set of data coming from local sensors situated
on either the same device or on distant sensors situated on other instances of
Amadeus (namely on devices). The Data agents represent these data. In the
Context agent, each of these data possesses a validity status that depends on its
current value with regard to the situation described (by the Context agent). A
data is considered as valid if it is included in a values range. This range represents
the values interval that a piece of data may have in order to describe a situation.
Thus, the Context agent tries to establish the borders of valuable ranges for
every perceived data that enable it to describe the correct situation for which its
action proposition is appropriate (namely it will have the expected effects). To
do this, the Context agent possesses, for each perceived data, an Adaptive Range
Tracker (ART) that is a data structure enabling to describe a valuable interval
(called “interval of validity”) where min and max borders can evolve. The value
of each border is estimated with an Adaptive Value Tracker (AVT) [11], which is
a tool devoted to the tuning of evolving parameters. A Context agent considers
a data as valid if its current value belongs to its associated ART. A Context
agent has also its own validity status. Its status is valid if all perceived data
are valid (it is invalid otherwise). In this case, a Context agent sends its action
proposition and its forecast to the Controller agent. The Controller agent can
then decide which action, among those proposed by all valid Context agents, is
the most appropriate to satisfy the user.

A first evaluation of this Amadeus version applied to a simple example gave
us encouraging results [4] [5]. Nevertheless, we observed a strong weakness re-
garding the required learning time when the number of perceived data increases.
In particular, the addition of “useless” data that change independently of the
user’s actions on an effector, implies a strong slowing down of the learning time.
Such data are perceived by Context agents, and so are included in the situation
description, but they do not affect the user’ behaviour. For example, Context
agents can perceive humidity level of the rooms but it is not necessary to con-
sider this fact to decide to turn on or to turn off the lights. Indeed, if a situation
having previously led to the realization of an action by the user appears again,



Dynamic Filtering of Useless Data in an Adaptive Multi-Agent System 113

with useless piece of data having a different status, the system considers wrongly
that the situation is different. For example, if the system has learnt to switch on
the light when the user goes into the room but with a specific level of humidity,
when the user enters again into the room, a change of humidity level perceived
by a humidity sensor leads the system to consider itself in a new situation, and
thus to not act.

To overcome this problem, it is necessary to determine, for each effector, which
data are useless for learning the behaviour to give to this effector, in order to
only consider the useful data. Describing explicitly what are the useful and the
useless data for each effector seems to be a limited solution, because of the strong
dynamic of an ambient system. This is why we propose to make each instance
of Amadeus able to autonomously determine, without any a priori information
and at runtime, what are the data useless to learn the user’s behaviour.

3 Data Filtering

The objective of our study is to locally detect what are the useless data for a
device. A piece of data is considered as useless if its value is independent of
the user’s decision to act on this device. This detection is based on a learning
performed at runtime, without any a priori information.

3.1 Proposed Approach

Our proposition to detect useless data is based on the cooperation between
agents. On the one hand, the Context and Controller agents are responsible for
the user’s behaviour learning towards the state of an effector. On the other hand,
the Data agents are responsible for providing useful data to Context and Con-
troller agents so that they make their learning. Thus, Data agents and Context
agents have to interact for determining which data are useful to characterise the
situation in which the user acts on the device, and which data are useless.

A Context agent is created each time the user performs an action on an effec-
tor. This agent associates the user’s action with a description of the situation in
which the user had performed it (see section 2). This situation is composed of the
set of the perceived data values when the action was performed. The assump-
tion is that all perceived data contribute to characterize the situation. Thus,
later, when the Context agent becomes valid, it can be sure of its decision. But
what about when it is not valid? Is it invalid because all data contributes really
to describe the situation (it is right to be invalid) or because one useless data
possesses a current value making the agent invalid (it is wrong to be invalid)?
The Context agent cannot solve this ambiguity by itself. Nevertheless, a more
interesting point of view is to think about useful and useless data when at once
i) the Context agent is invalid and ii) another one is valid. In such cases, the
Context agent can question itself about the necessity to be invalid in the current
situation. We use these cases in our approach described hereafter.

When a Context agent is selected and its action is made by the Controller
agent (or when the user makes an action himself), every invalid Context agent



114 V. Guivarch et al.

observes its internal state, and evaluates if it was right to do not send its action
proposition. More details on this evaluation are given in section 3.2. When a
Context agent establishes it was right to be invalid at a given time, it was
thanks to the invalid perceived data. So, among these currently invalid data,
it knows that there is at least one useful piece of data. However, without more
information, the Context agent cannot determine if a data is invalid because it is
really useful, or if it is just a coincidence that this data is invalid in the current
situation. So, it sends a message called a “usefulness signal” to all the data that
are invalid in order to inform them that they are potentially useful.

In order to evaluate the usefulness of its data, each Data agent perceives the
usefulness signals sent by all the Context agents. The goal of a Data agent is
to process these signals in order to establish if the reception of these usefulness
signals is just the result of coincidences (the associated data was invalid at the
good moment, but even if it had not been, a data really useful would have been
invalid) or if it was invalid at the good moment because it is a useful data. This
process is described in section 3.3.

3.2 Usefulness Signal Generation

Let us consider a Context agent C. Another Context agent S has just been
selected, whereas C was invalid, because among the set of perceived data D,
there is a subset of invalid data DI for C. So, agent C observes the selected
agent S to know if it proposed the same action or not, and if this proposition
was or not associated with the same forecast on the effect of this action on the
user’s satisfaction level. Two particular cases can be highlighted.

The first one occurs when C and S propose the same action (for example,
turn on the light) but with different forecasts. It is obvious that the same action
cannot have two different effects in the same situation. Then, the Context agent
C was right to be invalid when S was valid. So, at least one of the invalid data of
C is useful. Let us give an example for this case. S proposes to turn on the light
when someone is in the room with a low luminosity level and a high humidity
level. On the contrary, C proposes to turn on the light when someone is in
the room with a high luminosity level and a low humidity level. S forecasts an
increase of the user’s satisfaction if it is selected, whereas C forecasts a decrease
of the user’s satisfaction if it is selected (to turn on the light if the luminosity is
high is not satisfying for the user). When S is selected, the situation is: someone
is in the room, low luminosity level and high humidity level. C observes that it
proposes the same action as S, but with a different forecast. So it can consider
that in the set of invalid data composed by the luminosity and the humidity
levels, there is at least one useful data for it (in this case, the luminosity data).

The second case occurs when C and S propose two different actions with the
same forecast. So, if S proposes an action that increases the user’s satisfaction
level, C cannot be valid in the same situation if it proposes a different action
that also increases the user’s satisfaction level. This is why C can consider that,
in the set of its invalid data, at least one is useful. Let us give an example for this
case. S proposes to increase the user’s satisfaction level by turning on the light
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when the user is in the room with a low luminosity level and a high humidity
level. On the contrary, C proposes to increase the user’s satisfaction level by
turning off the light when the user is in the room with a high luminosity level
and a low humidity level. When S is selected, the situation is: the user is in the
room, low luminosity level and high humidity level. C evaluates that it cannot
be valid at the same time, so it considers that, in the set of its invalid data
composed by the luminosity level and the humidity level, there is at least one
useful data.

For each of these situations, C sends a usefulness signal to each of its invalid
data in order to warn them that they are “maybe” useful.

To conclude, Context agents are able to detect and gather situations or in-
formation about the usefulness of perceived data. However, these information
concern the usefulness of data, whereas we are interested in their uselessness.
So, in the next section, we describe how the Data agents process the usefulness
signal to detect if they are useful data or not.

3.3 Usefulness Signal Processing

First of all, let us underline that Context agents and Controller agents are always
bound to a single effector of a device (a complex device may have different
effectors). Data agents receive usefulness signals that are implicitly bounded
to an effector. Thus, Data agent processing of these signals must be performed
separately for each effector.

We consider two data F and L, where F is useful and L is useless with respect
to an effector E. Also, we consider two sets of Context agents SC1 and SC2,
where the agents of SC1 propose to switch the effector to some state e1, and
the agents of SC2 propose to switch the effector to some other state e2. Each
time a Data agents (F or L) receives a usefulness signal, it observes its current
value and the state of the effector E. With these values, it computes a density
function of the values taken at the reception of usefulness signals regarding the
effector state proposed by the Context agent that sent the signal. Let SE denotes
the set of possible states of the effector E. So, for each state e in SE , and each
Data agent D, dD(e) denotes the density function of agent D with respect to
effector’s state e when usefulness signals are received.

The distinction between the useful data F and the useless data L can be
observed through the density functions dF (e) and dL(e). Because Data agent F
is useful, it is correlated with the actions applied on the effector, hence dF (e1) �=
dF (e2). Conversely, Data agent L is useless and has no influence on the effector’s
actions. We can observe this fact through the similarity between dL(e1) and
dL(e2).

On the basis of these remarks, we can evaluate the usefulness of a Data agent
by comparing the density functions corresponding to the different states of the
effector. More precisely, the distance between two density functions dD(e1) and
dD(e2) is measured through the Chi-square distance [3] relative to the general
data frequency:
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δ (dD(e1), dD(e2)) =
∑

V alue i

(di − d′i)
2

d′i

where di (respectively d′i) denotes the frequency of value i for the Data agent D
(wheneverD is considered useful by Context agents) with respect to the effectors
state e1 (respectively e2). The usefulness of a Data agent D, UD(E), can then
be expressed as the maximum distance between any pair of its density functions:

UD(E) = max
x,y∈SE

(
δ (dD(x), dD(y))

)

The use of the chi-square distance in order to compare two density functions
allows obtaining a value that has a statistical significance. As a matter of fact,
under the assumption that the data is useful, δ (dD(e1), dD(e2)) follows some
chi-square law [1]. So, we can grant a statistical credibility to the evaluation of
the usefulness data.

When a Data agent receives a usefulness signal, it computes its density func-
tions with respect to the effector states. So, the evaluation of its usefulness based
on these density functions becomes more and more precise. Finally, when the
usefulness level of a Data agent gets below a certain fixed threshold empirically
calculated, the Data agent considers that it is useless for the effector.

In this case, the Data agent informs the set of Context agents associated to
this effector of its uselessness, and then its stops to send them update about its
value. Then the Context agents delete the ART associated with this data, and
forget this data to estimate their validity state.

Our filtering is based on the signal sent by the Context agents, each signal
concerning a set of Data agents. So, contrary to classical methods that filter
each data independentely, this method takes care about dependencies between
data.

4 Experimentations

The proposed solution was implemented using Speadl/MAY [12], which is a
tool allowing to assemble reusable components in order to build architectures
supporting the development and execution of multi-agent systems. Our solution
was evaluated through a simulator using users’ preferences (given in a XML file)
to generate users’ behaviour in a virtual ambient system.

Our experimentation takes place in a case study composed of an apartment
with five rooms (one living room, one bathroom, one kitchen and two bedrooms).
Each room possesses a light, a luminosity sensor and a presence sensor. Each
Amadeus instance associated to a light effector has to learn a good behaviour
based on the user’s actions on this effector. Each instance perceives not only the
data from its room (the luminosity sensor, the presence sensor, and the state
of the light), but also the data of the other rooms. Among the fifteen perceived
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Fig. 2. Number of users’ actions per day
without Amadeus

Fig. 3. Number of users’ actions and
Amadeus actions per day without filtering
data

data (three by room and five rooms), only three data are useful for each instance,
and twelve are useless.

We added three users to this simulation. These users can move between the
different rooms; they can also leave (and come back to) the apartment (we
consider a sixth room called “outside” without any sensor and effector). The
users’ behaviour is based on simple rules: when a user enters in a room with a
switched off light and an insufficient luminosity, he turns on the light, whereas if
the luminosity is very strong with a switched on light, the user turns off the light.
When he leaves a room, if he was the last in this room and the light was switched
on, he turns off the light. Figure 3 represents the number of users’ actions per
day during a simulation of fifty days, without the Amadeus use. We can observe
an average number of 50 actions per day made by the different users.

The first experiment consists in adding an instance of Amadeus (first version
without useless data filtering) to each device of our case study. Every instance
associated with the light device is in charge to learn the correct behaviour to
give to this light device according to the users’ actions. Figure 3 represents the
number of actions respectively made by the users and Amadeus on the different
devices during a simulation of fifty days. We can observe that, even if Amadeus
makes many actions on behalf of the users, its performances are very limited
and the users have to make a lot of actions even after 50 learning days. This
can be explained by the fact that each Amadeus instance responsible for each
light device has difficulties to learn in which situation every action is realized,
because of the too numerous useless perceived data.

The second experiment consists in carrying out the same experiment with
Amadeus instances able to filter useless data. So, based on the process explained
in section 3, the Data agents are able to locally and autonomously detect what
are the useless perceived data for each device. For each of the five effectors, 12
useless data have to be filtered (hence a total number of 60 useless data for the
entire system). After fifty days of simulation, the system has filtered 48 useless
data (11 for the first light, 9 for the second, 8 for he third, 9 for the fourth and 11
for the fifth). Figure 4 shows the Amadeus capabilities to make actions on behalf
of the users with the use of filtering useless data, only 15 days being necessary
to decrease users’ actions to less than 10 per day.
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Fig. 4. Number of users’ actions and Amadeus actions per day with filtering data

This simulation has been made twenty times, in order to evaluate the quality
of the filtering of useless data on several simulations. Each simulation gives
a quite random behavior to each user for moving in the apartment. Table 1
displays obtained results. The first line shows the total number of filtered data
whereas the second line shows the number of useful data wrongly filtered. The
third and fourth lines respectively show the percentage of useless data filtered,
and the percentage of useful data wrongly filtered. We obtained a final average
percentage of useless data filtered equal to 79.7, and an average percentage of
useful data wrongly filtered equal to 1.

Table 1. Results of the evaluation of Amadeus for twenty simulations

Total number of filtered data 55 42 51 41 48 52 46 56 50 49
Number of useful data wrongly filtered 0 0 0 0 0 0 0 0 0 1

Percentage of useless data filtered 91,7 70 85 68,3 80 86,7 76,7 93,3 83,3 81,7
Percentage of useful data wrongly filtered 0 0 0 0 0 0 0 0 0 6,7

Total number of filtered data 48 38 42 45 49 49 50 49 47 49
Number of useful data wrongly filtered 0 0 0 0 0 1 0 0 1 0

Percentage of useless data filtered 80 63,3 70 75 81,7 81,7 83,3 81,7 78,3 81,7
Percentage of useful data wrongly filtered 0 0 0 0 0 6,7 0 0 6,7 0

The data selection performed by the Data agents is not perfect because about
20% of useless data remain unfiltered. However, it is possible to decrease the cho-
sen threshold to decide data uselessness in order to have better results regarding
the data filtering, but it would imply an increase of the rate of wrong filtering.
Nevertheless, our objective is not necessary to filter all the useless data, but
to filter a sufficient number of useless data in order to make Amadeus able to
learn the users’ behaviour. Hence, we consider that it is better to have unfiltered
useless data than wrongly filtered useful data.
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5 Related Work

A very explicit illustration of the useless data effect on learning algorithms is
given by [2]. Figure 5 shows an example where a learning algorithm tries to
classify information into two classes. If the learning algorithm observes the A
and B points using only the data x1 (represented by their projection A’ and
B’ on the x1 axis), it will find correctly the two classes (dotted vertical line).
However, if it considers the useless data x2, it will fail to separate the two classes
(diagonally continuous line). So, considering useless data in the learning process
makes it necessary to increase the number of examples that must be provided
to the learning algorithm in order to overcome this problem.

Fig. 5. Illustration of the effect of useless data on a learning algorithm (from [2])

In the literature, many solutions were proposed to solve this very recurrent
problem in learning methods [7]. A first solution concerns variable ranking meth-
ods [6]. Such methods try to compute a score for each data that represents the
usefulness of this data with respect to the target of the learning. This evaluation
is performed independently of each data, and data with a low score are consid-
ered as useless. However, in complex systems such as ambient systems, the large
number of interactions between data makes such methods inappropriate. As a
matter of fact, the effect of a piece of data on the target of the learning can be
strongly dependant on other data, so an evaluation of the usefulness of this piece
of data independently of other data is not appropriate [14]. For example, in the
study of the section 4, the usefulness of luminosity sensor is strongly depending
of the value of presence sensor, so it is necessary to evaluate the usefulness to
this data regarding the values of other data.

Other methods allow the selection of useful data by considering subsets of
data rather than independent pieces of data. These methods can be divided into
three categories [13]:
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1. Filter techniques that carry out the selection of useful data independently of
the learning algorithm itself; they are unable to interact with this one during
learning process [9].

2. Wrapper techniques that use the learning algorithm itself in order to evaluate
the usefulness of subsets of data. For this, the learning algorithm is applied to
different subsets of data, and the performances of the learning are evaluated
regarding the data subset to which it is applied. They generally get better
results than Filter techniques, but they require much more computation time
and they present a strong risk of overfitting [8].

3. Embedded techniques that are directly integrated in the learning algorithm
itself (the variable selection being strongly correlated with the process of the
learning algorithm). For example, some algorithms observe the impact of the
addition or the removal of data in their learning process in order to evaluate
the usefulness of these data [10].

Because of the dynamic and distributed properties of the learning algorithm im-
plemented by Amadeus, we considered, as we implemented it, that an embedded
technique of data selection was the most appropriate solution.

6 Conclusion

In this paper, we have presented an extended version of the multi-agent system
Amadeus. This system is devoted to the learning of users’ behaviour in ambient
systems. Amadeus can learn situations and actions performed by the user on
effectors of devices in order to perform later these actions on behalf of the user.
However, the large number of useless data, because of the high number of devices
in ambient systems, makes necessary to improve Amadeus learning by adding
filtering data capabilities. We have introduced a new ability to the Data agents,
which purpose is to detect if a piece of data is useless for every effector of a
device in the ambient system or not. We also described the data filtering process
performed by the Data agents, and presented first results about the Data agents’
filtering performances.

The choice to define a threshold to decide of the uselessness of each data
gives encouraging results. For example, Amadeus is able to filter a large part of
useless data, and it wrongly filters a very low level of useful data. However, in an
adaptive multi-agent system, having a static parameter is a weakness in term of
real adaptation. That is why we are currently investigating a solution to make
the Data agents able to filter useless data and to autonomously and dynamically
define the proper threshold to use.
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P., Santoro, C., van Loenen, E., Luyten, K. (eds.) AmI 2012. LNCS, vol. 7683, pp.
129–144. Springer, Heidelberg (2012)

5. Guivarch, V., Francisco De Paz Santana, J., Bajo Pérez, J., Péninou, A., Camps, V.:
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13. Saeys, Y., Inza, I., Larrañaga, P.: A review of feature selection techniques in bioin-
formatics. Bioinformatics 23(19), 2507–2517 (2007)
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Abstract. Reputation-based trust systems have received large atten-
tion as a mechanism to enforce cooperation in decentralized environment
such as Mobile ad hoc Networks (MANET). Performance of the MANET
results from the cooperation which may be selfish. In such context, avoid-
ing entities that could exhibit malicious behaviour is a challenge. These
malicious behaviours include on-off, selfishness, collusion and oscillat-
ing. In this paper, we proposed an agent-based reputation approach for
MANET that has threefold goals: first it is an enhancement scheme for
existing routing protocol in terms of quality of service such as packet
delivery. Second, without any prior information, an evaluator agent can
form a view about an evaluated agent by requesting and interpreting
the reports provided by recommender even when the majority of these
reports are unfair. This is done through the similarity of beliefs between
agents. Finally the Dempster Shafer theory is used during the integra-
tion of information provided by recommender to reduce the uncertainty
in trust evaluation.

Keywords: Reputation, trust, similarity, mobile ad hoc networks, Demp-
ster Shafer theory.

1 Introduction

Reputation and trust models play an important role in distributed systems such
as Mobile Ad Hoc Networks (MANET). Several distributed solutions have been
proposed to enforce security where collaboration among entities is required. Each
entity can collaborate to improve the quality of service over the network. For
instance a relay entity can refuse to cooperate or deliberately drop the packets.
In MANET, relationships among entities arise, evolve and expire on the fly and
have a short life span. Indeed, the decentralized nature of such environments
implies the cooperation of entities, sometimes in a selfless manner, to achieve
a goal. Moreover, ensuring communication among entities in such context is a
daunting task. It includes to accurately detect malicious behaviours in the net-
work such as selfishness, which refers to the process of dropping all packets for
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instance. However, more strategic behaviours have been recognized as threats
that downgrade the performance of MANET [13]. These behaviours involve en-
tities that forward packets and begin then to drop all received packets referred
as oscillating behaviour, even those that collude in order to gain advantage of
the network. An entity alternates on period where it decides to forward packets
with off period where it decides to drop packets. This behavior is referred as
on-off. In this context, the main challenge is to endow any given entity in a
MANET with the possibility to accurately detect those behaviours. Reputation-
based trust systems have been proposed to cope with these behaviours. In such
systems, a value associated to the activity of an entity called reputation is used
to assess its trustworthiness. We consider that reputation is a measure that is
derived from direct and/or indirect knowledge of earlier interactions if any, and
is used to access the level of trust an agent puts into another. This definition is
an extension of the one proposed by [8]. Hence, trust is the probability of the
effectiveness that an agent behaves as expected.

Despite the recent developments in reputation-based trust systems in MANET,
there is still a need to develop resilient and efficient models that are robust
against the most typical attacks such as on-off, collusion (bad-mouthing and
ballot-stuffing), selfishness and oscillating behaviour.

To address this issue, we propose an Agent-based Reputation for Mobile ad
Hoc Networks (ARMAN). This solution has a threefold goal: first, it is an en-
hancement scheme for existing routing protocols in terms of quality of service
such as packet delivery. It uses second-hand information even when it is biased
and when there is a lack of information about the trustee. Second, without any
prior information about a trustee, an ARMAN agent can form a view about this
trustee by requesting and interpreting the reports provided by recommender
even when the majority of these reports are unfair. This is done through simi-
larity of beliefs between agents. Finally, the Dempster Shafer theory [11] is used
during the integration of second-hand information to reduced the uncertainty in
trust evaluation.

This paper is organized as follows: Various reputation systems from litera-
ture are discussed in Section 2 along with their limitations or vulnerabilities to
certain types of attacks. Section 3 introduces our reputation-based trust model
which is based on similarity of beliefs and Dempster Sharer theory.The proposed
reputation model is evaluated with respect to its different effectiveness against
the mentioned threats in Section 4. Conclusion and future research are presented
in Section 5.

2 Related Work

Numerous reputation models have been proposed to enforce cooperation such as
[15], [16]. However these models need to be analysed by also taking into account
their effectiveness against numerous attacks that downgrade the performance of
MANET such as collusion, On-Off, oscillating behaviour and selfishness. We also
consider models that take into account information coming from other referred
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as second-hand information. A review of existing models for multi-agent systems
can be found in [2]. Moreover, in [1], author discusses how important is the ro-
bustness in reputation and trust models for on-line systems. These models are
viewed as a mean to predict future behaviour of parties involved in a transac-
tion. In [3], a distributed reputation protocol for MANETs called CONFIDANT
is proposed. His goal is to make existing systems robust against inaccurate rat-
ing provider on one hand, and efficient in detecting misbehaviour on the other
hand. The protocol consists of a Trust Manager, Reputation System, Path Man-
ager, and Monitor. The Trust Manager controls how second-hand information
reports are handled by determining the trustworthiness of a message based on
the trust level of the sender. ALARM messages are sent to friends of a node
when abnormal behaviour is detected by the node. The validity of these mes-
sages is verified by a central trusted entity. Source of information used by the
reputation component is first and second-hand information. The Path Manager
implements decisions made by the reputation systems. The attack considered in
this reputation protocols is false information propagation. Other attacks such as
One-shot are not taken into account.

In [5], the authors proposed a Bayesian network approach for modelling trust
in multi-agent systems called TRAVOS. In this model, an agent uses two meth-
ods to assess the trustworthiness of another based on his direct experiences and
from second-hand information. The first method is based on the beta density
function used to model direct experiences between two agents named trustor
and trustee. TRAVOS assesses each second-hand information individually based
on the accuracy of previous information. The model deals with the trustworthi-
ness of others by measuring how likely a witness assessment requester’s matches
his own assessment. Then a heuristic is used to discount ratings by a factor
corresponding to the accuracy of the probability. This approach is based on
the hypothesis that the second-hand information given by a provider agent is
consistent. This assumption does not consider that an agent may provide mis-
information.

The authors in [6] propose a reputation framework for sensor networks to
identify misbehaving nodes and inconsistent measures in real time called RFSN.
They use two modules to achieve this goal. The first module is used to monitor
the actions of other nodes. They distinguished each action into cooperative and
non-cooperative. This module, called watchdog, is also used to detect invalid
data. Reputation representation, implementation and trust evolution are taken
into account through the last module called reputation system. This module is
also used to detect misbehaving node.

In [7], the authors propose a framework to enhance security in MANET called
RipSec. It is composed of two major modules called feedback item and the rep-
utation index. The first module takes the form of opinion coming from others.
The second module is used to mitigate threats introduced by misbehaving nodes.
This is done by assigning positive assessment to nodes based on their partici-
pation to the routing process. Nodes that desire to send data eliminates relay
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nodes with low reputation during the route establishment. Other attacks such
as bad mouthing, or on-off, are vulnerabilities of this protocol.

In summary, most existing reputation models are able to identify agents that
exhibit behaviour such as selfishness and collusion. However, there is no reputa-
tion model that considers all the mentioned vulnerabilities. In the next section,
we present our reputation approach and its application to MANET.

3 Our Agent-based Reputation for Mobile Ad-hoc
Network(ARMAN)

Our model is based on the reputation approach proposed by [5]. In this model
trust is seen as the subjective probability by which the model has no resilience
on any third-party and all agents decide themselves. It uses both direct infor-
mation, coming from personal observations of agents, and indirect information
coming from other agents. This indirect information represents the synthesis re-
sulting by aggregating observations coming from multiple sources. We consider
the following assumptions related to the characteristics of MANETs:

– Our approach does not consider mobility.
– The abnormal behaviour is caused by the agents. However, some abnormal-

ity may be caused by several factors such as the unreliability of channels,
communication links due to signal noise, etc.

We also consider the trustworthiness associated to the testimonies provided by
reporter agents. We make this distinction because most of the models are based
on the assumption that an agent cooperative in packet delivery will be trust-
worthy in providing testimonies and vice versa. Moreover, each ARMAN’s agent
follows the steps depicted in Figure 1.

At the beginning, the Monitoring step is performed by an agent to detect
incoming transactions (a transaction regroups every interaction between agents,
i.e. message forwarding) from other agents. This Monitoring phase follows a kind
of watchdog methodology where each agent monitors the behaviour of neigh-
bouring nodes in a promiscuous mode to overhear whether a packet has been
forwarded or not. When an agent finishes the monitoring phase, it starts the
decision phase. Depending on the received transaction and the emitted status i.e
trustworthiness, that agent can require entering several times in the computation
phase to compute reputation values (direct/indirect reputation and trustworthi-
ness) needed to make a decision. Regulated by these values this agent can make
the choice to perform actions. Finally when the action phase is completed the
agent returns to his initial monitoring phase.

3.1 Reputation Computation

The reputation method is performed in three parts:

– The first part concerns reputation of agents obtained through direct obser-
vations between a truster and trustees as in [5];
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Fig. 1. Agents Step

– The second part concerns reputation obtained through second-hand infor-
mation provided by recommender agents that belong to a set of neighbours;

– The last part concerns the integration of second-hand information using the
Dempster-Shafer theory.

Given a truster agent A and trustee C, a number of positive and negative ob-
servations respectively denoted by α and β. The direct reputation value is the
mean of the Beta distribution between A and C. It is calculated at time t as the
expectation value of Beta(α, β) denoted E:

DRt
A,C = EA,C(Beta(αt, βt)) =

αt + 1

αt + βt + 2
(1)

where αt and βt represent the numbers of positive and negative observations
respectively a time t. Given αt =

∑t
i=1 piγ

t−i, βt =
∑t

i=1 niγ
t−i, γ represent-

ing the forgetting factor, and pi stands for positive observations at time i, ni

negative observations at time i. This method is used by Agent A to estimate
the reputation of Agent C. Moreover, given a set of neighbouring agents Ni, the
overall reputation(OR) of an agent is calculated based on his personal observa-
tions and also on trustable observations coming from others using equation 2.
These observations are considered as indirect reputation(IR).

ORt
AC = δDRAC +

(1− δ)
∑n

i=1 λAiIRiC∑n
i=1 λAi

(2)

In this Equation 2, λAi is the trustworthiness of the agent i view by agent A
in providing accurate recommendation, δ is used to give more or less important
weight to direct and indirect reputation.
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Fig. 2. Agent Assessment

3.2 Detection of Maliciousness

Considering that an agent may be good at forwarding messages and at the same
time provides false observations, we use similarity view to deal with this issue.
This similarity view is based on the assumption that if two agents observe an
event in the same way, they have similar views as underlined by [12]. Given
two agents,A and B1 as shown in the Figure 2. Let A be the truster agent, let
B1 be a recommender agent located in his neighbourhood and let Set(A,B1) =
{C,D,E, ..., N} be a set of agents they have interacted together. The similarity
view between A and B1 is calculated as follows:

simt(A,B1) = 1− dist(A,B1) (3)

dist(A,B1) =

√ ∑
i∈Set(A,B1)

(DRA−i −DRB1−i)2 (4)

So, the metric used to assess the trustworthiness of agents is based on the ratio
of packet delivery, and also that there is a failure delivery due to time delay.
Observations coming from other recommender agents are accepted if their simi-
larity view with the truster is greater than a threshold value (ν). Otherwise their
observations are rejected.

3.3 Trust Decision

We represent trust relation among agents by a real number within the interval
[0,1]. Trust value is obtained using the overall reputation in equation 2 as follows.

T t
A,C = ORt

AC (5)

The lowest value represents the fact that agent A trusts agent C and the highest
represents the fact that A distrusts C.

In order to integrated indirect reputation to compute trust of an agent and
to reduce the uncertainty of trust evaluation we use the Dempster Shafer theory
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instead of weighted average one. The next lines describes how this theory is
applied.

Assuming a frame of discernment θ = {U(Untrustable), T (Trustable)}, the
power set of θ is 2θ = {∅, {T }, {T, U}, {U}}, a trust function called belA, which
satisfies belA(∅) = 0, belA(θ) = 1. This belief function measure the total belief in
the proposition represented by each subset of θ and represents basic probability
assignment (bpa)or belief masse. ThenmA(T ) represents the part of the degree of
belief parts that agent has on the suggestion. Indeed, given observations coming
from two distinct sources mB1 , mB2 . The fusion of information from different
sources is performed using the law of combinations of Dempster and Shafer also
called textitorthogonal sum denoted by: ∀T ∈ 2θ,m(T)=mB1(T )

⊕
mB2(T ).

Given K =
∑

X∩Y=∅
mB1(X) •mB2(Y ) < 0.

mA(T ) =

∑
X∩Y=T mB1(X) •mB2(Y )

1−K
(6)

Note that, this orthogonal sum is associative and commutative, indeed we can
combine more than two evidence pairwise in any order. The combination of evi-
dence at agent A given by agents B1 andB2 is illustrated in Table 1. The uncer-
tainty in information from B1 and B2 are BelB1({U}) = 0.3, BelB2({U}) = 0.4
respectively. The probabilities coming from reputation process are combined us-
ing 6. Therefore the beliefs in the trustable(T),untrusted(U) and the uncertainty
are calculated as follows: belA({T }) = mA({T }) = mB1

⊕
mB2({T }) = 0.88,

mB1

⊕
mB2({U}) = 0 and mB1

⊕
mB2({T, U}) = 0.12. Given the evidence

provided by the two reporters B1 and B2 to agent A, the decision made is to
consider that the targeted agents is trustworthy. Following this, trust that A has
on C follows the decision process described in 7.

{
mA,C({T }) > mA,C({T, U})
mA,C({T }) = ν(threshold)

(7)

Table 1. DS evidence combination at Agent A

�������B2

B1 {T}:06 {U}:0 {T,U}:0.4
{T}:0.7 0.42 0.0 0.28

{U}:0 0.0 0.0 0.0

{T,U}:0.3 0.18 0.0 0.12

4 Experimental Evaluation

To validate our proposal, we first implement ARMAN model in JAVA and three
models from the literature : CONFIDANT, RFSN and TRIP [9]. We also simu-
late random decentralized MAS Network in a graphic environment as depicted
in Figure 3.
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Fig. 3. Simulation framework

4.1 Experiment Environment

To represent the dynamics of the network, agents have the ability to move around
the graph at a fixed speed in a completely random behaviour (agent select a point
in the graph and reach it) with no possible collision between them. During their
travel, agents can receive transactions and decide to forward them depending on
their environment (trustable neighbours), the sender (trustable sender) and also
the content of the transaction (TTL, recipient, ...). Furthermore, the exchange of
reputation information may increase communication overhead. Indeed, the com-
parison with the model mentioned in this paper is left for future work. Although
[17] shows that each agent in a network of N agents requires O(N) running time
to update its reputation table. The simulation parameters are listed in table 2.

Detection Technique

To obtain statistic of detection during the simulation we have added into the
detection methods of each model a test method that verifies if the detected agent

Table 2. Simulation environment parameters

Parameter Value

Dimension of space 600x600px

Maximum edge distance 25px

Agent movement speed 1px per 300msec (3,3px per second)

Number of Agents 100

Simulation time 120 secs

Total of transaction 2400 (24 transactions/ agent, one
transaction/5sec)

Percentage of malicious agents 10% - 50% - 90%
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is really a malicious one by checking his role. If he is playing a malicious role we
count it as a positive detection, if not as a negative detection.

4.2 Experiments and Results

We have performed several scenarios to check the robustness against several
attacks. Figure 4 shows the effectiveness against 10%,50% - 90% of malicious
agents. The total number of malicious agents detected per model for positive de-
tection is used to assess the effectiveness of a model. The mobility of the network

Effectiveness against On-Off Effectiveness against Bad-Mouthing

Effectiveness against Ballot-Stuffing Effectiveness against Selfishness

Effectiveness against Oscillating

Fig. 4. Simulation Results with ARMAN, CONFIDANT, RFSN, TRIP
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influences these results. For instance a network that is not fully interconnected
as in the Figure 3 will give poorer results. Therefore, the figure that depicts
the effectiveness against bad-mouthing shows that the maximum numbers of
malicious agents detected is 300 for 50 malicious agents. The value 300 repre-
sents the total number of malicious agents detected during the simulation. For
instance, for m malicious agents and N total agents, we can have m× (N − 1)
detections. Given that a malicious agent can detect another malicious agent. In-
deed, the number of detection per model grows with the percentage of malicious
behaviours except Bad-Mouthing and Ballot-Stuffing. In such cases, the collu-
sive nature of the attack decreases this percentage. This is due to the fact that
each Bad-Mouthing or Ballot-Stuffing agent does not detect his colleague as ma-
licious. Therefore, as the number of malicious agents exceeds 50%, the detection
of their maliciousness decreases. Detection of On-Off agent is well performed by
ARMAN and Trip

with proportional evolution of the detection count per model. RFSN detection
count is less than TRIP and ARMAN in the different scenarios. Selfish agent is
well detected by all models. ARMAN outperforms other models in the case of
oscillating behaviour between 10% and 90% of malicious. When the percentage
of malicious behaviours reaches 90%, TRIP and ARMAN have identical results.
In the case of ballot-stuffing, ARMAN model has better results than the other
models.

5 Conclusion and Future Work

This paper presented a reputation based trust model called ARMAN. This model
combines techniques from statistics and Dempster-Shafer theory for robust de-
tection of malicious behaviours as well as false recommendations. Unlike existing
schemes [6],[3],[9], ARMAN considers the experiences of the truster with the tru-
tee during the reputation calculation as well as the trustworthiness of an agent
as recommender. We experimented with various types of malicious behaviours
such as collusion, oscillation, on-off and selfishness. The comparison with similar
schemes such as CONFIDANT, RFSN, and TRIP shows that our approach out-
performs these models. In the future, we plan to examine the overhead in terms
of information exchange to reach the reputation value.
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9. Mármol, F.G., Pérez, G.M.: TRIP, a trust and reputation infrastructure-based
proposal for vehicular ad hoc networks. Journal of Network and Computer Appli-
cations 35(3), 934–941 (2012)

10. Vercouter, L., Jamont, J.: Lightweight Trusted Routing for Wireless Sensor Net-
works. In: Demazeau, Y., Pechoucek, M., Corchado, J.M., Pérez, J.B. (eds.) Adv.
on Prac. Appl. of Agents and Mult. Sys., April 6-8. AISC, vol. 88, pp. 87–96.
Springer, Heidelberg (2011)

11. Shafer, G.: A Mathematical Theory of Evidence. Princeton University Press (1976)
12. Guemkam, G., Feltus, C., Schmitt, P., Bonhomme, C., Khadraoui, D., Guessoum,

Z.: Reputation Based Dynamic Responsibility to Agent Assignement for Critical
Infrastructure. In: Proceedings of the 2011 IEEE/WIC/ACM International Con-
ference on Intelligent Agent Technology, IAT 2011, Lyon, France, August 22-27
(2011)

13. Gagandeep, Aashima, Kumar, P.: Analysis of Different Security Attacks in
MANETs on Protocol Stack A-Review. International Journal of Engineering and
Advanced Technology (IJEAT) 1(5) (June 2012) ISSN: 2249 8958

14. Mundinger, J., Le Boudec, J.: Analysis of a Reputation System for Mobile Ad-Hoc
Networks with Liars. Performance Evaluation 65(3-4), 212–226 (2008)

15. Zhao, L., Delgado-Frias, J.G.: MARS: Misbehavior Detection in Ad Hoc Networks.
In: IEEE Global Telecommunications Conference (GLOBECOM 2007), pp. 941–
945 (2007)

16. Bansal, S., Baker, M.: Observation-based Cooperation Enforcement in Ad Hoc
Networks, Stanford University Technical Report (July 2003)

17. Chang, B.-J., Kuo, S.-L.: Markov Chain Trust Model for Trust-Value Analysis
and Key Management in Distributed Multicast MANETs. IEEE Transactions on
Vehicular Technology 58, 1846–1863 (2009)



Decentralized Intelligent Real World Embedded

Systems: A Tool to Tune Design
and Deployment

Jean-Paul Jamont, Michel Occello, and Eduardo Mendes
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Abstract. This paper presents an approach and a tool, called MASH,
to design of real world decentralized intelligent systems. MASH enables
the simulation of distributed systems including virtual and real world
embedded nodes according to realistic physical models. We present the
key features of this tool and its architecture.

Keywords: embedded MAS, deployment, simulation.

1 Introduction

Context.More and more real world intelligent systems consist of lots of small in-
terconnected devices which interact together. These components must be small,
inexpensive, and therefore as simple as possible. Designing such solutions re-
quires to take into account strong criteria like energy consumption, low CPU
power, low memories etc.

In the literature, we can consider two types of approach to design such sys-
tems. Decentralized approaches as multiagent systems (MAS) and other dis-
tributed artificial intelligence solutions. Systems are seen as sets of interacting
autonomous entities (agents) reasoning about a partial description of their en-
vironment. Centralized solutions as traditional automation based solutions. A
global model of the environment is defined and maintained. The decisional pro-
cess uses this model to decide and to act.

In the first case, interesting applicative properties (like stability) are difficult
to prove because of the decentralized and distributed nature of the system. The
possible number of exchanged messages due to the cooperation process between
the distributed entities can be a problem too. In the second case, obtaining a
realistic global model can be expensive in term of computation and in term of
information transport.

We focus on decentralized intelligent systems. Designing software for such sys-
tems is a difficult task due to the inherent complexity at both conceptual and
implementation levels. Systems can be observed at both an individual level and
a social level. The individual level focuses on capacities, knowledge and goals of
entities. The social level focuses on global aspects of the whole system, external
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expression of interaction and cooperation situations. From local individual inter-
actions can emerge behaviors at the system level which are difficult to predict.

Problem. Designing and deploying a decentralized intelligent systems requires
to simulate the behavior of the whole designed system. Because of the complexity
of applicative problems, simulation tools must help the designer to investigate
important features of local control strategies and to inspect their effects on the
global behavior. The precision of the models used in the simulation (physical
environment, energy consumption, wave propagation...) has a significant impact
on the quality of the whole solution that will be really deployed in the real
world. To support the system deployment, we must simulate decentralized in-
telligent systems constituted by virtual (simulated) parts and embedded parts
really deployed in the real world.

Such a tool must support an important variety of models coming from different
fields. These models are mainly organizational models (self-organization process,
hierarchy management etc.), interaction models (contract net protocol, recruit-
ing interaction protocol etc.), physical environment models (including different
classes of application dependent models as wave propagation models, thermal
dissipation model, fluid flow etc.) and user models (implementing different types
of user’s specific needs dependent behavior).

Contribution. MASH (MultiAgent Software Hardware simulator) tries to meet
these requirements. This tool is used according to the following approach
(figure 1). This approach is involved in a more complete system design method-
ology called DIAMOND [11] which is not presented here.

When the simulated solution meets the requirements it is necessary to em-
bed the solution in the real world devices. A specific effort is needed to tune
algorithms in order to fit resources of devices. Algorithms must be simplified to
accommodate, for example, memory limitations, reduced computation capacities
etc. Deviations of the global behavior may result from these modifications. Tools

Fig. 1. Using MASH to design and to deploy real world MAS
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must help to control effects of local changes in the behavior of entities on the
global behavior.

This paper gives an insight to our pragmatic design approach and focuses on
its associated tool. Applications are given in a companion demo paper within
the same proceedings [12].

The structure of the paper is as follows: Section §2 introduces the MASH ar-
chitecture. In section §3 we focus on the key features of our tool : the virtual/real
world mixed society simulation and the use of realistic physical models. For each
of these key features the related works are exposed.

2 An Introduction to MASH Architecture

2.1 Preliminary Definitions

Embedded MAS include different types of agents:

– Embedded agents are agents embedded in the real world which can per-
ceive and act on physical environment. They are often constituted by a
software part and a hardware part. Soccer robots, autonomous vehicle, in-
telligent sensors are embedded agents.

– Software agents are traditional agents which can perceive and acts on
virtual environment.

– Virtual agents are a type of software agents used to simulate the behavior
of real world embedded agents.

– Avatar agents represent embedded agents in virtual societies. They enable
embedded agents to interact with software agents. They link the simulated
MAS with behaviors computed on physical devices.

Virtual environments are environments in which parameter values are esti-
mated/computed from their physical models. Parameter values of physical envi-
ronments are acquired by sensors and they are modified by effectors.

We call virtual society the set of software agents of the multiagent system.
Embedded agents are not taken into account contrary to their avatars.

We call instruction a method call on an agent (or an object) at a specified
date (date,<object identifier>.<method name>(<param1>,...)) . A scenario consists in
a set of instructions.

2.2 Architecture Overview

MASH enables involving software simulation (involving software agents), the
hardware simulation (only real world embedded agents operating on a simulated
environment) and the virtual/real world hybrid simulations (involving software
agents and real world embedded agents operating on a simulated/real world
mixed environment).

In figure 2, we can see in the background the main windows which allow to
view the system according to customized criteria (defined by the designer). It
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is possible to spy agents i.e. to inspect their internal states and the history of
events. The inspected agent is Agent2 which is a real world agent. Among the
various events, we can see the bytes received by this agent and their translation
into logical messages.

Fig. 2. The MASH main windows

Virtual agents and real world embedded agents are abstracted by an Individual
agent manager (figure 3). The Individual Agent Manager enables the integration
in the simulation of virtual and real world agents. Each agent possesses its own
model and its own architecture. An agent can be implemented by a software
agent (as a java class) or its behavior can be computed in a real world embedded
agent. In this case, an avatar translates the logical call of methods and exchanged
messages to its wrapped embedded agent. Physical connections are implemented
according to a given bit specification (defined by user). The avatar allows to
give a graphical representation of the real world embedded agent in the MAS
graphical representation.

The Behavior component is the applicative component. It simulates the ex-
ecution of software on a single node. It processes messages received from other
agents. The agent’s decision cycle dedicated to the functional aspect of the ap-
plication is implemented here.

Agents interact together and with the environment through the society man-
ager and the Environment manager. The Society Manager defines the locality
of an agent. In other words, it enables an agent (1) to identify its neighbor-
hood i.e. the agents that can physically receive the messages it transmits, (2) to
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Fig. 3. Simplified architecture of the MASH simulator

access the environment values that its sensors can measure and (3) to act on the
environment (to modify environment parameters) with their effectors.

The Environment manager computes different physical models to allow a
realistic simulation. When an agent wants to capture an environment value ,
this component decides firstly the accessibility of this data by the agent (Does
the agent have the appropriate sensor? Does the agent is in the good geographical
area?). Secondly, it returns the value or it throws an exception.

Concerning the scenario processing, the simulator uses the reflection API of
java which allows to examine or to modify the runtime behavior of Java applica-
tions. MASH uses it to examine properties of agents, including their declaration
and their contents. Main advantages of use of this API is the possibility, when a
scenario is running, to call dynamically user defined methods/services without
any additional declaration of possible actions.

3 Key Features

In this part, we focus on main particularities of MASH. For each of them, we
present a quick review of related works and give an insight of its implementation
in MASH.

3.1 Simulation of Real World/Virtual Societies

Software actors and hardware actors mixed systems are increasingly common,
but relatively few tools enable their development.
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Related Works. Some works support simulation of systems including hard-
ware entities and software entities. These works often belong to the wireless
networks field. These simulators [14,7,22,23] are often specialized in the study of
a specific type of model (battery discharge model, wave propagation model...).
We identified no contribution in the field of decentralized artificial intelligence
which enables to involve software agents and real world embedded agents in a
same simulation. In [24], authors make a virtual discrete environment from the
physical observations to plan actions. In [9], the simulator acquires data from
sensors to obtain more realistic virtual simulations.

Concerning MASH. In our tool, all real world embedded agents have an
avatar in the simulated society. These avatars are managed by the Individual
agent manager. Their main role is to translate logical messages into physical
ones and vice versa. They can be used to compare real world agent behaviours
to the behaviour of their virtual implementation.

As an instance, figure 4 shows the expected role and the measured role of
an hardware agent included in the simulator. At t=152.45s, we can see that
the real world agent requires more time to choose its next role (the CPU clock
is lower than the virtual agent clock). At t+dt, we can see that the real world
agent has chosen an unexpected role (simple member). Reason is that a more
important amount of time is needed to analyze the received messages.

Fig. 4. Tracking an agent role

3.2 Simulation Using Realistic Physical Models

The majority of distributed intelligence systems concerns only virtual applica-
tions. For example, in the context of home automation, simulators belonging to
the distributed intelligence field focus on software problems like interaction pro-
tocols used to negotiate users’ needs, decision making and distributed problem
solving to adapt these needs to energy limitation [2,1], data-mining to match the
specific situation to a previously observed one [6].

The associate tools like [3,18,13,17] are not suitable for the design of real
world systems especially because physical laws of these environments are indeed
reduced to their simplest expression.
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Environment Models. The environment models in which agents evolve are
often reduced to their simplest form (in most of works of ambient artificial in-
telligence). However their impact on simulation results is very important. We
present related works and a use of more realistic models in MASH.

Related Works. The most interesting solutions are those that use the well
known tools Labview [5] or Matlab[16]. In [20,4], authors use Labview to imple-
ment a MAS. In their simulations an agent is implemented as a virtual instru-
ment. Of course, by this way authors lose the advantages of multiagent simulators
(large scale simulation, multiagent specific models...). Very recently, in another
context a matlab/simulink multiagent toolkit for distributed networked fault tol-
erant control systems has been proposed [15]. In [21], MACSimJX an extension
of Jade is proposed to enable interaction between Simulink and this tool.

Concerning MASH. Matlab is undoubtedly the most suitable tool to model
physical systems even if the creation of a model requires to have serious knowl-
edge about the physical law that we want to model.

A Simulink model is presented as block diagram. Such diagrams enable to
solve set of algebraic equations and ordinary differential equations. This block
organization enables easy reuse of already developed blocks and allows to have
a better comprehension of the whole model.

In [10], we propose to model1 temperature evolution of each room of a build-
ing. The temperature of a room depends, on one hand, of elements that are only
dependent on that particular room and of external parameters, and on the other
hand of shared components, such as walls and doors, with other rooms. Con-
sequently, we propose the following methodology: making one model for each
piece with its own components (air, floor, ceiling, external walls, windows, in-
ternal heating sources...) and one model for each linking component (walls and
doors between rooms, floor/ceiling for multilevel building...). Mainly, the first
models (room model) are connected using the second models (internal building
walls). This methodology permits to connect and disconnect the rooms very ef-
ficiently without having to rewrite the equations of the different components.
One has first to define the components (rooms and internal walls) connectivity
and second the physical parameters of each component.

The resulting modular model is implemented into MatLab/Simulink. The
model enables to change the building configuration easily. Some parts of the
model are exposed in figure 5. We find on this figure the entire model of the
6 rooms building that we simulate (fig. 5a) and how we compute the temper-
ature of the rooms and of the internal walls composing the building according
equations described in [10] that are in state space form (fig. 5b).

To use a physical model defined with Matlab/Simulink, MASH can interact
with this tool by two ways : using a client/server approach or by files exchange.

Concerning the first solution, the Matlab Real-Time Workshop is able to pro-
vide the code to implement both a server and a client. We use only its server
code generation. MASH supplies the client code to access to the physical model

1 This model results from our collaboration with automation researchers.
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Fig. 5. Environment physical model : Part of the Matlab block model

parameters. Because this solution requires to buy a specific module, we preferred
to develop a little Matlab script which enables a double queue file communica-
tion. These text files (default names: data.in (inputs of the physical model
i.e. outputs of MASH) — data.out (outputs of the physical model i.e. inputs
of MASH) ) enables to share parameters and measures. An example of these
exchanged file is given in figure 7.

Then, MASH therefore uses a very simple algorithm (alg. 1) to put the update
data relating to the environment in which agents evolve.

Algorithm 1. Integrating Matlab/Simulink computed values

repeat
Read environment values in data.out.xml

Update MASH virtual environment
Agents act
Write controllable values by agents in data.in.xml

until simulation.isRunning()

Energy Consumption Model. Energy consumption models are very impor-
tant to obtain realistic results from the energy efficiency point of view. It is
necessary for the software simulated agent to include the energetic consumption
in the simulation because all embedded agents must integrate the energy point
of view in their reasoning.

Related Works. The battery model simulates the capacity and the lifetime of
the agent energy source. It is difficult to define a universal model because the
battery behaviour strongly depends on the material used to build the agents.
For an embedded agent, one of its main goals is to increase as much as possible
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<?xml version= ”1.0”>
<! − − Written on 24-Aug-2011 10:52:41 using the XML Toolbox for Matlab −− >
<root>
. <data1>
. <name>simulated time< /name>
. <type>float< /type>
. <value>30< /value>
. <unit>day< /unit>
. <description>Simulation time : day< /description>
. <direction>out< /direction>
. < /data1>
. ...
. <data17>
. <name>Tai 03 03< /name>
. <type>float< /type>
. <value>32.678271140525< /value>
. <unit>celcius< /unit>
. <description>Ambient air temperature < /description>
. <location>room 3< /location>
. <direction>out< /direction>
. < /data17>
. ...
< /root>

Fig. 6. Example of XML exchanged files between Matlab/Simulink and MASH

the lifetime of its energy storage. One of the most simplest models of battery is
the linear model. Other models are described in [19,8].

In a lot of simulators of decentralized intelligent systems, energy consumption
models are not really available. Considering the large variety of batteries existing
in the real world, it will be interesting to supply several models.

Concerning MASH. We defined an open structure which allows to imple-
ment several models. The more simple one implemented in MASH consists in
defining the battery as a linear storage of current. The remaining capacity C
after operation of time td can be expressed by the following equation where
C′ is the previous capacity and I(t) is the instantaneous current used by the

hardware at time t : C = C′ − ∫ t0+td
t=t0

I(t)dt. The designer must tune the val-
ues involved in this model. For instance, we can define the consumed current
depending on some states: radio emission (8.1 mA), radio reception (7.0
mA), cpu active mode (2.0 mA), cpu sleeping mode (1.9 mA). A designer
can add new states to model others current consumptions (sensing consump-
tions, acting consumptions...).

Wave Propagation Model. If for most applications, the use of a particular
model of wave propagation is not essential, it may be necessary when the system
environment is disturbed non-uniformly. We present here the use of such models
in MASH.

Related Works. In tools specialized on wireless network simulation like NS2,
numerous models are available. These models are dedicated to specific environ-
ment (cities, home indoor...). We can tune some parameters like the bit rate, the
bit error rate and so on. In a lot of distributed intelligence simulator, these models
don’t really exist. Authors consider an arbitrary range or that the environment
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is fully covered by access points. Associated energy consumption models are of-
ten poorly understood by software specialists. An example of false assumption
often found in papers is that a system (as a WSN) spends more energy during
transmissions rather than during receptions.

Concerning MASH. The wave propagation model can be modelled as a part
of the Matlab environment model. Even that, to simplify reuse of such a model,
we separate this specific model. So it is possible to have two concurrent Matlab
simulation (one for modelling the wave propagation and one for others physical
phenomena like heat transfer).

If a so advanced model is not necessary, MASH offers a simple model imple-
menting the Friis free space transmission equation (used in telecommunications
engineering) which does not need to use Matlab. The wave propagation model
is implemented like circular wave propagation through the 2-dimensional grid.
MASH estimates the received power measured by a receiver agent Pr when a
sender agent sends the message with transmitter power Ps. Considering the re-
ceiver signal strength, we can estimate the probability of a good reception of the
message by the receiver agent. Estimating Sr requires to know the geographical
position of the sender and of the possible receivers. These positions are stored
in the environment map and not in the agent because in a lot of applications,
embedded systems cannot know their positions. From these positions, we can
identify the different media crossed by the signal (air, water, wall etc.) during
its propagation.

4 Conclusion

This paper presents an approach to design and deploy real world systems based
on decentralized intelligence based on MAS. We presented MASH a tool sup-
porting this approach.

Building such systems imposes to design and to tune embedded agents. MASH
enables using both simulated and really embedded agents in a same system. One
of its major benefits is so the possibility to control possible deviations obtained
at the system level from the individual level behaviour modification. A second
ability of MASH is it supply realistic physical models for agent environment.
Coupling virtual agents/embedded agents with physical models leads to a real-
istic development tool, bringin closer MAS and physical systems.

Currently MASH supports simulation of systems incorporating populations
of 600 to 900 agents (depending on the agent architecture complexity). So the
next main improvement of MASH consists in enabling the society manager to
distribute individual agent manager on clusters of machines.
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Abstract. The aim of the work is to show a solution of dynamic trans-
portation problem Pickup and Delivery Problem with Soft Time Win-
dows, taking into account variable travel times between locations. The
information about changes is obtained thanks to an algorithm that gen-
erates and propagates traffic jams or collects data from the traffic sim-
ulator. The model of such a multi-agent system is presented. Different
types of propagation of information about changes of travel times for
agents constituting a fleet of vehicles for the realisation of transporta-
tion requests and different methods of prediction of future actual travel
times on road sections are taken into consideration.

Keywords: Transportation Problems, Dynamic Environment, Informa-
tion Propagation, Prediction.

1 Introduction

A substantial amount of work on agent systems is targeted on building these
systems to function properly in the dynamic environment, while adapting them-
selves to changing situations. The most important problem emerging in such
systems is: to gain information about changes as well as accuracy and current-
ness of the information and quality of the models created to anticipate future
changes. Many models of the multi-agent systems were developed considering
these aspects (for example [5]), but in our work we are aiming to analyse a
transportation problem from this point of view, such a kind of evaluation has
not yet been performed according to our knowledge. We are focusing on Pickup
and Delivery Problem with Soft Time Windows (PDPSTW) with changing times
of travel caused by propagating traffic disturbances. This transport problem be-
longs to NP-hard problems. PDPTW consists in serving a set of transport re-
quests by a fleet of available vehicles. Particular requests are described by points
of pick up and delivery, time windows, when pick up and delivery should occur
and required capacity (load). The function of the solution quality is dependent
on solution parameters as: number of vehicles, the total distance, the total time
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of travel, times of waiting (stops) and the penalties, in cases of delay, so the so-
lution of the problem may be considered as multi-criterial. Actions of all agents
have influence on the final obtained result. The agents express their cooperative
nature by solving imposed tasks and by exploring the environment. It is possi-
ble to evaluate the algorithms grading the scale of disturbances. There is also a
capability to control the threshold of acceptable level of penalty from the side
of each agent, by defining maximal acceptable delays in relation to time or total
distance of travel.

Since these solutions may be mapped on different types of problems, e.g.
related to tasks scheduling, the obtained conclusions may also be referred to
other types of computational problems [4].

In this paper, we extended our solutions worked out so far, with elements
related to the propagation of information about changes of environment and
implementing appropriate methods of disturbances propagation. In [14] the in-
fluence of closure of particular roads on the quality of obtained results was
examined, whereas in [8] - the influence of other crisis situations, as well. The
problems connected with considering information and reaction on disturbances
were examined in [9], where we examined the influence of probabilistic data con-
cerning the spatial distribution of requests on modifications on vehicle routes
upon the final solutions gained.

2 Research Domain Overview

Transportation Problems and Heuristic Methods of Their Solving. Transporta-
tion problems of the type vehicle routing problem, describing transfer of goods
between locations, are widely examined with the use of different heuristic al-
gorithms. In our work we will especially concentrate on the problem with time
windows, i.e. Pickup and Delivery Problem with Time Windows (PDPTW),
as well as on its special case – Vehicle Routing Problem with Time Windows
(VRPTW). For the static PDPTW all requests are known at the moment of
the vehicle journey start. The set of test benchmarks was proposed to evaluate
the quality of solution of such problems ([13,1]). In the work we particularly
concentrate on the dynamic transportation problems, where a request comes
during vehicles movement/travel. A review of heuristic solutions of the problem
is available in [15].

Multi–agent Models for Solving Transportation Problems. Many multi-agent sys-
tems for transport planning have come into existence. One of the best known,
and at the same time presenting solutions, which we also refer to in our work,
is MARS System [6]. Similarly to meta-heuristic solutions which comprise two
phases – constructive heuristics and optimisation heuristics, also in this approach
two steps are used: contract-net protocol [16], for initial assigning requests to
vehicles and “simulated trading” algorithm [3] for later optimisation of the solu-
tion, allowing agent to accept or to get rid of requests which realisation becomes
costly for them, chains of such exchanges with the participation of many agents
may be constructed in this process.
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Perception of Environment Dynamics, Information Propagation and Value. Ob-
taining and interpreting of information gained from the environment is a sub-
stantial domain in examining multi-agent approach and distributed artificial in-
telligence from the beginning of 1980’s. In [12] a concept of the environment con-
sisting of distributed sensor network monitoring of moving vehicles is presented.
The problems of application of multi-agent systems for creating distributed net-
works of sensors was then widely examined, the review of works can be found in
[11,17]. Optimal frequency of information exchange, in reference to the policy of
performed actions in cooperative multi-agent system was examined in [7].

3 System Model

3.1 Main Model Elements

Our model comprises a dynamic environment and a set of agents of two types.
The environment is described by a graph representing a transport network (the
chosen essential locations and crossroads, as well as road sections between them)
with the current times of travel by particular road sections with information
about currently active (reported but not loaded yet) transportation requests,
available for loading at a given point. Dynamics of an environment on the one
hand - consists in changes of the set of active requests – disappearing loaded
requests and the new incoming ones – but on the other hand - in generated
changes of times of travel by road sections.

The Dispatcher is responsible for collecting transportation requests and as-
signing them to Transportation Units, identification of the general situation
and adjustment of general working schema to the current situation. Transporta-
tion Units representing vehicles, are responsible for request realisation and in
some scenarios, also for collecting information about the current environment
state. Agents of the level of the model in the system are described by indexes
j : j ≥ 0∧j ≤ n, where agent j : j = 0 is a Dispatcher agent, but agents j : j > 0
are Transportation Units.

3.2 Model of Dynamic Environment

The environment model, used by the Dispatcher and Transportation Units, in-
cludes information about the structure of the transportation network, current,
historical and predicted travel times across the road sections, and data about
transportation requests, not assigned or picked up, in the system.

Therefore, a dynamic environment in time step t may be described as follows:

DynEnv(t) = (G(t), ReqsA(t), ReqsP (t)) (1)

where:

– G(t) – total state of the transportation network in the time step (t), contains
not only the current state in the time step t – Gr(t), but also information
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about the previous states of the network, used for prediction, and future
predicted states of network, marked Gr(k)(t), where in the case of historical
data k = t − hmax, t − hmax + 1, . . . t − 1, where hmax – assumed size of
history, and in the case of predicted future changes of network state, k =
t + 1, t+ 2, . . . t + pmax where pmax – the maximum range of the predicted
steps,

– ReqsA(t) – a set of active requests, which arrived but still are not picked up
by transportation units,

– ReqsP (t) – set of requests picked up by vehicles, which still need to be
delivered to destination locations,

The given agents j may have only partial and not up to date knowledge, re-
garding the environment, DynEnvj(t), in practice it may not include up to date
knowledge about travel times across the road sections, incomplete historical in-
formation or disturbed prediction results.

Changes of the environment include:

– new request coming: a new request i comes in the time step t: ReqsA′(t) :=
ReqsA(t)∪Reqsi, Reqsi –new request coming in time step t, ReqsA(t) – old
set of active requests, ReqsA′(t) – new modified set of active requests,

– picked up request Reqsi in time step t, a request ceased to be active and is
loaded to the vehicle: ReqsA′(t) := ReqsA(t)\Reqsi, ReqsP ′(t) := ReqsP (t)
∪Reqsi

– delivery of request Reqsi in time step t, a request ceases to be loaded and
is not considered anymore in the current state of the system: ReqsP ′(t) :=
ReqsP (t) \Reqsi

– changes of travel time through the road sections: Gr′(t) = Change(Gr(t))

3.3 Fundamental Model

Dispatcher Dispatcher (DA). Agent Dispatcher is responsible for sending
requests to the vehicles. The representation of dispatcher in time stamp t is
expressed by equation 2.

DA(t) = (G0(t), S0(t),K0(t), A0) (2)

where:

G0(t) – a value of goal function for time step t, which depends on the number
of vehicles, total travel distance and total penalty for delays,

S0(t) – state of dispatcher, S0 = {LocAgent(t), ReqsP (t), ReqsA(t)}, where
LocAgent(t) – set of locations of all transportation unit agents j, defined
as follows: LocAgentj(t) = {LocAgentj(t) : j = 1 . . .m}, – estimated lo-
cation of all agents j, m – number of transportation units, ReqsP (t) –
set of sets of requests assigned to and picked up to given transportation
units j, ReqsP (t) = {ReqsP j(t) : j ∈ [1,m]}, ReqsA(t) – set of sets of
requests assigned to given transportation units j, but not picked up yet,
ReqsA(t) = {ReqsAj(t) : j ∈ [1,m]}:
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K0(t) – knowledge of dispatcher, K0(t) = {Env0(t)}, where Env0(t) - informa-
tion about transport network in time t, Env0(t) = (Gr(t), HGR(t)(LpU)),
Gr(t) – state of transport network in time t and HGR(t)(LpU) – history of
previous states of transport network during last LpU changes,
HGR(t)(LpU) = {Gr(k) : k ≥ t− LpU ∧ k ≤ t ∧ k ∈ N}

A0 - allowed actions of dispatcher.

The allowed actions of dispatcher are as follows:

A0 = {Allc0, GtPos0, SndPos0, PU0} (3)

where:

Allc0 – auction of a request and its allocation to a Transportation Unit,

Allc0 : (Reci, ReqsV (t), Reqs(t), t) → (ReqsV (t) = ReqsV (t)\Reci,

ReqsAj(t) = ReqsAj(t) ∪Reci)

where j – agent which got a request for realisation, ReqsV (t) – set of not
assigned requests, ReqsAj(t) – set of all requests assigned to given trans-
portation units j

GtPos0 – get info about positions of transportation units,
GtPos0 : (LocAgent(t)) → (LocAgent(t) =

⋃
0<j≤m Locj)

SndPos0 – send info about agent positions to transportation units,
PU0 – operation of prediction (described in more detail in section 3.5).

Transportation Unit. Transportation unit TU j is expressed as follows:

TU j = (Gj(t), P j(t),Kj(t), Sj(t), Aj), (4)

Gj(t) – the goal function, which depends on total travel distance and total
penalty,

P j(t) – a plan represented as a sequence of operations of movements, pickup
and delivery operations, acquiring information about change of travel time
for given road section,

Kj(t) - knowledge of j− th transportation unit Kj = {Reqsj(t), DynEnvj(t)}
comprising Reqsj - set of requests,DynEnvj(t) - information about dynamic
environment (see 3.2). environment (transport network).

Sj(t) – state of the j-th transportation unit, Sj = {Locj, ReqsAj, ReqsP j},
where Locj, – location, ReqsAj – allocated requests, ReqsP j – picked-up
requests,

Aj - allowed actions of j-th transportation unit.

Allowed actions of the transportation unit j are as follows:

Aj = {Allcj,Mvj , Ldj, Dlvj , Inf j, PU j} (5)
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Allcj - participation in auctions of transport requests
Allcj : (ReqsAj(t), Reqsi, t) → (ReqsAj(t) = ReqsAj(t) ∪Reqsi)

Mvj – transfer between locations,
Mvj(Np, Nq) : (Loc

j = Np) → (Locj = Nq)
Ldj - loading,

Ldj : (ReqsAj(t), ReqsP j(t), Reqsi, t) → (ReqsP j(t) = ReqsP j(t) ∪Reqsi,
ReqsP j(t) = ReqsP j(t)\Reqsi)

Dlvj - unloading,
Dlvj : (ReqsP j(t), Reqsi, t) → (ReqsP j(t) = ReqsP j(t)\Reqsi)

Inf j : – gather information about travel times for current road section, in time
t (q – current edge/road section),

Inf j : (TEj
q(t)

, q, t) → Envj = Envj ∪ (TEj
q(t)

)

PU j – operation of prediction, which produces the predicted values of travel
times for road sections for next pmax steps, PU j : (Envj) → (Envj)′

3.4 Model of Information about Propagation of Environment
Changes

In the realised environment, there are several methods of propagation of informa-
tion about disturbances taking place or being noticed, this information reaches
Dispatcher and Transportation Units. The model of the information propaga-
tion about dynamic environment is expressed as follows DynEnvInfo(t) =
(DynEnv(t), p), where DynEnv(t) is the model of dynamic environment de-
scribed in section 3.2 and p is an assumed mode of information propagation,
which determines the method, how agents become acquainted with changes of
travel times associated with given road sections.

The following modes p of information propagation are currently considered:

– immediately – (i) – dispatcher and all transportation units obtain globally
immediate information about every change of travel times in any of the road
sections,

– after noticing – (an) the information about change is disseminated to all
agents only when a transportation unit discovers it (it means drives the
road section with changed travel times),

– after time – (pX) – changes are disseminated to all agents after the given
time period X , if a transportation unit notices the change earlier, it takes it
into consideration in its plan, but does not inform other agents.

3.5 Models of Prediction of Environment Changes

The Dispatcher and Transportation Units may either not predict the future state
of the environment, considering current and historical information, or predict
them using one of several prediction methods. If prediction algorithms are used,
the considered size of historical changes may influence the results. Predicting
agents are equipped with a prediction unit PU which is represented as follows:
PU = PU(LPU , APU ), where



Multi-agent Models for Transportation Problems 151

– LPU – number of remembered last changes of the road graph,
– APU – a prediction algorithms, the following solutions are implemented:

Standard (lack of prediction), Average (basic mean value), MovingAverage
(exponential moving average).

4 Realisation

The main elements of the system are presented in fig. 1.
Simulation control (Test Agent) – a component responsible for reading in-

put files and generating the output ones. Its task is a simulation initialisation
and sending simulation progress time markers. It also performs a function of
the “outer world” from the point of view of other agents, it transfers incoming
requests, as well as takes care of propagation of changes in the road network
graph.

Data about agents in the system (InfoAgent) – the agent, which deals with
creation (with the use of JADE [2] platform tools) of component agents of Trans-
portation Units. It also stores identifiers of created agents.

Distribution of requests (Dispatcher) – it receives incoming requests from the
control unit. Then they are queued in the optimal sequence (different policies)
in such a way to increase probability of optimal routes creation after assigning
requests to Transportation Units. Each request is sent to the existing Trans-
portation Units with a query about costs of realisation. The Unit offering the
lowest cost is chosen. When the request cannot be realised using the current set
of vehicles, it initiates the process of negotiation (level 2 optimisation process),
based on our implementation of a Simulated Trading [3] algorithm. It gathers
schedules of all Transportation Units, modifies them, and sends them back -
updated. If it is still not possible to serve the request, it orders the creation of a
new Transportation Unit.

Transportation Units – they serve requests assigned by the Dispatcher. After
receiving the new request they calculate the cost of its realisation and send it back
to the Dispatcher. Additionally Transportation Unit transfers information on its
state to the simulation control module, and to the Dispatcher. Apart from this, it
has also the capability to change its route construction strategy during the course
of simulation. After allocating new requests, the Transportation Units start an
optimisation process (level 1), they offer a given number of requests allocated
to them, that mostly increase the cost of their route, to other Transportation
Units. If there is another agent which can serve a request with lower costs than
its current owner, the request is moved to its route.

In the system, two types of disturbance generation were realised.
Simple generator of disturbances. It is based on the concept of virtual vehi-

cles, which move along graph edges, carrying disturbances by themselves. The
disturbance generator functions in the following way:

– initialisation – parameters of each vehicle are drawn from available values
set during the initialisation of the generator. They are: departure time, wors-
ening of traffic factor, the path to be travelled by the given vehicle,
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Fig. 1. General architecture of the system

– vehicles are moved in the loop until the deadline iterations, when the vehicle
enters the given road section, it modifies the time of travel using its worsening
factor, the change remains until the vehicle leaves the road section,

– the state of the graph with current travel times through the road sections is
recorded every given number of time steps.

Use of Configuration Data Generated by Multi-agent Traffic Simulator. The sec-
ond method of gathering information on the changes of traffic states and changes
of travel times through road sections are obtained from the multi–agent traffic
simulator, described in [10]. It uses extended multi-lane Nagel-Schreckenberg
traffic model, and adaptive algorithm for traffic lights on intersections.
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5 Results

Experiments were carried out for different types of graphs as well as different
grades of disturbances. For such defined conditions tests were carried out with
the use of different types of information on propagation and different predic-
tion algorithms. One group of tests (tests1) was performed with disturbances
generated by virtual vehicles, the second for travel times generated using traffic
modelling system (tests2).
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Fig. 2. Results for high disturbances. Different methods of propagation information
about changes and different prediction algorithms.

Table 1. Average values for different strength of traffic disturbances

disturbance strength vehicles distance penalty non-performed requests

veh100 16.94 2351.95 888.19 0.00
veh200 19.28 2770.52 1014.67 0.00
veh300 19.17 2732.52 892.58 3.00
veh400 17.25 2499.25 1034.25 7.58
veh500 18.58 2354.41 974.83 11.00

For tests1 average values of vehicle numbers were shown, as well as the total
distance and penalties gained for several simulation runs, for each considered
methods of information propagation and predictions (fig. 2).
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Fig. 3. Results obtained for different information propagation and different prediction
algorithms using data from road traffic simulation

The following methods of information propagation about changes of travel
times were used: immediate (i), after noticing by vehicle which entered the given
edge (an), or with delay of 10, 30, 50 and 70 time units (pXX). For each method
of information propagation the results are given for the following situations: no
prediction, prediction using the following simple average and moving average
methods, and mean value obtained using all methods.

One can see that an average number of used vehicles usually slightly increases
with the decrease of information accuracy. One of the prediction methods, es-
pecially simple average in most cases enables obtaining better results than in
case without prediction. Thus we can say, that although the results are to some
extent burdened by random generation of disturbances, usually more accurate
information slightly favours better solutions.

Analysing obtained results from the point of view of two criteria viz. (i) solu-
tion quality or vehicles number, then the distance and (ii) penalty from delays,
one can distinguish non-dominated solutions making Pareto front. They are:
simple average and moving average for immediate information flow, simple av-
erage for information obtained after 10, 30 and 70 time units, no prediction for
information obtained after 50 time units, all three predicting methods for the
information obtained after the vehicle visits of the edge. So, the use of meth-
ods of predicting changes, even despite their simplicity (lack of consideration
e.g. identification of patterns recognised in history) usually allows us to obtain
better solutions than in cases without prediction.

The important question is also how the increase of the level of the traffic
disturbances influence the average results obtained by agents (tab. 1). We con-
sidered the disturbances generated by 100, 200, 300, 400 and 500 virtual vehi-
cles. For each level of disturbances average values were calculated, considering
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the problems with all kinds of propagation of information about changes and
three considered prediction strategies. For disturbances generated by 100 and
200 vehicles all requests are performed, for 200 vehicles the number of vehicles
and total distance increase. For cases with 300, 400 and 500 vehicles appear and
increase requests which are not possible to be served in a given time horizon.

For the tests 2 one can notice that differences for different methods of informa-
tion propagation are small. It is caused by more realistic and steady changes of
the traffic characteristic. Considering the non-dominated solutions for each kind
of information propagation, it is a moving average for immediate information
propagation, moving and simple average for information obtained after vehicle
visits the edge, moving average and no prediction for information obtained after
30 time units and no prediction for obtained after 50 time units. It is worth
noting that for the information obtained after much longer time period – 100
time units – the number of vehicles for no prediction increased to 9, while for
the both prediction methods it remained at the level of 8 vehicles. Also the total
distance for no prediction increased to 112 thousands, remaining at about 100
thousands and 103 thousands for simple and moving average respectively. The
penalty for no prediction case increased to a very large value, more than 300
thousands, while for the prediction cases, it remained at the usual low level.

6 Conclusions

Within frames of our works the model and environment to solve dynamic trans-
port problems with changes of travel times were developed and different methods
of propagation of information about changes and travel time prediction, for dif-
ferent strengths of disturbances were evaluated.

Analysing the results for more natural evolution of traffic conditions (test2)
one can notice, that for the majority of cases the impact of the choice of pre-
diction methods and information propagation methods was weak, but for very
accurate and very delayed information results obtained without prediction were
significantly worse. It seems that for up-to-date information about traffic con-
ditions, prediction may help to obtain better results allowing to fit the plans
better to the future real situation. For very inaccurate information, prediction
often allowed reduction of differences between the real traffic conditions and the
conditions considered during planning, while for the no prediction technique this
gap remained very large.

For stronger changes of traffic conditions (test1), the results (number of vehi-
cles and distance) are usually better for cases with prediction, especially when
the information is up-to-date (i, p10, p30). When the level of disturbances ex-
ceeds a given threshold (for the tests it was 300 virtual vehicles causing increases
in travel times) it is no longer possible to handle all requests, the number of non-
served requests increases together with the further increase of disturbances.

Further work will comprise extension of the set of available optimisation algo-
rithms and their configuration. Another direction of work will be applying more
complex regression methods for predicting traffic conditions, such as clustering
and regression trees techniques.
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Abstract. The design and debugging of large-scale MAS require ab-
straction tools in order to work at a macroscopic level of description.
Agent aggregation provides such abstractions by reducing the complex-
ity of the microscopic description. Since it leads to an information loss,
such a key process may be extremely harmful for the analysis if poorly ex-
ecuted. This paper presents measures inherited from information theory
to evaluate abstractions and provide the experts with feedback regarding
the quality of generated descriptions. Several evaluation techniques are
applied to the spatial aggregation of an agent-based model of interna-
tional relations. The information from on-line newspapers constitutes a
complex microscopic description of agent states. Our approach is able to
evaluate geographical abstractions used by the domain experts in order
to provide efficient and meaningful macroscopic descriptions of the world
global state.

Keywords: Large-scale multi-agent systems, agent aggregation, macro-
scopic description, information theory, geographical and news analysis.

1 Introduction

Because of their increasing size, complexity and concurrency, current multi-agent
systems (MAS) can no longer be understood from a microscopic point of view.
Design, debugging and optimization of such large-scale distributed applications
need tools that proceed at a higher level, with insightful abstractions regarding
the global system dynamics. Among abstraction techniques (dimension reduc-
tion, subsetting, segmentation, clustering, and so on [1]), this paper focuses on
data aggregation. It consists in losing some information about the agent level
to build simpler yet meaningful macroscopic descriptions. Such a process is not
trivial for the data interpretation. In particular, unsound aggregations may lead
to a critical misrepresentation of the MAS behavior. Hence, we have to deter-
mine what are the good abstractions and how to properly use them. At each
stage of MAS development, aggregation processes should be carefully monitored
and feedback should be provided regarding the quality of generated macroscopic
descriptions.
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Fig. 1. Averaging the behavior of groups of agents may reduce the redundant infor-
mation (group A) or it may lead to an unwanted information loss (group B)

A simple example can demonstrate how critical an aggregation can be. Fig. 1
shows two groups of agents that may be simplified by two abstract entities with
an average behavior. Intuitively, group A constitutes a good abstraction since
the induced global behavior is relatively similar to the microscopic one, unlike
group B. Hence, aggregation of redundant information should be encouraged to
reduce the description complexity (group A), but details regarding heterogeneous
behaviors should be preserved in order to control the information loss (group B).

Very little work has been done in the MAS community to quantify such
aggregation properties. The main contribution of this paper consists in intro-
ducing measures from information theory (Kullback-Leibler (KL) divergence [2]
and Shannon entropy [3]) to clarify the notion of good aggregation. From these
measures, we provide generic feedback techniques and an algorithm that builds
multi-resolution descriptions out of hierarchically organized MAS. These tech-
niques and algorithms are applied to the agent-based modeling of international
relations: agents represent countries, and their behavior is extracted from on-
line newspapers. Geographers exploit multi-level aggregates to build statistics
regarding world areas. We show how these geographical abstractions should be
used to better understand the system states and, with further research, its dy-
namics. This ambitious GEOMEDIA project is conducted in collaboration with
experts from the CIST (Collège International des Sciences du Territoire, Paris).

Section 2 presents the work related to the main concern of this article. Sec-
tion 3 presents the agent-based model of the GEOMEDIA application. Section 4
introduces KL divergence to estimate information loss and section 5 Shannon
entropy to estimate complexity reduction. Section 6 shows how these measures
can be combined to identify best aggregations and to build multi-resolution rep-
resentations. Section 7 concludes this paper and gives some perspectives.
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2 Related Work

Aggregation can take place in every stage of a MAS development: from its design
to its use. Even if abstraction techniques may differ, each stage should carefully
take into consideration the quality of the aggregations. First, from a software
perspective, this section shows that very few research efforts have been done to
tackle this issue. (1) Most classical simulation platforms and monitoring systems
do not even provide the user with abstraction tools; (2) some do handle the issue,
but are still at an early stage of thought. Secondly, on a theoretical aspect, this
section explains why classical techniques (e.g. data clustering, graph analysis)
are not entirely satisfying to build consistent abstractions. In this regard, our
approach should rather be compared to recent work in multi-level MAS [4] to
which it may provide a formal and quantitative framework.

In a comprehensive survey of agent-based simulation platforms [5], Rails-
back et al. evaluate some of them by testing classical features of MAS mod-
eling and analysis. Unfortunately, the abstraction problem is not tackled by this
survey, thus indicating that such considerations are seldom if ever taken into ac-
count. Most platforms (Java Swarm, Repast, MASON, NetLogo and Objective-
C Swarm) are limited to the microscopic simulation of agents. Railsback warns
about the lack of “a complete tool for statistical output” in these platforms [5].
The provision of global views on the MAS macroscopic behavior thus constitutes
an on-going research topic. Some tools for large-scale MAS monitoring address
this issue by using aggregated data or visual abstractions to reduce the com-
plexity of execution traces [6,7]. However, these abstractions are either limited
to the simplification of agents internal behavior, and do not tackle multi-agent
organizational patterns, or they do not provide feedback regarding the quality
of such abstractions.

Some techniques from graph analysis and data clustering build groups of
agents based on their microscopic properties [8,9,10]. Such considerations may
meet ours from a theoretical point of view, but the approach presented in this
paper supports a very different philosophy: abstractions should be consistent with
the macroscopic semantics of the system. We claim that, to be meaningful, the
aggregation process needs to rely on high-level concepts provided by the domain
experts. Hence, our approach should rather be compared with research on multi-
level agent-based models [4]. These works openly tackle the abstraction problem
by designing MAS on several levels of organization according to expert defini-
tions. Such approaches aim at reducing the computational cost of simulations
by reducing the amount of detail. The measures and techniques presented in
this paper may provide a formal and quantitative framework to support such a
research effort.

To conclude, aggregation techniques should be more systematically imple-
mented on MAS platforms in order to handle large-scale systems. They should
combine consistent macroscopic semantics from the experts and feedback re-
garding the abstractions quality. For example, in this paper, abstractions used
by geographers are evaluated according to their information content.
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3 Agent-Based Modeling of International Relations

This section presents the GEOMEDIA agent-based model. It consists in the
microscopic description of countries with agents and the macroscopic description
of world areas with groups and organizations.

3.1 Microscopic Data: The Agent Level

Let A be a set of agents. It constitutes the MAS microscopic level. Visualization
tools aim at displaying and explaining variables regarding these agents: their
behavior and internal states, the events they are associated with, the messages
they exchange, and so on. Given a variable v, the set of values {v(a)}a∈A forms
themicroscopic description of the system (illustrated by distribution P in Fig. 1).

In the GEOMEDIA project, we are interested in the analysis of world in-
ternational relations. In that context, we make the assumption that citations or
co-citations of countries, within news, are good indicators to represent and under-
stand their relations. For example, we may assume that an often-cited country
is likely to politically interact with the newspaper country. In our model, the
microscopic level of agents is constituted of 168 countries. Information regard-
ing their behavior has been extracted from 70 RSS feeds of English-language
newspapers, from May 2011 to September 2012. The experiments in this paper
focus on a very basic variable, citations nb: the number of articles that name
a country, and three newspapers: the Vancouver Sun (feed CAN), the Daily Mail
(feed GBR), and the Philippine Daily Inquirer (feed PHL).

3.2 Macroscopic Data: Groups and Organizations

A group G ⊂ A is subset of agents that are members of a consistent organi-
zational pattern. It can be interpreted as an abstract agent that sums up the
behavior of its underlying agents. Hence, groups satisfy a recursive definition: a
group is either an agent or a set of groups. Variables are defined on groups ac-
cording to an aggregation operator: sum, mean, median, extrema, and so on [1].
In our case, since we work with extensive variables (i.e. variables that are pro-
portional to the aggregate size), v(G) is the sum of the values of the underlying
agents: v(G) =

∑
a∈G v(a) (see Q′ in Fig. 1).

We define an organization O as a set of groups that constitutes a partition of
the agent set A. Thus, in the scope of this paper, each agent is always a mem-
ber of one and only one group. The set of group values {v(G)}G∈O composes a
macroscopic description of the system wrt an organization. It simplifies the vari-
able distribution, from the detailed microscopic description (P in Fig. 1) to an
aggregated one (Q′). When comparing both descriptions, an assumption is made
regarding the underlying distribution of the aggregated values (e.g. uniform, ge-
ometric or Gaussian distribution). In our case, we consider that each agent has
the same weight within the aggregate. It is thus underlined that aggregated val-
ues are uniformly distributed over the agents (from Q′ to Q). Consequently, as
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illustrated in Fig. 1, some groups are more suitable than others for the anal-
ysis. For example, using group A seems relevant since P is close to Q, unlike
group B. Hence, organizations should be carefully chosen to provide accurate
high-level abstractions. In particular, they should only aggregate homogeneous
and redundant distributions. The next section presents a measure to quantify
such a property.

Groups and organizations can be derived from semantical aspects of the agent
space. In a geographical context, social, political, and economic organizations of
the world are often used. However, in this paper, we focus on topological organi-
zations, in order to be consistent with geographical maps of the world. Groups
thus aggregate nearby territories. In the following experiments, we consider two
hierarchical organizations of world countries, namely WUTS [11] and UNEP [12].
They define multi-level nested groups used by geographers to build global statis-
tics about world areas, from the microscopic level of agents to the full aggregation
(see [11] for a detailed presentation of these multi-scale organizations).

4 KL Divergence as a Measure of Organization Quality

Among classical similarity measures, Kullback-Leibler (KL) divergence [2] is of
high interest because of its interpretation in terms of information content. This
section shows how it can be exploited to provide feedback regarding the quality
of groups and organizations.

4.1 Kullback-Leibler Divergence

KL divergence measures the number of bits of information that one loses by
using an approximated distribution Q to encode the citations of countries, in-
stead of using the detailed source distribution P . In other words, KL divergence
estimates the information that is lost by the aggregation process. As we assume
that aggregated values are uniformly distributed among underlying agents, a
group whose internal distribution is very homogeneous (group A) will have a
low divergence (i.e. a low information loss), and conversely (group B).

From the KL formula [2], we define divergence (or information loss) of a
group G as follows (more details can be found in [13]):

loss(G) =
∑
a∈G

v(a)

v(A)
× log2

(
v(a)

v(G)
× |G|

)
(1)

where |G| is the size of the group (i.e. the number of aggregated agents), v(G)
is the sum of the aggregated values and v(A) is the sum of all values (i.e. the
total number of citations). KL divergence is expressed in bits/citation
(or b/c). It verifies the sum property [14], meaning that the divergence of disjoint
groups is the sum of their divergences. Therefore, for an organizationO, we have:
loss(O) =

∑
G∈O loss(G).
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(a) feed PHL (Philippines) (b) feed GBR (UK)

Fig. 2. Spatial variations of KL divergence for groups of the WUTS 3 organization (the
darker, the higher). Newspaper locations are indicated by white squares.

4.2 Groups Quality Is Correlated with the Source of Information

This first experiment aims at showing an essential feature of abstractions: their
quality depends on the context of the analysis. Fig. 2 presents the KL divergence
of groups from the WUTS 3 mesoscopic organization, for two newspapers. The
darker a group is, the less homogeneous its internal distribution is.

For the investigated dataset, we notice that groups in which newspapers are
located have high information loss, as for groups that are located close to the
newspaper (e.g. the Eastern Asia group in Fig. 2(a)) or that contain agents
that are culturally or politically related to the newspaper country (e.g. Southern
Africa in Fig. 2(b)). This can be explained by the fact that, for a newspaper,
close or related agents may have very divergent behaviors, whereas distant agents
are more or less the same. We do not aim at proving that such an hypothesis is
universally verified, but at showing that groups should be chosen with respect to
the dataset. In our case, this is partly correlated with the source of information.
As a consequence, if an analyst uses distributed probes to observe a MAS, she
does not want to use only a single abstraction pattern to summarize the infor-
mation. This is consistent with the subjectivist account of emergence, according
to which emergent phenomena strongly rely on the observation process [15].

4.3 Groups Quality Varies with Time

Fig. 3 presents the variation of KL divergence and citations nb for two groups
of countries on a monthly basis. Fig. 3(a) shows that a group can have a poor
quality on specific time periods (e.g. August 2011) and high quality on others
(e.g. from March to May 2012). Abstractions should then be chosen wrt the an-
alyzed time period. Fig. 3(b) shows that the divergence variation is not strictly
correlated to the citations nb variation (e.g. July 2011 and Nov. 2011). Hence-
forth, citations number may not be a sufficient criterion for group evaluation.
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Fig. 3. Time variation of the KL Divergence and the citations number for two groups
of agents (for feed GBR)
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Fig. 4. Two organizations of the agents space in six similar (but not equivalent) groups:
locations of the N. African agents, the W. Asian agents and the Mexico agent differ

4.4 Comparing Two Similar Organizations

The purpose of this third experiment is to compare two mesoscopic agent or-
ganizations: WUTS 2 and UNEP reg (see Fig. 4). First, a global comparison can
decide which organization is the best according to KL divergence. The induced
information loss is compared with the total quantity of information contained
in the microscopic description, given by the Shannon entropy [3], to give the
percentage of lost information.

feed CAN feed GBR feed PHL

WUTS 2 1.80 b/c (62.1%) 1.46 b/c (26.4%) 2.07 b/c (51.0%)
UNEP reg 1.57 b/c (54.1%) 1.51 b/c (27.3%) 2.26 b/c (55.7%)

It appears that, both for feed GBR and feed PHL, divergence is slightly lower
for WUTS 2 than for UNEP reg. Hence, if one should choose between these two
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organizations, WUTS 2 should be preferred. However, for feed CAN, UNEP reg is
better. Once again, abstractions should be chosen wrt the source of information.

One can perform a more subtle analysis in order to determine the groups
best shapes. For example, we notice in Fig. 4 that U22 = W22 ∪ Mexico and
W21 = U21 ∪ Mexico. Hence, one may ask: what is the best location of the Mexico
agent? Should it be aggregated with the Northern America group (W21/U21) or
with the Latin America one (W22/U22)? For feed GBR, we have:

loss(W21) + loss(W22) = 0.048 b/c < 0.055 b/c = loss(U21) + loss(U22)

Thus, the citations number of the Mexico agent is closer to those of the Northern
America agents. Mexico should be grouped accordingly. This technique allows
to evaluate and choose the shape of abstractions used by the experts.

5 Complexity Reduction of Organizations

The information content cannot be increased by the aggregation process. Hence,
for any pair of disjoint groups, we have: loss(G1∪G2) ≥ loss(G1)+loss(G2). This
means that, if we only rely on KL divergence, the more detailed is always the
better. Hence, we need a measure that also expresses what one gains with the
aggregation. To do so, this section presents two measures of complexity reduction.
They estimate the information quantity that one saves by encoding a group G
rather than its underlying agents: gain(G) =

(∑
a∈G Q(a)

) − Q(G), where Q
estimates the quantity of information needed to represent an agent or a group.

5.1 Number of Encoded Values

One way of measuring information quantities consists in estimating the number
of bits needed to encode the values of a given description. We suppose that it is
constant for each agent or group: Q(a) = Q(G) = q, where q depends on the data
type of the encoded values. Hence, for a group, we have: gain(G) = (|G| − 1)×q.
It is a basic complexity measure, but it fits well with classical visualizations (as
for the maps of this paper) since the number of displayed values defines the
granularity of the visualization.

5.2 Shannon Entropy

The number of encoded values only depends on the groups partitioning. In con-
trast, Shannon entropy also depends on the variable distribution. It is a classical
complexity measure that is consistent with KL divergence: it can be defined as
the divergence from the uniform distribution [2]. Briefly, entropy evaluates the
information quantity needed to encode each citation (and not only the citations
number for each agent). Based on Shannon’s formula [3], we define the entropy
reduction (or gain, in bits/citation) of a group G as follows:

gain(G) =

(
v(G)

v(A)
log2

(
v(G)

v(A)

))
−

∑
a∈G

(
v(a)

v(A)
log2

(
v(a)

v(A)

))
(2)
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The choice of either one of these complexity measures depends on the performed
analysis. Shannon entropy should rather be used for the visualization of indi-
viduated citations, whereas the number of values is more consistent with the
visualization of aggregated values. In any case, techniques presented in this pa-
per are meant to be generic. They can be used with any complexity measure as
long as it fits with some algebraic properties (see [13] for more details).

6 Multi-resolution Organizations of MAS

As a conclusion to the previous sections, finding a good organization relies on
two aspects: the gain and the loss induced by the aggregation of agents into an
average behavior. Choosing an organization thus consists in finding a compromise
between a complexity reduction and an information loss.

6.1 Parametrized Information Criterion

A parametrized Information Criterion can express the trade-off between com-
plexity reduction and information loss for a given group G:

pIC(G) = p× gain(G)− (1− p)× loss(G) (3)

where p ∈ [0, 1] is a parameter used to balance the trade-off. For p = 0, max-
imizing the pIC is equivalent to minimizing the loss: the user wants to be as
precise as possible (microscopic level). For p = 1, she wants to be as simple as
possible (full aggregation). When p varies from 0 to 1, a whole class of nested
organizations arises. The analyst has to choose the ones that fulfill her require-
ments: between the expected amount of details and the computational resources
available for the analysis.

Fig. 5 presents such a two-dimensional evaluation of the groups of the WUTS 3

organization. By comparing KL divergence and entropy reduction, one can easily
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spot groups that have a good gain/loss ratio. The closer a group is to the top-
left corner (light squares), the more its complexity reduction compensates its
information loss, whereas bottom-right groups have a poor gain/loss ratio and
should not be aggregated (dark squares).

6.2 Organizations within a Hierarchy

Given a value of p, best organizations are those that maximize the information
criterion. Clustering techniques, using gain and loss measures as distances, could
find such optimal partitions. However, results may have very little meaning for
the MAS analysis since agents would be aggregated regardless of their location
within the system. In contrast, we assume that, in most spatial MAS, there is a
correlation between topology and behavior. Hence, we propose that organizations
should fit with topological constraints. In other agent-based applications, such
constraints can be derived from semantic properties of the system (and not
necessarily topological properties).

In this subsection, we consider hierarchically organized MAS. A hierarchy H is
a set of nested groups, defined from the microscopic level (each agent is a group)
to the whole MAS (only one group). The number of possible multi-resolution
organizations within such a hierarchy exponentially depends on the number of
levels. For UNEP (3 levels) and WUTS (5 levels), we respectively have 1.3×106 and
3.8×1012 possible organizations. Finding the best one can thus be computation-
ally expensive. Algorithm 1 below finds topologically-consistent organizations
that maximize our information criterion. Its complexity linearly depends on the
number of groups in the hierarchy (respectively 196 and 231 groups) by doing a
classical linear search within the branches of the hierarchy. Indeed, according to
the sum property [14] of our information-theoretic measures (see subsection 4.1),
each branch can be independently evaluated.

This algorithm has been executed on the WUTS hierarchy for the feed PHL

newspaper. As we increase the gain/loss parameter p, complexity decreases and
divergence increases (see Fig. 6). For p = 0, all agents are displayed (see Fig. 7).

Algorithm 1. linearly finds best organizations within a hierarchy

Require: A hierarchy H and a trade-off parameter p in [0, 1].
Ensure: An organization made of groups in H that maximizes the pIC.
1: function findBestOrganization(H,p)
2: if H contains only one group G then return {G}
3: G ← biggest group of H
4: bestOrganization ← ∅
5: for each direct subhierarchy S of H do
6: aux ← findBestOrganization(S, p)
7: bestOrganization ← union(bestOrganization, aux)

8: if pIC of {G} > pIC of bestOrganization then return {G}
9: else return bestOrganization

10: end function
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p = 0 p = 0.4

Fig. 7. Two multi-resolution organizations within the WUTS hierarchy, generated from
Algorithm 1, for different values of the trade-off parameter p

This map is hard to read because too much information is displayed (e.g. in
Western Europe). The map on the right presents the best organization generated
by the algorithm for p = 0.4. Some groups are aggregated (e.g Latin America

and S. Africa). They correspond to the groups in Fig. 2(a) that have a very
low KL divergence. Other groups, that have a high information loss wrt their
complexity reduction, are kept detailed. As p increases, higher-level groups are
displayed, thus reducing the map complexity while saving the more information.
This technique leads to multi-resolution maps that fit the variable distribution.
For p > 0.56, only the total number of citations is displayed (full aggregation).

7 Conclusion and Perspectives

The design and debugging of complex MAS need abstraction tools to work at a
higher level of description. However, such tools have to be built and exploited
with the greatest precaution in order to preserve useful information regarding the
system behavior and to guarantee that generated descriptions are not misleading.
To that extent, this paper focuses on aggregation techniques for large-scale MAS
and gives clues to estimate their quality in term of information content. They
are applied to the geographical aggregation of international relations through
the point of view of on-line newspapers. We show that, by combining informa-
tion theoretic measures, one can give interesting feedback regarding geographical
abstractions and build multi-resolution maps of the world that adapt the visu-
alization complexity to the effective information content.

Future work will apply these techniques to other dimensions of the analysis:
e.g. for temporal aggregation, thematic aggregation, multi-dimensional aggre-
gation [16]. Besides this work, we are currently exploiting these techniques for
performance visualization of large-scale distributed systems [17]. This kind of
application shows that our techniques can be scaled up to 1 million agents.
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Abstract. From a control perspective, offshore oil and gas production is very 
challenging due to the many and potentially conflicting production objectives 
that arise from the intrinsic complexity of the oil and gas domain. In this paper, 
we show how a multi-layered multi-agent system can be used to implement a 
satisficing decision-making process for allocation of production resources. 
Through simulations using real-world production data, we illustrate that this 
satisficing decision-making process performs better than existing control sys-
tems applied on marginal fields, even though satisficing decision making often 
only provides near-optimal solutions. 

Keywords: Multi-agent systems, Emergence, Satisficing, Multi-objective, Pro-
duction Systems. 

1 Introduction 

The background for our research is oil and gas production at marginal (i.e. small in 
total oil and gas volume) fields in the Danish sector of the North Sea, more precisely 
the Siri Area. The Siri Area consists of three fields (Siri/Stine, Nini, and Cecilie). Oil 
and gas fields are typically owned by several companies (partners) to reduce the eco-
nomic risk. Within the group of partners, one partner is normally the field operator. At 
the Siri Area, DONG Energy E&P is the operator. The operator has the daily respon-
sibility for production and maintenance of the production platform’s installations.  

From a production perspective marginal fields are very challenging since they ma-
ture more rapidly, i.e. in the range of months, than larger fields that mature in the 
range of years. Furthermore, marginal fields may typically go through the full life-
cycle from installation to abandonment in less than a decade. As a consequence of the 
rapid maturing, the production scheme of marginal fields has to be revised more fre-
quently than those of regular fields. Simply applying the same relatively fixed produc-
tion scheme as is used at regular fields would result in suboptimal production. The 
application of a relatively fixed production scheme is further challenged by the fact 
that the growing global request for oil and gas advances technological achievements 



 Multi-layered Satisficing Decision Making in Oil and Gas Production Platforms 171 

which allow marginal fields to evolve beyond their original abandon point. This is 
also the case for the Siri Area, where the Siri production platform in 2004 became 
host for the first tieback project, such that it now consists of the main production plat-
form Siri, three unmanned satellite platforms Nini, Nini East, Cecilie, and one subsea 
installation Stine. The focus of this paper is on the intrinsic complexity of the oil pro-
duction platform and the oil production processes, with their indirect cross-production 
resource dependencies among production equipment and processes like water injec-
tion, gas handling, and tanker export. Indirect cross-production resource dependencies 
may result in unforeseen interactions, like bottlenecks and fluctuations, which cause 
the production scenarios to become very dynamic and complex. To avoid bottlenecks 
and fluctuations, process operators typically decrease the production throughput to 
increase process stability. By inspecting historical production logs at Siri, it is found 
that production throughput is frequently lowered and often goes on unnoticed for a 
long period before intervention happens, which results in unnecessary loss of produc-
tion. This loss of production can be avoided if the production scheme is continuously 
adjusted to the dynamics of the field, a process which involves the three decision 
layers of a production platform: 1) The strategic production-decision layer handling 
the planning with goals in the range of weeks/days; 2) The tactical production-
decision layer handling the allocation with goals in the range of days/hours; 3) The 
operational production-decision layer handling the local optimization with goals in 
the range of hours/minutes.  

 

Fig. 1. Simplified data infrastructure at the Siri Area 

Fig. 1 depicts a simplified data and control infrastructure diagram for the Siri Area, 
with the following abbreviations: ERP (Enterprise Resource Planning systems) and 
SAS (Safety and Automation System) [1]. Today, the data flow of integrated opera-
tion control systems is directed from the SAS system towards the ERP system and not 
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vice versa. Data from the ERP system are primary used to generate new strategic, 
tactical, and operational plans, which from a production viewpoint makes the system 
relatively static. To support a flexible production scheme that automatically adjusts 
itself to the dynamics of the field, data must flow in both directions. 

The rest of the paper is organized as follows: Section 2 presents the related state of 
the art. Section 3 provides the conceptual overview of our approach and describes its 
implementation. An experimental evaluation using real production data from the Siri 
Area is presented in section 4. Finally, section 5 concludes the paper. 

2 State of the Art 

Today, control systems for offshore oil and gas production are programmed in static 
control structures in well-proven industrial automation systems, i.e., DCS (Distributed 
Control System) or SCADA (Supervisory Control and Data Acquisition). Optimiza-
tion is normally done offline, resulting in relatively fixed production schemes. Several 
internal DONG Energy E&P optimization studies conducted at the Siri Area have 
indicated that production throughput could be increased if the information systems at 
the decision layers, i.e., SAS and ERP systems, were better integrated thereby allow-
ing a faster respond to changing field dynamics. The studies have also shown that a 
production throughput tends to decrease over time without any interconnected change 
in the related production constraints or objectives.  

In general, studies addressing optimization in a mathematically strict sense is only 
seen in a very few studies, which address optimization of lift gas and slug mitigation, 
using Advanced Process Control (APC) and Model Predictive Control (MPC) as dis-
cussed by Bonavita et al. [2]; Artificial Intelligence in Petroleum Engineering dis-
cussed by Mohaghegh [3], and Real-Time Optimization (RTO) discussed by Bieker et 
al. [4]. The focus of these studies is optimization of subsystems and none of them, to 
the best of our knowledge, can handle online optimization of a complete installation. 
A few preliminary decision-support-control and distributed optimization systems by 
Ølmheim et al. [5] and Wartmann et al. [6] have also been tested in the oil and gas 
production domain, but only in simulation scenarios and only addressing confined 
parts of the process installation. None of the mentioned control approaches seems to 
have the ability to provide a high degree of flexibility for handling the changing high-
level operational conditions at rapidly maturing marginal fields with limited data 
models, process data, and shared resources.  

To meet the challenges of controlling a dynamic offshore oil and gas production 
environment in the range of minutes/hours/days (daily production issues) through 
months/years (field maturing issues), a multi-agent system with the characteristics of 
natural decomposition of action, perception, and distributed problem solving seems a 
promising approach as it provides the required flexibility. One of the first approaches 
in applying a multi-agent system to control production can be found in the ARCHON 
project [7] that proposed to encapsulate entities with cognitive layers [8]. Multi-
layered multi-agent systems as we use them are not as such a new idea; some early 
work in this direction is the ASIC system developed by Boissier et al [9]. The ASIC 
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architecture consists of three layers: command, adaptation, and decision. A three-layer 
model was also proposed in the work of Chappin et al., for conceptualization and 
formalization of agent behaviour in a socio-technical system for operational decision 
making in electricity markets [10]. Finally, Barbuceanu et al. followed a similar ap-
proach for organizing the supply chain in manufacturing as a network of cooperating, 
intelligent agents, each performing one or more supply chain operations [11]. In the 
context of control, the work of Sørensen et al. [12] shows how multi-agent systems 
can be used to prevent interactions among independent control objectives sharing 
resources in the same controlled environment, by searching for alternative resource 
allocation solutions that are acceptable to the requirements of all control objectives.  

Building on state of the art, we propose a new application of multi-layered multi-
agent systems to bridge the gap between SAS and ERP in complex offshore oil and 
gas production by developing a multi-layered multi-agent system that integrates the 
individual decision layers present in the automation pyramid of an oil and gas produc-
tion platform. The open nature of multi-agent systems provides the necessary flexibil-
ity to meet the evolution of marginal fields, as new agents addressing changed  
production conditions can be added whenever the need arises. That is, the proposed 
multi-layered multi-agent system can adapt to new operational conditions, as it sup-
ports dynamical introduction and removal of control agents, each representing differ-
ent production objectives, without the need to inspect or modify existing control 
agents. This dynamic control is possible as the infrastructure of the multi-layered 
multi-agent system takes responsibility for coordinating potential interactions among 
control agents dynamically. 

3 The Approach and Its Key Criteria 

In the production system domain, the focus is usually on “optimization”, but for many 
real-world problems only limited models are available due to system complexity; so, 
in a mathematically strict sense, no optimization is performed, as there is no knowl-
edge with regards to location of a global production optimum. Based on literature 
studies and in the light of the interviews given by oil-and-gas-production engineers, 
we argue that it is not “optimization” that is done today in oil and gas production, but 
merely manually tuning of process parameters based on human experience. Based on 
this observation, our approach aims to find solutions to allocation of production re-
sources that satisfy the production objectives and constraints at a given time in the 
best possible way within a given time frame. Our approach is inspired by the econo-
mist Simon who introduced the concept of ‘satisficing’ as an approach to decision 
making [13]. The word ‘satisficing’ is a combination of the two words: ‘satisfy’ and 
‘suffice’. In [14], satisficing in the context of decision making is defined as: 
  

“Examining alternatives until a practical (most obvious, attainable, and rea-
sonable) solution with adequate level of acceptability is found, and stopping 
the search there instead of looking for the best-possible (optimum) solution”. 
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Satisficing decision making seems to be a useful approach in the development of 
complex control systems when no global model can be established to determine a 
global optimum. By using satisficing decision making, the aim is to find the best-
possible solutions for allocation of resources to production processes that both satisfy 
and suffice all production objectives and constraints. Since decision making in the oil-
and-gas-production domain is multi-layered, it is necessary to find satisficing solu-
tions not only within each decision layer but also across all decision layers. As shown 
in Fig. 1, the decision-making process is scattered across the strategic, tactical, and 
operational layers. Ideally, decision-making within one layer should be coordinated 
with decision making within adjacent layers in order to find solutions that bring the 
whole production platform to a state of satisficing equilibrium.  

Today, the flow of control typically propagates from the strategic layer through the 
tactical layer down to the operational layer, with no or very little feedback to upper 
layers, in case the lower layers cannot meet the demands of the decisions made at the 
upper layers. That is, any assumptions an upper layer may hold about the effects of its 
decisions at lower layers may be broken without the upper layer knowing about it, 
which may lead to suboptimal or even wrong subsequent decisions at the upper layer. 
Those unnoticed broken assumptions between multi-layered decision layers can be 
avoided, if they are made explicit by providing feedback from lower layers to higher 
layers. Such a feedback mechanism can be established based on Jackson’s work on 
problem frames [15]. We use Jackson’s concept of entailment relations [16] to dis-
cover broken assumptions. An entailment relation is a tuple (S, W ├ R), where: 

1. Specifications S are implemented as a computer program.  
2. The World W or the set of domain properties as seen by S.  
3. ├ is the semantic for entailment.  
4. R is the user Requirements.  

As the entailment relation (S, W ├ R) is defined for a single problem context, we have 
to extend the concept of entailment to cover nested sub-problems in order to use it for 
a multi-layered decision-making process. This can be done by defining a nested en-
tailment relation that propagates information from lower decision layers to upper 
decision layers. In the nested entailment relation the world W at the upper layer L1 
will be given by an entailment relation (S, W ├ R) at the lower layer L2. I.e., in the 
entailment relation (SL1, WL1 ├ R L1) at layer L1 , WL1 will be given by an entailment 
relation (SL2, WL2 ├ RL2) at layer L2, and WL2 at layer L2 will be given by an entail-
ment relation (SL3, WL3 ├ RL3) at the lower layer L3 and so on, until entailment is ter-
minated when the bottom layer is reached. When implementing the concept of entail-
ment in a multi-agent system, each specification in the set S becomes an agent, the 
world W becomes the agents’ world model and the entailment ├ of requirements R 
becomes the goals of the agents. In a control context, W usually expresses inputs and 
outputs of the control system. When the chain of nested entailment relations holds, we 
define the system to be in a state of satisficing equilibrium. The possible size of the 
satisficing equilibrium state space depends on the flexibility in the requirements R.  
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Fig. 2. Negotiation context 

Agents belonging to the same entailment relation are grouped into a negotiation 
context with one mediator agent responsible for the negotiation process. Fig. 2 depicts 
a single negotiation context (solid rectangle) with agents A1 and A2 (dashed rectan-
gles). The world W is represented by Input1, Input2 and Output1. The arrows indicate 
the direction of data flow. There is at least one negotiation context for each decision 
layer.  

 

Fig. 3. UML sequence diagram of negotiation process 

The negotiation process is an incremental process that converges towards a satis-
ficing solution, if one exists. In searching for a satisficing solution, the mediator uses 
a genetic algorithm. Implementation details concerning the genetic algorithm can be 
found in [12]. The negotiation process is divided into six steps as shown in Fig. 3. 
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1. The mediator agent generates an initial set of proposals (e.g. 200) for allocation 
of production resources. 

2. The mediator agent presents each proposal to the agents by message accept and 
they reply whether they can accept the proposal. They furthermore respond to a 
message satisficing about how satisfied they are with each specific proposal. 
Satisficing is here expressed as a percentage to which the proposal fulfils the 
agent’s goals.   

3. The mediator agent continues the negotiation process as long as it has not con-
verged towards a solution and the end of the control loop’s time period is not 
reached. The negotiation process is said to have converged, and a satisficing so-
lution found, when no new proposal can be generated, that is any better than a 
previous proposal. When the negotiation process terminates, the mediator agent 
jumps to step 6. 

4. The mediator agent selects the best 50% of the proposals based on acceptance, 
priority and the returned fitness values. 

5. The mediator then generates the missing 50% proposals using the genetic algo-
rithm’s crossover and mutation functions. The mediator then loops to step 2. 

6. Finally the mediator updates all outputs with accepted solutions. 

In case no satisficing solution could be found, the entailment relation of the negotia-
tion context is said to be broken. Broken entailments are typically caused by alloca-
tion conflicts over shared production resources. E.g. in Fig. 2, Output1 is shared by 
agents A1 and A2. Many of these resource-allocation conflicts may emerge, because 
agents by default are considered equally important. However, in any non-trivial con-
trol system the importance of individual agents may change depending on the actual 
operational state. This state-dependent change in agents’ importance is handled by 
supporting dynamic prioritization of individual agents. Important agents are given 
higher priority than less important agents. By default the priority of all agents is set to 
5. In the current implementation, we have chosen to use a priority range from 1-10  
(1 = highest and 10 = lowest). In selection of the best 50% of the proposals, the me-
diator favours proposals accepted by agents with higher priorities. 

Furthermore, to acknowledge the fact that some agents’ requirements may be more 
critical, from a safety point of view, than others, agents’ requirements can either be 
modelled as ‘hard’ or ‘soft’. A ‘hard’ requirement is a requirement that always have 
to be satisfied, and a ‘soft’ requirement is a requirement that it is desirable to satisfy. 
For instance, in the oil and gas production domain the complete production platform 
is protected by the safety system, so the outer bounds of the solution space are set by 
the safety system. The constraints in the safety system have to be mapped to hard 
requirements to avoid production shutdowns, as eventual shutdowns are very expen-
sive due to slow start-ups and thereby lost production. Examples of safety system 
constraints can be minimum/maximum temperatures, tank-levels, pressures etc. An-
other group of hard requirements is related to business logic/policies like in the Siri 
Area where each of the three oil fields (Siri/Stine, Cecilie, and Nini) are processed in 
separate separators even though a mixed field mode could give a better throughput. 
Production-related issues like optimizing flaring over water injection are ‘soft’  
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requirements. The set of ‘hard’ requirements confines the search space for finding a 
satisficing solution. Hence a satisficing solution to the allocation of production re-
sources is a solution that fulfils all ‘hard’ requirements and provides the best-possible 
solution for all ‘soft’ requirements. 

 

Fig. 4. Agent interactions between negotiation contexts on different layers 

Each decision layer may contain one or more negotiation contexts that are con-
nected to negotiation contexts in adjacent decision layers through the inputs and  
outputs of a boundary layer, as shown in Fig. 4. The boundary layer provides the nec-
essary feedback mechanisms for delegating broken entailment relations between deci-
sion layers, thereby ensuring that the system is in a constant search for a satisficing 
equilibrium. Using the inputs and outputs of the boundary layer B2, the feedback 
mechanism links the entailment relation (SL2, WL2 ├ RL2) for Context2 at decision layer 
L2 to the world WL1 of Context1 at decision layer L1. In Fig. 4 the negotiation Context1 
at decision layer L1 is connected to the negotiation Context2 at decision layer L2. 
When the negotiation process of Context1 terminates, mediator AMediator 1 passes on the 
best solution to decision Layer L2 in the form of Output1. Output1 is through boundary 
layer B2 provided as input Input4 at decision layer L2. Mediator AMediator 2 now seeks 
for a solution at decision layer L2, and feedback to decision layer L1 is through a do-
main property of the world WL1 (marked with a dashed arrow between Output2 and 
Input3) in the boundary layer B2.  Hence, agent A3‘s world W entails Context2 based 
on Input3. Thus, in case the entailment relation (SL2, WL2 ├ RL2) at decision layer L2 is 
broken, due to the value of Input4, it is propagated back to decision layer L1 through 
the nested entailment relation between Output2 and Input3.  
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The design of the feedback mechanism also ensures propagation of any change in 
the operational state of Context2, for instance in case agents are prioritized, inputs 
change, a new solution is found, etc. As an example, if agent A4 is given a higher 
priority than A5, this may impact Output2; the feedback via the domain property of 
WL1 will impact A3. A3 will seek to influence Output1; this process will continue until 
a satisficing equilibrium is found or a conflict is identified. In the next section, the 
experiment illustrates the use of both feedback and priority. To ensure stability of the 
multi-layered negotiation process in search for a satisficing equilibrium, we use the 
basic rules of thumb on closed-loop control, expressing that the inner loop  
(lower decision layer) is twice as fast as the outer loop (upper decision layer).   

4 Experiments 

To validate our approach, we have chosen the export-to-tanker scenario at the Siri 
platform, as this scenario involves all three decision layers. The experiment extends 
our previous findings [17, 18]. In the export-to-tanker scenario, the oil is exported to a 
shuttle tanker from a temporary storage tank on the seabed. Due to limited electrical 
power resources at the Siri platform, one of the major power consumers has to be 
stopped during the export-to-tanker scenario, i.e., either a gas compressor or a water 
injection pump. The gas compressors are used to handle produced gas either for use as 
fuel or lift gas (lift gas is used to get the wells to flow due to low pressure in the res-
ervoirs). Water injection is used as pressure support in the thin sandstone production 
layers in the reservoirs in order to maintain an economically-feasible production. The 
water injection system consists of three 2 MW pumps. Fig. 5 shows negotiation con-
texts (solid rectangles) that are directly involved in the experiment. Names of negotia-
tion contexts at the strategic layer are related to resource allocation concerns, whereas 
at the tactical layer they are related to systems, and at the operational layer they are 
related to production equipment.   

 

Fig. 5. Experiment negotiation context diagram 

The export-to-tanker scenario is triggered by the Oil export system at the tactical 
layer, and by requesting power from the Power negotiation context. The Power nego-
tiation context contains the following agents: Ensure power for water injection  
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(priority 6), Ensure total power (priority 3), Ensure power for gas compression (prior-
ity 4), Maximize total power allocated (priority 6), Ensure power for export (priority 
5). The Power mediator agent starts a negotiating process to find a new power plan. 
As the flare is to be kept at a minimum due to the environmental impact and the ap-
pertaining regulations, the agent Ensure power for gas compression has been assigned 
with a higher priority than the agent Ensure power for water injection.  Based on the 
agents’ priorities, we expected that a water injection pump would be stopped during 
the export-to-tanker scenario. 

 

 

Fig. 6. Real production data - Export to tanker 

Fig. 6 shows real production data for the export-to-tanker scenario executed manu-
ally at the Siri platform on 24-01-2011. The dashed line indicates when the export-to-
tanker scenario took place. During this export the water injection pump 51A (solid 
line) was manually stopped. The manual start of water injection pump 51A was post-
poned by a day (solid line) without a technical reason, resulting in an unnecessary loss 
of production. A simulation using our approach shows that the water injection pump 
would have been automatically started one day earlier (marked with the dotted line). 
This earlier start gives a better water injection performance than the manually oper-
ated system. The increase in the water injection volume is marked by the hatched 
area. Our simulation run of the real production data is shown in Fig. 7. The three  
layers from Fig. 5 and their respective negotiation contexts are mirrored in the GUI.  

In Fig. 7 agents are coloured depending on how satisfied they are with a solution. 
Satisfied agents are green (dark grey), and dissatisfied agents have shades ranging 
from yellow (light grey) to dark orange (medium grey). In the simulation, the agent 
Ensure power for water injection turns orange (medium grey) when the export-to-
tanker scenario starts, as the agent Ensure power for export has higher priority. Simi-
larly, the agent Ensure pump capacity for Siri turns orange as the power allocation for 
the Water injection system is insufficient to maintain full pump capacity. Later on, 
when the export-to-tanker scenario stops, the Power negotiation context will again 
allocate the necessary power for the water injection system, and the agents Ensure 
power for water injection and Ensure pump capacity for Siri will turn green again. 
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Fig. 7. Simulation’s run for export-to-tanker scenario 

5 Conclusion 

In this paper, we have presented a new application of multi-layered multi-agent sys-
tems for supporting decision making across the three layers of control in offshore oil 
and gas production. The proposed approach provides a new level of flexibility that 
meets the need for dynamic evolution of marginal oil and gas fields.  

We have shown that a satisficing decision-making process implemented as a multi-
layered multi-agent system can perform better than manually controlled systems, as is 
currently the state of the art within the oil-and-gas-production domain. Hence, we 
believe that the proposed approach possesses the capability to face the continuously 
changing operational conditions of marginal oil and gas fields in the North Sea. 

From an architectural perspective the proposed multi-layered multi-agent-system 
approach is not bound to the oil and gas domain, and it seems reasonable that the 
approach can be mapped to other control domains which possess a similar layered 
structure for decision making. 
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Abstract. This paper introduces a response mechanism to improve the
tolerance against security threats in MANET environments. The mech-
anism is started after detecting the existence of nodes with malicious
behavior, and is based on the use of one or more mobile agents to im-
prove the connectivity of the network. This way, in the event of the
detection of a malicious node (e.g. a selfish node or a dropper node),
an agent is employed to maximize the overall connectivity of the net-
work. Every agent acts as a relaying node within the MANET and it
is automatically positioned according to a particle swarm optimization
(PSO) process. This paper represents a work in progress. However, the
promising results obtained show the good suitability of the approach to
improve the survivability of the network from a security perspective.

Keywords: agent, PSO, detection, malicious, MANET, response, sur-
vivability, tolerance.

1 Introduction

In the context of ad hoc networks, mobile ad hoc networks (MANET) have a
several special characteristics: lack of a fixed infrastructure, dynamic changing
topology, resource constraints and limited physical security, among others [1].
In this kind of networks, the communication between nodes is restricted and de-
pends of their coverage range. Therefore, not all the nodes are directly connected,
and thus a multi-hop relay-based scheme is needed for end-to-end transmissions.
Some possible applications of MANETs include military scenarios, e.g. soldier
communications in the battlefield; emergency rescue, e.g. earthquake or fire dis-
asters when the fixed communication infrastructures are no longer available.

Compared with traditional wired networks, MANETs are much more vul-
nerable to attacks due to the limited energy of nodes, thus avoiding the use
of complex security solutions, the wireless transmission medium, which makes
eavesdropping easier, the lack of management and control unit and the implicit
mobility of these environments. Attacks like blackhole, sinkhole, dropping or ma-
licious behaviors as selfish, are specific for MANETs [2]. These inherent threats
have an obvious and high impact over the network performance, since nodes
need to send information through intermediate neighbors that could be attack-
ers. Thus, security mechanisms to strengthen the services provided are needed.

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 182–191, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Deploying efficient security systems to reduce risks and threats by providing
proper mechanisms to maximize the network performance is also required. This
will raise the network survivability, which is defined as “the ability of a system
to fulfill its mission, in a timely manner, in the presence of attacks, failures or
accidents” [3].

In this context, the present work proposes a multiagent-based system aimed
at enhancing the connectivity between nodes in the network in the presence of
nodes with malicious behaviors. Hence, a tolerant and resilient network is ob-
tained. The response mechanism presented here is based on the work of Dengiz
et al. [4], where the authors improve the network performance by maximizing the
connectivity and the amount of flows transmitted. They make use of the particle
swarm optimization (PSO) algorithm and the future user node locations (kine-
matic predictions), to situate the agent nodes in optimal positions to maximize
the overall connectivity.

The principal contribution of this paper is the use of mobile agents as a re-
sponse mechanism for improving security in MANETs. This way, in the event of
the detection of malicious nodes in the environment, the corresponding worsen-
ing of the network performance is mitigated by deploying some agents in charge
of relaying packets and thus improving overall coverage and connectivity. Even
though this paper represents a work in progress, and thus much more exper-
imentation is in due, the preliminary experimental results obtained show the
promising performance of our approach.

The rest of the paper is organized as follows. Section 2 presents some relevant
works about multiagent systems in general, and security related ones in partic-
ular. Section 3 introduces a discussion about the reference work and the novel
system proposed here. Some experimental results and simulation to corroborate
and validate the system efficacy are described in Section 4. Finally, Section 5
summarizes the principal conclusions and remarks of this work as well as future
research directions.

2 Related Work

There are several proposals in the literature on the use of mobile agents in ad hoc
wireless networks addressing different kinds of challenges: network connectivity
and node optimization positioning, improvement of network QoS parameters,
energy optimization and security issues. In [5] the locations of agent nodes are
optimized by means of a PSO algorithm to maximize the connectivity between
user nodes and a control node. A PSO algorithm is also used in [4] enhanced
with a kinematic prediction of user nodes motion following the scheme of model
predictive control (MPC), with the aim of maximizing the connectivity and
flow transmission in MANETs. Furthermore, in military scenarios, a supervisor
mobile agent trajectory is optimized according the deployed positions of the
user nodes, thus maximizing the connectivity between the control node and the
arranged user nodes [6].
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Ant colony optimization (ACO) and bee colony optimization (BCO) algo-
rithms are used to improve QoS parameters and for energy optimization. Packet
delivery ratio and end-to-end delay are the focus in [7]. In that reference, an
ACO scheme is used to find out the shortest path both in routing discovery and
maintenance phases. Similarly, the authors in [8] improve the network bandwidth
by using an ACO algorithm. Here, a number of ants are in charge of discovering
the best routes according to the destination distance, the available bandwidth
and the queue of the nodes. An efficient routing algorithm is proposed in [9],
where the routes are selected by employing bees to select the path with least
energy consumption requirements.

Deploying attack detection (recognition) and event response (recovery) mech-
anisms constitute key issues for network survivability [3]. Non-legitimate event
detection in networks is an aspect that has been recurrently studied in the spe-
cialized literature. On the other hand, response mechanisms try to solve the
non-legitimate events detected in order to guarantee the continuity of the net-
work and the affected services. Nevertheless, in the multiagent system field just
a few works have been developed to address security detection and response is-
sues, and these are limited to the use of software agents. In [10] an agent node
is created and sent from the sender to the destination crossing the suspected
node. If the agent never comes back, the suspected node is concluded to be a
grayhole or a blackhole node. Unlike the previous work, in [11] the agent records
the amount of packets received and forwarded by each node along the path. If
the agent detects that the forwarded and received packets ratio is under a fixed
threshold, the node is labeled as malicious. Then, a report is sent to the sender.
A scheme imitating the human immune system is proposed in [12]. There ex-
ists an immune agent (IA) that is distributed along the network. The IA is in
charge of detecting, classifying, isolating, and recovering if needed. A node that
exceeds a certain number of attacks launched will be isolated. Reference [13]
introduces a similar scheme, where the nodes are monitored and, if necessary,
isolated by using two types of mobile agents: detection agent and counterattack
agents. The first ones are in charge of detecting malicious behaviors, while the
second ones will surround and isolate the invaders. In [14] the dynamic source
routing protocol (DSR) for MANETs is modified by attaching two agents to
each network node: a monitoring agent (MOA) and a routing agent (ROA). The
first one monitors the node behavior to assign a trust value. The trust values are
spread throughout the network into the route request packets. Afterwards, the
ROA agent selects the trustworthiness route discarding others with less trust
level. Thus, the nodes with low trust value are isolated.

In what follows we propose the use of physical and mobile agents as a response
mechanism. Based on the pre-existence of a detection module for malicious be-
haviors, our approach consists of the deployment of one or more agents to solve
the loss of “coverage” due to malicious nodes. The agents, acting as relaying
nodes, will allow to improve the overall connectivity of the network.
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3 MARS: Mobile Agent Response System

As mentioned above, the proposed system is inspired by the work of Dengiz
et al. work [4], in which the connectivity of a MANET is improved by using
mobile agent nodes. In this section, a brief explanation of that approach is first
presented. A description of the specific response system proposed here, named
MARS, is afterwards provided.

3.1 Connectivity Maximization Using PSO and Future Motion
Predictions

Two types of nodes are involved in [4]: user nodes and agent nodes. User nodes
are final nodes demanding some given network service, while agent nodes try to
guarantee that user nodes are receiving the best network service as possible by
maximizing the overall connectivity. The connectivity is related to the coverage
range. Two nodes are accessible or connected (that is, there is a link between
them) if the Euclidean distance between them is less or equal to R, where R is
the coverage range of a radio node.

Basically, the authors in [4] suggest two objectives: to maximize the over-
all connectivity of the network, and to optimize the flow transmission. This
optimization process is achieved by using the PSO algorithm [15] and several
optimization functions. Two important and particular entries of the PSO algo-
rithm are: the future motion predictions of user nodes for a specific prediction
time horizon (t +H), and the best solution previously obtained. Afterwards, a
comparison among several possible problem solutions (particles) is made. The
different particles in the same PSO run are specific network distributions where
the user node locations at t+H are the same and the agent nodes positions are
modified by increasing or decreasing its velocity and direction values. When the
PSO optimization process is finished, the algorithm returns the best locations
of each agent node to maximize the overall connectivity and flow transmission
of the network at a given time instant.

There are three optimization functions involved. With the first, O1, the global
network connectivity is evaluated. This can be obtained from:

O1t =

2×
∑

i,j∈UN t:j>i

Zijt

UN × (UN − 1)
(1)

where UN is the number of user nodes and Zijt = 1 if there exists an available
(either single or multi-hop) path connecting the ith and jth user nodes at time
t. Otherwise, Zijt = 0.

A second function, O2, maximizes the flow transmission by improving the
weakest link, in flow terms, of the network, which will enhance the overall net-
work performance. O2 is only evaluated when several possible solutions of the
optimization (several particles under evaluation) represent completely connected
networks, that is if O1 = 1 in all of them. For disconnected networks, a third
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function O3 is considered, which measures the distance from each agent to the
imaginary middle point between non connected partitions of the network. In
summary, the solution with a higher O1 value is the best solution. If there are
several completely connected networks in the solution of the optimization, the
one with higher O2 value is selected. However, if there are disconnected networks
with the equal O1 values, the one with lower O3 value is chosen.

The optimization algorithm is iteratively repeated over the time, the agents
being dynamically positioned at their best locations step by step. More details
about the entire process can be found in the reference paper [4].

3.2 System Description

As commented in Section 2, there are few research proposals about response
solutions in MANET networks, specially involving multiagent systems. Instead,
most of them are merely related to the detection of malicious behaviors.

In this context, MARS is intended to establish a response mechanism for
security alarms in MANETs by using mobile agents. MARS is conceived to be a
tolerant mechanism against attacks such as selfish, where a node has an egoistic
behavior not forwarding packets to preserve its own resources (e.g. battery life);
or dropping, where a node drops the received packets instead of forwarding them.

Both types of attack, selfish and dropping, among others, have similar conse-
quences on network performance. This way, these kinds of malicious nodes will
prevent other nodes to communicate with each other. Using MARS, such attacks
can be dealt with:

1. A monitoring system is deployed to detect this kind of behaviors. See [16]
for an example of such a system. The design of the monitoring system is out
of the scope of this paper.

2. Once one or more malicious nodes are detected, the MARS response mech-
anism is triggered. A set of mobile agents are dynamically launched, which
present two main features. First, they act as mere relaying nodes to solve the
decrease in connectivity in the network due to the appearance of malicious
nodes. Second, the base optimization algorithm proposed in [4] is executed
to determine the best positions of the agents to maximize the overall con-
nectivity over the time.

To illustrate how MARS works, Figure 1 depicts different network situations.
Initially, several user nodes (solid circles) are randomly distributed throughout
a given network area, where there is also one malicious node (inverted triangle)
and one agent node (solid square). At the beginning, in Figure 1(a), the ma-
licious node works as a normal node. Afterwards, in Figure 1(b) the attack is
in progress, so that the overall connectivity is broken and two separated net-
works are obtained. Figures 1(c) and 1(d) show the coverage recovery process.
The agent, A1, is approaching to its optimal position (according to PSO), thus
making possible the connection among the previously disconnected user nodes.
In this case, the use of one single agent cannot provide full connectivity between
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user nodes due to their motion and the coverage range. Nevertheless, the posi-
tion of A1 is optimally computed in order to connect the maximum number of
nodes, as shown in Figures 1(e) and 1(f).

4 Experimental Results

This section is devoted to study the performance of our security re-
sponse/tolerance system. For that, a set of experiments in a simulation scenario
with Matlab are carried out. The main features of the scenario are:

1. The network area is 5m × 5m.
2. The coverage range R=1m, thus assuring disconnection among nodes.
3. The prediction horizon H=4, because it is an optimal value that offers better

connectivity values in accordance with [4].

In order to evaluate the evolution of the connectivity of the network under var-
ious situations with respect to the number of final user nodes (UNs), number of
malicious nodes (MNs), and number of agent nodes (ANs), ten different combi-
nations are proposed:

1. With no attacks, that is under normal operation of the user nodes. In this
case, we are going to obtain the connectivity for 10, 20, 30 and 40 UNs.

2. In the presence of attacks. In this case, the connectivity is obtained for 40
UN, while the number of MNs is taken to be equal to 1, 5 and 10.

3. With attacks and ANs to solve them. The study of the connectivity is done
for 40 UNs, 10 MNs and the number of ANs equals to 1, 5 and 10.

Each connectivity analysis involves 25 repetitions for each experiment, where
different initial random distributions of UNs and ANs in the network area are
considered. Figures 2, 3 and 4 show the results obtained from our experimenta-
tion. As expected, O1 increases in Figure 2 with the number of user nodes, since
effective links will be established among them due to the fact that the global
area size does not change. In other words, UNs are nearer to each other. The
negative effect of the MNs in the network connectivity is illustrated in Figure
3, which shows how this connectivity decreases as the number of MNs increase.
Finally, Figure 4 shows that the deployment of ANs in the environment, once
the MNs are identified, contributes to the recovery of the connectivity of the
overall network. On the one hand, the connectivity increases with the number
of ANs. On the other hand, the connectivity with 10 ANs and 10 MNs is even
higher than when there is no MNs in the MANET. This shows the effectiveness
of the approach, and it is the result of the optimization of the ANs location.

Figure 4 shows that the deployment of ANs in the environment, once the MNs
are identified, will contribute to recover the connectivity of the overall network.
On the one hand, the connectivity increases with the number of ANs. On the
other hand, it is important to remark the fact that the overall connectivity of a
network for a given number of user nodes plus agent nodes is higher than when
all the nodes are user nodes. The reason for that is simple, since the ANs are
intelligent in the sense that they try to be positioned to maximize the global
connectivity.



188 R. Magán-Carrión, J. Camacho-Páez, and P. Garćıa-Teodoro
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Fig. 1. Connectivity maximization and recovery process. Initial phase where a mali-
cious node (inverted triangle) is performing the forwarding process together with the
user nodes (solid circles) (a). Two separated groups of nodes result when the attack
is carried out (b). Motion of the agent A1 when approaching to its optimal location
recover connectivity and thus communications (c) (d). The agent is finally positioned
to connect the maximum number of nodes (e) and (f).
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Fig. 2. Connectivity evolution along 100 time instants in normal conditions without
influence of attacker or agent nodes. As expected, the connectivity increases as the
number of user nodes, UN, becomes higher.
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Fig. 3. Connectivity evolution along 100 time instants under influence of attacker or
malicious nodes (MN). As expected, the connectivity becomes lower as the number of
MNs increases.
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10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Connectivity evolution − Comparison

t

O
1

 

 

AN=0 UN=40 MN=0
AN=0 UN=40 MN=10
AN=1 UN=40 MN=10
AN=5 UN=40 MN=10
AN=10 UN=40 MN=10

Fig. 4. Connectivity evolution along 100 time instants under influence of both malicious
and agent nodes. The agents contribute to improve the connectivity, so it is raised as
the number of ANs does. Also a comparison with two previous cases is done, in order to
show the connectivity improvements gained by the agent nodes position optimization.

5 Conclusions and Future Work

In this paper a novel response/tolerance approach for security threats in
MANETs is proposed. It is based on the use of mobile agent nodes, which are
launched after detecting the existence of malicious nodes in the environment that
decrease the connectivity of the network. A positioning optimization procedure
is carried out to determine the best positions of agents over the time.

The experimental results obtained show the improvement in connectivity and
thus the tolerance and survivability exhibited by the network operation when
confronted to security attacks, when our approach is considered. Nevertheless,
further work should be performed to strengthen the current proposal. Some
issues may be mentioned in this line. First, alternative parameters to that of
connectivity may lead the positioning of the nodes depending on different objec-
tives established for the network. Second, the agent nodes can operate in different
ways depending of other various types of attacks. Third, the response/tolerance
scheme could be used as a feedback element to strengthen the security design of
the network.
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Abstract. Far from simply being a concept useful in investigating social rela-
tionships, social networks are rapidly becoming a diffuse phenomenon to deal 
with in everyday life. The goal of this paper is to provide insights from the de-
sign research perspective, both for online and offline communities. Starting 
from the idea that the phenomenon under investigation emerges from the inte-
raction of autonomous agents in an environment in which other agents interact 
with each other in order to reach their own goals, we adopt a Multi-Agent Si-
mulation (MAS) approach to study social networks dynamics of online and of-
fline communities. In particular, we built an agent-based simulation of depen-
dence networks, considered crucial for the interaction of cognitive agents and 
for the exchange of resources between them. As results we have been able both 
to better define some hypotheses on dependence networks dynamics and to 
highlight possible future research particularly useful for the design of digital 
platforms. 

Keywords: Social networks, Communities, Dependence Networks, Cognitive 
Agents, Multi-Agent Simulation.  

1 Introduction 

With the rapid growth of online social networking and open source models, individu-
als are increasingly engaged in online activities by interacting with peers and organi-
zations through digital platforms and applications running on personal computers and 
mobile devices [1–3]. Such social network applications have the potential to facilitate 
the exchange of resources among members by providing platforms for the exchange 
of ideas and quality information [4]. When effectively designed and implemented, 
digital platforms enable information exchange, collaboration and collective action 
within online and offline communities [5]. Although the behavior and motivation of 
members participating in online (virtual) communities has been widely investigated, 
more research is needed on how to design, build, and sustain a vibrant platform [2]. 

The presence of multi-level factors in the ecological model of community beha-
vior, poses many challenges when investigating the mutual relationship between 
agency and structure in this context [6]. Previous studies on social networks mainly 
focus on a behavioral approach that reflects a positivist stance by performing both 
quantitative and qualitative analysis for validating causal models. Our goal is to  
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complement these studies by adopting a constructivist viewpoint which extends the 
methodological framework for investigating this phenomenon and provide insights 
also from a design research perspective [7]. Drawing on complex adaptive systems 
theory, we recognize that social phenomena emerge from the bottom-up interactions 
among learning agents in a given environment [8]. This view has recently gained 
much attention in different fields of management and organizations [9–12] and inte-
grate contributions from cybernetics, cognitive sciences, decision and organization 
sciences [13].  

In this paper we present an agent based model for simulating the dynamics of small 
groups of interacting agents whose behavior is determined by their learning capability 
and a set of environmental rules. The model is grounded on the theory of dependence 
networks [14, 15] and provides a tool for studying emergent properties/phenomena 
within online and offline communities. Following previous works that introduce for-
mal models of dependence networks, we develop an architecture of cognitive agents 
and of the environment in which they act and interact. This architecture will be the 
basis for implementing a platform for agent based simulation that will serve as a tool 
for supporting decision making in the design of digital platforms and in the gover-
nance of online and offline communities. 

The paper is structured as follows. We first introduce the theoretical framework on 
which the model is grounded. Then we describe the architecture of the model and we 
illustrate an example of simulation. Finally we discuss about implications and  
research directions.  

2 Cognitive Model of Dependence Networks 

Starting from Conte and Castelfranchi’s theory [16] of dependence network, we  
assume the idea that agents are part of a network of social relationships and that these 
relationships are fundamentally based on agent’s mental states. Therefore, social net-
works are built on networks of goals. Among these relationships, one of the most 
important type is social dependence, consisting in some agents needing other agents’ 
to reach their goals. 

We take our move from a previous study on agent-based simulation of dependence 
network aimed to supply a tool for improving coordination in multi-agent systems 
[17] and we integrate this model by assuming an epistemically different point of view: 
there exists an objective reality not necessarily known by agents as it is. Indeed, with 
reference to Conte and Sichman formal theory of social dependence [17], we propose 
an updated model of dependence networks based on the evolution described in more 
recent works [14]. Therefore we extend the three basic notions of the first model, i.e. 
external description, dependence relationship and dependence situation. In particular, 
while we build external descriptions and dependence relationships following the in-
struction presented in the previous model of dependence network we consider some 
additional features of dependence situations in order to classify them. Together with 
the nature (given by dependence relations) and the locality (considered by Conte and 
Sichman), we add the distance between the locally believed dependence and the real 
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dependence. In other terms, we extend the model by explicitly considering subjective 
and objective points of view in order to test how their distance influences agents’ 
behaviors in the networks. Therefore, the cognitive model we used as theoretical 
framework takes into account both an objective dependence network, built on the real 
dependence relation between agents in the network, and multiple believed dependence 
networks (as many as the number of agents in the network). 

We can consider the model as made up by an environment exogenously given, cha-
racterized by different dependence relations, and a set of goal oriented agents auto-
nomous in making decision but dependent by other agents to reach their own goal. On 
the base of their locally believed dependence network, agents can proceed by trial and 
error in order to reach the goal (updating their own beliefs about the network in a 
process that can lead to reduce the divergence between it and the real environment). 

As for this first attempt, in order to make it as simple as possible, we tested only a 
single type of dependence relationships among the set defined in [17], namely the 
mutual one, which means that agents depend on some of the others in the network to 
reach a common goal. The idea is to test interactions more and more complex once 
the simulator described in the next section is built and operative. 

3 The Architecture for Simulation 

Each agent in the environment has her own representation of the reality on the basis 
of her beliefs. She well knows her available actions and resources, and she starts to 
reach some goals, combining her actions and resources and/or asking some of them to 
other agents in the environment. In this way, she interacts with other agents either to 
perform an exchange of resources or to involve other agents in performing a specific 
action. The interaction is based on the believed dependence network, and it can be 
near or not to the reality. After every interaction the agent can update her believed 
dependence network on the basis of the information exchanged. The interaction 
among the agent happens every slot of time defined as rule of the environment (called 
round). For example: if an agent needs a resource or an action but she doesn’t know 
who can perform that action or give her that resource, she sends the request to the 
environment (as a broadcast message). In this case every agent in the environment 
receives that request and can contact directly the requester or broadcast the answer 
(on the basis of the simulation design). In this manner all agents know what the appli-
cant agent needs. At the same time the latter can discover a new dependence link with 
an agent (not necessarily a new link in general) from which she depends for a re-
source or an action. Furthermore everybody in the network, if the answer was broad-
casted, may discover new information (new agent and/or new dependence link). In the 
end, this kind of information is stored in the work memory and afterwards it will be 
used to update the believed dependence network. We can therefore summarize as 
follows the research questions that guide our simulation: [RQ1] Does a knowledge of 
dependence network as much as possible close to the real configuration give an ad-
vantage to the agent that has that knowledge? In other terms can that agent reach the 
goal before the others? [RQ2] Is being part of a network where information is  
broadcasted an asset for agents in the network? 
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3.1 Agent Mind and Environment Configuration 

Each agent has two kind of memories for storing several information, namely the 
Long Term Memory (LTM) and the Working Memory (WM). The former contains all 
information needed by the agent to act (goals, actions, plans, resources, etc.), whereas 
the latter is used to know what an agent will do in the next round and also to store the 
information produced by the interactions in the environment. This last kind of infor-
mation may also be useful to update in the LTM the Believed Dependence Network 
by the agent. In particular the Long Term Memory (LTM) contains: 

• a set of goals G = {g1,…,gn}; 
• a set of plans P = {p1,…,pn} where each pi is the collection of actions to reach the 

goal gi by the agent (each plan can be updated in runtime if needed); 
• a set of possible actions Act = {a1,…,am} where for each action one or more re-

sources are associated 
• a set of resources R = {r1,…,rl} owned by the agent 
• a network dependence of the society built on the basis of the agent’s beliefs 
• a set of rules (Rules for Updating - RU) with which the information present in the 

Working Memory can be considered reliable and useful for updating the believed 
dependence network and the RU themselves. 

As regards the Working Memory (WM), it contains the step of the plan to execute, 
and the stored information received (obtained during the interaction). The acting of 
agents is driven not only by the information stored in their own LTM but also by the 
information or constraints inherited from the environment. The environment settings 
contains:  

• the real dependence network (it can be unknown to all the agents) 
• the set of priority rules for executing some actions (not necessarily they involve all 

possible actions (i.e. some actions are executable independently from others) 
• the set of possible resources needed for executing an action (i.e. some actions  

require using certain resources) 
• the information about the latency between one round and the next one (an arbitrary 

technical requirement). 

3.2 A Simple Scenario 

As a first step of our research, we consider a simplified and generic scenario with the 
following assumptions: 
 

• The Goal is the same for each agent: consuming resources following a given se-
quence; each agent can start from a different position in this sequence depending 
on the resources she has; she reaches the goal if the sequence is complete. Given 
the goal G={R1,R2,R3,R4} if the agent Ai has the set of resources 
R={R3,R5,R3,R2,R4}, she will start to find a combination of her resources as to 
reach the longest sequence she can: R2, R3, and R4; then she must start looking for 
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R1; once obtained R1 by another agent, she reaches the goal G (in this example in 
five rounds should she have received R1 in one interaction); resources not needed 
to achieve G, can be externally provided upon request (i.e. R3 and R5 in the  
example) 

• The actions for each agent can be: Act = {consume a resource; ask for a resource to 
a given agent; ask for a resource through a broadcasting request}; for now we con-
sider the only possibility for an agent to give the requested resource, when that re-
source is not needed by the owner (in which case it will be pre-allocated to be  
consumed by the latter in next rounds)   

• Each agent can execute only one action in a given round 
• The number of resources owned by the agents either is the same or it is higher than 

the number of resources for achieving the goal. In this scenario resources are ge-
neric items owned by the agents, in order to allow further specification in different 
application domains   

• The unique set of given priority rules is related to the sequence of the resources to 
consume 

• Each agent has her own believed dependence network (on which she bases her 
interactions) 

• There is a unique updating rule: the new information collected in a certain round 
updates the believed dependence network and it will be used in the next round.  

4 Simulation Design 

According with the rules and assumptions described in the previous paragraph con-
cerning the definition of a simple scenario, we describe here the simulation settings.  

4.1 Environmental Settings 

In the simulation each agent has the common goal G associated with a consume of 
resources that follows the sequence {①②③④⑤⑥⑦} in a circular way. This means 
that in case an agent starts in the middle, the previous sub-sequence is shifted to the 
end. As pointed out in previous section, possible actions of each agent are: allocate 
the resources (ALL), consume a resource (CON), ask for a resource to a given agent 
(ARA), ask for a resource as a broadcasting request (ARB), broadcast an answer 
(BRA), wait for the BRA. Moreover for each round each agent must perform only one 
of the following actions:  

• ALL: in the first round all the agents strategically allocate their resources in order 
to reach their goal; the resources not allocated are made available for answering 
possible requests; in the next rounds each agent consumes the allocated resources 
starting from the resource that allows her to consume the longest sequence without 
asking for missing resources; 

• CON: in each round an agent can consume one of the allocated resources or one 
received in the previous round, following the sequence imposed by the goal 
(Ai(CON(Rj))=agent Ai consumes resource Rj); 
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Starting from the RDN graphs we build an adjacency matrix named Real Depen-
dence Network Matrix (RDN matrix) in which each row is related to one specific 
agent and contains the resources upon which the agent depends on the others. Since 
all ties show a mutual dependence, every cell (except those in the diagonal) contains 
at least one resource, as show in the table below. 

Table 1. Real Dependence Network matrix 

Really Needed A1 A2 A3 A4 
A1  ② ① ①② 
A2 ④  ①④ ⑦ 
A3 ③ ②  ② 
A4 ③④ ③⑤ ④  

 
The use of matrix for describing the dependence network is useful to represent the 

believed dependence network (BDN) for each agent acting in the environment, as 
show in the Table 2. 

4.2 Agent Settings 

The behaviour of an agent can be described as follows. The agent starts with the allo-
cation of the resources (ALL), sorting them and defining the longest sequence from 
which to start for consuming resources. Afterwards, until the goal is achieved, she 
performs one of the following actions on the basis of her state. Either she answers to a 
broadcast request, or she proceeds towards her goal. In this latter case either she con-
sumes one of the owned resources, or she asks for the resource to another agent as-
suming that the latter has that resource available. When an agent does not have the 
resource and does not to which agent to ask, she performs a broadcast request to all 
agents in the environment (this is the only action that requires a further round for 
waiting the broadcast answer). Therefore the agent’s behaviour is led by the resource 
availability and by the believed dependence network.  

In our scenario the four agents have a different perception of the environment. 
They do not know exactly their real dependence links with the other agents: they have 
not a complete vision of the dependence links and sometimes they have wrong as-
sumptions.  Following we resume the main aspects emerging from the observation of 
the dependence matrix for each agent in Table 2: 

• agent A1 knows all the agents but she ignores one dependence link with A3 about 
the resource  ①; furthermore she supposes wrong links about the five resources 
underlined in Table 2. 

• agent A2 ignores the presence of agent A1 in the environment – grey column – and 
hence she ignores also the dependence link with A1 and her dependence link with 
A3 about resource ④; 

• agent A3 is the unique agent that has a complete and exact vision of the  
dependence network (BDN is equal to RDN); 
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• agent A4 ignores the presence of agent A3 in the environment – grey column – and 
hence she ignores also the dependence link with A3 and her dependence link with 
A1 about resource ④. 

 

 

Fig. 2. Agent choice of action flow diagram 

Table 2. The Believed Dependence Network Matrix for each agent in the environment 

 

With this setting, during the simulation agent A2 or A4 may ask for the resource 
④ because at the start time they do not know who can provide it in the environment, 
unless they acquire that information from previous interactions performed by others. 
In fact, as mentioned in the Fig. 2 at the end of each round the agent can update her 
BDN on the basis of information arisen during the interaction among all the agents 
(respecting the unique updating rule RU). 
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4.3 Simulation Run 

Taking into account the research questions mentioned in section 3, and the scenario 
described before, we formulate the following hypotheses to be tested in the simulation 
run: 

• H1: A3 reaches the goal before the others; 
• H2: A2 or A4 can update their knowledge through broadcasted answers, to the 

request “who has the resource ④?”; therefore either A2 or A4 can take advantage 
(one round) from the information circulated following a broadcast request from A4 
or A2 respectively; 

• H3: Round after round all the BDNs converge to the Real Dependence Network. 

H1 and H2 concern advantages at the individual level, whereas H3 is related to a col-
lective improvement (network performance). The figure below traces the results of 
the simulation until each agent reaches her goal. Round by round, the distance be-
tween an agent believed dependence network and the real dependence network, 
named Divergence Degree (DD), is represented. The DD is calculated as the sum of 
the missed links and the wrong links for each resource (i.e. if A1 ignores her depen-
dence from A2 about the resources R5 and R6, the DD is equal to 2). An agent reach-
es the goal when she has consumed the sequence of resources (also shifted compared 
to the original one).  
 

 
Fig. 3. Simulation run 

As depicted in Fig. 3, the simulation shows the convergence of the BDN to the real 
dependence network for all the agents, as supposed in H3. When all the agents have 
achieved their goals DD is equal to 5 (4 wrong links) for A1, 1 for A2 and A4, and 0 
for A3. The decreasing of DD starts decreasing after the fourth round, when some 
agent start sending messages for retrieving resources. The most relevant rounds, in 
which a variation of DD takes place, are described below. In each round “DD(Ai)” 
indicates the DD for the agent “Ai”.  
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• Round 5: agents A1 and A3 answer in broadcast to the A2’s request for ④ made 
in the round 4; A2 and A4 discover their dependence link with A1 and A3, but A2 
knows only her two links; A4 knows both her two links and also those of A2; 
therefore DD(A4) and DD(A2) decrease of 4 and 2 units respectively; furthermore 
A1 discovers that A2 does not have the resource ④, and that the latter depends on 
the former, so DD(A1) decreases of 2 units; 

• Round 7: agent A4 takes ③ from A2; A1 discovers a dependence link between 
A4 and A2 gaining 1 unit for her DD; 

• Round 8: among the three ARA actions performed in this round only the action of 
A4 (A4(ARA(④, A3))) produces an upgrade of some BDNs; in fact the DD(A1) 
and DD(A2) decrease of 1 and 2 units respectively;  

• Round 9: agent A1 takes ② and agent A2 takes ⑦ from A4, implying a de-
crease of DD(A4) of 2 units; agent A3 takes ③ from A1 and A4 takes ⑤ from 
A2, producing a reduction of DD(A1) for 2 and DD(A2) for 1 units; 

• Round 10: only A2 still need to achieve the goal and she takes ① from A3; this 
action allows to A1 and A4 to decrease their DD for another 1 units. 

Considering the rounds described so far, H3 is confirmed, in fact BDN converge to 
RDN in all cases. Also H2 is confirmed, since the agent A4 benefits from the request 
asked by A2 (in the fourth round). Actually the agent A4 gains more than A2, in fact 
in that round she gains 4 units of DD while A2 only 2. The only hypothesis that is not 
confirmed is H1. In fact the agent A3, which knows from the initial state the overall 
RDN, does not reach the goal before all the other agents but at the same time as A1 
and A4; only the agent A2 (the only agent that sent a broadcast request) achieves the 
goal one round after A3. 

5 Discussion and Conclusion 

The simulation run, performed as a pilot for the computer based simulation that is 
under development, allows to highlight some interesting dynamics of the dependence 
networks. Considering both the objective and the subjective point of views, such dy-
namics are characterized in different ways. In the RDN there are only updates related 
with the exchange of resources. In fact when an exchange is performed the related 
dependence tie disappears, producing an information update. In the BDN, dynamics 
are mostly characterized by the information exchanged when agents ask for resources 
by the means of an intentional communicative act (i.e. broadcast request).  

Although in both cases the exchange of resources produces information, in the 
BDN a communicative level provides an additional means for learning and for 
achieving goals. In fact in RDN and BDN the exchange of resources implies, at the 
information level, an environmental update and a cognitive update respectively. Fur-
thermore broadcast communication (requests and responses) allows agents to update 
their BDN and to reduce the gap with RDN. As consequence it represents an advan-
tage to achieve the goal for agents in the network. This can be considered as a first 
positive answer to RQ2, to be deeply investigated in a more complex scenario. 
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Another aspect concerns the relationship between the cognitive representation of 
the real environmental configuration and the performance of the agent. The extent to 
which RDN and BDN overlap (DD) is intuitively related to the capabilities to reach 
the goal: the more they overlap the faster an agent achieve her goal. However the 
simulation shows that this behaviour does not holds in such environment: pilot results 
show that the advantage derived from having DD equal to 0 can be caught up by other 
agents thanks to the communicative level (e.g. broadcasting). Nevertheless additional 
evidences are needed to further investigate this phenomenon, and hence fully answer 
RQ1. A possibility is to consider more complex scenarios in which, for example, 
agents can deceive or ignore the requests. 

By answering the two research questions, this study provides interesting insights 
on the behaviour of communities, both online and offline, in which members interact 
for achieving their personal goals. First, under the environmental settings modelled in 
our simulation, a complete knowledge of the real dependence network does not repre-
sent a sufficient condition for allowing members of the network to reach their goals in 
a shorter time frame with respect to other members whose perception of the resource 
distribution is far from the real situation. Second, being part of a network in which it 
is possible either to broadcast messages and to receive requests from the environment 
allows members of a community to exchange resources purposefully and to achieve 
their individual goals.  

Clearly, since this is only a first attempt to use agent-based simulation for the do-
main under investigation, several improvements in next steps are already considered 
as necessary. Among them, as already pointed out, we are considering to test our 
model with a bigger number of agents involved, so that online and offline communi-
ties specific features can be taken into account. In fact, it can be hypothesized that the 
topology of the network will have great impact when considering larger networks. As 
well as the size and the type of networks, we will study the importance of different 
levels of dependence and different dynamics that can characterize different networks 
and communities (i.e. how agents enter and exit from the dependence networks can 
influence how quickly BDN and RDN converge). 

These results have important implications for guiding the emergence of desired 
outcomes in the governance of online and offline communities. In fact the research 
shows the potential of adopting agent based models, which mix objectives and subjec-
tive views of the reality, for exploring the effects of structural characteristics of net-
works (environment) and of agents’ cognitive models. Additional insights can be 
gained by representing other aspects of cognitive models and environmental con-
straints such as for instance trust and digital platforms functionalities (i.e. public and 
private groups, noticeboard, feeds, etc.). Furthermore, computational simulations can 
provide a means for exploring multiple trajectories of community behaviours in some 
specific domain by taking into account the complex nature of the phenomena under 
investigation and hence complementing with a constructivist approach the mainstream 
of positivistic studies of social networks. Therefore we argue that future simulation 
studies in management and information systems [18] can benefit from the proposed 
architecture in the design and evaluation of digital platforms and their governance 
models. 
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Abstract. In the study of financial phenomena, agent-based artificial
markets are efficient tools for testing economic assumptions of market
regulation. While it is easy to populate these virtual worlds with “basic”
chartist agents using price history (increase or decrease of prices, moving
averages...), it is nevertheless necessary, in order to study rationality
phenomena and influence between agents, to add some kind of learning
agents. Several authors have of course already been interested in adaptive
techniques but they mainly take into account price history. But prices
are only consequences of orders and therefore reasoning about orders
provides a head start in the deductive process. In this paper we show how
to take into account all of the information about the market, including
how to leverage the information from order books such as the best limits,
size of bid-ask spread or cash at hand waiting to accommodate more
effectively to market offerings. Like B. Arthur we focus here on the use
of LCS agents.

1 Introduction

For a few years, advances in computer science have provided powerful tools to
study complex economic systems. Individual-based approaches provide a high
level of detail and various advantages. It is now possible to test regulation sys-
tems, or the influence of new policies on an individual scale, and not only group
scale. Among these economic systems, artificial stock markets now offer a cred-
ible alternative to mathematical finance and financial econometrics. With these
tools, macroscopic phenomena become the consequence of microscopic phenom-
ena, because decision processes and actions are made by the individuals. Thanks
to these advantages, multi-agent systems show all their potential.

1.1 A Multi-agent Artificial Stock Market

In the literature many artificial markets use an equation based price fixing mech-
anism [1] [2]. In these markets, the agents send bid or ask signals on the market
and the market fixes prices according to the total number of each signal. This

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 204–215, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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method is different from how real marketplaces work. Moreover it is not powerful
enough to allow endowing agents with powerful intelligent strategies, reasoning
on the type, the price and the quantity of each order. This level of detail is
required to test the consequences of regulation rules on individuals, the social
well-being of societies [3] or the influence of speculators in the trader population.

The artificial market platform ATOM [4], is a tool that clones the main fea-
tures of the Euronext-NYSE stock exchange microstructure. One of these fea-
tures is the double-auction order-book system : for each asset, the ask part
contains orders with prices in increasing order and the bid part contains orders
with prices decreasing order. Like Euronext, ATOM aims at matching orders
sent by virtual traders to determine quotations and prices. Orders are sent by
agents that all have their own strategy.

With its realistic design, ATOM allows agents to access to a lot of data. There
is the price history (Fig. 1), that is the only information used by equational
systems, but also the order history and the order book (Fig. 2). The order book
shows the state of the bid and the ask at time t, and contains information about
the orders. Thus ATOM allows agents to take advantage of much information
to develop their strategies.

Price ... 110.8 110.9 111.0 110.9

Quantity ... 5 2 7 8

Fig. 1. History of fixed prices, with the traded quantities

Dir Order Issuer Quantity Price

. . . . . . . . . . . .
o1 Ag2 8 111.5
o2 Ag1 10 111.1

Ask o4 Ag3 3 111.0

bid-ask spread �
Bid o10 Ag4 2 110.8

o3 Ag1 6 110.6
. . . . . . . . . . . .

Fig. 2. Order book for one particular asset. The best prices ar shown in bold font. The
interval between the best offers is called bid-ask spread.

For many years, economic theories have asserted that it is important to take
the information of the order books into account [5] [6] [7], but no one has high-
lighted it experimentally so far until now.

The goal of this paper is to show that it is possible to design agent behaviours
that take advantage of this information to build more rational behaviours.

1.2 Learning Agents

Like multi-agent systems, machine learning techniques have been developed over
the last decades. The main learning categories (supervised, unsupervised, rein-
forcement learning) are based on various algorithms [8].
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Many of them have been used on artificial markets, with more or less success
[9] [10]. Nevertheless, all these techniques have a lack of explanation: once the
learning has been achieved, it is difficult to understand why the decisions are
taken, or why specific behaviours have been triggered.

Like B Arthur, we choose to support this work with a learning technique
not often used in literature, but more suitable for explanatory models: classifier
systems. Other techniques, like the ones we mentioned above, would work too.
The purpose of our work is not to compare these, but to show how to design an
adaptive and explanatory model that uses all the market information to provide
sophisticated and varied behaviours. A Learning Classifier Systems (LCS, [11])
contains a set of binary rules. The quality of a rule, called fitness, is modified
at each step by a reinforcement learning technique. Moreover, a genetic algo-
rithm periodically performs a natural selection, based on classical mutation and
selection mechanisms.

One of the first artificial markets, the SF-ASM (Santa Fe Artificial Stock Mar-
ket, [1] [2]), already used LCS for the agent reasoning, but it was an equational
market, and its agents can only take the price history in account.

1.3 Classifier Systems

Before tackling the whole complexity of a market, let us describe how a usual
classifier system works [1], illustrating it within the framework of an equational
price-fixing market, using agents that only decide to buy or sell.

An LCS uses a set of conditions on market state called market descriptors.
These descriptors can be seen as the ”sensors” used by the LCS to perceive
the market. With these, it is possible to analyse the market and build a binary
sequence whose length is equal to the number of descriptors used. Figure 3 shows
an example of a descriptor set. The first descriptor Ex1 is satisfied if the current
price is higher than the previous price. Ex2 is satisfied if the current price is
higher than the average of the last five prices. Ex3 is satisfied if the current price
is less than 100.

Once these descriptors have been chosen, each LCS is endowed with set of
rules (or classifiers) from a triplet (state, score, action):

– State S of a rule is a trinary sequence that determines whether this rule can
be activated considering the current situation. The trits (trinary digits) can
be set to 1, 0 or #. In the sequence, each trit matches a descriptor. If the
value of a trit is 1, the descriptor has to be satisfied to activate the rule. If

Ex1 pt > pt−1

Ex2 pt > 1/5×∑t−5
i=t−1 pi

Ex3 pt < 100

Fig. 3. Descriptor examples that can be used by a LCS
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it is 0, the descriptor has to be unsatisfied to activate the rule. The sign #
is a wildcard, meaning that the descriptor is not taken into account in the
rule’s activation process.

– the fitness score F represents the trust allotted to this rule, according to its
previous forecast successes

– the action A represents the action to perform when the rule is activated

An LCS can have up to 3n rules to reason on, n being the number of descriptors.
Of course, it can have fewer.

Figure 4 is an example of a five-rule classifier system using three descriptors.
for instance, the first rule R1 can be activated if the current situation of the
market matches with state 010 or with state 110. This rule allows the LCS to
select a bid order, and its score is 5.

state action score

R1 #10 buy 5

R2 1#0 sell 18

R3 00# buy 12

R4 110 buy 4

R5 #11 sell 9

Fig. 4. Example of a 5 size classifier system

An LCS works as follows : each time it has to take a decision, it selects a rule
among the activable ones, with a random mechanism in which the probability
for each rule to be chosen is proportional to its score.

The LCS agent performs the action of the selected rule (it sends a bid or a
ask signal). During the next LCS activation, the score of each activable rule is
updated. It is increased or decreased according to the correctness of the forecast
produced by the rule.

A genetic algorithm is periodically applied on the set of rules, using the score
of each rule to perform a natural selection in the classifier system. If a score does
not reach a threshold, the rule is eliminated. The best rules are crossed and mu-
tated to regenerate the population. Combining the continuous evaluation of the
rules and the genetic algorithm allows the LCS to perform an effective learning
routine. It is possible that some rules cannot be activated because of contradic-
tory descriptors. To avoid this and keep the classifier system size constant, the
rules not activated for a long time are eliminated by the genetic algorithm.

2 Proposal

Setting up LCS in each agent in an order-driven market raises several problems.
The previous LCS only chooses directions, but in an order-driven market, other
information is necessary for an agent to build an order. The most common be-
ing the LimitOrder in which the agent has to generate a quantity and a price.
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Moreover, it is important to take advantage of pending orders. Finally, setting
up an LCS requires to clearly define temporal references for the descriptors that
can be interpreted in various ways.

When an agent sends an order to the market, the direction of this order is
determined by the activated rule. On a real market, and on ATOM, it is also
necessary to set a price limit and a quantity for this order. To do this, we propose
to use a simple policy, made up of a price-setting strategy and a quantity-setting
strategy. For each of these two strategies, there are various possibilities:

Price-setting strategies :

– Setting the price so that the order sent is placed at the top of the order book:
PBid = PBestBidOrder + ε
PAsk = PBestAskOrder − ε

– Producting an order that will be immediately executed (at least partially),
setting a price equal to the best rival order’s price :
PBid = PBestAskOrder

PAsk = PBestBidOrder

To set the quantity, various strategies are possible too.
Quantity setting strategies:

– Constant quantity : Q = kc
– Quantity proportional to the chosen rule’s score : Q = kpF

Our experiments have shown that the policy which give the best result is the
policy that sends orders to the top of the order book, with a constant quantity.
The next results will be based on this policy.

In an asynchronous order-driven market, other information is available for the
agent, based on the past orders and the current order book. We propose to use
this information in the classifier system.

2.1 Improve Agents Behaviour Learning from Orders

As equational systems are the most widespread ones, the common reasoning
in finance is to perform a technical analysis of the price history to deduce a
future increase or decrease. It is the case of “chartist” agents, that search for
particular shapes in the price series. In order to show the contribution of the
order book to agent reasoning, in this paper we propose to use a price-based
LCS agent and to improve it adding new order-based descriptors. Then with a
set of experiments we show that these descriptors provide relevant and useful
information for decision-making.

The agent used as a reference in this work uses the price-based criteria intro-
duced in Fig. 5. These are interesting because they allow to take into account
price variations both in the short and the long term, on three simple criteria :
price increase compared to an older price (descriptor 1), compared to the average
of the last n prices (descriptors 2 to 4), or compared to the midrange of the last
n prices (descriptors 5 and 6).



Improving Classifier Agents with Order Book Information 209

1 pt > pt−1

2 pt > 1/5×∑t−5
i=t−1 pi

3 pt > 1/10 ×∑t−10
i=t−1 pi

4 pt > 1/100 ×∑t−100
i=t−1 pi

5 pt > 1/2[Minpi +Maxpi]i∈[t−1,t−10]

6 pt > 1/2[Minpi +Maxpi]i∈[t−1,t−100]

Fig. 5. Technical analysis descriptors used by our LCS agent

One of the main data contained in the order book is the gap between the
best bid and the best ask, called bid-asked spread (Fig. 2). This is a common
measure of the liquidity of a market, because the wider the spread is, the more
important the consequences are in case of mistake in reasoning (intuitively, the
cost implied by selling an asset and buying it again is higher).

In order to efficiently take advantage of the information in the order book, we
propose to give our LCS agents two new kinds of descriptors. The first ones take
into account the value and the evolution of the bid-ask spread, and the second
ones take into account the imbalance between bid and ask. The descriptors we
introduce here are evaluated in the results section.

The Bid-Ask Spread. The most intuitive approach is probably to reason on
the value of the spread (descriptor 7, Fig. 6). But it does not take the scale of
the values into account, that is why the proportion is a more relevant parameter.
We prefer to use the ratio r = bestPAsk

bestPBid
(descriptor 8).

One can, for example, compare the current value of this ratio to a previous
value (descriptor 9) to determine whether the current value of the bid-ask spread
is rather high or rather low.We can also use the average of the k10 previous values
of r, or the midrange of the k11 previous values.

7 bestPAsk − bestPBid < k7
8 rt < k8
9 rt > rt−k9

10 rt > 1/k10 ×∑t−k10
i=t−1 ri

11 rt > 1/2[Minri +Maxri]i∈[t−1,t−k11]

Fig. 6. Descriptors based on the variation of the bid-ask Spread and the r = bestPAsk
bestPBid

ratio

Imbalance between Bid and Ask. The relative size of the two parts of the
order book (in quantity of assets to trade) is useful information, because it can
reveal an imbalance between bid and ask (Fig. 7). Either way, this imbalance
may indicate a future variation of the price, and the agent can take advantage
of it. Descriptors 12 and 13 check if there are orders in each part of the order
book, and descriptor 14 reasons on the ratio nbAsks

nbBids .
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The relative size of each part of the order book is not the only way to evaluate
imbalances between bid and ask. Indeed, if 10 assets are sold at the same price
p0, the ask is better than if 1 asset is sold at p0 and the 9 other have a higher
price, but the ratio nbAsks

nbBids does not change. To take the price into account, we
propose this measure of bid and ask :

ask =
∑

order∈AskOrderBook
Quantity(order)

Price(order)−bidAskMid

bid =
∑

order∈BidOrderBook
Quantity(order)

bidAskMid−Price(order)

with:
bidAskMid = bestPask+bestPbid

2

bidAskMid is the average of the best selling price and the best buying price.
By dividing the quantity of each order by the difference between its price and
bidAskMid, we take in account the fact that some orders have a limit price too
low or too high to constitute an attractive bid or ask. We are interested in the
ratio q = ask

bid (descriptor 15) and its variations (descriptors 16 to 18).

12 No bid in the order book

13 No ask in the order book

14 nbV entes
nbAchats

> k14
15 qt > k15
16 qt > qt−k16

17 qt > 1/k17 ×∑t−k17
i=t−1 qi

18 qt > 1/2[Minqi +Maxqi]i∈[t−1,t−k18]

Fig. 7. Descriptors based on the size of each part of the order book and on the q = ask
bid

ratio

The descriptors on Fig. 6 and 7 are only examples of order-book-based de-
scriptors, but it is of course possible to design and test others. Descriptors that
use a constant k were implemented several times, with various values of this
constant.

3 Methodology

Evaluating agent behaviours is a difficult task. Firstly because like for voting
systems it is always possible to favour a particular agent. Secondly because an
agent is rarely performant in itself, but relative to its competitors and to its
environment.

In order to compare agents, it is necessary to define how the performance of
an agent is measured. Two classics are possible in our case: the cash owned by
an agent, and the amount of this cash with the estimated value of its portfolio.
This sum is called wealth.

wealth = cash+

i<assets∑
i=1

pricei × nbAssetsi
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Even if this measure can be discussed since it is an approximation, it allows
to take into account all the possessions of the agent. That is why we use this
measure for our work.

Now that we have chosen a measure, there are many ways to evaluate agent
performance in a group. Two main kinds of evaluation coexist [12]: evaluation
in which the n agents evolve in the same environment and are competing with
one another, and evaluations in which the n agents are ranked relatively to the
same set of competitors.

The ecological competition is a selection method inspired by biology and nat-
ural selection ( [13], [14]). Several families coevolve like animal or vegetal species
sharing an environment. Like in nature, their populations vary according to time,
so that the population of the best families increases, and the population of the
worst families decreases.

In our case, a competition is a series of simulations where the total number of
agents is constant. Each family starts with an identical number of agents. After
each simulation, called ”generation”, the population of each family is evaluated
according to its profits. In order to keep a constant total population, we have to
apply a proportionality rule on the score of each family.

The score of a family is the total profits of its members during the simulation.
But the individual profits of an agent can be negative, therefore the total profits
of a family can be negative too, and applying a proportionality rule requires
having positive values. To solve this problem, we propose to subtract from the
profits of each agent a the profits of the worst agent in the simulation w.

profitsa ≥ profitsw ⇒ profitsa − profitsw ≥ 0

The modified profits of each agent is thus positive, as well as the total profits of
each family. It is then possible to apply a proportionality rule to compute the
new population of each family.

The total profits of family f is the sum of the modified wealth of all the agents
of this family.

totProfits(f) =
∑
a∈f

(profitsa − profitsw)

The competition has a constant total population. At the end of each generation,
the population of a family is proportional to its total profits during the previous
simulation.

pop(f) =
totProfits(f)∑

i∈families

totProfits(i)
totalPop

The population of an agent family at the end of a competition represents how
well this kind of agent fits in a particular environment (the agent families in
competition), and its effectiveness in this environment.

It is difficult to maintain that an agent is better than another in itself. How-
ever, if an agent obtains better results than another in several ecological com-
petitions that are different enough to provide various environments, one can
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postulate that this agent is globally better. This is this method that we used to
evaluate our agents.

4 Results

Many simulations have been run to obtain the results shown in this section. To
conduct them, we used a specific protocol.

4.1 Experimental Protocol

In order to highlight the contribution of an order-book-based learning, in this
paper we have decided to compare various kinds of LCS agents. One of these
only uses a price-based LCS with the descriptors of figure 5). We use these agents
as basic agents for our comparisons. Our goal is to overtake these.

We compare this basic agent type to various kinds of prices and order-based
LCS agents, that use the same price-based descriptors as the basic agent, but
also one or several order-based descriptors, from figures 6 and 7).

In order to generate varied situations, the competitions are populated with
various agent families:

– chartist agents (moving average, RSI, momentum, variation, indicators and
mixed moving average): these agents use simple conditions on the prices to
forecast their future variation and decide to buy or sell

– periodic agents : periodically buy and sell
– Zero Intelligence Traders (ZIT, [15]) : these agents send orders in a random

direction with a random limit price

All the learning-agent families are used in several ecological competitions, that
are the same for every tested family. For each competition, the final popula-
tions of these families are compared to determine the best kind of agent for a
particular environment. For each family, this operation is repeated in about ten
competitions, five times per competition. Fifty generations per competition are
enough to allow the population to stabilise in most cases. Each generation is
equivalent to one day in which 2000 decisions are taken by each agent, enough
to allow the learning agents to adapt.

4.2 Results Obtained

Figure 8 shows the average population of several agent families for various com-
petitions. In each family, the agents have the same descriptors as the basic price-
based agent, and we add to them a set of 1 to 5 order-based descriptors. We
observe that several families obtain better results than the basic agent. The
descriptor sets of the families presented in figure 8 are those that give best im-
provements. These use up to 3 new descriptors, that are instances of descriptors
10, 11, 16 and 17 (see Fig. 9). The agents that use these interesting descriptors
(the other descriptors give little or no improvement) have a final population
100% greater than the basic agent. Therefore we can consider that LCS agents
are really improved by learning with orders.
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Fig. 8. Average part of the total population during generations, for the basic agent
type (price family) and various families using order-based descriptors. The binary se-
quence in the name of each family describes the additional descriptors used. Each bit
refers to a descriptor in Fig. 9, in the same order.

k Descriptor’s instance

10 100 rt > 1/100 ×∑t−100
i=t−1 ri

11 100 rt > 1/2[Minri +Maxri]i∈[t−1,t−100]

16 5 qt > qt−5

17 10 qt > 1/10×∑t−10
i=t−1 qi

17 100 qt > 1/100 ×∑t−100
i=t−1 qi

Fig. 9. Order-based descriptors improving agents results

4.3 Adding Descriptors to an LCS Agent

The more information has an agent, the more likely it is to give an accurate
forecast of the price variation. Nevertheless, adding a descriptor to an agent
broadens its research scope, and makes the learning slower or even less efficient.

All the information does not have the same relevance. For example, we can
suppose that descriptor pt > pt−1 is more relevant than descriptor pt−100 >
pt−101 in many cases. But the broadening of the search scope being the same
whatever the added descriptor is, the information added by a descriptor has
to be significant to offset this broadening. Moreover, if two descriptors provide
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similar information, the value added by the second one is very low. An LCS has
to use a limited descriptor set (from 6 to 9), and these have to bring significant
and varied information.

5 Conclusion

To carry out realistic financial simulations, it is important to populate artificial
markets with adaptive behaviour agents.

Until now, in the absence of software platforms based on orders that use
a multi-agent approach, this kind of simulation was conducted with a basic
equational price-fixing model. For example this is the case in the well-known
SF-ASM. The ATOM platform, with its completeness and its high relevance to
order-driven markets like Euronext-NYSE, allows to improve the learning ability
of agents.

In this paper, after having detailed the various possibilities to reason on the
orders and their consequences, we have shown how to develop classifier systems
that take into account all the system information for each agent. In order to com-
pare these agents, we have implemented an original adaptation of an ecological
competition that allows us not only to measure the performance of an agent, but
also its robustness to environment modifications. Thus, we have highlighted that
an agent that studies pending orders is far more efficient than its counterpart
which only reasons on the prices.

Further work has to be done in this area : varying the learning methods, the
descriptors, or trying to recognise the individual behaviour of the agents. We
consider that this paper is a one step in the development of efficient order-based
learning agents.
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Abstract. The use of multiagent-based simulations in marketing is quite recent,
but is growing quickly as the result of the ability of such modeling methods to
provide not only forecasts, but also a deep understanding of complex interactions
that account for purchase decisions. However, the confidence in simulation pre-
dictions and explanations is also tightly dependent on the ability of the model to
integrate statistical knowledge and the situatedness of a retail store. In this pa-
per, we propose a method for automatically retrieving prototypes of consumer
behaviors from statistical measures based on real data (receipts). After prelimi-
nary experiments to validate this data mining process, we show how to populate
a multiagent simulation with realistic agents, by initializing some of their goals
with those prototypes. Endowed with the same overall behavior, validated in ear-
lier experiments, those agents are put into a spatially realistic store. During the
simulation, their actual actions reflect the diversity of real customers, and finally
their purchase reproduce the original clusters. Besides, we explain how such sta-
tistically realistic simulation may be used to support decision in retail, and be
extended to other application domains.

Keywords: Agent-based Simulations, Knowledge discovery, Marketing, Inter-
actions.

1 Introduction

Since several years, individual-based models and multiagent-based simulations have
been used to enhance the understanding of complex marketing issues and support de-
cision in the context of retail stores [1,2]. Due to the introduction of fine-grained infor-
mation regarding individual behaviors, agent-based models are able to provide not only
global predictions (such as the quantities of transactions or revenue) but also insights
concerning the reasons that make marketing techniques efficient or not.

Classical marketing analysis techniques, used e.g. to segment customers into sub-
groups with similar needs, or to detect items that are frequently bought together, consist
in retrieving global information from large databases through data mining algorithms
[3,4]. For instance, association rules capture co-occurrences between items in customer
baskets, and thus allow the retailer to offer promotions on frequently associated items,
or to propose relevant similar products. But, since those techniques only capture sta-
tistical features of customer behavior, without being able to provide any kind of causal
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explanation, their quality is highly dependent on the application that uses the retrieved
knowledge [5]. Besides, the data collected in retail stores result from a complex decision
process, which is affected by seasonal, geographical, cultural, environmental factors, by
demographic and psychographic variations of the customers, by the brand management,
and by in-store events such as promotions. Thus it is difficult to assess the stability of
the rules that are built from the data, and quite impossible to predict how changes in the
store management affect the rules.

On the contrary, agent-based models allow to take into account individual prefer-
ences and even psychological expertise [6], so as to build an accurate description of the
motivations and needs of each customer. Then it is the actions of those simulated cus-
tomers that are responsible for the purchases that are predicted. Hypotheses regarding
the factors that influence sales are made explicit in the model: they can be understood
and examined by experts, and validated (or not) through an appropriate experimental
setup.

As a counterpart, individual-based models, especially when they involve cognitive
agents (e.g. for accounting psychological motivations [6]), tend to require too much
expertise, which is not always easy to acquire or implement. In addition, few store sim-
ulation models do take into account the spatial issues which are considered crucial in
retail stores, such as shelves allocation, items placement, checkout sizing, point of sale
display, etc. In a previous work, we addressed those questions in order to build a sim-
ulation of supermarkets, where the agents were situated in a realistic environment [7].
This situatedness is necessary for raising multiagent systems from casual, ad hoc simu-
lations, to full decision support systems, able to predict how the clients react to changes
in the spatial organization of the store, marketing events (e.g. discount, publicity...), and
competitor shops.

In this paper, we propose a simulation approach which does not rely much on ex-
pert knowledge; instead, it tries to retrieve as much information as possible from retail
data (e.g. receipts) as in classical basket analysis methods; but, this knowledge discov-
ery process is used to initialize the purchase preferences of the population of simulated
customers with statistically realistic traits. Combined with a model of customer behav-
ior, those traits produce statistically realistic purchase when the agents are acting in
their environment.

Since we designed and validated a model of customer behavior in a previous work [7],
we will focus in this paper on the realism of customer populations, i.e. on a purchase
decision model which can mimic actual behaviors.

The main classical technique for information retrieval in actual data is the affinity
analysis [3,8], which is based on the census of item co-occurrences in the purchases.
It can be directly applied to actual receipts. On this basis, association rules between
items (i.e. X → Y where X ,Y are disjoint sets of items) can be inferred [3], together
with a support (proportion of purchases which include both X and Y ) and a confidence
(conditional probability of buying the articles of Y when those of X are in the basket).

This approach is very helpful for cross-selling or up-selling, and to some extent it
can provide indications in product placement (e.g. try to associate in the shelves items
that are frequently bought together). Its first limitation is the computational time, which
grows at least with the cube of the number of items [9]. But also, it is quite difficult
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to use association rules to drive the purchase decisions of agents, since a rule can only
suggest items that are related to others, but not how to bootstrap the basket.

An alternative approach consists in trying to predict shopping lists from the existing
receipts. For instance in [10] this method is implemented in a personal assistant that
learns individual purchase habits, so as to remind the customers of their most probable
needs during the shopping trip, and to propose personalized promotions. The purpose
of this application is very far from ours, and the classification methods that are used
do not build any symbolic description of the shopping list, but only a prediction over
rough product categories. Nevertheless, this work assesses the possibility to perform
some kind of induction over real receipts so as to identify an underlying shopping list.

In our proposal, we try to join the identification of similar customers (like in clas-
sical market segmentation) and the induction of abstract descriptors for those clusters,
specifically prototypical shopping lists. Then we use the association of clusters and
shopping lists to generate profiles of agents which buy close items. Hence the approach
we propose follows a kind of methological loop. We define a representation frame for
transactions (e.g. receipts) and their abstract description: prototypes built by general-
ization. Afterwards those prototypes are used to initialize the agents in the simulation
and the simulated transactions can be in turn analysed.

The paper is organized as follows: section 2 presents briefly the context of the gro-
cery store simulation that has been designed and tested in [7,11]; especially we explain
how shopping lists are used to induce purchase preferences. Section 3 describes the
way we represent relevant information to identify and characterize items, transactions
and prototypes. Section 4 presents the data mining process that builds prototypes from
transactions, and section 5 how the overall procedure has been validated. Finally we
explain in section 6 how to use our approach within multiagent simulations.

2 Context of the Simulations

The knowledge discovery process we propose in this paper has been tested within an
existing grocery store simulation [7,11], endowed with a realistic environment and pop-
ulated with behaviorally convincing artificial customers.

2.1 An Interaction-Oriented Model

In this work, we had to acquire expertise and build the simulation model in a quite incre-
mental and empirical way. Thus the modeling method had to be highly understandable
by experts outside the field of computer science, e.g. psychologists or marketing advi-
sors, and enable a step-by-step design of behaviors. Therefore, we used the principles
of the ’Interaction-Oriented’ approach [12]. In this method, each relevant entity of the
model is represented by an agent, without any prior distinction between “true” agents
and resources or objects; each behavior is modeled by a separated piece of code called
an “interaction”, i.e. a sequence of actions between a source agent and one or more
target agents, controled by some conditions. The interaction is realizable if the source
and target agents fulfil the conditions.

Agents and interactions can be developed in independent libraries, then the simula-
tion is designed by assigning interactions to pairs of agents (in an ’interaction matrix’ –



From Real Purchase to Realistic Populations of Simulated Customers 219

see table 1). It is a visual way to express what families of agents are allowed to interact,
and with what interactions. This interaction matrix is processed by a generic simulation
engine, which essentially evaluates what interactions can be realized, between what
agents, and subsequently determines the actions to be performed by each agent.

Actually, describing the action capabilities of the entities of the model in terms of
interactions that can be performed or undergone, instead of behaviors embedded in the
agents, is very close to the theory of affordances [13]. Thus, it makes this quite natural
to use for psychologists and facilitates knowledge acquisition.

2.2 Model of a Customer Agent

In the work presented here, we use a model of customer behavior that was previously
developed for the simulation of a retail store, aimed at studying human vendors con-
fronted to artificial clients [11]. Thus, the overall behaviors of simulated customers
have been validated by marketing experts and are set once and for all in the work de-
scribed here. In what follows, the vendor was removed for studying only the clients.
The corresponding interaction matrix is shown on table 1.

Table 1. The interaction matrix that defines the behavior of all agents in our simulation. For
instance, the intersection between line ’Customer’ and column ’Item’ contains two interactions,
’Take’ and ’MoveTowards’, which means that a customer agent may either take an item agent, or
move close to it, depending on the priority (first number – here, taking an item has the highest) and
on the distance between agents (second number), assuming that the conditions of the interactions
are fulfiled for both agents. The /0 column contains reflexive interactions (i.e. where the target
agent is the source itself). Empty columns and lines have been removed.

�������Source
Target

/0 Customer Item Checkout Queue Door

Customer
Wander (0) MoveTowards (2, 10) MoveTowards (3, 10) StepIn (5, 2) Exit (8, 1)

GoToPlace (1, ∞) Take (4, 1) MoveOn (6, 1)
WalkOut (7, 1)

Item Notify (1, 10)
Sign Notify (1, 10)

Checkout
Open (10) Notify (1, 15) Handle (8, 1)
Close (10) CheckOut(7, 1) ShutDown (9, 1)

Door SpawnCustomer(1) Notify(1, 10)

To summarize, it is assumed here that all clients have the same overall behavior,
but differ in their needs: thus they are endowed at startup with a shopping list, which
specifies more or less precisely what items they are likely to buy in the store. The
needs may be specified with accuracy, e.g. “SodaCola light, family pack”, or with vague
indications, e.g. “spring water”, which can match much more actual items. The purchase
decision is implemented by the ’Take’ interaction, which consists of two conditions (the
target agent matches an item of the shopping list of the source agent; and: the source
has enough money) and one action (put the target in the basket of the source).

During the simulation, interactions occur according to the interaction matrix and the
state, perceptions and positions of agents, producing a consistent consumer behavior:
artificial clients try to find all items which figure in their list, within a limited amount of
time. They may be endowed with a mental map of the shop or with no prior knowledge;
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they also are notified by panels, checkouts, items, etc. about relevant information to
help them.

In the original work, the shopping lists were either computed through a pure random
process (following a Poisson distribution based on the average basket size), or imple-
mented “by hand”, according to a specific mise en scène, in a deliberate intend to put
the vendor in a problematic case. In the experiments described below (see section 5),
those lists have been built through the knowledge retrieval algorithm we propose.

3 Knowledge Representation

Before describing the data mining process which builds prototypes from transactions,
we must explain how we represent both kinds of information. This step may require
the intervention of a marketing expert, but afterwards the knowledge retrieval process
is automatic.

3.1 Items Identifiers: From SKUs to Meaningful Descriptions

In retail stores, each unique product is usually identified by a “Stock-Keeping Unit”
(SKU) in order to track availability and demands. The SKU does not necessarily carry
any special meaning regarding the nature and characteristics of the product. Other meth-
ods, such as the Universal Product Code (UPC), European Article Number (EAN), etc.
can be used as well. It may also happen that the actual purchase are anonymised through
an automatically generated identifier, e.g. in order to perform basket analysis under
strong confidentiality constraints.

Those identification methods are actually not well suited for extracting more than co-
occurence rules. Relevant marketing knowledge (e.g. product family, quality, relative
price, brand image, organic label...) must be added to characterize the products so as to
allow an explanatory analysis.

In our approach, each unique product is identified by a tuple of strictly positive in-
tegers, which encodes the features values that are considered relevant in the application
context. For instance, if the relevant features are the brand, the product family and the
details (e.g. respectively “SodaCola”, “beverage”, “soda with cola”), then products will
be identified only by a triple of integers, e.g. (31, 4, 15). This allows a representa-
tion of all products at an arbitrary fine level, including specific labels such as “organic”,
“fair trade” or “gluten-free”. Also, continuous values such as the price or weight may
be encoded through a prior categorization (e.g. 1 for “cheap”, 2 for “average”, 3 for
“expensive”; or 1 to 4 for small to extra large packings). To some extent, the mapping
between SKU (or other identification systems) to this kind of integer tuple can be per-
formed automatically, through an appropriate join of databases. Yet, the selection of
features that have to be taken into account for providing a relevant description of the
products may involve a marketing expertise.

3.2 Transactions and Prototypes

Our data mining process relies upon the recording of actual purchases. The simplest
way to do this is to retrieve information directly from the receipts. A transaction can
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be computed as a mere enumeration of the unique products of a receipt. Quantities are
not taken into account as such (exactly like in the classical affinity analysis process),
though they could be added as a trait of each item (like other continuous features, see
above). Thus, from a list of SKU, we build a set of integer tuples.

From those transactions, the knowledge retrieval process consists in building proto-
types, which are aimed at describing an “abstract receipt” so as to characterize clusters
of receipts. In order to do so, we introduce the concept of prototype item, which are also
integer tuples, but allowing the value 0 as a wildcard. For instance, a product charac-
terized as “any brand”, “beverage”, “soda with cola”, could be described by the triple
(0, 4, 15). The null tuple (0, 0, 0) means “any item”. A prototype is simply
a set of prototype items.

Those prototypes, built from real data, may also be used as a “shopping list” for sim-
ulated customers, because it may often happen that only few traits of the desired items
are specified. For instance, Mr Smith always buys “soda with cola” but is indifferent
to the brand, while Mr Wesson is likely to buy any organic yoghurts from the brand
“Yoopla”. The use of the 0 wildcard is very helpful for expressing such vague wishes.

In the next section, we show how such prototypes are actually built from the trans-
actions.

4 Steps of the Data Mining Process

In order to analyse the purchases, we proceed as follows:

1. The transactions database is partitioned into clusters (this requires first to define
a distance measure between receipts, which is itself based on a distance measure
between items).

2. For each cluster:
(a) all items that appear in the transactions are in turn classified so as to build

prototype items ;
(b) the prototype composed of the union of prototype items is scored against the

transactions of the cluster.

4.1 A Measure of Item Similarity

Since some items of a customer’s shopping list may be not fully specified, it is expected
that several customers who have the same prototype (i.e. the same shopping list) will
not get exactly the same items. Thus, if the distance between transactions relies only
upon the equality of items, it is likely to produce a defective clustering. Instead, we
propose to modulate the comparison between transactions, by taking into account the
distance between items.

A simple way to do so is to compute a Hamming-like distance (or conversely, a
Hamming-like similarity index). If two items are encoded by the tuples I = ( f1, ..., fn)
and I′ =( f ′1, ..., f ′n), the similarity between items is defined as: σ(I, I′) = 1

n ∑n
i=1 δ ( fi, f ′i )

where δ ( fi, f ′i )= 1 if fi = f ′i or fi = 0 or f ′i = 0, and 0 otherwise (note that this definition
works fine for actual items and for prototype items as well).
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4.2 A Measure of Transaction Similarity

In order to compare transactions, we started with a well-known measure which is fre-
quently used for measuring similarities between sets: the Jaccard index [14]. It is de-
fined for any subset X ,Y as follows: J(X ,Y ) = |X∩Y |

|X∪Y | =
|X∩Y |

|X |+|Y |−|X∩Y |
As it has been previously said, the rough use of the Jaccard index cannot fit our

needs, since it would make no difference between disjoint sets and sets that contain very
similar but different items. Thus we propose an extension of the Jaccard index, based on
the distance between items. It consists in computing the best matching score between
items of both transactions (thus we called it the best-match Jaccard index, denoted
by JBM). To compute it between a transaction T = {I1, ..., Ip} and another transaction
T ′ = {I′1, ..., I

′
q}, we follow these steps:

1. Compute the matching matrix (σi, j) with σi, j = σ(Ii, I′j)
2. For each k between 1 and min(p,q):

(a) compute μk = maxi, j(σi, j) = σi�, j� (if several (i, j) values verify μk = σi, j, we
take one pair (i�, j�) which minimizes:

(
∑i�=i� σi, j� +∑ j �= j� σi�, j

)
)

(b) replace (σi, j) by the submatrix obtained by deleting row i� and column j�

3. μBM = ∑min(p,q)
k=1 μk plays the same role as |X ∩Y | in the classical Jaccard index, so

we have: JBM(T,T ′) = μBM
p+q−μBM

For example, we take T ={(1, 1, 2), (3, 5, 8), (13, 21, 34)} and
T ′={(1, 1, 2), (3, 6, 8), (12, 13, 14), (1, 1, 34)}. Since T ∩
T ′ ={(1, 1, 2)} only, we have J(T,T ′) ≈ 0.1666667, while JBM(T,T ′) = 0.4 be-
cause several items of T and T ′ are close.

A large number of similarity and distance measures can be used as well [15,16];
actually, the method we propose is also suitable for frequently used measures, such as
Ochiai [17] or Sørensen-Dice [18], which can be extended using the same best matching
algorithm as we did for Jaccard. This point was checked experimentally through the
same procedure as we present in section 5.

4.3 Transactions Clustering

We apply the best-match Jaccard index for computing a distance matrix between all
transactions in the database: ΔBM = (di, j) with di, j = 1− JBM(Ti,Tj). The distance ma-
trix can be used with a large number of clustering techniques; we chose a very clas-
sical hierarchical clustering algorithm, namely that implemented in the flashClust
library in R [19], which easily provides dendrograms w.r.t. the similarity between trans-
actions.

Then, the dendrogram can be cut into K classes (e.g. with the R function cutree
[20]). The appropriate value of K is far from obvious, so we tried to evaluate empiri-
cally the appropriate height to cut the tree from randomly generated prototypes, where
the value of K was known (see section 5). We found that a height h ≈ 0.6 was quite
convenient in all cases.
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4.4 Prototype Induction

Building a prototype for a class, means essentially finding a set of integer tuples (with
zeros allowed) which has the highest matching value with the N transactions of the
class w.r.t. the best-match Jaccard index. We start with a frequency analysis, i.e. for
each item I that appears on some transactions of the given class, we compute f (I) as
the ratio between the number of transactions that include I and N.

Rare items, i.e. with f (I) < ε , may be considered casual purchase, or “noise”, and
simply discarded (typically this works fine with ε ≈ 1

N ). Conversely, very frequent
items, i.e. with f (I) > θ , may be considered a must-have and kept unchanged in the
prototype (typically θ ≈ 0.95).

Regarding intermediate items, we have to classify them again, in order to be able to
detect that e.g. “SodaCola” products are always associated with “organic yoghurts” of
several brands. Thus we compute a matrix distance between items: (Di, j) with Di, j =
1−σ(Ii, I j) and use it for building a dendrogram of the items. There again, the number
of classes KI is not known a priori.

Therefore, we iterate the following process for several possible values of KI :

1. for each cluster: build a prototype item by putting zeros where features differ ; for
instance, if the items in the cluster are (1, 5, 7), (1, 6, 7) and (1, 12,
7), then the prototype item is (1, 0, 7)

2. collect all prototype items and join them with the very frequent items (see above)
to build the candidate prototype PKI

3. compute the score of KI as the average value of JBM(PKI ,T ) for all transactions T
in the original class.

Finally, we keep the value K�
I (and associated prototype PK�

I
) which maximizes this

score.

5 Validation of the Data Mining Process

As explained before, prototypes are used in a simulation process to produce artificial
transactions. Since the agents perform autonomous behaviors, according to their shop-
ping lists which contain prototype items (i.e. with wildcards), and in the situated context
of a realistic store with possibly missing (or hard to find) items, the transactions that oc-
cur in the simulation are not expected to be exactly the same than the real ones.

Yet, we have to assess that the simulation is able to reproduce the same kind of
customer behavior that is observed in reality. Therefore we can analyse the transactions
produced by the simulation, build the corresponding prototypes through the same data
mining process, and compare them to the prototypes that resulted from real data.

However, a first step towards analysing the outcome of the multiagent simulation is to
prove the robustness of our prototype building method. Otherwise, possible differences
between the prototypes that reflect the activity of the agents and the original ones, could
not be explained by the behavior of the agents or the characteristics of the environment,
but maybe just by a high sensitivity of the data mining process to perturbations. Thus
we present here how the robustness of our analysis method has been tested.
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Fig. 1. Dendrograms built according to the similarity of transactions in 3 experiments. Parame-
ters: (a) NP = 4,NI = {5,10,20,40},NT = 200,NA = 5 %,NM = 5 %,NO = 0; (b) NP = 8,NI =
10,NT = 400,NA = 5 %,NM = 5 %,NO = 0; (c) NP = 5,NI = 20,NT = 100,NA = 5 %,NM =
5 %,NO = 5 %. The horizontal line represents the cut height (0.6).

5.1 Stochastic Simulations of Prototypes Instantiation

In order to perform extensive tests, we generated several sets of prototypes, each one
containing random prototype items. Then, in order to obtain a coarse-grained, but quick,
simulation of the purchase induced by such prototypes, we instantiated them through a
stochastic process, based on the following parameters:

– the number NP of prototypes to test
– the number of prototype items NI(i) in each prototype i
– the number of transactions per prototype, NT (i), which determines how many trans-

actions are instantiated for prototype i
– the number of additional random items NA(i) which indicates how many randomly

chosen items are added to transactions of prototype i (we do so to represent e.g.
casual or compulsory purchase which are not necessarily related to the prototypical
purchase habits)

– the number of missing items NM(i) which indicates, in prototype i, how many pro-
totype items will be kept uninstantiated (this offers the possibility that some items
may not be found or not be needed)

– the number NO of transactions that do not belong to any prototype (and generated
completely randomly).

The “instantiation” of a prototype item consists in replacing each zero by a random,
strictly positive, value. Thus this operation depends on the domain of the tuples that
describe concrete items, i.e. the maximum values allowed for of each integer in the
tuple. In our experiments we used 5-element tuples with maximum values (20, 100,
10, 5, 2) (on the basis of earlier work [11]).

We conducted automatic experiments and evaluations with a combination of all pa-
rameters within the following ranges: NP: 4 – 10; NI : 5, 10, 20, 40; NT : 50, 100, 200,
400, 800; NA: 0, 5, 10 % of items in the transactions; NM 0, 5, 10 % of items in the
transactions; NO: 0, 5, 10 % of total transactions.

5.2 Results and Discussion

As figure 1 shows on three experiments, transactions produced by the instantiation of
random prototypes are well discriminated: cutting the trees at height ≈ 0.6 is sufficient
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to identify clusters that exactly reflect the original ones (cf. fig. 2a-b), even when trans-
actions are built with random additional items or with random missing items.

When the database also contains random transactions, i.e. which do not come from
any existing prototype, the clustering still identifies the original clusters, but also very
small classes (see fig. 2c), which are most of the time singletons. When applying the in-
duction process, those classes can be simply discarded because there is nothing to gen-
eralize in them. In all experiments (up to NO = 10 % of the total number of transactions)
the prototype building process was successful, which indicates enough robustness.
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Fig. 2. Level plot comparison between estimated transactions clusters (abscissae) and original
prototypes (ordinates) for experiments (a), (b) and (c). While (a) and (b) match perfectly, in (c)
there are “noise” transactions (prototype “0”) generated from pure random choice. It appears that
they are not classified among the “true” clusters, but instead are put in small classes (here, 1 for
each random transaction).

6 Experimental Setup for Multiagent Simulations

At the present time, the multiagent simulator designed in [11] has been modified so as
to represent shopping lists with prototypes and the items by integer tuples.

We have conducted preliminary experiments with the same randomly generated pro-
totypes than in stochastic simulations. For now, the simulated transactions reproduce
the same prototypes.

However, this result is dependent on the time limit which is given to the agents for
their shopping trip. If too short, they exit the store without purchasing all items of their
list. This does not affect the transaction clustering (because of its robustness towards
missing items) but may alter the prototypes that are built from the simulated transac-
tions. Indeed, the observation of the paths of the customers in the store points several
“hot areas” where items are easily found: conversely, missing items are often the same
(contrary to what happened in stochastic simulations), thus the corresponding prototype
is a subset of the original one.

Far from being a limitation of the system, this property gives insights on how such
kinds of simulation may help the placement of products, the spatial organization of the
store, etc.: the limitation of time spent in the shopping trip is crucial, not only for the
purpose of realism, but more significantly because it appears as the criterion that forces
the store manager to optimize the positioning of products.
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Ongoing work focuses now on the analysis and integration of large databases of real
receipts. We are also modifying the environment in order to reproduce the store where
the data were collected. We have for instance to integrate the actual positioning of items
and information signs in the store. Indeed, the correctness of those informations may
have a serious impact on the outcomes of the simulations, so we have to check them
carefully and validate them with experts before we can start large-scale simulations.

7 Conclusion

The design of an integrated tool for decision support in the field of grocery retail and
marketing is a long-term purpose indeed. However, in this paper we try to combine
an incremental simulation approach (which is quite convenient to express complex hy-
potheses regarding individual behaviors, environmental configuration, etc.) with data
mining algorithms (which usually indicates global, statistical features of a system).
Our proposal is therefore able to endow agents populations with statistically realistic
features, which in turn affect the behavior of the agents so as to produce statistically
similar outputs. Far from being only qualitative, we show that this similarity can be
measured. As shown above, our process is quite robust to noise in data. The results of
the integration of real receipts in the multiagent simulation (still in progress) will be
described in further publications.

Noteworthy, our method does not try to discover “true” classes of customers, such
as a socio-economic, or demographic, or geographic segmentation would aim at. We
only intend to capture similarities between traces left by individual actions, and use an
abstract description of those traces as parameters of agents behaviors. Thus, taking into
account geographic influences or seasonal variations merely relies upon an appropriate
choice of the recording extent and duration for the real data.

Besides, we believe (though we cannot provide experimental evidences yet) that the
transaction and prototype representation we propose can be applied to many other fields
where the behavior of the entities can be characterized by such sets of features (e.g.
molecular biology with phenotypical expressions of co-activated genes, ecology, or
auction management), so as to participate in the bootstrap of multiagent simulations
from empirical data.
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Müller, J.P., Rodrı́guez, J.M.C., Pérez, J.B. (eds.) Advances on PAAMS. AISC, vol. 155, pp.
147–152. Springer, Heidelberg (2012)

12. Kubera, Y., Mathieu, P., Picault, S.: IODA: an interaction-oriented approach for multi-agent
based simulations. Journal of Autonomous Agents and Multi-Agent Systems, 1–41 (2011)

13. Gibson, J.J.: The Ecological Approach to Visual Perception. Hillsdale (1979)
14. Jaccard, P.: Étude comparative de la distribution florale dans une portion des alpes et du jura.
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Abstract. Agent-based technology is being used in an increasing variety of ap-
plications and domains. Despite the substantial research effort on methodolo-
gies for analyzing, designing and implementing multi-agent systems (MAS), 
maintenance and evolution of MAS software is nowadays challenging. This pa-
per presents REAGENT, a reverse engineering technique for retrieving MAS 
design models from the source code of Jade based MAS implementations. 
REAGENT support tools have been experimentally evaluated by means of a 
case study with 19 benchmark programs from textbook. REAGENT has proved 
to be able to collect accurate and complete agent models in a linear time regard-
ing the size of agent models, which facilitates its applicability to large, com-
plex, industrial MAS. 

Keywords: Multi-Agent System, Reverse Engineering, Maintenance, 
REAGENT. 

1 Introduction 

Multi-Agent Systems (MAS) are being used in an increasing variety of applications, 
ranging from comparatively small systems for personal assistance to open, complex, 
mission-critical systems for industrial applications such as process control, system 
diagnostics, manufacturing, transportation logistics and network management. 

Similarly to traditional information systems, MAS have to be maintained in order 
to solve or prevent faults, and evolve adding new functionalities or meeting new re-
quirements. During software maintenance, sometimes the only reliable information is 
embedded in the source code since the documentation is missing or outdated. Reverse 
engineering of source code aims at creating high-level representations for the existing 
software system to support its comprehension and evolution [5]. Program comprehen-
sion is time-consuming and entails the largest portion of the maintenance effort, espe-
cially because it is often performed manually with simple general-purpose tools, such 
as editors and regular expression matchers. There are also some reverse engineering 
tools for traditional information systems, which can facilitate the task, for example to 
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extract facts from source code/binaries, execution traces, or historical data, to query 
the extracted facts, and to build high-level views of the software system (e.g., UML 
diagrams) [4]. 

While reverse engineering of information systems has been widely addressed in li-
terature and is a mature area, there are no similar achievements on research about 
reverse engineering of MAS software [10]. One of the reason of this fact is the nature 
of MAS (e.g., communication and interaction protocols, belief sharing and propaga-
tion, behavior adaptation, etc.), which entails particular challenges making it difficult 
to address reverse engineering of MAS [2].  

Despite the mentioned challenges, there are some approaches for reversing MAS, 
such as Moreno et al. [10], which uses natural language processing, Bosse et al. [3], 
which records agent activities by considering execution traces of MAS, or Sauvage 
[15], which employs design patterns to collect and express agent concepts. Unfortu-
nately, most current reverse engineering techniques are ad hoc solutions that only 
focus on a particular agent framework. This entails a lack of standardization, and 
therefore, a lack of automation. This problem makes it difficult to reuse these tech-
niques with large and complex MAS.  

The main contribution of this paper is REAGENT, a reverse engineering technique 
for obtaining design models by analyzing the source code of MAS. REAGENT takes 
JADE-based systems as input and provides abstract design models according to 
INGENIAS [12], an agent-oriented development methodology. Although REAGENT 
currently works only with JADE and INGENIAS as the operational/execution envi-
ronment, ideas from this approach can be adapted to other agent platforms and me-
thodologies. JADE has been chosen because there is a vast number of MAS that are 
implemented with this platform, as it follows the FIPA standard. INGENIAS has been 
chosen for MAS modeling because it provides a set of tools that are based on meta-
modeling techniques, which facilitate the editing and transformation of models. The 
conformance with these well-known platforms together with the proposal is supported 
by a tool that ensures the reuse of this technique to large, complex and industrial 
MAS. This paper additionally provides experimental results about the applicability of 
REAGENT to a set of example JADE programs [2] that have been used as bench-
marks in this context.  

The remaining of the paper is organized as follows: Section 2 summarizes related 
work. Section 3 presents the reverse engineering approach for recovering MAS mod-
els that are specified with the INGENIAS modeling language. Section 4 shows the 
multi-case study with MAS benchmarks. Finally, Section 5 discusses conclusions and 
future work. 

2 Related Work 

There is some precursory work in the literature about reverse engineering of MAS. 
For example, Moreno et al. [10] have applied natural language processing techniques 
throughout the entire lifecycle of MAS in order to obtain a design model from exist-
ing MAS. In the same line, Hirst [8] has proposed analysis of pre-existing Soar agents 
by automatically reverse engineering them. This has been shown useful for  
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maintaining the agents themselves, and also suggests the possibility of knowledge 
reuse across agent architectures. The limitation of this approach is that it proposes an 
ad hoc technique specially developed for Soar architectures. 

While previous approaches mainly focus on static analysis, i.e., a syntactic analysis 
of source code line by line, other approaches are based on the dynamic analysis. 
Bosse et al. [3] uses the dynamic analysis of MAS by recording agent activities as 
execution traces to verify that the traces satisfy some specified properties. This ap-
proach ensures that the user’s comprehension of the system behavior is accurate with 
respect to the execution traces detecting anomalous behavior. Adra et al. [1] have 
proposed a dynamic inference mechanism for the refinement of agent-based model 
specifications that helps to establish a confidence level about the implemented model 
and reveals discrepancies between observed and normal or expected behavior.  

Other works focus on the migration of traditional information systems to MAS. In 
this line, Chen et al. [6] developed an evolutionary approach to reengineer legacy 
systems into agent-based Web services.  

Studies about reverse engineering of MAS are often ad hoc techniques without 
empirical validation. As a result, the above mentioned methods are difficult to be 
reused with different MAS, and, therefore, their applicability to the industry cannot be 
ensured. To mitigate this threat, Regli et al. [13] made an effort to provide a reference 
model for agent-based systems. The purpose of a reference model is to provide a 
common conceptual basis for comparing systems and driving the development of 
software architectures and other standards. As part of this study, the team applied 
software reverse engineering techniques to perform static and dynamic analysis of 
operational agent-based systems, which enabled identification of key common con-
cepts across different agent frameworks. Similarly, Sauvage [15] proposed a set of 
design patterns to collect and express agent concepts, which can be adapted to various 
MAS developing challenges. The agent patterns cover all the development stages, 
from analysis to implementation, including reengineering through antipatterns. 

Despite recent software engineering paradigms like Model-Driven Development 
(MDD) could help with the formalization and automation of reverse engineering 
techniques, it is rarely incorporated to current approaches. An exception is the ap-
proach proposed by Warwas et al. [16] which presents a model-driven reverse engi-
neering approach for lifting the underlying design of implemented MAS to a platform 
independent level. For this purpose the proposal provides conceptual mappings from 
the platform to a platform independent modeling language. The extracted structures 
can be re-used as blue print for solving similar problems on similar execution plat-
forms. MDD has been used as well for reverse engineering associated to moderniza-
tion of software systems in the MOMOCS project [7], but without considering MAS. 

In summary, current approaches address testing and agent verification or focus on 
the analysis and measurement of MAS. So far, there are no mechanisms to abstract 
code-level MAS to high-level design models. 

3 Reverse Engineering of JADE-based Systems 

REAGENT supports reverse engineering of JADE-based MAS into a high-level 
design that is represented using the INGENIAS agent-oriented modeling  
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Fig. 1. The REAGENT overview: stages and artifacts involved 

language. This is done in two steps, which are illustrated in Fig. 1: a static analy-
sis of source code followed by a pattern matching recognition, which will provide 
a MAS model.  

3.1 Static Analysis 

The first stage of REAGENT employs a static analysis of JADE-based MAS imple-
mentation. Static analysis consists of the syntactic analysis of source code line by line. 
Static analysis can be easily carried out by means of parsers that recognize certain 
syntax depicted by metamodels of grammars. In comparison to dynamic analysis, 
which considers runtime information, static analysis is not able to take into account 
actual values for program variables. Nevertheless, the static analysis is more exhaus-
tive than the dynamic analysis, since static analysis considers all parts of source code 
while the dynamic analysis takes into account only those parts that were reached in a 
particular execution. Additionally, dynamic analysis is more time-consuming than 
static one due to dynamic analysis firstly records traces during execution and second-
ly examines traces to extract relevant information.  

The static analysis in this stage takes as input JADE-based source code, which is, 
in Java source code. REAGENT builds an abstract syntax tree (AST) using the analy-
sis of JADE source code. AST is an intermediate representation of source code in a 
tree structure which can be used to easily recognize some particular structures in the 
pattern matching stage (see Fig. 1). The static analysis was implemented as an exten-
sion of the Java 1.5 parser developed with JavaCC [11], a parser generator tool. 

3.2 Pattern Matching 

Having obtained an AST from source code, REAGENT applies a pattern matching 
technique for generating agent models according to the INGENIAS methodology. 
Pattern matching checks a perceived sequence or tree structure of tokens form the 
AST for the presence of the constituents of a certain pattern. Pattern matching in-
cludes the definition of the respective output structures which will be built in the out-
going agent model. 

REAGENT provides three main patterns: agents, goals and tasks. Table 1 shows an 
example of the result of pattern matching applied to the BookSellerAgent class, which 
corresponds to one of the benchmark programs used in the case study (cf. Section 4). 
These patterns correspond with core concepts of the INGENIAS methodology [12]. 

Static 
analysis

Abstract Syntax
Tree (AST)

Pattern 
Matching

JADE
Source Code

public class BookBuyerAgent
extends Agent {

private String targetBookTitle;
private AID[] sellerAgents;

protected void setup() {
...

}
...

}

INGENIAS
MAS Model
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INGENIAS provides a notation for modeling MAS and a well-defined collection of 
activities to guide the development of an MAS in the tasks of analysis, design, verifi-
cation, and code generation, supported by an integrated set of tools. An MAS in 
INGENIAS is specified from different viewpoints: organization, agent, goals and 
tasks, interaction, and environment. REAGENT focuses on the agent model, which 
depicts the agents of an MAS, their goals and the tasks for which they are responsible. 

Table 1. A running example for the pattern reconginition [2] 

 

Agents attempts to identify Java classes that extend the jade.core.Agent class. The 
list of the extends clauses of a class in an AST is provided by the path CompilationU-
nit > PackageDeclaration > TypeDeclaration > ClassOrInterfaceDeclaration > Ex-
tendsList. This pattern builds an Agent element in the agent model for each recog-
nized agent class (see Table 1). 

Goals searches for DFAgentDescription instances which are added to the yellow 
pages with a concrete ServiceDescription. The service description label is used to 
provide the name of the goal, which is pursued by the respective agent (see Table 1). 

Tasks search for different behaviors of agent classes to figure out the tasks of each 
agent element in the INGENIAS agent model. This pattern searches for calls to the 
addBehaviour method of the jade.core.Agent class, which adds a subclass of the 
jade.core.behaviours.Behaviour class. A task is built for each recognized behavior. 

4 Empirical Validation 

This section presents a case study by using the example JADE programs provided in 
[2], which are considered as benchmark programs in this context. The study applies 
the proposed technique to these benchmarks to obtain design MAS models. The case 
study was conducted according to the formal protocol proposed by Runeson et al. [14] 
for designing, conducting and reporting case studies in the software engineering field. 

 JADE Code INGENIAS Agent Model 

A
ge

nt
s public class BookSellerAgent extends Agent { 

 … 
  

G
oa

ls
 

public class BookSellerAgent extends Agent { 
 ... 
 DFAgentDescription dfd = new DFAgentDescription(); 
  dfd.setName(getAID()); 
  ServiceDescription sd = new ServiceDescription(); 

  sd.setType("book-selling"); 

 

Ta
sk

s 

public class BookSellerAgent extends Agent { 
 public void updateCatalogue(final String title,  
 final int price) { 
  addBehaviour(new OneShotBehaviour() { 
   public void action() { 
    ... 

   } 
  } ); 

 }  
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The following subsections show the adaptation to MAS of the stages of this protocol: 
design, execution procedure, data collection, and analysis and interpretation. 

4.1 Design 

The object of study is the reverse engineering technique proposed in Section 3, while 
the purpose of this study is the assessment of specific properties of the proposed tech-
nique such as their effectiveness and efficiency. Taking into account the object and 
purpose of the study, two main research questions are defined. Q1 is related to the 
effectiveness evaluation, whilst Q2 is associated with the efficiency assessment.  

Q1. Is the technique able to retrieve accurate and complete agent design model 
from existing MAS? 

Q2. Is the technique scalable to larger and more complex MAS? 

Concerning the formal design, the study is considered a multi-case study since it fo-
cuses on various agent programs. The study also follows a holistic design since it is 
applied to each case as a whole, and does not consider several analysis subunits. As a 
result, MAS programs are considered as the independent variable. 

In order to quantitatively answer the research questions, various measures are con-
sidered as dependent variables. On the one hand, to evaluate effectiveness according 
to Q1, recall and precision are used. Recall is a measure of completeness whereas 
precision can be seen as a measure of exactness or fidelity. Recall (1) represents the 
number of relevant elements retrieved as a function of the total of relevant elements 
(retrieved and not retrieved) depicting the MAS trough an agent model. Precision (2) 
represents the number of relevant elements retrieved within the set of retrieved ele-
ments in an agent model. Together with recall and precision, F-measure (3) is consi-
dered for aggregating precision and recall values into a sole value by means of a har-
monic mean. F-measure is necessary, since there is an inverse relationship between 
precision and recall. On the other hand, the study measures the time spent on the ex-
ecution of each transformation so that Q2 can be answered. 

Apart from these measures, other measures to characterize the input of MAS pro-
grams are used, like the number of Java files, lines of source code (LOC) and cyclo-
matic complexity (4). The cyclomatic complexity is the number of linearly indepen-
dent paths through the source code, and is related to the intricacy of source code. 

 
|   ||  |  (1) 

 
|   ||  |  (2) 

 
· ·

 (3) 

 | call graph edges | | call graph nodes | 2 · | connected components | (4) 

4.2 Execution Procedure 

The case study is executed in a finite set of steps, which are partially supported by the 
REAGENT tool, a plug-in to the INGENIAS Development Kit (IDK) to retrieve 
MAS models from JADE code. 
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1. Source code of 19 MAS provided as examples in textbook [2] are considered. 
These examples are: base64, behaviours, bookTrading, content, hello, inprocess, ja-
deJessProtege, jess, messaging, mobile, O2AInterface, ontology, party, pingAgent, 
protocols, service, thanksAgent, topic and yellowPages. Benchmarks are manually 
analyzed to obtain a reference agent model to be used as the gold standard.  

2. REAGENT v1.0 is applied to each benchmark obtaining an agent model that is 
graphically visualized with the IDK tool. REAGENT was executed in a computer 
with a 2.66 GHz dual processor and 4.0 GB RAM. 

3. The first sketches of agent models are then analyzed and compared with the gold 
standard to obtain base metrics for computing precision and recall (e.g., the num-
ber of retrieved non-relevant elements or non-retrieved relevant elements). 

4. Having computed all the mentioned measures, collected data are analyzed and in-
terpreted to draw conclusions in order to answer the research questions.  

4.3 Data Collection 

Table 2 summarizes all the measured values collected during the execution of study 
for each system. Table 2 shows for each (i) mentioned benchmark, (ii) the number of 
Java files, (iii) the number of lines of source code, (iv) the cyclomatic complexity 
average, and (v) the execution time in milliseconds. For each respective agent model, 
Table 2 provides the number of different INGENIAS elements such as (vi) agents,  
 

Table 2. Data collected during the case study execution 
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1 3 292 3.0 2321 2 0 2 0 1 5 4 1 1 0.80 0.80 0.80 
2 4 370 1.5 2858 4 12 0 12 0 28 20 8 0 1.00 0.71 0.83 
3 3 456 3.3 2779 2 4 1 4 2 13 13 0 0 1.00 1.00 1.00 
4 41 3222 1.3 3027 4 10 0 10 0 24 15 9 10 0.60 0.63 0.61 
5 1 44 1.0 2149 1 0 0 0 0 1 1 0 2 0.33 1.00 0.50 
6 2 346 2.2 2435 1 1 0 1 0 3 3 0 0 1.00 1.00 1.00 
7 7 154 1.7 2080 1 0 0 0 0 1 1 0 3 0.25 1.00 0.40 
8 4 677 3.8 2320 1 1 0 1 0 3 3 0 0 1.00 1.00 1.00 
9 4 245 2.4 2577 4 3 0 3 0 10 10 0 0 1.00 1.00 1.00 
10 6 938 1.8 2455 1 3 0 3 0 7 7 0 0 1.00 1.00 1.00 
11 4 185 1.4 2308 1 0 0 0 0 1 1 0 0 1.00 1.00 1.00 
12 15 1390 1.7 2764 4 6 0 6 0 16 12 4 2 0.86 0.75 0.80 
13 3 994 2.3 2273 2 0 0 0 0 2 2 0 8 0.20 1.00 0.33 
14 1 106 2.7 2214 0 1 1 0 0 2 2 0 3 0.40 1.00 0.57 
15 5 572 2.9 2671 5 5 0 5 0 15 15 0 0 1.00 1.00 1.00 
16 1 62 1.7 1895 0 0 0 0 0 0 0 0 0 Nan NaN NaN 
17 1 218 9.0 2368 1 1 0 1 0 3 3 0 0 1.00 1.00 1.00 
18 2 123 2.5 2278 2 0 0 0 0 2 2 0 4 0.33 1.00 0.50 
19 4 347 4.3 2521 3 1 1 1 1 7 7 0 2 0.78 1.00 0.88 

Total 111 10741 - 46293 39 48 5 47 4 143 121 22 35 - - - 
Mean 6 565 2.7 2436 2 3 0 2 0 8 6 1 2 0.75 0.94 0.79 
S. Des. 9 736 1.8 287 2 4 1 4 1 8 6 3 3 0.31 0.12 0.24 
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(vii) tasks, and (viii) goals, as well as relationships such as (ix) WFResponsible be-
tween agents and tasks, and (x) GTPursues between agents and goals. After that, the 
evaluation of base measures to compute precision and recall are also provided such as 
the number of (xi) total retrieved elements, (xii) retrieved relevant, (xiii) retrieved 
non-relevant, and (xiv) non-retrieved relevant elements. Finally, Table 2 provides (xv) 
precision, (xvi) recall, and (xvii) F-measure. 

4.4 Analysis and Interpretation 

After the execution of the study, collected data is analyzed to answer research ques-
tions. Regarding the effectiveness question (Q1) the analysis of precision and recall is 
shown in Fig. 2. The recall mean is 0.75 while the precision mean is 0.94. Firstly, a 
higher precision shows that almost all the retrieved elements in agent models corres-
pond to expected elements. Secondly, a lower recall indicates that there are various 
actual elements that were not retrieved. However, recall distribution has a high stan-
dard deviation, which means that the mentioned problem happens only in some 
benchmarks (see cases 5, 7, 13, 14 and 18 in Table 2). Anyway, the F-measure is 0.79 
on average. This F-measure value is above most reference values of similar works 
from the literature [9, 17], which define 0.6 as a threshold of applicability. 

 

Fig. 2. Comparison of the recall and precision distribution 

Despite precision and recall proved to be appropriate, the effect of complexity to 
these values is also analyzed by means of the anova test. This test analyzes the va-
riance of various sub-samples with respect to a factor. Thus, the null hypothesis is H0: 
μ1 = μ2 = μn, while the alternative hypothesis means that there is a significant differ-
ence between the means of sub-samples, i.e., H1: μ1  μ2  μn. In this study the 
factor of the anova test is complexity, which was differentiated between low, medium 
and high regarding percentiles 1/3 and 2/3. Table 3 provides the results of the three 
anova tests for recall, precision and F-measure. The null hypotheses cannot be re-
jected in all the cases.  

Despite the anova test result is not significant, the effect size of each distribution 
can be analyzed. Recall improves for high complexity (with a negative sign) and is 
almost the same for medium complexity. Similarly, precision improves for both  
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medium and high complexity. In general, F-measure follows the same trend. These 
results imply that complex source code provides better results since there are less 
missing agent elements and relationships than in toy agent programs with a low cyc-
lomatic complexity. 

In addition to Q1, the efficiency of this approach is analyzed regarding Q2. The 
scalability of REAGENT is tested by a linear regression model (see Fig. 3), which 
considers the execution time for each benchmark as a dependent variable, and the size 
of the agent model as the independent variable. Fig. 3 shows the regression line (y = 
31.963·x – 2195.9), which presents a positive linear relationship with R2=0.8244. The 
correlation coefficient R2 (between -1 and 1) is the degree to which the real values of 
the dependent variable are close to the predicted values. The R2 value obtained is 
high, and very close to 1, thus the proposed linear regression model is suitable for 
explaining the data obtained in this study, i.e., there is no quadratic or exponential 
relationship between the clustering time and the size. The increase in time for larger 
MAS will consequently be linear, and this time may be assumable. The conclusion is 
that Q2 can be answered positively. 

Table 3. ANOVA Test results for effectiveness measures 

Measure Complexity Quadratic Mean F-value Effect Size p-value 

Recall 
Low 

0.244 2.331 
0.472 

0.129 Medium 0.084 
High -0.848 

Precision 
Low 

0.120 2.2267 
0.519 

0.136 Medium -0.373 
High -0.431 

F-Measure 
Low 

0.226 3.262 
0.591 

0.065 Medium 0.035 
High -0.931 

 

Fig. 3. Linear regression model for the agent model size against execution time 
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5 Conclusions and Future Work 

This paper has presented REAGENT, a reverse engineering technique for retrieving 
agent design models from legacy Jade source code. The design models are 
represented according to the INGENIAS methodology. The abstraction of source code 
toward design models is made following INGENIAS for several reasons: (i) it has 
been validated in real applications; (ii) it provides useful tools supporting the analysis, 
design and code generation of based-agent software, (iii) it uses a model-driven ap-
proach that facilitates the independence from the implementation platform, and finally 
(iv) it is not oriented towards a particular agent platform. 

A case study with 19 multi-agent systems has been conducted to empirically dem-
onstrate the applicability of REAGENT. The results of the study indicate that 
REAGENT is able to retrieve accurate and complete agent design models from exist-
ing source code. However, particular legacy knowledge is still missing due to the 
characteristic semantic loss common to all the reverse engineering technique. Despite 
this fact, REAGENT is able to provide a first sketch of design models, which is ob-
tained in a less error-prone and less time-consuming way than manual modeling from 
scratch. 

The future work will focus on the improvement of REAGENT by incorporating 
further patterns for considering additional INGENIAS models concerning agent inte-
ractions, organization and environment, among others. Additionally, other implemen-
tation target platforms will be considered. Finally, a case study involving a large  
industrial MAS is also expected to be conducted in order to obtain strength results.  
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Abstract. The spatial-orientational organization of face-to-face conver-
sational encounters can be described in terms of the sociological notion
of F-formations. Ethnomethodological studies of human interaction indi-
cate several geometrical constraints that influence the positional orienta-
tions assumed by participants of F-formations. By incorporating some of
these constraints, a computational system has been developed that en-
ables agents to dynamically plan their spatial whereabouts in a virtual
environment. This paper presents the system and analyses its impact
in leading to the emergence of F-formation like spatial configurations in
a two-dimensional multi-agent environment. Analyses are based on how
experimental subjects perceived the groupings of agents in the virtual
environment.

Keywords: F-formations, two-dimensional, multi-agent simulations, so-
cial interaction.

1 Introduction

There is growing demand for characters residing in virtual environments to par-
ticipate in free-standing face-to-face conversations. For example, Second Life and
World of Warcraft (WoW) are both game environments in which avatars repre-
senting human players participate in virtual face-to-face conversations. It should
be noted here that conversations is not the only activity in Second Life or WoW;
there are other game related tasks that take priority. In such cases, it is often
expected that the virtual characters should by themselves – wholly or partially –
be capable of handling some of the conversation related activities, while letting
human players handle the game related tasks. Drawing inspiration from socio-
logical theories of human interaction to create computational systems continues
to be one of the popular ways of endowing virtual characters with verbal and
non-verbal interactional capabilities.

The contributions of this paper are inspired by the sociological notion of an
F-formation, which denotes the spatial-orientational configuration that emerges
when two or more people (in proximity) orient all or parts of their bodies towards
one another during the course of a face-to-face encounter [5]. People generally
organize themselves in F-formations so they can have a platform for their col-
laborative activity. In doing so, there are some practical geometrical constraints
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that influence the positional orientations assumed by members participating in
F-formations. For example, people must stand facing one another within reason-
able distances in order to have full visual and auditory access to each other’s
verbal and non-verbal conversational moves.

This paper will take an approach to simulating F-formations by means of a
rule-based system: authors thus adopt the paradigm of statistical mechanics,
whereby macro-scale phenomena are derived from behaviour governed solely by
micro-scale interactions. In the present case, the macro-scale phenomena are de-
scribed in Kendon’s phenomenology of conversational interaction: attempts will
be made to generate F-formations by incorporating appropriate rules that gov-
ern the spatial behaviour of individual agents in a hypothesised conversational
situation. Rules will be incremented stage by stage, in the hope of generating
successively more realistic spatial social behaviour.

The first stage is level 0, which is the most basic implementation in which
agents just move and stop at random. This level is a baseline for comparing all
other spatial behavioural rules that will be incorporated into the system. The
next stage is level 1, which can be hypothesised to apply to human interaction
in groups, regardless of whether they are in a conversational situation or not:
rules at this level will basically enforce spacing constraints and forbid agents to
collide with each other. So then, outcomes of level 0 implementation is examined
first, followed by the outcomes of level 1 implementation. Much to the authors’
surprise, it was found that quite realistic F-formation like configurations could
be generated with only the minimal addition of spatial rules in level 1: the reason
for this appears to be that, if agents stop just before they are about to collide,
the chances are that they will, at least approximately, be facing towards each
other. It therefore appears that adding more sophisticated spatial behavioural
rules to the system might yield a better simulation of F-formations, but there is
already quite reasonable F-formations with only the minimal rules implemented
in level 1.

Discussions here refer to “more realistic” or “better” simulation of
F-formations. This, of course, demanded a way of evaluating the outcomes of the
simulations so as to be able to make such judgements. Feedback gathered from
experimental subjects have been used to evaluate the outcomes of level 0 and
level 1 implementations, and to judge how realistic the resulting F-formations
are.

2 Related Work

Several approaches have been used to simulate F-formation like spatial con-
figurations in virtual spaces. One approach involves dealing with the spatial-
orientational arrangement of agent clusters at a global level. But F-formations
aren’t a global phenomena – every F-formation is locally organized and man-
aged by people directly involved in it. Therefore, modelling F-formations from
a global perspective, like in [15], wouldn’t be an ideal solution.

On the other hand, the social force model proposed in [4] emphasizes simu-
lating the spatial arrangement of agents on a local scale. [4] uses a rule-based
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approach to deal with the positioning and re-positioning of every individual
agent with a view to sustaining a net force field between agents. Inspired by [4],
the rule-based approach adopted by [15] was hugely modified in [8] – wherein
rules based on proximity-related data acquired from each individual avatar is
used to define a social force field, which in turn guides the active steering be-
haviour of avatar groups. [8] advocates that this approach is capable of simu-
lating naturalistic F-formations by dealing with fluctuations – referring to the
spatial-orientational adjustments of a conversational cluster during momentary
interventions. The fluctuation concept dealt in [8] was later enhanced in [9] and
[10] for enabling avatars to make movement decisions based on an improved set
of territorial constraints. A further enhancement in terms of rendering realistic
fluid motion was later proposed in [11]. The social force model is, in comparison
with the proposed statistical mechanical simulation, something like a mean field
approximation. Although it is not entirely global, it suffers from the defect that
a mean field approximation is precisely that – an approximation – and the na-
ture of the field remains somewhat questionable. However, the approach followed
in this paper is capable of yielding results using only rules which apply to the
spatial behaviour of individual agents.

In all these cases, there has also been no direct experiential analysis of how
the respective models resulted in spatial configurations that could be perceived
as F-formations by real people. It seems unlikely that using post-experiment
questionnaires alone can yield a suitable measure of F-formations. Alternate
methods like the one used in [2] is required. In [2], authors used a software
bot to gather instantaneous information regarding the spatial layouts emerging
in Second Life using their computational model. In simple terms, the method-
ology records information regarding what people experience at the very same
instance they experience it. Analysing information gathered using such methods
can yield direct measures of the system’s impact in leading to the intended out-
comes. Though not the same as [2]’s approach, the experimental methods used
in this paper will also record participants’ instantaneous feedback concerning
the spatial-orientational configurations of agents.

Literature surveyed so far concerned modelling the spatial dynamics of smaller
groups; there has also been a lot of progress in simulating some of the finer, low-
level coordination actions for larger groups of agents – for example [12,7,14].
These models have been quite efficient in simulating the behavioural aspects of
larger groups of agents like leader following, flocking, queuing, formation-keeping
etc. But aspects like these are a lot different from the dynamics of smaller groups.
Nevertheless, some of the concepts from [13,14] have inspired the proposed sys-
tem in terms of simulating the movement and positioning of agents along an
X-Y plane using steering vectors. All this said, it should also be noted that,
although agents’ motion resulting from some of the path planning algorithms
may incidentally lead to spatial configurations that resemble F-formations, they
are fundamentally different from the ones discussed here – those that exclusively
focus on modelling the spatial dynamics of small groups.
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3 Our Approach

3.1 Underlying Sociological Theories

Kendon’s (1990) postulates about the features of F-formations forms the the-
oretical basis of this paper. Reiterating the definition stated in section 1, an
F-formation refers to the spatial-orientational organization of face-to-face con-
versational encounters. Spatial arrangements denoted in figure 1 (a–d) are all
examples of F-formations1. The centrally enclosed space resulting from any such
arrangement is referred to as the o-space (see figure 1). The idea behind the for-
mation of an o-space is as follows. Every individual has a transactional segment
– a hypothetical circular sector extending outwards from the midriff of a person’s
body covering ≈ 30degrees to the left and to the right – that he uses to carry out
any activity [5,6]. When alone, an individual constantly endeavours to protect
his transactional segment from intrusions. But during collaborative activities like
face-to-face conversations, people position themselves such that their individual
transactional segments overlap to create an o-space. This o-space offers indi-
viduals direct, exclusive and unobstructed access to the verbal and non-verbal
utterances of one another. The spatial layout of an F-formation is the outcome
of its members’ attempts to successfully establish and sustain an o-space, i.e.,
people will assume spatial configurations that offers them a substantive o-space
for their ongoing collaborative activity.

F-formations can be found everywhere (in the road, a party hall, at the cor-
ridor etc.), and can assume various shapes (circle, rectangle, triangle, line etc.).
The shape assumed by an F-formation is determined by the space between its
participants and each of their individual orientations. This is where Hall’s (1966)
Proxemics and his theory about distances in man, both of which are tightly
interleaved to the spatial-orientational notion of F-formations, come to play.
According to [3], social distance is ideal for social interactions among acquain-
tances (i.e., assuming no personal relationship between interlocutors). Extending
outwards from an individual’s frontal frame, the social distance covers the area
between 4 feet and 12 feet. Within this spatial zone, Hall (1966) determined
that a full figure of the human body along with a good deal of space around
it is encompassed in a 60-degree glance, which makes it ideal for face-to-face
conversations.

3.2 Significance of Individual Positional Orientations

Positional orientations assumed by individuals participating in F-formations
serve significant purposes: (1) helps individuals to demonstrate their withness
in an F-formation, (2) offers people good stance to optimize their interactions
with one another, and (3) contributes in delineating a distinct physical boundary
for an F-formation. Even slight variations in individual positional orientations

1 Figures 1(a–d) are replications of some of the F-formations identified in Kendon’s
(1990) book chapter.
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Fig. 1. Examples of F-formations: (a) A vis-a-vis arrangement of two people along with
the o-space (overlap of individual transactional segments) (b) An L-shaped arrange-
ment of two people, (c) A triangular arrangement of three people, and (d) A circular
arrangement of four people

is bound to impact an interactional occasion in various ways. For example, al-
though an o-space means overlapping individual transactional segments, as a
social norm there is an extent of personal or intimate space immediately sur-
rounding an individual’s body – in which physical intrusions are often not en-
couraged [5]. So when personal spaces are physically intruded, it can either be
deemed as a deliberate violation, or that a collaborative activity demands it
(e.g., hugging). Considering these aspects, it is possible to hypothesise that: im-
plementing a system of dynamic agent movement and positioning in two different
levels – one with rules governing individual positional orientation behaviour and
the other without these rules – can yield different simulations of F-formations.
And considering the significance of individual positional orientations, it is also
likely that the level that includes appropriate spatial behavioural rules will yield
a better simulation of F-formations.

3.3 The System – K-Space

Kendon (1990) used a bird’s eye view for his analysis of F-formations. Resulting
images resembled the series of picture maps denoted in figure 1 (a–d). In order to
analyse the implications of the spatial configurations assumed by agents residing
in a 2D virtual environment, this paper adopts an approach similar to Kendon’s
style of analysis. A visualisation platform called K-space was built for this pur-
pose. It is a two-dimensional, multi-agent simulation platform in which agents
resemble Kendon’s (1990) blob-like representation of humans (see for example,
figure 1). Numbers ranging between 0 - 19 are added to the blob-like images for
denoting the twenty different agents. The movement and positioning of agents in
K-space is based on an extension of the steering behaviour concept introduced
in [14]. An initial velocity and position is assigned to each of the twenty agents,
which is then dynamically updated as the simulation progresses. Agents move
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only in the forward direction – denoted by the pointed nose of their blob-like
bodies. Agents change their direction of motion either when they have to do
so (for reasons explained in section 3.5), or if they reach the boundaries of the
simulation window.

3.4 Level 0

When participating in F-formations, people stand facing (more or less) one an-
other within close spatial ranges. Here, quantification of the “close” spatial range
isn’t possible, nevertheless it is often within the upper limit of an individual’s
social distance zone and outside his personal space (see sections 3.1 and 3.2).
For example, if A and B are talking in an F-formation, A stands outside of B’s
personal space, but within the upper limit of B’s social distance. Apart from
some minor temporary fluctuations, people sustain their positional orientation
in this intermediate zone for as long as they continue to be a member of an
F-formation. This prompts a baseline for the proposed analysis wherein agents
move and stop randomly – without obeying any spacing or orientation restric-
tions. The level 0 implementation serves this purpose; it is the most basic level
in which agents just move and stop.

When the system runs in level 0, agents start moving in arbitrary directions
– from randomly chosen initial positions and velocities. As the simulation pro-
gresses, agents make arbitrary decisions about stopping. After stopping for a
prefixed duration, an agent starts to move again, either in the same direction
or in a different direction. Figure 2 shows an image generated by running the
simulation in level 0. As level 0 rules do not place explicit constraints on the po-
sitional orientations of individual agents, there may be instances where agents
overlap or cross one another while in motion or stopped (see for example, bot-
tom left of figure 2). That said, as visible in other areas of figure 2, incidentally,
agents may also be reasonably spaced and facing one another.

3.5 Level 1

Given the level 0 baseline, the next step is incorporating behavioural rules that
govern agents’ individual positional orientations, i.e., the level 1 implementation.
Theoretical inspiration for these rules are derived from [3] and [5]. According to
[3], the social distance zone covers the area between 4 feet and 12 feet extending
outwards from an individual’s frontal body frame. According to [5], an individ-
ual’s transactional segment covers ≈ 30degrees to the left and ≈ 30degrees to
the right (center being the line extending outwards from the midriff). Together,
the two concepts – translated into virtual units of course – are used to define a
hypothetical transactional segment for every agent in K-space. Here, a transac-
tional segment is a circular sector whose radius is the virtual equivalent of the
upper limit of social distance, and Θ is 60 degrees (i.e., 30 degrees to the left
and right of the line extending outwards from an agent’s nose).

When the system runs in level 1, agents constantly check if their individual
transactional segments – computed based on their spatio-temporal positional



An Agent-Based Analyses of F-formations 245

orientations – overlap. If there is an overlap, an agent will then (arbitrarily)
choose one of the following two actions:

1. Stop before reaching the lower limit of social distance: In this case, agents
stop anywhere before reaching the lower limit of social distance – measured
from the instantaneous position of the other agent; and then stay put in the
same positional orientation for some time. After a prefixed duration, agents
turn to face a different direction, and then start moving in the new direction.

2. Turn away before the lower limit of social distance: In this case, before reach-
ing the lower limit of social distance (calculated in the same way as before)
– agents turn away to face a different direction, and then start moving in the
new direction. Doing this will eventually cancel the overlap of agents’ individ-
ual transactional segments because they start moving in different directions.
This can be hypothesised to instances where people avoid engagement in
conversational encounters by altering their motion paths – happens when
passers-by are strangers who wouldn’t possibly engage in conversations.

Figure 3 shows an image generated by running the system using level 1 rules.
As can be seen, the spatial distribution of agent clusters seen in figure 3 is a bit
different from the one seen in figure 2. It should be noted here that except for
the addition of the newer rules in level 1, implementation-wise there is nothing
different between level 0 and level 1. In so doing, the outcomes of levels 0 and 1
can be compared in terms of the newer rules alone.

Fig. 2. An instantaneous distribution
of 20 agents in the level 0 implementa-
tion

Fig. 3. An instantaneous distribution
of 20 agents in the level 1 implementa-
tion

4 Experiments

Outcomes from the K-space simulation were subject to user evaluation in two
different formats: an image analysis task and a video analysis task. Both the
tasks were performed by each of the seven participants who took part in the
study. Participants performed the tasks separately at different times and on
different days, and took between 60 to 75 minutes to complete both the tasks
together.
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4.1 Task 1: Image Analysis Task

There were two simulation runs of five minutes length – one each for the level
0 and level 1 implementations. In those five minutes, a static image of the K-
space scene showing the instantaneous distribution of agents was saved every
time an agent stopped. From all the images that were saved, twenty images (i.e.,
ten from level 0 and ten from level 1) were randomly chosen to form one set;
seven such sets were formed – one for each participant. During the actual test,
participants were given the images, asked to study them for some time, and then
do the following:

1. Circle around the group of agents (using a green coloured pen) whom they
thought might be engaged in a conversation.

2. Describe in written, right next to the circle drawn in step 1, about the kind
of conversations that agents were engaged in within those groups.

3. Circle any clearly inappropriate arrangements of agents (using a red coloured
pen) and quote the reason for marking them as inappropriate.

While doing the task, participants were neither aware of the level 0 versus level 1
differences, nor of the system itself. So when evaluating the images, participants
were oblivious to which level the images belonged to (or even to the concept of
levels). The only information on the images shown to participants was a number
code that experimenters’ used for identification. Evaluation corresponding to the
image shown in figure 2 is shown in figure 4, while the evaluation corresponding
to the image shown in figure 3 is shown in figure 5.

Fig. 4. An experimental subject’s eval-
uation of the image shown in figure 2

Fig. 5. An experimental subject’s eval-
uation of the image shown in figure 3

4.2 Task 2: Video Analysis Task

Like the image-analysis task, there were two simulation runs of five minutes
length – one each for the level 0 and level 1 implementations. Each of them was
captured using a screen recording software, and then post-processed to become
an interactive video – for allowing experimental subjects to place green and red
coloured markers on to the video. Subjects were each shown two videos (one from
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level 0 and one from level 1). They were asked to track all through (both) the
video(s) an agent of their choice, and whenever they thought that agent engaged
in conversations, they had to place start (i.e., left mouse button click) and stop
(i.e., middle mouse button click) markers next to that agent. Like in the image
analysis task, even here participants were not provided with any information
regarding the implementation of the videos or the purpose of doing the task.
After completing the task, participants were asked to describe their thoughts
about agents’ activities in each of the two videos they saw.

5 Results and Discussion

For the image analysis task, participants evaluated a total number of 117 images:
59 in level 0 and 58 in level 1. Each image consisted some or no markings of
conversational groups and inappropriate arrangements (see, for sample, figures
4 and 5). For the video analysis task, participants evaluated a total number of
14 videos: two each – one corresponding to level 0, and the other corresponding
to level 1.

Comparison of the Number of F-Formations: By using the data acquired
from the image analysis task, the total number of F-formations that partici-
pants identified in level 0 was compared with the total number of F-formations
they identified in level 12. Analysing the images showed that the number of F-
formations identified in level 1 exceeded the ones that were identified in level
0. With level 1 rules, a total of 183 F-formations were identified; whereas in
level 0, a total of 75 F-formations were only identified. The Wilcoxon Signed-
Rank Test returned a significance score of 0.018 – suggesting that simulating
agent movement and positioning by incorporating level 1 rules significantly en-
hances the outcome of F-formations. Data acquired from the video analysis task
also favoured the same outcome: 28 instances of engagement in F-formations
were identified with level 1 rules; whereas only 14 instances of engagement in
F-formations were identified in level 0.

Comparison of the Number of Inappropriate Spatial Configurations:
Data acquired from the image analysis task was also used to compare the number
of inappropriate arrangements of agents identified in the level 0 and level 1
implementations respectively. Analysing the images showed that the number of
inappropriate arrangements of agents identified in level 0 significantly exceeded
the ones identified in level 1. In level 0, a total of 67 inappropriate arrangements
were identified; whereas in level 1, only 25 inappropriate arrangements were
identified. The Wilcoxon Signed-Rank Test returned a significance score of 0.018
suggesting that the absence of level 1 rules significantly impedes the emergence
of F-formations in level 0.

Comments About Agents’ Activities: A comparison was made on the com-
ments (regarding agents’ activities in the videos) that participants provided at

2 Since F-formation is a jargon for people without relevant knowledge, participants
were told to identify conversational groups.
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the end of the video analysis task. Since agents behave slightly differently in level
0 and level 1, it was anticipated that participants will comment differently for
the level 0 video and the level 1 video. For the level 0 video, participants made
comments like “Milling around in an open space, like a college quad”, “Wander-
ing aimlessly, sometimes stopping randomly, sometimes stopping to interact”,
“They seemed to move a bit random”, “Walking around in an airline terminal in
a confused and erratic way”. These comments hint that participants may have
sensed some sort of randomness in the level 0 video. On the other hand, for the
level 1 video, participants made comments like “Busy City Plaza? People rush-
ing about. A station concourse?”, “The different speeds [of turning away] made
it look more human.”, “They seemed more intentional in their movements. The
fact that they swing around and made decisive turns made it seem they had “in-
tentions”...Their formation seemed more natural”, and “Agent 14 was avoiding
talking to people at a public park or train station square.”3. Even plainly from
a descriptive point of view, these comments suggest that participants may have
attributed “conversational purposefulness” to agent motion with level 1 rules
unlike the “randomness” associated to level 0.

6 Conclusion and Future Work

There are two contributions in this paper. Firstly, a rule-based system to simulate
the movement and positioning of blob-like agents in a 2D virtual environment
with (in level 1) and without (in level 0) incorporating positional-orientation con-
straints. Secondly, the K-space system along with the video analysis and image
analysis tasks – to gather people’s instantaneous feedback regarding the spatial-
orientational configurations of agents. The K-space system closely resembles the
methodology adopted in [5] to study about F-formations. To the authors’ best
knowledge, such an approach has not been used before to relate to and confirm
the propositions in [5] for agents residing in virtual environments. F-formations
emerging in real worlds are principally different from the ones emerging in vir-
tual spaces, therefore analyses of the kind reported in this paper is an essential
preparatory step for building computational models that can simulate human-
like F-formations.

There are also some limitations to the proposed work. Firstly, not all fac-
tors influencing F-formations have been dealt with in this paper. People’s choice
for spacing and orientation within F-formations can be influenced by multiple
factors like: the total number of people involved – their relationship with one
another, cultural background, gender, social status etc.; nature of the collabora-
tive activity (or conversation) for which an F-formation is established; physical
environment within which F-formations function etc. Each of these factors play a
role in influencing the spatial-orientational organization of F-formations. There-
fore, a holistic approach to simulate F-formations in virtual environments should
deal with the aforementioned factors alongside permitting the exchange of verbal
utterances. Nevertheless as complex as that seems to implement and test within

3 This comment was stated by the participant who tracked agent no. 14.
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the scope of one paper, analyses here is restricted to the spatial-orientational
arrangements alone.

Secondly, using blob-like agents made it impossible to analyse the impact
of features like gaze (or head orientation) and gestures in contributing to the
emergence of F-formations in virtual space. In real life, people make optimal
use of their body parts – head, body, hands and legs – while participating in
F-formations. Therefore, humanoid agents that are capable of using their body
parts when establishing spatial-orientational relationships, are also required to
confirm the hypothesis proposed in this paper. Figure 6 shows authors’ WIP on
this front implemented using the Smartbody platform4.

To sum up, this paper has shown that adding minimal spatial behavioural
rules to the dynamic movement and positioning of individual agents can signif-
icantly enhance the outcome of F-formations. That said additional rules con-
cerning the spatio-temporal arrangement of agents will need to be added to
the rule-based K-space system for validating its overall efficiency in simulating
F-formations.

Fig. 6. Simulation with humanoid agents
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Abstract. Our research is at the crossroads of two main complementary areas: 
agents for intelligent systems and human-computer interactions. The prospect 
of highly natural interfaces, in which interaction between user and computer is 
mediated by lifelike agents, is currently one of the major steps leading to the 
acceptance of relevant and practical agents system by people. In this paper we 
illustrate our approach which takes into account both the evolution of the user 
interface technology and the emergence of ubiquitous computing in order to 
propose a proactive adaptive assistance through an agent named X-CAMPUS 
(eXtensible Conversational Agent for Multichannel Proactive Ubiquitous Ser-
vices). It aims to assist proactively user in her daily tasks thanks to its ability to 
perceive the state of the environment and to communicate effectively according 
to the user’s current situation. 

Keywords: Intelligent Interfaces, ubiquitous computing, human-computer inte-
raction, proactive assistance, multimodal interfaces, multichannel interfaces. 

1 Introduction 

Numerical world searches to make technologies more efficient through the develop-
ment of system able to assist user according to her current situation thanks to the 
emergence of new devices able to communicate information that described user’s 
environment. Many types of smart applications have recently appeared in order to 
help user reactively. This kind of applications requires user’s intervention in order to 
satisfy her/his needs or thanks to ubiquitous devices and their capability to provide 
information which describe user his/her surroundings she/he can be satisfied without 
any explicit request. 

We have decided to develop an approach which can determine user’s needs based 
on contextual information that our agent has collected during the communication with 
the user. 

The name “X-CAMPUS” chosen for our agent summarizes the principal characte-
ristic that we have decided to study in our approach. X-CAMPUS stands for eXtensi-
ble Conversational Agent for Multichannel Proactive Ubiquitous Services: 

• eXtensible: our system is not limited to only one application domain, but can be 
extended to many different ones (home automation, e-learnig, e-commerce, enter-
tainment, tourism, etc.) according to the sensors available in order to capture the 
interaction context. 
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• Conversational: our system is able to dialog with the user in different conversa-
tional modes (menu, question/answer), in order to bring more natural communica-
tion between users and agents. It collects and provides information across several 
instant messaging and VOIP services (Gtalk, MSN, IPPI...). 

• Agent: in our system, each user is connected to a digital agent. The main engine of 
our system (called Athena) is able to manage multiple conversations at the same 
time, and to trigger relevant actions according to a particular context. Some rules 
are used to decide each (simple or complex) action to perform according to various 
events (time, profile and location of the user, preferences, etc.).   

• Multichannel: in our hyper-connected world, we have decided that X-CAMPUS 
would be able to communicate with users across multiple channels. We have par-
ticularly worked on Internet and phone channels, thus if a user is not connected on-
line (Internet instant messaging), our system tries other possibilities (vocal phone 
call, SMS, E-mail...) in order to reach the user, proactively. 

• Proactive: unlike most of the classical agent systems, mainly conceived on a reac-
tive-based logical (user's request gives agent's response). X-CAMPUS was pro-
grammed with the possibility that the digital agent could push information to the 
user without any explicit solicitation.   

• Ubiquitous: X-CAMPUS manages a range of heterogeneous devices in order to 
collect information and consequently to be able to assist user anywhere, anytime, 
in a completely ubiquitous and pervasive way.  

• Services: our agent perceives user’s environment permanently. Once it detects a 
change in the state of the user’s surroundings it proceeds to analyze the new situa-
tion immediately and to determine if it should communicate information and pro-
vide relevant services to the user.  

This paper is organized as follows: section 2 describes a walk-through example. In 
section 3 we detail our approach and we illustrate our agent’s behavior in section 4. 
Section 5 reports some experimental results. Finally, Section 6 presents our conclu-
sions and future work. 

2 Our Approach 

The main goal of the use of ubiquitous devices is to ensure access to the state of our 
surroundings which formed user’s current context. This term appeared in 1992 with 
Want and al. when they introduced their system named Active Badge Location Sys-
tem which is considered to be one of the first context-aware applications. It aims to 
build a system for phone calls delivery according to the called person’s localization. 

After that many other definitions were succeeded and most of them are responses 
to the following questions: why? What? Where? When? and how? That will generate 
an enormous quantity of useful and useless information [2]. Chen and Kotz [3] con-
cluded that existent definitions of context are very general, vague and not clear 
enough to help its understanding in computing systems. In the following we will give, 
in chronological order of appearance, a non-exhaustive list of the most relevant defi-
nitions of context which take into account explicitly the human-computer interaction. 
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In 2000, Dey defines context as “any information that can be used to characterize 
the situation of an entity. An entity is a person, place, or object that is considered 
relevant to the interaction between a user and an application, including the user and 
applications themselves” [5]. Salber [15] described context as any information re-
quired by the interaction between the user and the application which can be sensed by 
the application. Miraoui and al. define context as “Any information that trigger a ser-
vice or change the quality of a service if its value changes” [13]. In our work, to use 
context effectively we have decided to define context as any information that let our 
system initiate a conversation or change the way of interaction in order to ensure the 
continuity with the user. 

3 Architecture 

Context aware systems can be implemented in different ways according to systems 
their requirements and their conditions such as the location of sensors (local or re-
mote), the amount of possible users (one user or many), the available resources of the 
used devices (high-end-PCs or small mobile devices) or the facility of a further exten-
sion of the system [1]. Furthermore, the method of context-data acquisition is very 
important when designing context-aware systems because it predefines the architec-
tural style of the system at least to some extent. Chen presents three different ap-
proaches on how to acquire contextual information: direct sensor access, middleware 
infrastructure and context server [4]. 

In order to exploit pervasive information around us, we need to follow a context-
model that define and store context data. Strang and Linnhoff-Popien summarized the 
most relevant context modeling approaches, which are based on the data structures 
used for representing and exchanging contextual information in the respective system 
[17]. So he classifies context-models in six models which are key-value model, mar-
kup scheme models, graphical models, object oriented models, logic based models 
and ontology based models. For technical reasons we have decided to model our con-
text by using object-oriented techniques which offers to use the full power of object 
orientation (e.g., encapsulation, reusability, inheritance).  

Our architecture is a framework developed on .net technologies based on three 
main layers. It principal vocation is to develop a digital ubiquitous agent. Once, agent 
is developed, it will be deployed on a server containing a database of contextual in-
formation (based on an object oriented model for context description), supporting 
various constraints and rules developed in an ad-hoc way. Our system has the capabil-
ity to manage many users simultaneously; it can communicate with client (applica-
tions) through three different protocols which are Microsoft Notification Protocol 
(MSNP) [10], Extensible Messaging and Presence Protocol (XMPP) [9] and Simple 
Object Access Protocol (SOAP) [11]. Moreover of these protocols, our approach uses 
a scripting language based on the mechanism of the Artificial Intelligence Markup 
Language (AIML) [8] in order to facilitate the development of conversational agent. 
This language named Athena [12] is composed of several units, the most relevant 
ones are: the pattern, the template, the label and the scenario. The first unit “pattern” 
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is reserved about what user should say, whereas the second unit “template” is about 
what agent should response. The third unit “label” is reserved to trigger (initiate) a 
proactive conversation and the last unit “scenario” is a set of pattern/template. 

3.1 Context Manager Layer 

To build systems able to act differently according to context awareness, intelligent 
environment should perceive and control sensors networks regularly through the 
“context manager layer”. This layer should communicate with heterogeneous sources 
in order to collect information and register them in the database. This layer is based 
on context provider and context repository. It controls the behavior of sensors and 
saves new issues values (static, dynamic and temporary information) in context  
repository.  

Static information represents data which remain unchanged during a long period, 
such as user’s name, surname, age, etc., which are communicated by user during the 
first exchange with X-CAMPUS. However dynamic information changes frequently 
(examples: user’s calendar events, location…). X-CAMPUS communicates with a 
SOAP client who manages two logical sensors: Google Calendar and Google Lati-
tude. These two dynamic sources of information are perceived continuously in order 
to ensure a best proactive assistance to the user. The last types of information ma-
naged by X-CAMPUS are those strongly related to the time (date and/or hour). It’s 
for example the moment chosen by the users from the forecast weather service  
notification.  

This layer communicates directly with the second layer in order to publish infor-
mation even before context repository registers information in database for later use. 
An example of sensors that we used to collect information is a Radio Frequency Iden-
tification (RFID) reader accompanied with RFID tags. When RFID reader detects an 
RFID tag, it firstly determines the user’s name in order to salute her and secondly 
calculates the number of persons at home [16]. To gather user’s information (current 
activity and preferences), we have chosen to ask some questions according to the 
user’s context among an xml file which contains some questions grouped by theme 
[16]. User can also enter data through a software entity (e.g., Website, Google calen-
dar, Face- book, etc.) and provide access to system which can use this software in 
order to more help user. This layer distinguishes three types of information: the static 
information, the temporary information and the dynamic information. Static informa-
tion remains unchanged during the process of learning (e.g., name, age, etc.). Tempo-
rary information can be sometimes changed (e.g., preferences, taste, etc.). However 
dynamic information changes frequently (e.g., location, mood). All these types of 
information are stored in a database in order to be used later. 

3.2 Anticipate Needs Layer 

In our research, we are based on “context manager layer” in order to anticipate user’s 
services. In this layer, we try to exploit stored data context manager by associating a 
set of adaptive operators. Actually, we distinguish three types of operators [16]:  
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Conversion operator which adapts the original format in order to associate a meaning 
manageable by the system. For example: when temperature sensor sends the raw data 
“2”, the conversion operator interprets this value as “it’s cold” or “it’s hot”, according 
to the real situation of the user. Extract operator which extracts only relevant informa-
tion. Example: extract just the minute from the current time. Coupling operator used 
when system should aggregate various and heterogeneous (logical and/or physical) 
data. Thus we propose a coupling operator which tries to collect many data in order to 
“understand” non-trivial situations. For example detecting the location of users in a 
living room requires gathering information from multiple sensors throughout the in-
telligent home. It should also, in many cases, combine the results of several tech-
niques such as image processing, audio processing, floor-embedded pressure sensors, 
etc., in order to provide valid information. 

3.3 User Interface Layer 

In a ubiquitous environment, the behavior of services does not depend just on explicit 
user interaction but also on environment’s perceptions. Combing these two sources of 
information, system can better respond to user’s expectations. Our system has to pro-
vide an adaptive way of interaction according to the user’s situations.  

The “user interface layer” should be able to define the context and choose the best 
way to interact by selecting the appropriate modalities and channels [16].  

4 Illustration and Scenarios 

 

Fig. 1. X-CAMPUS’s capabilities 

As we can see in Figure 1, X-CAMPUS has many different skills which are 
represented by the different available axes. Thanks to the use of physical (e.g., RFID 
tags), virtual (e.g., Google calendar) and logical sensors (e.g., Google calendar com-
bined with RFID tags), our system can interact in both reactive and proactive mode, 
according to user’s needs. X-CAMPUS is also capable to manage some social aspects  
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of the context. For example, events like “Eating at restaurant” registered in the user's 
agenda will lead to take into account the possible guests (friends, colleagues, etc.) 
involved in this particular event. Thus, some relatively complex and time consuming 
tasks can be done directly by a software agent that is in charge to find the better 
choice (example: the best restaurant) according to various criteria (alimentary prefe-
rences, distances and geolocation of each person, etc.). In order to ensure an adaptive 
interaction, we have decided to work on multi-channel and multi-modal interfaces and 
we have chosen to use two types of channels which are Internet and phone [14] and 
three types of modality which are text, gesture and voice. 

We have proposed in [16] a scenario talking about favorite TV shows. With this 
scenario we have demonstrated the capability of our agent to collect relevant informa-
tion concerning favorite TV categories of various users thanks to logical sensors (RSS 
with category, date, hour, duration…) which allows X-CAMPUS to identify user’s 
favorite programs among many flows. It was also able to find the best way to com-
municate this information according to user’s situation (at home, at office, alone, etc.)  

 

Fig. 2. X-CAMPUS’s capabilities used in the favorite dishes 

4.1 User’s Favorite Dishes 

As we see in Figure 2, X-CAMPUS matches all axes by integrating one or more values for 
each capability. We will give more information about this figure in the section below. 

Internet Channel 
This scenario is about Mr. Marc’s favorite dish. System knows that Mr. Marc likes 
“potatoes, beef and pizza” and wants to be notified at 11 o’clock AM. The context 
used to satisfy user’s favorite dish is: user’s food preferences, user’s favorite notifica-
tion period, user’s phone number, user’s e-mail and restaurant menus. Every day, our 
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Fig. 3. X-CAMPUS notifies user about her favorite dishes 

system checks user’s favorite notification period, menus proposed by restaurants and 
user’s preferences dishes. If X-CAMPUS finds a minimum of one restaurant that 
contains a minimum of one of user’s favorite dishes, it calculates the remaining time 
from the start period of notification and decides to send this information to the “User 
Interface Layer”. Afterward, this latter layer sends a request to the “Context layer 
manager” in order to determine user’s situation. For example, at the office and when 
user is connected, the system will provide this service using a classical text modality 
(MI) by sending information which contains the name of the restaurant, its menu, and 
on upper case user’s favorite dishes through the Internet channel (see Figure 3). We 
can see that X-CAMPUS justifies its decision in order to let users understand easier 
its behaviors. 

As we can see in figure below, X-CAMPUS has proposed two restaurants that their 
menu contains user's favorite dishes which are “Poisson”, “Pizza” and “Pates”. User 
can be disconnected from the Internet and in this case our system should find another 
way to communicate at the appropriate period/time. So thanks to a second channel 
that we use in our approach, service can be communicated in time through the phone-
channel. 

Phone Channel 
As we said in previous sections, we tried to provide proactive intelligent interfaces 
which can associate different types of modalities with different channels. However, 
when the user is disconnected from the internet network channel, and if the agent has 
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important information to communicate to her, it should find a new way of communi-
cation to reach her wherever she is (home, office, outside, etc.). So, as second channel 
of communication that can be interesting in our work, we have chosen the phone 
channel, which allows our system to communicate with people when they are discon-
nected from the internet. This step is very important in our research; it ensures the 
continuity with the user by sending for example a Short Message Service message 
(SMS) as illustrated with Figure 4. 
 

    

Fig. 4. Sending SMS through phone channel when user is disconnected 

4.2 Complex Events 

People frequently organize social events in order to meet, work, or discuss together. 
This kind of events are complex to managed (time and energy consuming) and to 
organized correctly. For example, going to the cinema, eating together, etc. can be 
some very difficult tasks to manage (for a human) as various and multiple criteria can 
be involved (time, weather, movie category, restaurant style, preferences of each  
person...). 

Obviously, most of the time, the task in more and more complex as the number of 
invited is increasing. And sometimes, it becomes just impossible to find a convenient 
solution for everyone. In ordinary case, the organizer should call all participants or 
invite them through an electronic application such as Google Calendar or Doodle. As 
a consequence organizer should control by himself guests’ responses and find the best 
solution which satisfies all participants. 

In order to help users in these situations, X-CAMPUS has the capability to manage 
complex situations (multi-user, multi-modality, multi-channel...), according to user’s 
situations, we have decided to integrate a new virtual sensor named “Google Calendar 
Sensor”. Its vocation is to read user’s Google Calendar and to send new events to our 
system. Once the system receives new events, it updates guests’ profiles. 
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Fig. 5. X-CAMPUS’s capabilities used in favorite social dish service 

As we can see in Figure 5, X-CAMPUS will initiate a proactive conversation by 
considering as contextual information: user’s mode (multi-user), user’s location, us-
er’s food preferences, user’s state (connected or disconnected), and also the possibili-
ty to change the used modality (text, voice) and channel (phone or Internet).  

For example, a user (say Marc) decides to use Google Calendar to invite his two 
colleagues and to organize a meeting in a restaurant (criteria when and where). In this 
kind of situation, X-CAMPUS is switching from a non-social mode to a social mode. 
The difference between them is located at the “User Interface Layer”. Once system 
decides to communicate service it checks if Marc has a social event named “Eating at 
university restaurant”. According to system’s check, it decides if it should behave in 
social or non-social mode. In the first case, we find ourselves with “user’s favorite 
dish” whereas in the second case, system should check guests’ favorite foods (except 
current user) thanks to the possibility to access to user’s profile from her address mail 
(the address used to send invitation). Thereafter, it can determine guests’ available 
restaurants more precisely the name of each restaurant that its menu contains at least 
one of guest’s favorite dishes. Now, system knows each guest’s available restaurants, 
so it starts its analysis phase in order to find common restaurants. We worked on two 
different solutions to propose a restaurant to the organizer: a Boolean method and a 
more complex one (sorted list). With the first method, if a restaurant does not propose 
at least one favorite dish for a user, it is not selected. As we can see in Table 1, our 
system can find no common restaurants, one restaurant, or many restaurants which 
satisfy guests’ needs.  

The ideal situation is the case where only one restaurant satisfies all the users’ pre-
ferences food (see Table 1). In this case it communicates by using a classical text 
modality through Internet channel or phone channel according to user’s state. The 
message sent by the system contains the name of the chosen restaurant, the menu, the 
names of the guests and the user’s favorite dishes (in uppercase). In a quite simple 
 



260 H. Sassi and J. Rouillard 

Table 1. X-CAMPUS’s social behavior for two different days 

 

situation, X-CAMPUS is able to check, each day, for each user, the best suitable (uni-
versity) restaurant to propose to the users according to various personal criteria stored 
in the user profile, such as alimentary preferences (Pizza, Beef, Pasta...), status (stu-
dent, teacher...), etc. X-CAMPUS users are daily notified about the best match be-
tween their preferences and the different menus proposed by all the restaurants avail-
able in their geographical area. This notification is launched at a moment previously 
chosen. It can be done across an instant messaging tool (MSN, GTalk...), or by E-
mail, or by SMS, according to the context of use. In a more complex manner, X-
CAMPUS is also able to manage situations where people have planned to eat togeth-
er: it calculates the more relevant restaurant(s) based upon the preferences of all the 
users involved in a particular meeting. This second resolution method tries to sort the 
restaurants, according the users' preferences, and is able to select the best solution, 
even degraded. Figure 6 and 7 present the logical optimization routine used to calcu-
late the best list of restaurant to choose for a single user or for a group of users. The 
first example (Figure 6) is relatively simple, because the restaurant A is a solution for 
three users among five, and is naturally proposed to the organizer, as the best restau-
rant to choose, in this context. 

 

Fig. 6. X-CAMPUS’s decision (first situation) 
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In the second example (Figure 7), we can see that 4 preferred items of the user 1 
(say for instance “chicken”, “beef”, “salad” and “pizza”) are proposed by  
restaurant A.  

In a “mono user” mode, the best suitable restaurant for user 1, 2, 3, 4 and 5 are re-
spectively the restaurants A, C, B, C and B. In a “multi user” mode, our system has to 
propose the restaurant that maximizes the user constraints (favorite dishes, here). 
Thus, the restaurant B is proposed to the organizer because two users among five will 
have four favorite dishes in this restaurant. 

 

Fig. 7. X-CAMPUS’s decision in case two (second situation) 

If a unique solution is available, then X-CAMPUS notifies directly all the users by 
indicating the chosen place. But if there is not only one solution, our system is able to 
trigger a communication with the organizer in order to choose across a conversation, 
the best contextual criteria to deal with this complex situation. Technically, when X-
CAMPUS finds multiple solutions to a given situation (restaurants, movies, etc.) a 
vocal conversation is initiated with the organizer in order to take a decision. We are 
using Ippi Messenger [6] and Tropo [7] for this purpose. Ippi Messenger is a Voice 
Over  IP (VOIP) tool, compatible with the Session Initiation Protocol (SIP). Tropo is 
a powerful yet simple API that adds Voice and SMS support to the programming 
languages that programmers already know (JavaScipt, PHP, Ruby, Python, 
Groovy...). In our example, when our system finds more than one restaurants, it de-
cides to place a vocal call to the organizer. During this conversation, some other crite-
ria are proposed to enlarge the contextual information set (geolocation of the partici-
pants, for instance).  

5 Conclusion and Outlook 

In this paper, we have presented our agent named X-CAMPUS which searches to 
increase the productivity and the welfare of the user situated in intelligent environ-
ments. We have illustrated our approach among a proactive multichannel and multi-
modal service in both simple (mono user) and complex way (social event). In the 
simple way X-CAMPUS searches to satisfy user according to her favorite dishes by 
proposing only menus of restaurants which contain user’s favorite dishes. After that it 
analyses user’s state in order to ensure the best way of interaction thanks to the notion 
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of multimodality and of multichannel. Whereas in a complex way X-CAMPUS 
searches to satisfy more than one user simultaneously among two different solutions: 
a Boolean method and a more complex one (sorted list). Currently, we envisage an 
evaluation with users by proposing a set of proactive services in order to study users’ 
behavior and our agent capabilities to adapt its behaviors according to user’s context. 
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Abstract. In this work we present an agent-based fall-risk assessment
tool which is self-learning. As part of a mobile electronic patient record
(EPR) each patient is represented by its agent which helps to lift the
treasure of data offered by combining multiple EPRs in order to reveal
personalized health-care. To learn from the data provided by the pop-
ulation under care, we enabled the patient agents to negotiate about
possible fall-risk indicators using a distributed information fusion and
opinion aggregation technique.

1 Introduction

The prevention of falls is a priority objective of nowadays health-care profes-
sionals as falls do not only contract injuries and disabilities, but also lead to
substantial economic burdens (0.8% - 1.5% of the yearly German health-care
costs [8]). Usually health-care professionals utilize fall-risk assessment tools to
conceive the individual fall-risk of the patients and as a consequence to initiate
suitable retaliatory actions. Here the increasing dissemination of electronic pa-
tient records (EPR) offers new opportunities for a more personalized health-care
as EPR contain a treasure of data [6]. Even so, the ubiquitous access to all pa-
tient information can overwhelm the professionals identifying relevant fall-risk
indicators as the feature space is to huge to conceive for humans. Hence, we in-
troduce a patient agent which observes the whole feature space in order to learn
the influences of each feature on the fall-risk of a patient. Further, we enabled the
patient agents to negotiate about possible fall-risk indicators using a distributed
information fusion and opinion aggregation technique. The negotiation results
are then used to adapt the fall-risk assessment tool to the population under care.
The focus of this work is to demonstrate the capabilities of the application by
providing insights into the approach as well as insights into the simulation ac-
complished for the evaluation and the final application as part of a mobile EPR
developed within the project agneszwei [2].
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2 Main Purpose

The environment we address consist of several health-care professionals, each
one equipped with a Tablet which is the runtime for the mobile EPR. Every
Tablet is represented by an agent node containing several patients, where each
patient is represented by its patient agent. The learning process is based on
four steps: The occurrence of a fall, the local information fusion, the global
opinion aggregation and the notification stage. Whenever a patient falls, the
incident is documented in the associated EPR by the health-care professional.
For each observed fall-event the patient agent elaborates the evidence for all
features in the feature space using Bayesian information fusion [9]. Here, the
prior knowledge about all features is linked with the current observation, where
the initial knowledge of each agent where received from a literature research we
conducted [11]. The received probability distribution can be seen as ‘degree of
believe’ about possible fall-risk indicators [7]. Consequently each patient agent
has an own expert opinion on which feature has influenced the fall observed.
To receive a meaningful statement the challenge now ‘is to pool opinions in a
rational way that yields a single probability distribution from which inference
can be made’ [10]. Here, we first pool all opinions on a single Tablet and only pool
the node opinion with the more global opinion of all Tablets if a feature reaches
an experimentally established threshold. We decided to introduce this two stages
as the communication on one Tablet is cheap and secure. As opinion aggregation
technique we applied the ‘Supra-Bayesian Pooling Method’ [5] as it outperforms
other evaluated pooling methods for the specific domain we address (rather
small occurrence of events, fast convergence, linear time and space complexity).
However, if the threshold of a feature is still exceeded after the global opinion
aggregation the elaborated feature is forwarded to the health-care professional
which has to decide whether this feature is a fall-risk indicator. For more details
about the approach and the evaluation the interested reader is referred to Ahrndt
and Fähndrich [1].

3 Demonstration

The goal of the demonstrator is twofold. To start with, we want to show how
the overall system works and how the negotiation process between the single
agents and the agent platforms operates. Therefor we will show the simulation
environment we setup for the evaluation of the approach at runtime utilizing the
ASGARD agent viewer [12] (see Fig. 1.2). We utilized the simulation runs in
order to test the applicability and validity of the system and further to evaluate
the performance of different distributed information fusion techniques. Here,
we will show the progress of the probability distribution during runtime (see
Fig. 1.3). To create meaningful results, each patient-agent where equipped with
a set of fall-risk indicators received from a literature research [11] and the data
model of the EPR developed within the agneszwei project [2]. To initiate the
negotiation we further implemented a simulation agent which represents the role



Agents Vote against Falls: The Agent Perspective in EPRs 265

of the health-care professionals. This agent adds fall-events to the population
under care based on the current fall-risk of each patient and changes the values
of the patient record as it would be during the use of the EPR system. The
simulation of the aging process of each patient is based on the research results
of prior studies with risk-equivalent patients [3,4].

Fig. 1. (1) Screenshot of the fall-risk assessment tool as part of the EPR. (2) Visual-
ization of the simulation environment consisting of four Tablets with (with multiple
patient agents, approximately 70) and a single agent platform simulating the health-
care professionals. (3) Temporal progress of the probability distribution of 50 features
during the first 80 voting rounds.

In addition to the simulation we want to introduce the final fall-risk assessment
tool itself as part of the agneszwei application. Fig 1.1 shows a part of the initial
assessment tool enabling the health-care professional to add new fall-events and
to calculate the current fall-risk of the patient. Here, we will show the notification
stage of the approach reached if an elaborated feature is forwarded to the health-
care professional which has to confirm whether it is a fall-risk indicator and
should be added to the fall-risk assessment sheet or not.
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4 Conclusion

We presented a self-learning agent-based fall-risk assessment tool as part of an
EPR. The goal of the approach was to adapt the fall-risk assessment tool to the
population under care to provide a more personalized health-care. We utilized an
agent-based approach to model the system whereby each patient is represented
by its patient agent. Consequently, the patient agents negotiate about possible
fall-risk indicators. In order to demonstrate the approach we will utilize the
simulation environment developed within the evaluation and show the system
at runtime using the ASGARD agent viewer. Further we will present the final
assessment tool as part of the agneszwei App for Tablets.
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et al. (eds.) INFORMATIK 2012. LNI, vol. 208, pp. 1167–1181. GI (2012)

3. Fiss, T., Dreier, A., Meinke, C., van den Berg, N., Ritter, C.A., Hoffmann, W.:
Frequency of inappropriate drugs in primary care: Analysis of a sample of immobile
patients who received periodic home visits. Age and Ageing 40(1), 66–73 (2010)

4. Fiss, T., Ritter, C.A., Alte, D., van den Berg, N., Hoffmann, W.: Detection of
drug related problems in an interdisciplinary health care model for rural areas in
germany. Pham. World Sci. 32(5), 566–574 (2010)

5. Genest, C., McConway, K.J., Schervish, M.J.: Characterization of externally
bayesian pooling operators. The Annals of Statistics 14(2), 487–501 (1986)

6. Goth, G.: Analyzing medical data. Communications of the ACM 55(6), 13–15
(2012)

7. Halpern, J.: From statistical knowledge bases to degrees of belief: An overview. In:
Proceedings of PODS 2006, pp. 110–113. ACM, New York (2006)

8. König, H.H.: Gesundheitsökonomische Aspekte der Sturz- und Frakturprävention
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Abstract. This paper presents MAKKSim a system supporting the
modelling and simulation of pedestrians and groups in an environment.
The paper shows how the MAKKSim system can be employed to gener-
ate what-if scenarios showing the plausible overall system behaviour of
the simulated scenario subject to a specific crowding situation.

Keywords: Multi-Agent Systems, Complex Systems, Crowd simula-
tion.

1 Introduction

Computer models for the simulation of crowds are growingly investigated in the
academic context and employed by firms and decision makers1. Models and sim-
ulators have proved their adequacy in supporting architectural designers and
urban planners in their decisions by creating the possibility to envision the be-
haviour of crowds of pedestrians in specific (already existing environments and
planned) designs, to elaborate what-if scenarios and evaluate their decisions with
reference to specific metrics and criteria.

2 MAKKSim Overview and Workflow Introduction

The MAKKSim model (see [4] for a thorough description) and simulation sys-
tem is aimed at supporting decision makers in the evaluation of designs and
crowd management solutions by means of statistical data that are the outcomes
of simulations taking place in the analysed environment in specific crowding con-
ditions. The typical situation and workflow of the MAKKSim system is shown
in Figure 1: starting from CAD files, information about the observed/expected
demand and additional information about pedestrians’ preferences (e.g. per-
centage of pedestrians employing stairs, escalators or elevators in a multi–level

1 See http://www.evacmod.net/?q=node/5 for a significant although not necessarily
comprehensive list of simulation platforms. The list includes over 60 models, com-
mercial and academic, general purpose or specifically targeted on certain situations
and scenarios, maintained or discontinued.
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Fig. 1. The application scenario of MAKKSim: evaluation of designs and crowd man-
agement solutions by means of statistical data from simulations

scenario), the system allows the execution of simulation campaigns producing
data about the plausible performance of the environment when subject to the
analysed crowding conditions. MAKKSim essentially consists of a set of scripts
written in the Python programming language extending the Blender 3D mod-
elling toolkit. The workflow will be briefly introduced in the following.

2.1 Design of the Environment

In this activity the user prepares the simulation environment (i.e. the walk-able
area), by defining its size and annotating it with spatial markers. By employing
Blender standard functions, MAKKSim allows the import of CAD files (.dxf
or .3ds format), that can be interpreted as the set of obstacles defining the
walkable area for pedestrians by using a semi-automatic procedure (Fig. 2(a)-
(b)). A cleaning phase of the imported data2 is required; the construction and
extrusion along the z–axis of the objects faces follows, starting from the edges of
the cleaned model, with the aim to make them readable from the discretisation
procedure and to directly transform them into spatial markers of obstacle type
(characterised by the red colour).

The 2-dimensional environment defined in the CAD file is therefore converted
into an empty environment that can be annotated by means of additional spatial
markers: the latter can be simply introduced by adding new objects whose colour
must be green for the start areas or blue for end points (Fig. 2(c)). These objects
can be further characterised by means of properties that are however related to
the specific scenario and that will be described in the following.

2.2 Configuration of the Scenario

When the environment design phase is completed, the configuration of the sim-
ulation can be done by using the MAKKSim menu (Fig. 2(d)) and the Blender

2 For instance, double vertices and edges have to be removed and shape of obstacles
must be closed.
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(a) (b)

(c) (d)

Fig. 2. Environment modelling and scenario configuration in MAKKSim: from the 2D
CAD (a) the obstacles are derived (b); additional spatial markers are added (new blue
or green shapes) (c); the menu for the configuration of the simulation scenario (d)

objects properties, which are used for the configuration of each start area and
(optionally for other modelling elements. By using the menu, it is possible to set
the global configuration, such as the type of agent representing the pedestrians,
the calibration weights of the utility function of the agent, as well as duration of
the simulation and interval for statistics gathering. This menu also allows setting
the size of the portion of environment considered for the simulation (the grey
plane in Fig 2(c) representing a boundary area for various morel algorithms)
and defining the types of groups present in the simulation (size and, optionally,
structure). By introducing new parameters in the start area objects, it is possible
to set information such as: number of pedestrians and groups generated in it,
their frequency of generation and their targets (i.e. target areas).

2.3 Simulation Execution and Statistics Evaluation

Once the scenario has been configured, the simulation can be started by pressing
buttons “Compute”, which executes the environment discretisation procedure
and initialises the floor fields3, “Apply Config” and “Run”. The first simulation
step is only used for the initialisation of the statistics files. The simulation ac-
tually starts at the second step, where the pedestrians generation and update
begins, according to the user-defined policies.

The simulation evolution is graphically rendered with Blender, in order to
have a direct feedback of the emerging situations and to make a preliminary

3 One path grid for each end point, one obstacle grid and one density grid, that is
updated at each step.
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analysis of the modelled what-if scenario. Of course, the face validation [3] is
not sufficient to evaluate the model outcomes, therefore the second phase of the
scenario evaluation consists in the analysis of the statistical data. Once the sim-
ulation is finished, the latter can be saved by pressing the related button, which
will generate several files, schematically related to global statistics (aggregation
of all data), meso level data (e.g. pedestrians from a specific start and to an end
point, only members of a group) and optionally also individual data. In fact,
statistical data obtained with the simulations are based on fine-grained statis-
tics about individual behaviours, that are the starting point for more aggregated
measurements such as trajectories, travel times, pedestrian flows in sections like
corridors, corners and so on. Some of the aggregated statistics are referred to the
environment in which the simulation takes place: in particular, cumulative mean
densities are important to define the so-called level of service [2], extremely im-
portant to understand and evaluate the performance of the design in specific
crowding conditions.

3 Conclusions

This paper has briefly introduced the MAKKSim simulation system and the
workflow that leads from the import of a CAD file representing an environment
in which the simulation must take place, to the configuration of the pedestrian
dynamics to be generated, to the execution of the simulation and storage of
statistics about the outcomes. Another paper in the present volume [1] presents
a more thorough description of the MAKKSim system architecture and a real
world case study in which it was applied.
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Abstract. Agent-based modeling is now widely used to investigate com-
plex systems but still lacks integrated and generic tools to support the
representation of features usually associated with real complex systems,
namely rich, dynamic and realistic environments or multiple levels of
agency. The GAMA platform has been developed to address such issues
and allow modelers, thanks to the use of a high-level modeling language,
to build, couple and reuse complex models combining various agent ar-
chitectures, environment representations and levels of abstraction.

Keywords: Simulation platform, Agent-based modeling, GIS data, Multi-
level model.

1 Introduction

Agent-based modeling (ABM) has brought a new way to study complex sys-
tems by allowing to represent multiple heterogeneous entities interacting in a
non-linear fashion in a shared environment. Although it is now used in different
domains, ABM still struggles with two issues. First the lack of a comprehen-
sive and common representation of the environment(s) in which agents interact,
which limits its usefulness for models where the environment itself is to be rep-
resented as a complex entity. Secondly a difficulty to go beyond the classical
Object-Oriented Paradigm to express interactions between agents at different
levels of abstractions (e.g. agents composed of agents). Even though tools have
been proposed in the recent years, they are too complex for domain experts to
build their models without a strong support from computer scientists. For in-
stance, building a realistic model that relies on GIS data at different geographical
scales still involves complicated coding tasks in most ABM environments.

The GAMA (GIS & Agent-based Modeling Architecture) modeling and sim-
ulation platform has been proposed to address such shortcomings. On one hand,
this open source platform allows the definition of agent-based models with com-
plex environment representations and generic multi-level capabilities. On the
other hand, it provides field experts, modelers, and computer scientists with a
complete modeling and simulation environment for building spatially explicit
agent-based models with ready-to-use abstractions for the most common needs

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 271–274, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



272 A. Drogoul et al.

(e.g. decision architectures, generic behaviors, such as movements regardless on
the environment representation), which are accessible through a dedicated high-
level modeling language (GAML) and remains extensible by Java programmers.

2 Main Purpose

GAMA is based on: (i) a meta-model [5] dedicated to complex environment rep-
resentation and multi-level models; (ii) a modeling language (GAML) and its
related elements (parser and compiler); (iii) an efficient virtual machine to exe-
cute model and to interact with the simulation. Compared to other frameworks
such as NetLogo [6] or Repast Symphony [2], its main advantage is to provide
this multi-level architecture (extendable via plug-in), and a very complex envi-
ronment representation easily defined via GAML.

Multi-level Modeling. Multi-level agent-based modeling requires to manipu-
late agents at different levels of representation w.r.t. to time, space and behavior.
Our approach of multi-level modeling is based on three principles. (1) An agent
represents a level of organization which is associated with a spatial and tempo-
ral scale. (2) Levels are hierarchically organised to define privileged interactions
between embedded levels. (3) Organizations can be dynamic: some agents can
move from an organization to another in order to adapt their representation level
dynamically.

The GAMA meta-model [5] has been designed to fulfill these three features.
An agent is an instance of a species (the kind of agent, as in classes and instances
in OOP). Every agent possesses a spatial representation (its shape) that is lo-
cated in an environment. An agent, as organization level, can host populations
of micro-agents. Its topology defines the spatial environment of hosted agents.
Similarly, the macro-agent defines the execution time scale of hosted agents by
specifying the way they will be scheduled. This thus defines a hierarchical struc-
ture of the model: any agent is hosted by another agent and possibly hosts pop-
ulations of other agents. The macro-agent will manage the relations between its
behavior and micro-agent behavior: it is indeed allowed to redefine the behavior
of hosted agents. A top-level agent (the world) has been introduced. It manages
the global variables and parameters of the simulation and its shape defines the
reference environment. Finally, agents can dynamically migrate from a popu-
lation to another one (by changing species); this allows agents to change their
organization level, and thus representation level during the simulation course.

Environment Representation. GAMA is particularly powerful concerning
the management of complex environments. It allows to define several environ-
ments with different topologies (grid, graph or continuous). One continuous en-
vironment is used as reference to synchronize all of them. Each GAMA agent has
a shape, that is a 3D simple (point, polyline or polygon) or complex (composed
of several geometries) geometry.

A particularly interesting feature of GAMA is the possibility to create agents
and to define their attributes (in particular their shape) from real data using
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shapefiles. Conversely, this allows the modeler to integrate geographical data
into models under the form of active agents (one agents is created by geome-
try of a shapefile). In addition, GAMA manages the spatial projection of the
data (to get a spatially coherent model) and the reading of attribute values. In
order to ease geometries use and manipulation, high-level geometry transforma-
tions (e.g. buffer, convex-hull, etc.) and movement primitives (e.g. shortest path
computation) are readily available in GAML.

3 Demonstration

GAMA can be used for lots of purposes including teaching, conceptual modeling
and applied research. We illustrate its power with applied and abstract uses1.

Applied Models. GAMA has already been used in various large scale applica-
tions that share a strong focus on the interactions between agents and complex
environments. Epidemiological models have been developed to study avian flu
persistence in North Vietnam and rift valley fever propagation in Senegal. It has
been used to assess the effectiveness of control policies on the recurrent invasions
of insects in the Mekong delta, to simulate rescue management in Hanoi after
an earthquake or evacuation organisation in case of a tsunami in Nha Trang
(Vietnam). The MAELIA project [3] uses it to study socio-ecological impacts of
water management policy in the Adour-Garonne Basin (France).

GAMA can manage a large number of agents for real-scale applications, for
example, nearby 200 000 for the MIRO model (Figure 1) [1]. This model ad-
dresses the issue of sustainable cities by focusing on one of its very central
components, daily mobility. Therefore, improving urban accessibility merely re-
sults in increasing the traffic and its negative externalities (congestion, accidents,
pollution, noise...), while reducing at the end the accessibility of people to the
city. For that, an ABM has been developed and applied to Dijon and Greno-
ble, two mid-sized cities (nearby 120 000 inhabitant) in France. The simulator is
used to realise scenarios determined by geographers for quantifying, for example,
service accessibility and to organise serious game sessions for identifying cities
management strategies.

Abstract Models. As presented in previous section, GAMA offers several mod-
eling capabilities, like multi-level simulation, seamless integration of GIS Data
or extensible architecture with plugin. Very simple conceptual models can be
developed and used for demonstration or conceptual proof. For example, the
multi-level architecture can be illustrated by a flocking example with Flock agent
dynamically created when nearby boids converge (an illustration can be watched
in the video). The Flock agent captures boids agents and computes its own ge-
ometry from their individual data. Boids will be released when the Flock will
disappear (when it moves toward an obstacle).

1 Link to a video:
http://code.google.com/p/gama-platform/wiki/VideosPresentation
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Fig. 1. MIRO simulation interface

4 Conclusion

The latest version of GAMA, bundled with a set of example models, as well as its
source code, can be downloaded from its website2. The site also provides users
with a complete modeler guide, several tutorials, the GAML language reference,
as well as a guide for developers to extend the platform with their own plugins.

References

1. Banos, A., Marilleau, N., MIRO team: Improving individual accessibility to the city:
an agent-based modelling approach. In: Proc. of ECCS, Bruxelles (2012)

2. North, M., Howe, T., Collier, N., Vos, J.: A declarative model assembly infrastruc-
ture for verification and validation. In: Proc. of Advancing Social Simulation: 1st
World Congress (2007)

3. Taillandier, P., Therond, O., Gaudou, B.: A new BDI agent architecture based on
the belief theory. Application to the modelling of cropping plan decision-making.
In: Proc. of IEMs, Germany, pp. 107–116 (2012)

4. Taillandier, P., Vo, D.-A., Amouroux, E., Drogoul, A.: GAMA: A simulation plat-
form that integrates geographical information data, agent-based modeling and multi-
scale control. In: Desai, N., Liu, A., Winikoff, M. (eds.) PRIMA 2010. LNCS,
vol. 7057, pp. 242–258. Springer, Heidelberg (2012)

5. Vo, D.-A.: An operational architecture to handle multiple levels of representation
in agent-based models. PhD thesis. Université P&M Curie, Paris (2012)
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1 Introduction

We demonstrate SerenA, a multi-site, pervasive, agent environment that sup-
pers serendipitous discovery in research. SerenA attempts to assist researchers
by presenting them with information that they did not know they needed to
know about their research. In this demonstration, we show:

– Public SerenA: Streamed information from a library, displayed to stimulate
ideas;

– SerenA user modelling: On-line discovery of user information and
inspectable user model;

– SerenA suggesting: User’s notes and suggestions for reading;
– SerenA intervening: Informed academic match-making by the agent system.

If possible, we will demonstrate further progress in the project beyond the above
at the conference. If the networking facilities at the conference allow, delegates
will be able to take part in the demos via their browsers. It will not be possible to
download the SerenA Notebook App, because of technical restrictions applied
by the Android App Store.

2 Public SerenA

Our first demo is of public SerenA. It is conceived in the context of a major UK
city library. It is architecturally melded with the building, in that its outputs are
projected directly on to walls, using site-specific designs that integrate with the
architecture. Its outputs consist of simple visualisations (the simplest being mere
text) of documents that are ordered via the library’s on-line order system. The
information is filtered, so that no connection with the library user ordering it can
be made: their name is not displayed, nor is the time at which they placed their
order. Various display methods are implemented. The aim of the installation
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(and the demo) is to stimulate ideas in people viewing, that are connected with
recent activity in the Library. A simple example design is given by Forth et al.
[1, Fig. 2]; here we demonstrate more abitious designs.

This demo is simple as far as the agent system is concerned. A shadow agent
[1, §2.1] receives text input in an agreed format from an authenticated data
source. The agent preprocesses the data into the internal RDF representation,
and sends it directly to another shadow agent, which shadows the devices that
are displaying the information. Authentication is available, but in this demo
we omit it1 so that conference delegates may connect and watch the demo. See
www.serena.ac.uk/paamsdemo/ for technical details of downloads to use the
service.

3 SerenA User Modelling

SerenA builds a model of its user, including information given by the user,
information inferred directly under the control of the user, and information
inferred about the user by the system. The modelling process is kick-started
by our Discover.Me.Semantically service2, which searches for information about
a new user, and then consults with them to select what is relevant. Dis-
cover.Me.Semantically is a web-based tool that allows its user to author RDF
representing their professional and personal interests, skills and expertise. The
stand-alone implementation allows the user to download this RDF representa-
tion as a file to be hosted on their own web pages; here, in the version avaialable
from www.serena.ac.uk/paamsdemo/, we download your information3 into the
SerenA user model, and allow you to inspect it, using a third-party web resource
designed for that purpose.

This part of the demo does not engage the agent system, but the RDF
user model is crucial to SerenA’s operation, so it is important underpinning
technology.

4 SerenA Suggesting

A key issue in supplying the user with useful information is to understand the
research goals that they are expressing in their notes, files and email4. We use the
GATE natural language processing system5to detect goals in natural language
sentences [2], and an ontology for goals has been defined [4].

1 No sensitive information is available in the demo system.
2 Source code under GPLv3 license:
https://github.com/robstewart57/discover-me-semantically

Running instance:
http://serena.macs.hw.ac.uk/serena/discover-me-semantically/

3 By proceeding with the Discover.Me.Semantically process, you agree for us to store
your data temporarily. However, we promise to delete it after the conference, and
not to use it for anything other than our demo meanwhile.

4 Of course, SerenA does not access files or email without permission.
5 http://gate.ac.uk

www.serena.ac.uk/paamsdemo/
www.serena.ac.uk/paamsdemo/
https://github.com/robstewart57/discover-me-semantically
http://serena.macs.hw.ac.uk/serena/discover-me-semantically/
http://gate.ac.uk
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This part of the demo focuses on the SerenA Semantic Notebook App [1,3]
for Android. The researcher-user is invited to make notes, add tagged images,
keywords, and so on, all in free text. Interaction with the user is then managed
by SerenA processing the user’s text, and then adding annotations (e.g., items
of text, web links), to the notes, making the distinction between the user’s notes
and SerenA’s additions clear by means of typography. Example views are given
by Forth et al. [1, Fig. 1].

From the agent perspective, when the user adds a new note, it is passed by the
Android device via its shadow agent into the agent user model (which is where
the user’s notes are stored). The agent also broadcasts the arrival of the note, as
a piece of text associated with a given user, to the entire agent system. At this
point, any agent that is capable of processing text may process it and attempt
to do something with the result. Here, we focus on the goal-detection agent,
which processes the text and, if it finds a research goal, attempts to express in
RDF what that goal is. If it is successful, the goal is added to the user model
(with provenance, so that it can be undone if later proven incorrect, and also so
that its effect can be time-appropriate). The goal is also broadcast, identified as
such in RDF, so that agents with expertise on goals may operate on it. Here we
focus on a simple lookup agent, that receives the broadcast goal, recognises the
action in the goal (for example, “find out about”, or “look up”) as a research
goal, and looks up its object (the thing sought) on DBpedia. If it is successful,
then it reports the fact to the user model, which takes the resulting suggestion
and adds it to the notebook in the user model. As a result of doing this, a visual
representation of the suggestion appears in the notebook, associated with the
note that gave rise to it.

In more realistic situations than this simple demo, this kind of decoupled
interaction is advantageous for two reasons: first, SerenA must avoid the pa-
perclip effect6; and, second, the reasoning required to suppress pointless or dull
information is often extensive, and cannot be performed on the fly, while the
user waits. The concomitant advantage of asynchrony is that network outages
do not degrade the experience: the user will come to expect SerenA suggestions
at some time after they make their notes, but not immediately.

5 SerenA Intervening

The final part of our planned demo builds on the situation above, introducing
new users, who are co-located at a conference in Salamanca. As the first user
makes a note, and it content resonates around the agent community, as above,
the second users’ agents receive the broadcast, noting that that user has made
notes on a closely related topic. Both users are informed, via their notebooks,
that the other is present at the conference, and an appropriate web reference is
given, to enable them to look each other up.

6 The irritation produced when Microsoft’s Clippy character used to intrude unex-
pectedly, distracting the user from their task, with often incorrect information.
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1 Introduction

In agent-based networks, ’consensus’ is referred to reach an agreement about a certain
quantity of interest or distribution function that depends on the state of all agents [2].
Consensus algorithms can be modeled as iterative processes in which autonomous
agents work in a distributed fashion, without the necessity of sending information to
a central node that acts as coordinator.

Olfati-Saber and Murray [2] have demonstrated that a convergent and distributed
consensus algorithm in discrete–time can be written as follows:

xi(k + 1) = xi(k) + ε
∑
j∈Ni

aij(xj(k)− xi(k)), (1)

where Ni denotes the set formed by all nodes connected to the node i (neighbors of i).
The algorithm converges to the average of the initial values of the state of each agent

and allows computing the average for very large networks via local communication
with their neighbors on a graph. The specification of the consensus process in matricial
form is:

1: D =
∑

i�=j aij
2: L = D −A
3: assign a ε < 1/Δ
4: P = I − εL
5: init x with random values
6: repeat
7: x = P ∗ x
8: until the system converges or maxiter reached

The use of a matricial system assumes a complete knowledge scenario in which all
agents know the entire network structure and the values. When it is implemented in a
real system, some considerations about how the communication process will take place
must be taken into account. The set of rules that specifies the information exchange
between an agent and all of its neighbors on the network are specified in a consensus
protocol.

� This work is supported by TIN2012-36586-C03-01 and PROMETEO/2008/051 projects of
the Spanish government, CONSOLIDER-INGENIO 2010 under grant CSD2007-00022, and
PAID-06-11-2084.
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2 Main Purpose

The main goal of the work here presented is the easy deployment in real multi-agent
systems of consensus processes. MAGENTIX2 agent platform [4] has been used to im-
plement real agents that follow the consensus algorithm to reach agreements [3].

The topology of the multi-agent connection network is defined by the system devel-
oper, and a GraphML file with such topology is generated. This file is the input to the
mechanism that generates automatically the MAS following such connections (imple-
mented in MAGENTIX2) and execute it to reach a consensus (see Figure 1).
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Fig. 1. Implementation process developed

Agents that participate in the consensus process make use of the MAGENTIX2 tracing
services [1] to generate events with all the needed information about the consensus
process. So, any number of monitoring agents can be generated to connect to the events
generated by such agents. These monitoring agents have their own Ubigraph server,
a free software for visualizing dynamic networks. The server is provided with all the
information from the events generated by the agents involved in the consensus process.
In this way, it is easy to follow the consensus process and check if and how the MAS
reach a consensus through the visualization of the graph using a color codification to
describe the current value of each agent and different shapes of the nodes to describe
the state of each agent in the consensus protocol.

This GraphMl file is also used to realize the simulation calculus using MATLAB to
test in a first installment the validity of the proposal.

3 Demonstration

In order to show the above described mechanism, a simple demo have been designed
with 25 agents. These agents are structured in a random network with average degree
d = 8.
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Fig. 2. Evolution of the consensus network in the MAGENTIX2 implementation
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Three scenarios are shown, where ε = 0.1, during 100 epochs, and all the initial
values of the agents are uniformelly distributed in [0, 1000]. Figure 2 shows the real
execution of the same consensus process in the MAGENTIX2 implementation. Some
snapshots of the animation generated in real–time by the monitoring agents have been
taken in different time instants. The color of each node reflects the current consensus
value, according to the color scale that appears on the right.

Scenario 1: Regular Consensus This scenario shows the normal working of a con-
sensus network (equation 1). The average value is reached approximately in 10 epochs
(Fig. 2 top).

Scenario 2: Static Regulator Agent Consensus This scenario shows how the consen-
sus process can be used to regulate the network, just by having a static regulator agent,
that have a constant value that is reached by the rest of the network (Fig. 2 middle). The
presence of such an agent makes it unnecessary to monitor the values of all the agents
in the network to assure that this regulation is carried out. The justification is that if a
single agent leaves its value unchanged, all others will asymptotically agree with the
leader according to the consensus protocol and an alignment is reached [2].

Scenario 3: Dynamic Regulator Agent Consensus This scenario is similar to the pre-
vious one, but using a regulator that changes its values dynamically. At each moment,
all the agents try to reach the regulator agent reference value (Fig. 2 bottom).

4 Conclusions

This paper shows the application of consensus networks in a distributed and
self-organized fashion, implemented in an agent platform with real agents.

The contribution of the paper is the proposal of a protocol that allows a network
of agent achieve agreements using the consensus algorithm. This protocol has been
implemented in MAGENTIX2 and tested.

These scenarios have shown the possibilities of the developed system to simulate and
execute in a real MAS the same connection network to reach an agreement. Neverthe-
less, intensive tests have been run in the simulated process and in the MAGENTIX2.
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Abstract. MASH (MultiAgent Software/Hardware tool) assists the de-
signer during design and deployment of the multiagent system. It enables
simulation and execution of embedded multiagent systems including real
world software/hardware agents according to realistic physical models.

Keywords: embedded MAS, deployment, simulation.

1 Motivation

Context. Real world embedded systems have long been small scale and stan-
dalone. Nowadays they are increasingly designed as decentralized intelligent sys-
tems. They can be considered therefore as as embedded multiagent systems
(eMAS). Application domains are numerous: home automation, wireless sensor
networks, collective robotics, logistics, RFID based application etc.

Problem. Designing and deploying such eMAS is a difficult task1, because MAS
development tools focus only on software. It is necessary in this context: - to test
agent strategies with realistic models of physical environments because efficiency
of the multiagent system is often strongly related with these models; - to be able
to control the functional deviation between a virtual agent (agent simulated with
a traditional multiagent simulator) and its real world embedded implementation
(real world embedded agent i.e. the embedded software and its electronic board).

Contribution. MASH (MultiAgent Software/Hardware tool) assists the de-
signer during the design and the deployment of the multiagent system. It enables
simulation and execution of embedded multiagent systems :

- including real world software/hardware agents. Behavior of these agents are
computed by the real world platform and injected in MASH;

- using realistic physical models at multiagent level (environment models, wave
propagation models etc.) or at agent level (energy consumption model etc.)

1 In the main track, a companion paper gives detail of these difficulties and presents
the related works.
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2 Demonstration

The demonstration allows to gradually highlight two key features of MASH: (1)
the virtual agents and real world mixed agents society and (2) the use of realistic
physical models. Applications showed during the demonstration concern com-
munication management in wireless instrumentation systems, an indoor comfort
control multiagent system [1] and a prey/predator game.

Step 1: Simulation of the Virtual MAS We start by presenting MASH with
a scenario involving 600 sensor agents. The agents implement the MWAC2 model
[2]. We inspect internal state of the agents (fig. 1) and the event journal. We also
observe the evolution of criteria (volume of sended frame, energy consumption
etc.) at an agent level and at a system level.

Fig. 1. Render of a multiagent systems and window of an agent internal state inspection

Step 2: Simulation of eMAS. We include the real world computed behavior
of agents. In the previous set of agents, we decide to replace two virtual agents
by two real world agents described in table 1. We launch the same scenario that
in the first step.

We present how we use ”avatars” to represent real world embedded agents
in the virtual society. A video3 of a prey/predator game (fig. 2) is presented.

2 Multi-Wireless-Agent Communication model.
3 This simulation require non transportable physical devices.
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Table 1. The real world agents

Real world agent 1 Real world agent 2

Plateform Microchip picdem 2+ Samsung Galaxy S3
OS No OS Android 4.0.4 ”Ice Cream Sandwich”

CPU 8-bit monocore processor 32-bit multicore processor
PIC16F1827 ARM Cortex-A9

CPU frequency 8MHz 1.4GHz
Memory 32kb 1Gb

Fig. 2. Screenshoot of the projected prey/predator video

This application has been made conjointly with the CEA-LETI/Grenoble labo-
ratory (Kurasu project). A physical robot interacts with virtual robots projected
in its physical environment. The preys are virtual agents. The robot controller
is build on a Virtex 4 FPGA chip (Xilinx XC4VFX20) which has a PPC405
microprocessor logical block. The position of the robot is measured with an ex-
perimental UWB location system [3]. This information is injected into MASH
trough its virtual avatar. We can so see the impact of uncertainty of the location
system in the simulation (the avatar should be totally covered by the real world
physical agent).

Step 3: Introducing Realistic Environment Model in the eMAS. We
focus on the interactions of agents situated in an indoor building. The global
aim is to control the rooms temperature to ensure inhabitants comfort. We
introduce a realistic physical model (detailed in [1]). This physical model, that
has been used to construct a generic approach for building simulation and control
development is based on the classical lumped capacity model for each considered
element of the building.This approach is a network based approach as used with
electrical circuits. Thermal components are used: thermal conductivity, thermal
(heat) capacitance. The temperature of a room depends on one hand of elements
that are only dependent on that particular room and of external parameters, and
on the other hand of shared components, such as walls and doors, with other
rooms.
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The resulting modular model is implemented into MatLab/Simulink. Figure
3a shows the entire model of the 6 rooms building that we simulated. Figure 3b
shows how we computed the temperature of the rooms and of the internal walls
composing the building according to equations described in [1] that are in state
space form. Figure 3c shows how the controller designed for the water tempera-
ture control depends on the different heat losses (heating floor, convector...).

Fig. 3. Environment physical model : Part of the Matlab block model

Agents access to the environment named parameters. Perceived parameters
are read in a XML files or through the Matlab client/server connection. Accord-
ing to agent perception abilities and agent location, MASH delivers parameters
values. When agents act on the environment, the values associated to action
parameters are injected into the MatLab model by the same way.
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1 Introduction 

The past decade witnessed an advancement of researches on complex systems by the 
rise and development of new network science. With respect to product space evolu-
tion and economy development issues, Hidalgo, Barabasi and Hausmann introduced 
an outcome-based measurement to quantify proximities among products that countries 
export, and used network representations to visualize proximities among products [1]. 
Through which, they applied theory and methods from physics and economics to 
model and map the impact of “The Product Space” on the development of nations [1]. 
The map depicts co-export patterns of 775 industrial products exported by 132 coun-
tries during 1998-2000. With the help of network expression, they found that “most 
upscale products are located in a densely connected core while lower income products 
occupy a less connected periphery” [1].  

On the other hand, Schweitzer has considered wage levels as the important factor 
which guides the motivation of people migration and cooperative production in the 
economic development processes. He investigated the migration and economic ag-
glomeration through Brownian agent approach [2]. Brownian agents are minimalistic 
agents with internal degrees of freedom, through specific movements, they are able to 
“generate a self-consistent field which in turn influences their further movement and 
behavior” [2].The non-linear feedback between the agents and the field generated by 
themselves results in an interactive structure formation process on the macroscopic 
level. As a result, he had found “the establishment of distinct economic centers out of 
a random initial distribution” [2]. 

Our model is essentially based on Schweitzer’s work, the conceptual process and 
core features are similar but modified to study product space formation and economic 
agglomeration. Labor resources of an enterprise or a firm are simulated as Brownian 
agents with their internal state either employed or unemployed. They make migration 
decision based on their internal state and regional conditions of product space. In 
order to conduct the simulation model, we make two assumptions: (1) only those 
agents with their internal states unemployed can mobile, (2) agents always make in-
tra-regional movements unless they move out of the boundary. Those unemployed 
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agents make migration decision as a response to the regional product space situations. 
In terms of movements between two product spaces, we assume that an agent leaves a 
product space and arrive to another product space without time consumption. 

The innovation and extension of our model are (1) it estimates the changes of 
product space structure by simulating labor movements inside a single product space 
and between two product spaces at the same time; (2) it discusses a nation’s product 
space development from quantitative and qualitative analysis; and finally (3) it visua-
lizes the dynamic evolution process of product space structure by Brownian agents’ 
movements within forced-directed layout [3]. 

2 Purpose 

The purpose of this model is to (1) simulate the product space structure formation and 
evolution in China, (2) investigate the product space development of China from both 
quantitative and qualitative analysis, and (3) visualize the dynamic growing process 
of Chinese product space network. We also focused on the methodology: the extended 
Brownian agent model, which simulates labor movements inside a single produce 
space and between two product spaces at the same time. This method can improve our 
current practices for systematically exploring both intra- and inter-regional migration 
under a multi-region system. The method can be broadly used in analyzing the net-
work represented complex systems. 

3 Demonstration 

In our demonstration, the dynamic of product space network was visualized with 
forced-directed layout. According to Leamer classification [1], the overall product 
space classes are split into ten categories: Chemicals, Machinery, Capital intensive, 
Labor intensive, Cereals, Animal agriculture, Tropical agriculture, Forest products, 
raw materials, Petroleum. For products that cannot be classified into one of above ten 
categories, we classify them into a specific category. As shown in Fig.1, the above 
categories are denoted by nodes with different colors, where nodes represented actual 
products introduced by the World Trade Dataset [1]. Edges were gradually added 
when Brownian agents moved between nodes. The size of the node is proportional to 
the exports of the year.  

   

Fig. 1. Snapshots of the network structure of product space in China 
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Fig.1 gave the product space structure of overall categories  by employing maxi-
mum spanning tree and then link the edge whith proximity threshold as 0.5 (a), only 
link edges in same category whith proximity threshold as 0.5 (b) and only link edges 
in different categories whith proximity threshold as 0.5 (c) in China, respectively. We 
found that the color was not randomly assigned, and similar nodes of same category 
are usually relatively close to form clusters of the product space network.  

Fig.2 showed the result of movements and economic agglomeration insider a ran-
dom selected product space, where the solid circles represent employed agents and 
hollow circles refer to unemployed agents. (a),(b),(c) represent distribute of brownian 
agents for three different  time. It is obvious that agents would mobile and aggregate 
in some certain locations for higher economic reward. 

 

 

       (a)t=0 

 

      (b) t=30 

 

     (c) t=5000 

Fig. 2. The agent movements inside a single region 

We investigated the product space development of China from quantitative and qu-
alitative perspective. Fig.3 gave the snapshots of evolution of overall product space in 
China, (a) is the inition state, it inited all products in 1997, and nodes distribute ran-
domly. (b) is the center of the network ,with the movements of agent the center of 
network was formed slowly. With the further movements of agent, dissociative nodes 
added into the center and then the structual of network was formed(c). Fig.4 was the 
result of competitive product space, (a) is the inition state, it inited advantage products 
in 1997, and nodes distribute randomly.(b) represented some products gathered in 
local area. Part culsters would happened with the movements of agents then a bigger 
cluster could be formed (c). As time went on, the unemployed agents among the  
active industry would move to other regions. These mobile made some nodes start to 
be connected, and finally, we observed the clustering of the nodes, and non-uniform 
development processes between different product industries.   

Fig.5 represents the change of rate of two states agent in 11 categories,θ  rep-
resents the change of rate of two state agent after the simulation of the computer. It 
shows the rate of employed agents in labor (category 9, green node) descend, and 
umemployed agent rise. Machinary (category 10, white)is the opposite. Other catego-
ries remain unchanged. We can learn that although labor intensive is the leading 
product of China, it reaches saturation. In order to get higher reward some labor 
change their viewpoint( agent change its state),and then move to machinary.  
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Fig. 3. Snapshots of evolution of all product space in China (quantitative analysis) 

    
Fig. 4. Snapshots of evolution of competitive product space in China (qualitative analysis) 

 

Fig. 5. The change of rate of two states agent in 11 categories 

4 Conclusion 

The product space structure conditions a continued structural transformation and 
growth of a nation’s economy. While some products have more adaptable technology, 
labor, capital, institutions, and skills required by the new productions than others. A 
measurement of proximity has been employed to quantify a relationship between two 
products and proved to be useful in product space analysis.  

This study estimates changes in product space through a Brownian agent model, by 
employing the proximity measurement. Labors are regarded as Brownian agents; they 
move through different product spaces for higher economic rewards. By means of 
computer simulations, the result showed that a certain amount of centralized trade 
areas are self-organized through Brownian agent migration and cooperative  
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production. By employing the visualization techniques of forced-directed layout on 
the spatial network structure, we observed the clustering of the nodes, and  
non-uniform development processes between different products. 
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Abstract. A good customer support service helps companies to differ-
entiate themselves from competitors. Usually, this service is provided
through a call centre that receives the users’ incidences. In a call centre,
there are technicians that provide customers with technical assistance.
In this work, we present a call centre application deployed by using a
web interface that acts as a frontend of a case-based argumentation in-
frastructure running on a multi-agent platform. With this application,
agents representing technicians can argue to reach agreements and jointly
solve incidences.

1 Introduction

Companies need to differentiate themselves from competitors by offering good
customer support services. These services depends, in many cases, on the experi-
ence and skills of the technicians. A quick and accurate response to the customers
problems ensures their satisfaction and a good reputation for the company.

A common customer support system consists of a network of technicians that
must solve the incidences or tickets received in a call centre. In these centres,
there are technicians whose role is to provide the customers with technical as-
sistance. Commonly, the staff of a call centre is divided into different levels,
such as: Base operators, who receive customer queries and answer those ones
from which they have background training; Expert operators, who are in charge
of solving complex problems; and Managers, who are in charge of organizing
working groups.

To reuse previous solutions applied to each problem and the information about
the problem-solving process could be a suitable way to improve the customer sup-
port offered by the company. The suitability of Case-Based Reasoning (CBR)
systems in helpdesk applications to manage call centres has been guaranteed
for the success of some of these systems from the 90s to nowadays [4,3]. These
approaches propose systems for human-machine interaction where the CBR func-
tionality helps the technicians to efficiently solve problems by providing potential
solutions.

However, to integrate all the knowledge in a unique CBR module can be
complex and costly in terms of data mining (due to large case-bases with possible
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out-of-date cases). Moreover, to have a unique but distributed CBR could be a
solution, but to assume that all technicians are willing to share unselfishly their
knowledge with other technicians is not realistic. Furthermore, several experts
could provide different solutions and hence, they need a mechanism to reach an
agreement about the best solution to apply. In this case, the modelling of the
system as a Multi-Agent System (MAS) will be adequate.

An autonomous agent should be able to act and reason as an individual en-
tity on the basis of its mental state (beliefs, desires, intentions, goals, etc.). As
member of a MAS, an agent interacts with other agents whose goals could come
into conflict with those of the agent. In addition, agents must have the ability
of reaching agreements that harmonise their mental states and that solve their
conflicts with other agents by taking into account their social context. Argumen-
tation is a natural way of reaching agreements between several parties. Therefore,
the argumentation techniques can be used to facilitate the agents’ autonomous
reasoning and to specify argumentation strategies between them [2].

2 Main Purpose

In this work, we present the ArgCBR-CallCentre tool, which provides support to
the technicians of a call centre via a helpdesk application. This tool is based in
the case-based argumentation infrastructure for agent societies [1] provided by
the agent platform for open MAS Magentix21. Thus, the argumentative agents
are able to engage in argumentation dialogs to reach agreements about the best
solution for a problem that must be solved, taking into account their social
context. In this way, the argumentative agents can aggregate their knowledge
to provide a join solution that takes the maximum profit from their problem
solving experience.

3 Demonstration: Call Centre Application

The technicians of a call centre are represented by argumentative agents that
argue to solve an incidence. Every agent has individual CBR resources and pref-
erences over values (e.g. savings, quality, solving speed). A solution to a problem
promotes one value, which represent the underlying reason that an agent has to
prefer one solution over another one. Thus, each agent has its own preferences to
choose a solution to propose. Furthermore, agents can play three different roles:
operator, expert and manager. Also, dependency relations between roles could
imply that an agent must change or violate its value preference order. For in-
stance, an expert could impose their solutions to an operator due to a hierarchy
relationship.

The application provides a web interface in which is possible to properly
configure the ArgCBR-CallCentre: number and roles of agents, agent preferences,
groups, etc. Moreover, the interface also allows to introduce a ticket and launch

1 http://www.gti-ia.upv.es/sma/tools/magentix2/index.php

http://www.gti-ia.upv.es/sma/tools/magentix2/index.php
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the system to obtain a solution. In addition, it is possible to know how that
solution was obtained, that is, what agents were involved in the argumentation
process and inspect the argumentation process itself.

In order to show how the application works, the problem-solving process to
solve each ticket is shown in Figure 1 and described below:

Fig. 1. Argumentation process of the call centre application

1. The process begins when a ticket that represents an incidence is registered
in the web interface. Then, the argumentative agents that represent techni-
cians are launched in the platform, taking their configuration from the web
interface.

2. Each agent evaluates if it can engage in the argumentation process offering
a solution. To do that, the agent makes a query to a domain CBR module to
obtain potential solutions to the ticket based on solutions applied to similar
tickets. If one or more valid solutions are retrieved, the agent will be able to
defend a position in the argumentation dialog. Moreover, the agent makes a
query to an argumentation CBR module for each possible position to defend
in order to obtain its suitability degree. This degree represents if a position
will be easy to defend based on past similar argumentation experiences.
Then, all positions to defend are ordered and proposed from more to less
suitability degree.

3. When agents have a position to defend (a proposed solution), these positions
are stored by a Commitment Store agent. By making queries to this agent,
other agents can check the positions of all dialog participants. Every agent
tries to attack the positions that are different from its position. If different
attack arguments can be generated, agents select the best one to rebut the
position of other agents by making a query to their argumentation CBR.
In this way, agents can gain knowledge about how each potential attack
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arguments worked to rebut the position of an agent in a past argumentation
experience with a similar social context.

4. The dialog finishes when certain time has passed without new positions or
arguments proposed. If there are several positions available, the position that
has been agreed by most agents is selected as the final solution. Then, this
solution is communicated to the participating agents.

5. Finally, each agent updates its argumentation CBR with the new arguments
produced in dialog and its domain CBR with the final solution achieved.
Moreover, that solution is sent to the web interface.

This application has been tested with real data about tickets reported in a com-
pany that offers technical customer support for hardware and software problems.

4 Conclusions

In this work a customer support application based on a case-base argumentation
infrastructure for MAS is presented. This application provides a web interface,
capable of being executed in several devices, which allows to properly configure
the system. More information and a demonstration video are available at the
project web page2. The behaviour of the argumentative agents of our call centre
has similarities with the behaviour of a human society in a real company. For
example, it is possible to simulate how experts can impose their opinion over
other operators, even if these experts proposed incorrect solutions. Thus, the
ArgCBR-CallCentre tool can also be used to study human societies and emergent
behaviours due to their social context.
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Abstract. A leading topic of the GEOMEDIA project [1] focuses on
the analysis of international relations through print media. In this demo
paper, we show how techniques for Multi-Agent Systems aggregation [2,3]
can be applied to the spatial and temporal aggregation of news. Two
experiments show that the generated multi-resolution representations
may draw attention to critical areas for the analysis.

Keywords: Interdisciplinary project, agent-based model for social sci-
ences, news analysis, spatial and temporal aggregation.

1 Introduction

GEOMEDIA is a French interdisciplinary project of the ANR (Agence Nationale
de la Recherche) interested in geographical and temporal analysis of news [1].
Geographers and media experts from the CIST (Collège International des Sci-
ences du Territoire) collaborate with computer scientists from the LIG (Labora-
toire d’Informatique de Grenoble) in order to design tools for the collection, the
visualization and the analysis of information extracted from on-line newspapers.

In this demo paper, we focus on a major scientific issue regarding multi-scale
events: how to grasp the news on different scales, from local daily events to
global events that cover space and time? The aggregation technique presented
in [2,3] allows to build multi-resolution descriptions of Multi-Agent Systems
(MAS). Thanks to an agent-based model of international relations (section 2),
we apply this technique to the aggregation of space and time (sections 3 and 4),
thus revealing patterns on different scales. These patterns can be use by the
domain expert to detect irregularities and events of particular interest.

2 Agent-Based Model of International Relations

A leading research topic of the GEOMEDIA project focuses on multi-scale events
within international relations. In that context, we make the assumption that ci-
tations and co-citations of countries within the newspapers articles are good

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 296–299, 2013.
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indicators to represent such relations. For example, the number of citations may
indicate if a country is likely to politically interact with the newspaper’s country
(direct links). The number of co-citations may represent the weight of interna-
tional relations according to the newspaper’s country (indirect links).

Our agent-based model has two dimensions:

– The agents of the model represent 168 countries that have been selected by
geographers depending on their significance for the analysis of international
relations.

– The temporal dimension contains 43 weeks, from the 26th of March 2012
to the 20th of January 2013. This preliminary aggregation to the week level
aims at reducing the chaotic variations of the day level.

In the following experiments, we work with the RSS feed of the Philippine Daily
Inquirer. It has published 25,858 articles during the analyzed period. We look
for the occurrences of the country names, the country adjectives, and the inhab-
itants names (e.g., “Spain”, “Spanish”, and “Spaniard(s)” for the Spain agent).
For each country c and week w, we count the number of articles that “cite c
during w”. 58.7% of the articles contain at least one occurence and a total of
21,541 citations have been found (1.4 citations/article in average).

In the following sections, these dimensions are aggregated with the best-
aggregation algorithm presented in [2,3]. It builds consistent multi-resolution
descriptions by aggregating redundant information within homogeneous agents
while preserving the more information within heterogeneous agents. For these
experiments, we used two information-theoretic measures: Kullback-Leibler di-
vergence and Shannon entropy reduction [2]. The aggregation parameter p varies
from p = 0 (microscopic level: neither divergence, nor entropy reduction) to p = 1
(full aggregation: maximal divergence and entropy reduction).

For a web-application perspective, the database has been developed with
MySQL and the aggregation technique implemented in PHP. The plots and
the maps of this paper have been rendered with R.

3 Spatial Aggregation of Countries

In this first experiment, the temporal dimension is fully aggregated. The WUTS

hierarchy – used by geographers to build global statistics about world areas – de-
fines groups of agents according to the world topological properties. WUTS is then
exploited to build multi-resolution organizations that preserves the geographical
properties of the agent dimension [2]. The top-left map in Fig. 1 shows the cita-
tions numbers for each of the 168 agents (microscopic level). As the aggregation
parameter p increases, some agents are aggregated to give a macroscopic view
of the system.

– Homogeneous groups of agents are aggregated in order to suppress re-
dundant information. E.g., the Latin America and Sub-Saharan Africa

groups (where countries are not much cited) and the Western Europe group
(where countries are all much cited) are aggregated for p = 0.25 and higher.
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Fig. 1. Spatial aggregation of countries: the area of black circles is proportional to the
number of citations of the corresponding agent, or group of agents. The plot gives the
entropy reduction and the divergence of generated maps.
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Fig. 2. Temporal aggregation of weeks: the area of rectangles is proportional to the
number of citations during the corresponding period. The plot gives the entropy re-
duction and the divergence of generated barplots.
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– On the contrary, details regarding heterogeneous groups are preserved by
the aggregation in order to prevent information losses. E.g., the Southern

Asia group is detailed for p = 0.5 and lower. The huge citations number of
Japan, China and Philippines makes indeed the aggregation not suitable.
The plot of Fig. 1 show that divergence dramatically increases for p > 0.6
(when the Southern Asia group is finally aggregated).

– The North America group constitutes an intermediate case. Details are pre-
served for p = 0.25, so the user can see that the USA agent is much more
cited than the others. However, it is aggregated for p = 0.5, but not with
the Latin America group. This indicates that theses two high-level groups
are globally heterogeneous.

4 Temporal Aggregation of Weeks

The top-left barplot of Fig. 2 gives the temporal variation of the citations number
for the China agent. The bottom-left barplot gives the aggregation for p = 0.5.
It reveals three stationary periods where China is more or less cited 20 times a
week. It also reveals two unstable periods where China is very irregularly cited:

– The first peak, at the end of May, may be related to new developments in
the “Scarborough Shoal standoff” between China and the Philippines.

– The second peak, in September, may be related to the “Senkaku islands
conflict” between China and Japan, that indirectly concerns the Philippines.

– Some irregularities may also be explained by major events that disturb the
news global behavior. For example, the beginning of the USA presidential
campaigns in October may explain why China is much less cited than usual.

In these two experiments, multi-resolution aggregation aims at focusing the anal-
ysis on spatial or temporal irregularities. This allows the experts to detect criti-
cal events. Agents or groups of agents that are abnormally cited regarding their
neighborhood may have an influential role for the newspaper. Broad and nar-
row peaks in the citations variation may reveal essential events in the country’s
history. Hence, the aggregation technique presented in [2,3] may be exploited to
detect surprising behaviors at different scales of space and time, thus indicating
where interesting events can be found for the analysis purposes.
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Abstract. From a control perspective, offshore oil and gas production is very 
challenging due to the many and potentially conflicting production objectives 
that arise from the intrinsic complexity of the oil and gas domain. In this paper, 
we demonstrate how a multi-layered multi-agent system can be used in a satis-
ficing decision-making process for allocation of production resources. 

Keywords: Multi-agent systems, Emergence, Satisficing, Multi-objective, Pro-
duction Systems.  

1 Introduction 

The background for our research is oil and gas production in the Danish sector of the 
North Sea, as described in our work [1]. The DONG Energy E&P operated production 
platform Siri is used as demonstration case. Production software systems have to be 
revised frequently, as many oil and gas fields are maturing rapidly. Simply applying 
the same relatively fixed production software systems as of today would result in 
suboptimal production. The application of a relatively fixed production software sys-
tem is further challenged by the fact that the growing global request for oil and gas 
advances technological achievements which allow fields to evolve beyond their  
original abandonment point.  

2 Main Purpose 

The main purpose of this demo paper is to demonstrate that the multi-layered multi-
agent system proposed in our work [1] dynamically can adapt to new operational 
conditions. This dynamic control is possible as the infrastructure of the multi-layered 
multi-agent system takes responsibility for coordinating potential interactions among 
control agents dynamically. Production objectives and system constraints are repre-
sented by agents grouped in negotiation contexts at three decision layers. Each  
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negotiation context holds a mediator agent, which handles the negotiating process in 
the search for satisficing solutions to the multi-objective production problem. Re-
source-allocation conflicts may emerge, because agents by default are considered 
equally important. However, in any non-trivial control system the importance of indi-
vidual agents may change depending on the actual operational state. This state-
dependent change in agents’ importance is handled by supporting dynamic prioritiza-
tion of individual agents. Important agents are given higher priority than less impor-
tant agents. By default the priority of all agents is set to 5. In the current implementa-
tion, we have chosen to use a priority range from 1-10 (1 = highest and 10 = lowest). 
Fig. 1 depicts to the left examples of agents at the strategic layer, with their priorities 
in round brackets. To the right is shown the GUI used to change agent priorities at 
runtime.   

                         

Fig. 1. Agents’ priority 

3 Experiments 

In this demo-paper we use the same export-to-tanker scenario at the Siri platform as 
described in our work [1], but here with different production configurations using 
synthetic data. Production configuration refers to availability of production systems 
and priority of production objectives. The export-to-tanker scenario involves all three 
decision layers, and is based on oil export to a shuttle tanker from an intermediate 
storage tank on the seabed. Due to limited electrical power resources under normal 
operational production conditions at the Siri platform, one of the major power con-
sumers has to be stopped during the export-to-tanker scenario, i.e. either a gas com-
pressor or a water injection pump. The gas compressors are used to handle produced 
gas either for use as fuel, lift gas (lift gas is used to reduce density of the well fluid to 
allow the well inflow pressure to overcome the hydrostatic pressure of the fluid col-
umn) or re-injection of surplus gas to minimize CO2 emissions. The gas compressor 
system consists of three compressors. Water injection is used as pressure support in 
the reservoirs in order to maintain an economically-feasible production. The water 
injection system consists of three pumps. Fig. 2 shows the negotiation contexts (solid 
rectangles) that are directly involved in the experiment. 

 

Fig. 2. Experiment negotiation context diagram 
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Abstract. Every year 5,720 people die in the European Union as a consequence 
of work-related accidents. To help in reduce the occurrence of incident in case 
of emergency situation, dedicated tools can be proposed to understand, train and 
raise people awareness of safety rules. A possible solution is to propose simula-
tion framework or serious games in order to provide people with means to  
visualize and test their knowledge of safety rules in different context and im-
mersed into their everyday workplace. In this paper, we aim to demonstrate the 
use of virtual intelligent agents as a solution to design an immersive, adaptive 
and interactive simulation framework of workplace evacuation. 

Keywords: Agent-based simulation, applications of virtual autonomous agents.  

1 Introduction 

Every year 5,720 people die in the European Union as a consequence of work-related 
accidents, according to EUROSTAT figures [1]. The International Labour Organisa-
tion estimates that 159.500 workers additionally die each year from occupational 
diseases in the EU [2]. Taking both figures into consideration, it is estimated that 
every three-and-a-half minutes somebody in the EU dies from work-related causes 
and that every four-and-a-half seconds an EU worker is involved in an accident that 
forces him/her to stay at home for at least three working days. 

In this context, the IMOSHION1 (Improving Occupational Safety & Health in Eu-
ropean SMEs with help of Simulation and Virtual Reality) project proposes solutions 
to help SMEs employees, that are the most impacted by safety problems, by develop-
ing a set of Occupational Safety & Health (OSH)-related tools such as: OSH knowl-
edge and learning management system [3]; immersive training and learning tool for 
OSH procedures; planning tool for OSH prevention at workstation and workplace 
levels; and a workplace simulation for experimenting and training on OSH issues. 

This paper focuses on the workplace simulation framework that helps safety ser-
vice to create representative environment to test procedures during the planning phase 

                                                           
1 The IMOSHION project is co-financed by the Seventh Framework Programme for Research 

and Technological Developmement of the European Union.  
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and trains employees and leaders to behave correctly in the case of an emergency 
situation. For that, the simulation framework uses virtual intelligent agents to provide 
an adaptive, immersive and interactive environment that is very helpful to train and 
raise people awareness of, sometime complex, safety rules. 

In [4] scenarios-based agent systems are used to offer excellent promise in simulat-
ing crowd evacuation using real-world experiment. Agent-based simulations are also 
used to test technologies or situation that not easily tested in real environment involv-
ing disaster or incident. For instance DrillSim [5], based on multiagent simulation, 
simulates disaster response activity by modelling each people as an agent.  Following 
these approaches, IMOSHION aims to propose a complete easy to use simulation 
framework and focuses on demonstrate the contribution of agent-oriented approaches 
to design new adaptive scenarios of a simulation. 

2 Main Purpose 

The current situation in relation to OSH is that all SMEs in Europe have to obey the 
national derivatives of the European Framework Directive (89/391/EEG) and its un-
derlying twenty-three guidelines. As there are many more rules to follow, this is felt 
by the SMEs primarily as a huge administrative burden. One obligation according to 
the European Directive is the risk inventory that the companies should perform. For 
the SMEs this is a recurrent, time-consuming and complex procedure leading only to 
the definition of risks, while the finding of concrete measures to eliminate these risks 
requires another time-consuming search process. 

The aim of the simulation framework is to propose a virtual environment that al-
lows understanding the right and inappropriate behaviours to follow in case of evacu-
ation of a workplace when an incident occurs, such as fire, explosion and toxic leak. 
Moreover, because real emergency exercises are costly in time and money and emer-
gency situations are hard to initiate in reality, the use of a simulation framework, 
which allows people to get proper training, is a powerful solution upon condition that 
the simulation is user-friendly and proposes realistic situation. 

Thus, the main challenge of IMOSHION simulation framework is to simulate as 
much as possible realistic human behaviors, especially in terms of decisional aspects 
regarding the situation evolution and interactions. Thus, agents claim to behave as 
autonomous, adaptive and situated agents. 

The simulation framework proposed two kinds of execution: a third-person view, 
in which only virtual agents are evolved by following autonomous behaviours, and a 
first-person view in which a user manipulates an avatar to interact with the environ-
ment and the virtual agents. 

In both usages, to design relevant scenarios, the simulation framework provides a 
tool to quickly build a dedicated and representative environment, and a library of 
human behaviours composed by common workers’ activities, following safety rules 
behaviours and inappropriate behaviours. One of the main advantages of the use of 
adaptive, interactive and autonomous agent to construct a scenario is to permit to 
continuously propose new relevant scenarios in which the situation should evolved 
differently depending on the user’s interaction. 
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3 Demonstration 

We illustrate the relevance of the use of agents in the simulation framework along two 
lines: the first one demonstrates how the simulation can be used to visualize the safety 
of an environment and understand right and wrong behaviours, the second one de-
monstrates how to use the simulation to train leaders and employees to safety evacua-
tion rules in case of emergency situation. 

In the simulation, the agents are designed and developed through the AI-
middleware MASA LIFE that provides means to model, execute and integrate agent 
behaviors using the Behavior Tree algorithm [6]. The simulated environment and the 
agents rendering are done through an integration of the decisional behaviors into the 
Unity3D engine with RocketBox animation. 

Step1. We show how to use the Building Editor of the simulation framework to create 
a 3D-representation of workplace building in a quick and user-friendly way. 

Step2. The Exercice Editor allows to create an emergency scenario in three phases: 
(i) Place office furniture such as desks, chairs, industrial tools and safety furniture 
such as alarms, extinguisher, fire doors and safety zone (ii) Choice, schedule and 
locate the incident (iii) Populate the environment with various decisional agents with 
specific or common behaviours from the provided library. 

Step3. The simulation is run over the exercice showing agents with rich and realistic 
behaviours in terms of decisional aspects such as:  

• “Leader Agent” which is assigned to evacuate the building by checking every 
room, potentially triggering the alarm, using extinguisher, closing fire doors and 
finally helping others agents to leave the building. These agents adapt theirs be-
haviours according to the situation and strongly interact with the environment. 

• “Trained Agent” which knows evacuation process and move to its assigned 
safety zone or the closest one in respect of safety rules. These agents are de-
signed to show right behaviours in case of incident. 

• “Panicked Agent” which freezes in high stress or run around without close fire 
doors. These agents are especially designed to show wrong and irrelevant beha-
viours. 

• “Injured Agent” which represents people who walk slower or might be lost in 
the building. Leader or trained agents should have to interact with this kind of 
agent in order to help it to go to the safety zone. 

 

Step4. The simulation is run successively in the two modes. Firstly with the third-
person view, we can show the execution of the scenarios and the correct location of 
the furniture in the building thanks to the execution of the agents and how the agents 
interact with the environment. Secondly with the first-person view, we can demon-
strate how the agents can adapt their behaviours to the presence of the user’s avatar. 
At the end of the training mode, the simulation credits the user with an evaluation 
score. This score is used to evaluate the user and track his progression and awareness 
of emergency procedures. 
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Fig. 1. First-person training view Fig. 2. Third-person test view 

4 Conclusions 

The IMOSHION simulation framework uses autonomous virtual agents to train em-
ployees to behave correctly in case of emergency situation. We demonstrate the inter-
est of agent approaches to make scenarios evolved according to users interaction and 
increase the presence of the user in the simulation. We promote the use of intelligent 
agents into simulation and serious games in order to construct more relevant and im-
mersive scenarios, or to evaluate and test environment architecture and structure. 

Future works concern the improvement of the interactive behaviours of the agents 
in the simulation and find solutions to provide the design safety services to directly 
construct very new scenarios and behaviours. The main goal of our AI-middleware is 
to easily design decisional behaviours through an accessible graphical behaviours 
editor and a sandbox to quickly test the behaviours. So, associated with the simulation 
framework, the AI-middleware should allow building new scenarios through the  
design of new behaviours of virtual agents and then proposes unlimited test and  
training possibilities. 
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Abstract. The existence of malicious nodes in mobile ad hoc net-
works (MANET) can degrade (and even interrupt) the overall opera-
tion of the network. To avoid this we propose a novelty multi-agent
response/tolerance scheme based on the dynamic deployment of dis-
tributed agents to sustain the quality of the service in the presence of
malicious nodes. The optimal locations of the agents are computed from
the particle swarm optimization (PSO) algorithm, which maximizes the
global network connectivity and thus mitigates the negative effects pro-
duced by malicious nodes on the network performance. Since this paper
tries to provide a practical vision of the system developed, we focus here
on the associated functional architecture and its operation in a simulated
scenario.

Keywords: agent, PSO, detection, malicious, MANET, response,
survivability, tolerance.

1 Introduction

MANETs has become a new communication paradigm for the last years due
to some of their interesting inherent features. However, the same characteristics
make this kind of environments highly vulnerable to several types of security
threats. For example, specific attacks such as dropping or selfish [1] have a very
high impact over the network performance in multihop routing environments.
Therefore, the deployment of security mechanisms to strengthen the services
provided and thus sustain the network performance in the presence of attacks is
recommended. This way, implementing effective attack detection (recognition)
and response/tolerance (recovery) mechanisms constitutes a key issue for net-
work survivability [2].

To the best of our knowledge, there are a low number of works in the special-
ized literature where a multi-agent based solution is used to detect and/or react
against security attacks in MANETs. Moreover, the few solutions currently avail-
able mainly refer to software oriented solutions. In this line, immune agent based
solutions are addressed in the literature [3]. Some other proposals are tolerance
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related approaches, as that in [4], where a re-routing function is performed over
the network through the assignment of trust values to the monitored nodes.

In the present work we propose to implement a response/tolerance security
solution by deploying physical agent nodes to solve the malicious consequences
of packet dropping behaviors in MANETs. The scheme is aimed at restoring
the function avoided by the malicious nodes (droppers) by dynamically moving
the agents to the optimal positions to maintain the connectivity of the overall
network over time.

2 Main Purpose

We have developed a response approach for improving system survivability
against security threats in MANETs, in particular, to react against common
malicious behaviors such as selfish or dropping. The system is composed of two
main types of nodes: user nodes (UN), and agent nodes (AN). The first ones,
UNs, refer to usual legitimate MANET nodes involved in normal network ser-
vices. Instead, ANs are agents dynamically deployed by the administrator in the
environment to guarantee that the UNs receive the required network service. Ad-
ditionally to UNs and ANs, our study also involves the so-called malicious nodes
(MN), which present harmful behaviors for the overall network performance. In
our experimentation the MNs are able to behave over time both as normal user
nodes as well as damaging nodes.

Our proposal is based on the previous work developed by Dengiz et al. in [5],
where the authors make use of the particle swarm optimization (PSO) algorithm
together with a motion prediction procedure for mobile UNs location over time.
This way, the agents are re-located dynamically to the optimum positions ob-
tained by the PSO algorithm from: (a) the motion prediction of the UNs for a
next time instant t+H through a kinematic prediction procedure, and (b) the
evaluation of three optimization functions related to the connectivity and the
flow transmitted through the network. The output of the PSO algorithm is the
set of optimal positions to be occupied by the ANs throughout the network in
the next instant aiming the network connectivity maximization.

3 Demonstration: MARS (Mobile Agent Response
System)

Our specific tolerance approach is named MARS, from Mobile Agent Response
System. For MARS functioning as a response system, a previous detection mod-
ule is needed to monitor the environment, detect the potential occurrence of
malicious dropping behaviors and trigger alarms if necessary. Such detection
module is out of the scope of this work and thus it is has not been developed
here. An example of this kind of systems can be found in [6].

Once a dropper node is detected, the MARS module is executed to avoid the
harmful effects of the attack. This way, a set of mobile agents are dynamically
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Fig. 1. Functional architecture for MARS

deployed in the environment, with two main features. First, they act as relaying
nodes to solve the decrease in connectivity in the network due to the appearance
of MNs. Second, the base optimization algorithm proposed in [5] and described
in the previous section is performed to determine the best future positions of
the ANs to maximize the overall connectivity of the network. Figure 1 depicts
the functional architecture of MARS and how it operates in presence of attacks.
Regarding the core module of the system, it is continuously working while the
attack remains active. This way, the PSO engine makes use of the last optimal
AN positions at t − 1 and the predicted locations of UNs at t + H to obtain
the new optimal positions of ANs at t + 1, t being the current execution time.
Therefore, the ANs move to the closer positions for which, in our case, the
network connectivity is maximized.
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Fig. 2. Connectivity maximization and recovery process provided by MARS. (a) Initial
phase where a malicious node (inverted triangle) is performing the expected forwarding
process together with the legitimate user nodes (solid circles). Then two separated
groups of nodes result when the attack is carried out. (b) The agent A1 is approaching
to its optimal location to recover the connectivity and thus overall communications.
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Figure 2 illustrate how MARS actually works. Initially, several UNs are ran-
domly distributed throughout a given network area, where there is one MN (node
5) and one AN (node A1). At the beginning, in Figure 2(a), the malicious node
works as a normal node. Afterwards, the attack is produced, so that the overall
connectivity is broken and two separated networks appear. Few time steps later,
the agent A1 is approaching to its optimal position with the aim to recover the
connectivity lost. This is shown in Figure 2(b).

4 Conclusions

In this work we have introduced a novel response/tolerance mechanism based on
the use of physical multi-agents. A positioning optimization procedure is carried
out to determine the best positions of the agents over time to dynamically max-
imize the connectivity of our communication environment. We test our system
by means of a simulated scenario, from which it can be concluded the promising
nature of our approach. The proposed scheme is able to recover and maintain the
connectivity lost due to the appearance of malicious nodes that do not cooperate
in the network forwarding process.
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University of Granada.
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Abstract. This demonstration paper presents a space battle simulation, which
was designed using the Interaction-Oriented approach IODA, and implemented
within the 3D professional game engine Unity. After giving an overview of the
simulation, we explain how it was built through a step-by-step setup, and how the
use of interactions enable infinite extensions.

Keywords: Agent-based simulation, Interaction-Oriented Design, Video Games.

1 Introduction

The Galaxian Project [1] was developed in 2011–2012 among the Multiagent research
team (SMAC) at Lille 1 University, France. It was designed to run for hours on the
6 m-wide screen of the PIRVI platform1 at the Computer Science Laboratory (LIFL).

It aims at demonstrating the capabilities of the design principles and algorithms we
promote through the Interaction-Oriented approach, the IODA method [2,3], especially
for video game applications. Actually, this simulation presents an application of the
IODA method to a 3D space battle, involving several kinds of spacecrafts. It is imple-
mented within a commercial video game engine (Unity 3D2), with embedded pedagog-
ical material.

2 Main Purpose

Two teams are fighting: white against black. The simulation relies upon the following
agents:

– the white fighters are the atomic units of the white team, and assault the black
fighters – and vice-versa;

– the white crusers (resp. black) send new white fighters from time to time so as to
revive the battle (actually they do nothing more);

1 “Plateforme Interactions-Réalité Virtuelle-Images”: http://www.lifl.fr/pirvi/
2 http://unity3d.com
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– frigates are found only in the black team: though smaller than the crusers, they are
strong ships, armed with powerful turrets, and are able to fight off several white
fighters at a time;

– squads are built only by white fighters which decide to join together, in order to be
strong enough to attack black frigates, then they break up.

Galaxian relies upon the IODA method, therefore the behaviors of all those agents are
expressed as interactions, i.e. conditions-actions rules involving two agents (a source
agent which can perform the interaction, and a target which can undergo it). In addi-
tion, thanks to the modularity of this method, the behaviors were designed and tuned
incrementally.

Since the simulation is aimed at running for hours, the navigation interactions were
tuned first (SeekTarget, Confront, Engage, Escape) so as to ensure that spaceships
keep moving in front on the camera. Then, struggle behaviors were implemented (Fire,
Explode, LaunchFighter, etc.) and tested. Finally, team behavior such as creating,
joining and disbanding squads were added. Additional agents and behaviors could be
easily introduced in the same way to extend the simulation.

The resulting simulation model is summarized in the interaction matrix below (for
more details about this approach, please refer to [3]):

Table 1. This interaction matrix describes which interactions are assigned to source/target agent
families. For instance, the intersection of line “WFighter” and column “BFighter” contains all
interactions that a white fighter agent can perform on a black fighter agent. Each interaction is
followed by a priority level (from the point of view of the source agent) and a limit distance
(which constrains the distance between source and target to make the interaction possible). The
“/0” column contains reflexive interactions (where the target is the source itself).

�������Sources

Targets
/0 BFighter WFighter BFrigate WSquad

BFighter
(SeekTarget; 0)
(Fire; 8)
(Explode; 9)

(Confront; 2; 1000)
(Intercept; 3; 1000)
(Engage; 4; 1000)
(Escape; 5; 1000)

WFighter
(SeekTarget; 0)
(Fire; 8)
(Explode; 9)

(Confront; 2; 1000)
(Intercept; 3; 1000)
(Engage; 4; 1000)
(Escape; 5; 1000)

(CreateSquad; 2; 30)
(Join; 6; 100)
(Follow; 7; 1000)

BFrigate (FightBack; 0; 200)

BCruser (LaunchFighter; 0)

WCruser (LaunchFighter; 0)

WSquad (Disband; 0)
(Fire; 3) (Engage; 1; 5000) (Merge; 5; 50)

The original IODA simulation engine, called JEDI, was developed in Java [3]. The
main transformations to integrate it within Unity were the following:

– a rewriting from Java to C#
– a specific scheduler, so as to let the Unity engine deal with 3D computations, col-

lisions, and rendering at its own variable framerate, while the IODA engine is in
charge of making agents select their behavior at fixed time steps, according to their
perceived neighbors, their state and the interaction matrix.
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3 Demonstration

The simulation is able to run a battle for hours. In order to visualize which behaviors
occur during the simulation, the simulation is endowed with gizmos showing:

Fig. 1. A view of the Galaxian simulation. The green lines between agents show their perceptions.

Fig. 2. A view of the Galaxian simulation. The colored circles surrounding the agents represent
the interaction they are currently performing and the line ends on the corresponding target agents
(the agent that is undergoing this interaction).
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– the perception links between agents (see fig. 1)
– the interactions that are performed by agents (as sources), with a link to the corre-

sponding target (see fig. 2).

Due to the portability of the Unity models, a web version is provided on-line [1]. In
addition, the full demonstration (stand-alone application) encapsulates slides to explain
how the IODA simulation engine selects the appropriate interactions in several concrete
cases.

4 Conclusion

This demonstration shows how complex simulations, e.g. in video games, can easily be
designed through an incremental process with the IODA approach. Any model can be
extended simply by writing new interactions and assigning them to agents in a declar-
ative structure, the interaction matrix. Besides, this method provides a homogeneous
representations of all entities (as agents) and all behaviors (as interactions).

Acknowledgments. The Galaxian project was implemented by Marc-Antoine Dupré
(associate engineer, supported by the French research institute INRIA), under the su-
pervision of David Panzoli (post-doctoral researcher).

References

1. Dupré, M.A., Mathieu, P., Panzoli, D., Picault, S.: Galaxian,
http://www.lifl.fr/SMAC/projects/galaxian

2. Kubera, Y., Mathieu, P., Picault, S.: Interaction-Oriented Agent Simulations: From Theory to
Implementation. In: Proceedings of the 18th European Conference on Artificial Intelligence
(ECAI 2008), pp. 383–387 (2008)

3. Kubera, Y., Mathieu, P., Picault, S.: IODA: an interaction-oriented approach for multi-agent
based simulations. Journal of Autonomous Agents and Multi-Agent Systems, 1–41 (2011)

http://www.lifl.fr/SMAC/projects/galaxian


Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 316–319, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Demonstration of the Multi-Agent Simulator  
of Competitive Electricity Markets 

Tiago Pinto, Isabel Praça, Gabriel Santos, and Zita Vale 

GECAD – Knowledge Engineering and Decision-Support Research Center,  
Institute of Engineering – Politechnic of Porto (ISEP/IPP), Porto, Portugal 

{tmcfp,icp,gajls,zav}@isep.ipp.pt 

Abstract. Electricity markets are complex environments with very particular 
characteristics. A critical issue concerns the constant changes they are subject 
to. This is a result of the electricity markets’ restructuring, performed so that the 
competitiveness could be increased, but with exponential implications in the 
increase of the complexity and unpredictability in those markets’ scope. The 
constant growth in markets unpredictability resulted in an amplified need for 
market intervenient entities in foreseeing market behavior. The need for 
understanding the market mechanisms and how the involved players’ 
interaction affects the outcomes of the markets, contributed to the growth of 
usage of simulation tools. Multi-agent based software is particularly well fitted 
to analyze dynamic and adaptive systems with complex interactions among its 
constituents, such as electricity markets. This paper presents the Multi-Agent 
System for Competitive Electricity Markets (MASCEM) – a simulator based on 
multi-agent technology that provides a realistic platform to simulate electricity 
markets, the numerous negotiation opportunities and the participating entities. 

Keywords: Adaptive learning, electricity markets, multi-agent simulation.  

1 Introduction 

Electricity markets worldwide are complex and challenging environments, involving 
a considerable number of participating entities, operating dynamically trying to obtain 
the best possible advantages and profits [1]. The recent restructuring of these markets 
increased the competitiveness of this sector, leading to relevant changes and new 
problems to be addressed [1, 2]. Potential benefits depend on the efficient operation of 
the market [1]. Market players and regulators are very interested in foreseeing market 
behavior, thus a clear understanding of the impact of power systems physics on 
market dynamics and vice-versa is required. It is essential to fully understand the 
market’s principles and learn how to evaluate investments in such environment [2]. 

The development of simulation platforms based in multi-agent systems is increa-
sing to simulate real systems in which stakeholders have different and often 
conflicting objectives. These systems allow simulating scenarios and strategies, 
providing users with decision making according to their profile of activity. The use of 
multi-agent systems for the simulation of electricity markets is a reality [3, 4, 5] as are 
examples the AMES [3] and EMCAS [4] simulators. 
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MASCEM - Multi-Agent Simulator for Electricity Markets [5, 6, 7] is also a 
modeling tool to study and explore restructured electricity markets. Market players 
are complex entities with their own characteristics and objectives, using adequate 
strategies in order to achieve their goals. MASCEM multi-agent model includes 
players with dynamic strategies, acting in several types of markets, using real 
electricity markets’ data to base the simulations. 

In real electricity markets, a player’s behavior depends on the self-knowledge that 
it detains. It changes depending on the new information and knowledge that the player 
may obtain from the exterior and from the dynamic complex interactions with other 
heterogeneous entities. MASCEM players are endowed with learning processes, 
though the connection with another multi-agent system: ALBidS (Adaptive Learning 
strategic Bidding System) [6]. ALBidS provides decision support to electricity 
markets’ negotiating players, allowing them to analyze different contexts of 
negotiation, and automatically adapt their strategic behavior according to the current 
situation. This system implements several negotiation mechanisms and data analysis 
algorithms, enhancing the strategic behavior of the players. 

2 Main Purpose 

MASCEM’s purpose is to be able to simulate as many market models and player 
types as possible, enabling it to be used as a simulation and decision-support tool for 
short/medium term purposes but also as a tool to support long-term decisions, such as 
the ones taken by regulators. Taking into account the realities of several countries 
with different perspectives and approaches in what concerns the electricity 
negotiation, MASCEM allows the simulation of the main market models found 
worldwide [8]: day-ahead pool (asymmetric or symmetric, with or without complex 
conditions), bilateral contracts, balancing market, forward markets and ancillary 
services. It also allows hybrid simulations, regarding players operation in a chosen 
combination of the mentioned market models. This implies that each agent must 
decide whether to, and how to, participate in each market type. 

Players in MASCEM are another main concern, since the operation of electricity 
markets in hugely dependant on how players act and interact in this environment. The 
study of the interactions between market players, and their decisions when negotiating 
is as important as the modeling of the market mechanisms themselves. For that 
MASCEM considers all the most important entities, with their own decision-support 
resources, and allowing the definition of their offers and strategies, granting them 
competitive advantage in the market. It modulates the complexity of dynamic market 
players, their interaction and medium/long-term gathering of information (data and 
experience in the market). MASCEM main entities include: a market operator agent, a 
system operator agent, a market facilitator agent, buyer agents, seller agents, Virtual 
Power Player (VPP) [7] agents, and VPP facilitators. 

VPPs [7] represent alliances of players, mainly smaller players, with small or null 
possibility to face negotiations with much more powerful entities, providing the 
means to adequately support their participation in the competitive electricity markets. 
They manage the information of their aggregates and are viewed from the market as 
common seller or buyer agents. VPP agents are implemented as a coalition of agents, 
each one acting as an independent multi-agent system, maintaining high performance 
and allowing agents to be installed on separate machines. 
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Another of the main purposes of this simulator is providing decision support to 
these entities. For that MASCEM is integrated with another multi-agent system: 
ALBidS (Adaptive Learning strategic Bidding System) [6], which uses several 
distinct technologies and approaches to support players’ actions in the market. 

ALBidS uses reinforcement learning algorithms to choose the player’s most 
adequate action, from a set of different proposals provided by the several algorithms 
that present distinct approaches. To this end, the reinforcement learning algorithm 
considers the past experience of the action’s responses and the present characteristics 
of each situation, such as the week day, the period, and the specific market types.  

3 Demonstration 

In order to provide an adequate and useful framework for electricity markets 
simulation, MASCEM provides a rather user friendly interface, allowing users to 
define all the simulation characteristics. The user selects the market types and players 
to simulate, and all the associated characteristics. These data can also be provided by 
Excel files, to facilitate the input of data. Important and valuable simulations can be 
saved to be re-run later, or compared with other simulations with alternative 
definitions of market models, players’ characteristics or players’ action profiles. 

 

Fig. 1. Buyer agent’s output in a spot market simulation using MASCEM [6] 

The presentation of results is done through graphical charts, containing amounts of 
energy sold or bought in each market, the comparison between market prices and 
prices resulting from players actions in such markets, the profits or costs that each 
player achieved in the market actions, and the comparison between all players’ 
proposed prices and the actual market price that was achieved. Fig. 1 presents the 
output of a buyer agent when acting in the day-ahead spot market (auction based). 

The top part of Fig. 1 shows the graphical representation of this agent’s results in 
the pool. It includes the amount of energy that it bought in each period, and the 
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comparison between its bid and the market price. The bottom part presents requests 
that this agent is receiving, and some information about this agent’s actions. In this 
case period 20 has ended and the agent is preparing to start negotiations of period 21.  

4 Conclusions 

The use of multi-agent systems for the simulation and study of competitive energy 
markets is increasing as a great asset in the area of power systems. MASCEM is a 
valuable tool for various targets. Professionals, namely operators and regulators can 
use it foresee market behaviors and test the adequacy of market mechanisms in 
simulations using real data from electricity markets. They can also use MASCEM 
simulations to test new solutions using simulated scenarios, without influencing the 
real world through tests with possibly catastrophically outcomes. 

Real electricity market players can use the decision support capabilities of 
MASCEM to experiment behaviors and actions with the goal of achieving the best 
possible outcomes. Also, players can use the real data based simulations of MASCEM 
to understand competitor players’ behaviors, granting them competitive advantage. 

Trainees and power systems’ area students are provided with the chance to study 
and understand electricity markets’ operation, players’ interactions, and this 
environment as a whole. Finally, researchers are gifted with a powerful tool to deeply 
and thoroughly study the characteristics and particularities that arise from the 
interactions, mechanisms and behaviors present in electricity markets, and improve 
the current solutions to face such a competitive, dynamic, and important environment.    
 
Acknowledgments. This work is supported by FEDER Funds through COMPETE 
program and by National Funds through FCT under the projects FCOMP-01-0124-
FEDER: PEst-OE/EEI/UI0760/2011, PTDC/EEA-EEL/099832/2008, PTDC/SEN-
ENR/099844/2008, and PTDC/SEN-ENR/122174/2010. 

References 

1. Shahidehpour, M., et al.: Market Operations in Electric Power Systems: Forecasting, 
Scheduling, and Risk Management, pp. 233–274. Wiley-IEEE Press (2002) 

2. Meeus, L., et al.: Development of the Internal Electricity Market in Europe. The Electricity 
Journal 18(6), 25–35 (2005) 

3. Li, H., Tesfatsion, L.: Development of Open Source Software for Power Market Research: 
The AMES Test Bed. Journal of Energy Markets 2(2), 111–128 (2009) 

4. Koritarov, V.: Real-World Market Representation with Agents: Modeling the Electricity 
Market as a Complex Adaptive System with an Agent-Based Approach. IEEE Power & 
Energy Magazine, 39–46 (2004) 

5. Praça, I., et al.: MASCEM: A Multi-Agent System that Simulates Competitive Electricity 
Markets. IEEE Intelligent Systems 18(6), 54–60 (2003) 

6. Vale, Z., et al.: MASCEM - Electricity markets simulation with strategically acting players. 
IEEE Intelligent Systems 26(2) (2011) 

7. Pinto, T., et al.: A new approach for multi-agent coalition formation and management in the 
scope of electricity markets. Energy 36(8), 5004–5015 (2011) 

8. OMIE – Operador del Mercado Iberico de Energia website, http://www.omie.es/ 
(acessed on January 2013 ) 



Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 320–323, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Multi-Agent Systems Platform for Mobile Robots 
Collision Avoidance 

Angel Soriano, Enrique J. Bernabeu, Angel Valera, and Marina Vallés  

Instituto U. de Automática e Informática Industrial 
Universitat Politècnica de Valencia,  

Camino de Vera s/n 46022 Valencia, Spain 
{ansovi,ebernabe,giuprog,mvalles}@ai2.upv.es 

Abstract. This paper presents a multi-agent platform to simulate a new method-
ical approach to the problem of collision avoidance of mobile robots, taking ad-
vantages of multi-agents systems to deliver solutions that benefit the whole sys-
tem. The proposed method has the next phases: collision detection, obstacle 
identification, negotiation and collision avoidance. In addition of simulations 
with virtual robots, in order to validate the proposed algorithm, an implementa-
tion with real mobile robots has been developed. 

Keywords: Avoiding collision method, robotic agents, mobile robots, avoid-
ance collision method, jade platform. 

1 Introduction 

As it is well known, the main theme of AI is the concept of intelligent agent defined 
as an autonomous entity which observes through sensors and acts upon an environ-
ment using actuators [9]. This definition is very close to features that a robot can  
provide, so the concept of agent often is related with robots [3], [14].  

On the other hand, detecting and avoiding a collision is a previous step for over-
coming the motion planning problem in mobile robots. Collision-detection techniques 
can be divided into discrete collision detection (DCD), and continuous collision de-
tection (CCD). The DCD algorithms involve stepping the motion of both the mobile 
robot and the mobile obstacle at a time sampling rate and some problems like tunne-
ling can occur [10]. The CCD techniques are more effective because motions are not 
stepped. CCD algorithms basically make a return if a collision between the motion of 
two given objects is presented or not; and if it is going to occur then, the instant in 
time of the first contact is returned [5], [12] and [1]. 

In this paper, a multi-agent systems platform for collision avoidance for mobile  
robots is proposed. Strategies of collision detection of autonomous mobile robots 
based on [2] are combined with strategies based on artificial intelligence to offer a 
new method of avoiding collision management. The platform for the implementation 
and management of the multi-agent system is based on JADE [6]. 
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2 Main Purpose 

This platform expects to present a new methodical approach to the problem of colli-
sion avoidance of mobile robots taking advantages of multi-agents systems (MAS) to 
deliver solutions that benefit the whole system. The method is divided into three basic 
concepts: obstacle detection by a mobile robot, the concept of abstraction robotic 
agent as a software agent within MAS, and distributed artificial intelligence as a  
method of communication and negotiation between these software agents. 

The aim of the avoiding collision method used in this platform is to implement a me-
thodology for obtaining the instant in time when two robots or agents in motion will be 
located at their maximum-approach positions while they are following straight-line trajec-
tories. If the involved robots do not collide then their minimum separation is returned. 
Otherwise, their maximum penetration is computed as a minimum translational distance 
[4]. A very remarkable aspect is both the instant in time and the corresponding minimum 
separation or maximum approach are computed without stepping any involved trajectory. 

The methodology used for the collision avoidance platform has the next phases: 

Detection: In this phase, the local system of the robot detects an obstacle that may 
be a threat of collision at some point and calculates the position of threat-object in 
the global scenario. This position is sent to the agent who represents the local sys-
tem in MAS to manage the threat. 
Obstacle identification: When an agent receives a position of a threat-object by 
the local system it represents must identify what kind of threat it is, a moving ob-
ject or a static object. In order to do this, the agent consults the other agents to 
know who is located within that area of threat. If there isn’t any agent within that 
area, the threat is identified as a threat of static object. 
Time to talk, negotiate and resolve: When the two involved agents in a possible 
threat have been identified, the communication between the two agents is used to 
obtain the information needed to apply the detection algorithm.  
Collision detection algorithm application: This algorithm requires the current 
position coordinates of detector-agent and threat-object and their destinations, and 
it returns the probability of collision. In case of collision, the method informs to 
detector-agent the time of maximum penetration to be produced. 
Negotiation: To decide the load percentage that each robot will have in the colli-
sion avoidance, the two agents communicate with each other and exchange para-
meters such like priority, the weight of the transported load, the difficulty of ma-
neuvering, speed… This information defines the easiness or availability that each 
agent offers to change its trajectory and avoid collision.  
Solve the collision: The detector-agent computes the two new positions that the 
robot should be achieve at correct time to avoid collision. The threat-agent rece-
ives the avoidance position and the time in which must be achieve. Once it’s 
reached, the collision is resolved, and each robot continues its original path. 

The platform allows simulated and real robots. The real robots are based on the 
LEGO Mindstorms NXT systems [7] programmed with LeJOS [8] and equipped with 
four SHARP IR proximity sensors [11] connected by a I2C bus. The robots are con-
nected to their software agents (computers) via Bluetooth and those computers are 
part of a network that forms the overall MAS through JADE. Figure 1 (a) shows the 
platform control architecture.    
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(a)                                                               (b)  

Fig. 1. Platform Control architecture 

In Fig. 1 (b), purple circles represent agents, and blue rectangles represent execu-
tion threads. Each robot has a control module for following trajectory, a detection 
module that manages the IR sensors and a manage module that obtain the data and 
solve the collisions. 

Figures 2 and 3 shows two executions obtained with the proposed platform. In the 
first one four robots (circles green, blue, black and pink) are considered. The robot 
initial positions are the corners of the arena, and they must arrive to the opposite cor-
ner (marked by a star). The figure also shows the detection area (a trapezoid in front 
of each robot), and the final path described by the robot.    

 

Fig. 2. Simulation 1: 4 robots without static obstacles 

Figure 3 shows a similar situation but in this case there are four static obstacles, 
marked with black squares.  

 

Fig. 3. Simulation 2: 4 robots with static obstacles 
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A video demonstration of practical experiment with Lego robots and two compiled 
versions of the platform that allow the simulation with robots can be obtained in 
http://idecona.ai2.upv.es/ (multimedia gallery and Resultados at Proyect menu) 

3 Conclusions 

A collision avoidance method that takes advantages and benefits of MAS has been pre-
sented in this work. This method is located one level above the traditional methods of 
obstacle avoidance where the management is performed locally and the possible com-
munications between the local systems are solved functionally. The application of tech-
niques provided by the area of artificial intelligence to the robotic area opens a wide 
range of possibilities that offers more natural results and gives human characteristics of 
communication like negotiation between robots. This work has succeeded in unifying 
concepts of agent theory with concepts from the area of mobile robotics, providing more 
intelligence to robots and offering solutions that otherwise can’t be provided. 
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DPI2010-20814-C02-02.  

References 

1. Bernabeu, E.J.: Fast generation of multiple collision-free and linear trajectories in dynamic 
environments. IEEE Trans. Robotics 25(4), 967–975 (2009) 

2. Bernabeu, E.J., Tornero, J., Tomizuka, M.: Collision prediction and avoidance amidst 
moving objects for trajectory planning applications. In: Proceedings of the IEEE Int. Conf. 
Robot. Automat., pp. 3801–3806 (2001) 

3. Bruce, K.B., Cardelli, L., Pierce, B.C.: Comparing Object Encodings. In: Ito, T., Abadi, M. 
(eds.) TACS 1997. LNCS, vol. 1281, pp. 415–438. Springer, Heidelberg (1997) 

4. Cameron, S., Culley, R.K.: Determining the minimum translational distance between two con-
vex polyhedra. In: Proceeding of the IEEE Int. Conf. Robot. Automat., pp. 591–596 (1986) 

5. Choi, Y.-K., Wang, W., Liu, Y., Kim, M.-S.: Continuous collision detection for two mov-
ing elliptic disks. IEEE Trans. Robotics 22(2), 213–224 (2006) 

6. Java Agent Development Framework, http://jade.tilab.com  
7. LEGO Mindstorms home page, http://mindstorms.lego.com  
8. LeJOS: Java for LEGO Mindstorms, http://lejos.sourceforge.net  
9. Russell, S., Norvig, P.: Artificial Intelligence: A modern approach (2003)  

10. Schwarzer, F., Saha, M., Latombe, J.-C.: Adaptive dynamic collision checking for single 
and multiple articulated robots in complex environments. IEEE Trans. Robotics (2005) 

11. SHARP Optoelectonic device GP2y0A21YK,  
http://www.sharpsma.com/webfm_send/1208 

12. Tang, M., Kim, Y.J., Manocha, D.: C2A: Controlled conservative advancement for conti-
nuous collision detection of polygonal models. In: Proceedings of the IEEE Int. Conf. Ro-
bot. Automat., pp. 849–854 (2009) 

13. Urmson, C., Anhalt, J., Bagnell, D., Baker, C.: Autonomous driving in urban environ-
ments: Boss and the urban challenge. Journal of Field Rob. 25(8), 425–466 (2008) 

14. Van Leeuwen, J. (ed.): Computer Science Today. Recent Trends and Developments. 
LNCS, vol. 1000. Springer, Heidelberg (1995) 



Parallel and Distributed Simulation

of Large-Scale Cognitive Agents

Kashif Zia1, Katayoun Farrahi1, Alexei Sharpanskykh2,
Alois Ferscha1, and Lev Muchnik3,4

1 Pervasive Computing Institute, JKU Linz, Austra
2 Department of Computer Science, VU University Amsterdam, Netherlands

3 School of Business Administration, The Hebrew University of Jerusalem, Israel
4 Beacon Tech Ltd.

Abstract. The large-scale simulation of complex cognitive agent based
models simulated on realistic physical space require special computer
processing considerations. In this paper, we explore the up-scaling of an
agent based model to city-scale, by considering details about how to im-
plement the models in a cellular automata (CA) in a parallel-distributed
simulation (PDS) framework.

1 Distributed Agent Based Simulation

A large-scale agent based model (ABM) can be achieved by distributing the sim-
ulation world across a series of parallel processes. If the agents need explicit and
tight integration with the underlaying space as that of an ABM in conjunction
with a space represented by cellular automta (CA), the parallel and distributed
simulation (PDS) using a shared memory multi-processor infrastructure provides
a natural choice. CA provides a natural mechanism of space distribution across
the processors in a regular grid style [1]. This can conveniently be achieved by
using a high performance PDS enabled version of the ABM simulation tool –
Repast for High Performance Computing (Repast HPC) [2]. Repast HPC pro-
vides built-in mechanisms of distributing a regular space into uniform processing
units. The processes are then synchronized through shared memory using a mes-
sage passing interface.

The successful up-scaling of an ABM to a PDS requires consideration about
existing models in terms of agent resources. Contrary to the single processor case
where all the resources can be accessed locally, PDS operates under modeler’s
provisioning of resources. In this paper, we present a mechanism of effective PDS
in which our cognitive agent models, presented in [3], interact with each other
and with the space to substantiate a spatially influenced behavior (density based
mobility).

2 Cognitive Agents and Spatial Considerations

We present a modified version of the agent based models presented in [3], which
have been scaled up for a city-scale simulation. The simulation is performed for

Y. Demazeau et al. (Eds.): PAAMS 2013, LNAI 7879, pp. 324–328, 2013.
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Fig. 1. Simulated area. (b) View of a neighborhood within the city (corresponding to
the small red box in (a)). All white patches represent areas in which agents can move.
(c) View of the physical space divided into 25 regions and a view with 5000 agents
distributed uniformly over the space, with the points of attraction shown near the
corners with red boxes.

a neighborhood in the city in Linz, Austria (see Fig. 1). The model components
are described next; first we present the spatial considerations.

2.1 Space and Mobility

Each “region” corresponds to a space, visualized by a square in Figure 1 (c),
and is simulated by a processor. A region consists of 100 x 100 cells, where cells
can be thought of as pixels in an image. We define “points of attraction” (PoA),
visualized by the red squares in Figure 1 (c), which “attract” agents towards
them and guide the routing of agents. Each agent moves towards one PoA. The
agent extracts this routing information from the underlying “cells” (spread from
PoAs using floor field (FF) method [4] during simulation initialization). The FF
provides the following information to the agents: direction, distance (hop count)
and route (series of regions constituting the path towards a PoA). For mobility,
an agent chooses a PoA which has minimum traveling time considering that the
speed of an agent is dependent on density along its route.

2.2 Density Perception

Since the agent chooses a PoA depending on the accumulated route density (to
choose the least dense route), the authenticity of regional density information is
important. The difference between the actual value and the way it is “perceived”
by an agent – quality of the information – decisively affect the decision making
of an agent. An agent can perceive the density information in the following ways:

Personal Observation: The personal perception of an agent corresponds to
its natural ability to observe its surroundings. Within a perceptible capability
(e.g. visual and auditory range), an agent is considered to estimate the density
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Fig. 2. Data Sharing across the Processes. (a) 4 out of 8 adjacent processes of process
64 with buffer size = 1. Cells in gray are being shared across more than one process.
Adjacent processes also provide Network Synchronization (A2A in red). (b) Process
level Parameters: can be collected and shared by all the resources of the process. (c)
Inter-Process Parameters Sharing: Not supported by Repast-HPC; responsibility of all
the processors to act on agents’ behalf. (d) Proximic Communication of radius 3 (red
colored circle of agent at the center). Enabled buffer synchronization across adjacent
process (green), Disabled sync. across adjacent process (red). Also shows channels of
inter-process distant communication.

around herself accurately. This personal observation acts as the default density
perception of an agent of its current region and for the others in the absence of
any “outside” information. The outside information is communicated through
proximity-based and distant interaction.

Physical Proximity-Based Interaction: Within an interaction range of ra-
dius R, all agents can interact with each other and share information about their
own perception.

Distant Interaction: Distant interaction has no spatial consideration, such as
phone calls and messaging.

2.3 Route Selection

To reach a routing decision, an agent needs to (i) ‘sense’ its surrounding, (ii)
interact with other agents in-proximity and at a distance. To execute a decision,
it needs FF and neighborhood information. Next we present the implementation
details for a CA based ABM to be executed in a shared-memory PDS.

3 PDS of Cognitive Agents

3.1 Spreading of FF and Local Mobility

As mobility should not be characterized by the availability of agents in proximity,
we have used Moore’s neighborhood [5] to realize city-scale pedestrian mobility.
Repast HPC provides “buffer” sharing mechanism across adjacent processes,
parametrized by the neighborhood type and the size of the buffer (see Fig. 2
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(a)). During the FF spreading, originating from each PoA, a buffer size of “1” is
sufficient. However, for agent’s local mobility, a buffer size of “2” was required in
our case. The local mobility desires collision avoidance which cannot be achieved
without knowing the states of all the cells where an agent can jump to based
on maximum speed it can acquire. The size of the cell determines the number
of cells required to perform a movement step (with a speed). It varies from one
simulation setting to the other. In addition of space and agents being buffered
across adjacent processes, they can also be “networked” (see Fig. 2 (a)).

3.2 Sensing and Communication

For sensing (personal density perception) and communication (proximity-based
and distant agent-to-agent (A2A) interaction), we need to look beyond the neigh-
borhood. We start with “process-specific” data sharing – process-level data shar-
ing (see Fig. 2 (b)) and inter-process data sharing (see Fig. 2 (c)). In this cur-
rent model, we do not require process level parameters, as agent behavior is
completely localized. However, the A2A distant communication (see Fig. 2 (d))
cannot be achieved without processors taking responsibility of sharing informa-
tion with remote processors. This feature requires minimal usage however, due
to the negative impact on simulation efficiency.

4 Discussion

Both sensing the surrounding and proximity-based interaction require specifi-
cation of a radius (R). Within R, the agents would interact. In many cases,
the radius would extend to adjacent processes. Here the restriction imposed by
buffering size would be decisive (see Fig. 2 (d)). The following open issues are
scenario dependent and the modeler needs to consider how to address them.
What should be the value of R? How should region density be computed when
agents are present on an adjacent process (but within R)? How should a large
value of R be synchronized efficiently?

In most cases, the value of R should not be the same for sensing and agent
interaction. The sensing is usually (human) perception-oriented. We have set it
to 25 meters (25 cells) in all directions which may correspond to sense of vision in
a street. If the buffer size is 2, most of the adjacent agents would not be counted
as density of the current region – which is actually the case. For sensing, the
larger the buffer size, the less the accuracy of perception. For proximity-based
interaction, a buffer size of 2 would not work. Interaction is more than sensing as
it requires some medium to share the information. If we consider a radius of 10
meters (10 cells) which roughly corresponds to vocal range, the synchronization
turns out be computationally expensive. To resolve this trade-off, we settled
with a buffer size of 5 cells for a 10 meter interaction radius. Although this is
excessive for sensing, it works for interaction. The reason is that the spreading
has a cascading effect often surpassing the speed of the agents. It means that
the information diffuses in a transitive fashion even if the buffer size does not
allow direct agent to agent communication.
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Rodŕıguez, Sara 37
Rouillard, José 251
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