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Abstract. In this study, we propose a novel two-stages mixture of ex-
perts scheme estimating gender from facial images. The first stage com-
bines a couple of complementary gender classifiers with a third arbiter in
case of decision discrepancy. Experimentally, we have verified the com-
mon thinking that one appearance-based (Haar-features cascade) clas-
sifier with another shape-based (landmarks positions metrology with
SVM) classifier form a complementary couple. Subsequently, the sec-
ond stage in our scheme is a Bayesian framework that is activated only
when the arbiter cannot take a confident decision. We demonstrate that
the proposed scheme is capable of classifying gender reliably from faces
as small as 16x16 thumbnails on benchmark databases, achieving 95%
gender recognition on FERET database, and 91.5% on the Labeled Faces
in the Wild dataset.

Keywords: gender classification, committeemachines,Bayes, resolution.

1 Introduction

Many human activities and machine applications depend on accurate gender
recognition. It can be used as a prior step to face recognition and verifica-
tion [1,2]. Gender discrimination also helps in the indexing and retrieval of images
and videos [3].

Automatic gender classification has been widely investigated in literature.
Most studies have used 2D face images for classification, which can be done
using either appearance-based or shape-based methods. Appearance-based ap-
proaches use the cropped, resized, and illumination normalized texture of the
face (or portions of it) as a classification attribute, while the shape-based ap-
proaches extract a set of discriminative face shape features and uses them for
the classification process.
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It is expected that the classification accuracy can be improved by combining
more than one classifier [4], especially when each method relies on different input
features extracted from the face.

In this work we compare several state-of-the art classification techniques on
different features and image resolution. Then we propose a Mixture of Experts
(MoE) technique based on Naive Bayes theorem for merging some of these well
known classifiers to achieve boosted performance.

The rest of the paper is organized as follows; Section 2 reviews previous related
work, Section 3 describes the individual classification methods used along with
their input feature types, and Section 4 introduces our proposed method for
merging these classifiers. Section 5 states the databases we used, then explains
and discusses the experiments and results. In the final section, we conclude our
work.

2 Related Work

Mäkinen et al. [4] presented an overview on the topic of gender classification
from face images. They experimented on FERET database [5] and WWW [4]
(another dataset containing images they randomly collected from the web). They
compared six state-of-the-art gender classification algorithms, none of which is
shape-based. They used different face normalizations and alignments, and they
introduced combined results of these classifiers.

Another comparative study was presented by Calfa et al. in [6], giving special
attention to linear techniques and their relations, due to their simplicity and
low computational requirements. Their work proves that, with a linear feature
selection, Linear Discriminant Analysis on the linearly selected set of features
achieves results comparable to the best gender classifiers based on Support Vec-
tor Machines with Radial Basis Function kernel (SVM+RBF) [7] and Boosting.

Shan [8] investigated gender classification on real-life faces acquired in uncon-
strained conditions. Boosted Local Binary Patterns (LBP) [9] were used with
SVM, where LBP was employed to describe faces, then Adaboost was used to
select the discriminative LBP features, followed by an SVM for classification. The
author reported results on the Labeled Faces in the Wild (LFW) database [10].

Cao et al. [11] presented a shape-based approach where they used topolog-
ical information extracted from facial landmarks to perform gender classifica-
tion. The authors compared their technique to Local Binary Patters which is
an appearance-based classifier, and showed a slightly lower performance that is
due to the simplicity and small amount of information encoded in the metrol-
ogy features. I our work we focus on combining shape information with the face
appearance for boosted accuracy.

3 Individual Experts and Features

In this section, we shed some light on the classifiers we used as independent
experts in our merger, along with the features supplied for each classifier.
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3.1 Features

We compared four different types of features; three of which are appearance-
based and one is shape-based.

Appearance-Based Approach. We used three types of features that can be
extracted from the appearance of a face in the image; which are normalized pixel
values (to be in the range [0−1]), Principal component analysis (PCA) [12], and
Haar-like features [13].

Shape-Based Approach. We used the positions of 76 facial landmarks, that
were automatically located on the face then their coordinates values were shifted
to have the nose-tip at the center. The positions are then normalized by scaling
them so that all faces have a constant inter-eyes distance.

3.2 Individual Gender Classification Methods

To perform classification, we chose to use Support Vector Machines (SVM) [7]
which are well known for their accuracy and speed. However, for the Haar-like
features, due to their high-dimensional vector, we used Adaboost [14] to select
the most discriminant features.

For SVM, we specifically use Least-Square SVM (LS-SVM) [15] which are the
least squares versions of SVM in which the solution is found by solving a set
of linear equations instead of the convex quadratic programming problem for
classical SVMs. We use SVM with Radial Basis Function (RBF) Kernel.

4 Proposed Mixture of Experts

We present here the details of our approach for merging several individual clas-
sification methods in order to achieve higher gender recognition accuracy.

4.1 Mixture of Experts

A Mixture of Experts (MoE) is a form of dynamic committee machines, where
the outputs of the constituent experts (classifiers) are non-linearly combined by
some form of gating system to produce an overall output that is superior to that
of any single expert alone. In MoE, the input signal is also directly involved in
actuating the integration mechanism as shown in Fig. 1.

4.2 Proposed Basic Mixture of Experts with Bayesian Combiner

The Naive Bayes classifier is based on the Bayes’ theorem;

p(C|F1, . . . , Fn) =
p(C)p(F1, . . . , Fn|C)

p(F1, . . . , Fn)
, (1)
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Fig. 1. Structure of a general Mixture of Experts network

where F1 to Fn are the input features, and C is the class of these features. The
denominator of this fraction can be neglected as it does not depend on the class
C; then the theorem can be stated as;

posterior ∝ (prior × likelihood) . (2)

We adopt this Naive Bayes approach for the merger stage of our mixture machine
using the scores as inputs, and C representing the chosen expert. In other words,
for each image I and M different experts, the combiner will return the decision
of one chosen expert, depending on the set of scores returned by the M experts.
The scores are independent of each other given a certain expert, hence the Naive
concept.

Training. Each expert is trained using a training subset of the database images.
We then train the Bayesian merger using another subset of images. This is done
by calculating the prior of each of the contributing individual methods and the
likelihood of their outputs’ scores as follows:

For each expert, we run its previously-trained classifier on this subset and
obtain the following:

- Prior This is the classifier’s achieved accuracy on this data subset. At merge
time we normalize it with the other experts’ priors, so that

∑M
m=1 prior(m) = 1;

where prior(m) is the prior of the m’s classifier and M is the number of experts
to be merged.

- Likelihood We use the scores returned by the classifier from this subset, then
split the score range into N intervals. For each interval, we calculate the per-
centage of images that were correctly classified (true percent) and those that
were wrong (false percent). Likelihood of this interval is the true percent minus
the false percent, which might result in a negative value if there are more falsely
classified samples in an interval than the correct ones. In this case, we shift all
the values to have a min = 1, and finally, the values are normalized to [0 − 1].
For our machine, we choose N = 20.
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Merging. When a new face is to be classified, each expert, m, is run on the
input image returning a binary output om along with its score cm. The prior of
each expert alone is retrieved, and these priors are normalized. Then we retrieve
the likelihoods of the returned scores, using the trained Bayesian merger. The
posterior of each method is then calculated by:

posterior(m, cm) = pr(m)× likelihood(m, cm) . (3)

The final output (class) is then taken to be that of the method with the highest
posterior.

4.3 Proposed 2-Stages MoE

The experts contributing in the MoE should be chosen such that they classify
more images differently, which will happen if each expert relies on different cues
for its decision.

The effect of increasing the number of experts used in the machine will be
discussed in Section 5.4, and it can be expected that using more experts might
lead to higher accuracy.

However, we introduce an enhancement to the basic Bayesian MoE proposed
in the previous subsection, which allows us to achieve these high correct rates
using only two main experts, by adding another stage to this basic MoE, prior
to the Bayesian stage.

Using two experts only, will cause the merge machine to be invoked only if
each decides the image to belong to a different class.

Training Stage(1). Stage(1) is a classifier trained on the same subset of images
used to train the Bayesian MoE (which is now Stage(2)).

Each trained expert is used to classify this subset and return scores for its
decisions. The scores for each image are concatenated to its normalized pixel
values to form a single vector used to train the classifier of Stage(1). A threshold
score ConfThr, is calculated as the average score of the correctly classified faces
in this subset.

Merging. If both experts disagree on which class an image belongs to, then
their scores are fed to Stage(1) along with the image itself, to return a decision
and a score. The decision of Stage(1) supports one of the experts to be the final
decision only if its confidence is above the calculated threshold score ScThr;
otherwise, its decision is discarded and Stage(2) is used to resolve the conflict
based on the experts’ posteriors as done in the basic Bayesian MoE. The use of
the image itself in the decision of Stage(1) is what separates our MoE from a
standard dynamic committee machine.

The structure of the proposed 2-Stages MoE is depicted in Fig 2.
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Fig. 2. Structure of the proposed 2-Stages Mixture of Experts network. O is output
class with score Sc. ScThr is the threshold score of Stage (1).

5 Experiments and Results

5.1 Datasets and Experimental Setup

Our experiments were performed on three face image databases; two of which
are well known and publicly available: the FERET image database [5], the LFW
database [10]. We have used also a dataset we refer to as MixDB, containing
images that were privately collected including several ethnicities; Caucasians,
Asians and also some from African descent. We used frontal and near-frontal
face images.

While FERET DB contains studio-setting constrained images; LFW offers a
unique collection of faces captured from the web, which represents a variation
of expressions and lightings. From the FERET database we used one image per
subject from the frontal fa gallery. For the LFW we selected the frontal faces
and formed a set containing 4500 males and 2340 females, having at most two
images of the same subject.

For each DB, we created three subsets;
- Training set: used for training individual classifiers;
- Extra-Training set: used for training the combiner stages; and, finally,
- Testing set: used to evaluate the classification performance.
Five-folds cross validation is used for our experiments, where the images are

divided into 5 folds, keeping the same ratio between male and female faces;
duplicate images of the same subject are placed in the same fold. One fold is
used for Testing, two for Training and the remaining two for Extra-Training;
this process is repeated five times and the average is reported. The number of
faces used for each database is shown in Table 1.
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Table 1. Number of faces used for each database (Male/Female)

FERET MixDB LFW

All 600/405 1185/1096 4500/2340

1 Fold 120/81 237/219 900/468

For implementation, images preprocessing, training and testing, we used MAT-
LAB. In all images, the eyes positions were manually located, however in prac-
tice, the eyes can be located automatically using active appearance model (AAM).
Each image was then rotated so that both eyes lie on a horizontal line, and the
face area was extracted to be a square with dimensions relative to the inter-
eyes distance. Colored images were transformed to grayscale, then the lighting
was enhanced using MATLAB’s built-in function imadjust which increases the
contrast by remapping the intensity values to fill the entire range of [0− 255].

5.2 Individual Experts

The experts we use in our mixture machine, adopt two classifiers; SVM and
Adaboost, each with different features extracted from the image.

The notations we use, are:
- SVM[Norm]: Normalized image pixels,
- SVM[PCA]: Dimensionally reduced vector using PCA,
- SVM[LM]: Landmarks positions, and
- Ada[Haar]: Haar-features.
For SVM[PCA], we varied the number of principal components (PCs) used

from 50 to 300, then tested SVM’s classification on different image sizes, from
16 × 16 to 40 × 40 with step 8 pixels per side. We obtained best classification
results using 150 PCs regardless of the initial images’ size. So, on the following
experiments we will use 150 PCs for SVM[PCA].

For SVM[LM], 76 landmarks’ positions are located automatically using
Stasm [16] which is an extended version of Active Shape Model. The coordi-
nates of the landmarks are manipulated as explained in 3.1. Subsequently, SVM
is trained on these manipulated coordinates; a vector of size nLM × 2, where
nLM is the number of landmarks detected.

We carried out two experiments; the first one regards the choice of the resolu-
tion of face images to be used. Then the second experiment tests the performance
of our proposed Mixture of Experts.

5.3 Experiment (1): Studying the Effect of Image Resolution
on Individual Classifiers

The purpose of this experiment is to investigate the effect of changing the input
face image size on the accuracy of the individual classifiers.

Fig. 3 compares the weighted average performance of the experts listed in 5.2,
except for SVM[LM] which is independent of the image size. Images are resized
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using bi-cubic interpolation. For Haar, due to the very high dimension of the
Haar-like feature vector, we stopped at 24× 24 images, in which case the Haar-
features vector’s dimension is 136,656.

Fig. 3. Classifiers’ responses over different image resolution

From Fig. 3, the following observations are made:
- Increasing the image resolution for the used classifiers does not improve the

achieved classification accuracy; but even degrades it significantly when using
the image pixels values.

- Using SVM: For a certain higher resolution image; e.g. 40 × 40 = 1600,
reducing the dimension yields better accuracy; which can be done by two ways;
either reducing the image size using simple down-sampling; i.e. SVM[Norm] on
lower resolution images, or using PCA; SVM[PCA]. Obviously PCA gave higher
performance.

- SVM[PCA]: Its performance is much better than using simple pixel values,
and as the number of PCs remain constant (150 in this case), the initial image
size does not affect the performance.

- Computational time: Reducing the images’ resolution significantly reduces
training time for some experts. For example, on the FERET dataset, Adaboost
took 7 minutes for training using Haar features on 400 face images of size 16×16.
When the size increased to 24 × 24, the training time jumped to 1 and a half
hour.

For the coming experiment we will use low resolution; 16 × 16 images, since
it achieves not only less computational time, but also better accuracy.

Table 2 presents the classification rates of each individual expert on 16× 16
images.

5.4 Experiment (2): Proposed MoE

We used our proposed 2-Stages MoE to merge pairs of expert on 16×16 images.
Experts contributing in the machine must each be using different features for
classification as explained in Section 4, so we specifically chose to merge the
shape-based expert, SVM[LM], with each of the other appearance based experts.

For Stage(1), we use SVM as an aiding expert trained with normalized pixel
values of the face images concatenated with the score values returned by the two
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Table 2. Classification Results of Individual Experts on 16× 16 face images, sorted in
a Descending Order

Expert FERET MixDB LFW

Ada[Haar] 93.71% 86.89% 88.41%

SVM[Norm] 92.91% 85.58% 88.36%

SVM[PCA] 91.11% 82.68% 87.41%

SVM[LM] 80.19% 77.48% 78.76%

experts. The result of Stage(1) supports one of the main contributing experts’
decision only if they both disagree, and the SVM’s returned confidence is above
the threshold score ScThr.

Table 3. Results of the proposed Bayesian Mixture of Experts on 16 × 16 images,
when one of the experts is shape-based. These results are the weighted average of all
databases.

Experts Best
Expert

Basic
Bayesian
MoE

2-Stages
MoE

(1) SVM[LM]+Ada[Haar] 88.59% 90.01% 91.54%

(2) SVM[LM]+SVM[PCA] 86.71% 88.41% 90.51%

(3) SVM[LM]+SVM[Norm] 88.19% 89.66% -

(4) SVM[LM]+Ada[Haar]+SVM[Norm] 88.59% 90.57% -

(5) SVM[LM]+Ada[Haar]+SVM[PCA] 88.59% 90.17% -

(6) SVM[LM]+SVM[PCA]+SVM[Norm] 88.19% 89.74% -

(7) SVM[LM]+Ada[Haar]+SVM[PCA]+SVM[Norm] 88.59% 90.53% -

Table 3 presents the best achieved weighted average results using our proposed
MoE on 16×16 images, which shows an improvement over the best contributing
expert by up to 3%. Best classification rate is achieved using our proposed 2-
Stages MoE to merge the shape-based SVM[LM] with the appearance-based
Ada[Haar].

By comparing row(1) with row(4), and row(2) with row(6), it is observed that
the accuracy of the 2-Stages MoE is about 1% higher than that of the Basic
Bayesian MoE, when using 3 experts, two of which are the same experts used in
the 2-Stages MoE, and the third expert is SVM[Norm]. Using SVM[Norm] as
an expert in this 3-experts Basic MoE is the closest to Stage(1) of the 2-Stages
MoE, yet trained on normalized image pixels only (without the cofidence values
of the other two experts). From this we can say that using the aiding expert (here
SVM[Norm]) as a part of the combiner stages in the 2-Stages MoE is better than
including it from the beginning as a contributing expert while using Bayesian
combiner only for the merge.
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Fig. 4 compares the performance of the basic MoE with varying number of
contributing experts, with the 2-Stages MoE. From this figure it is seen that in-
creasing the number of experts for the basic MoE beyond three does not improve
the accuracy, yet using the proposed 2-Stages MoE does.

Fig. 4. Best mixture results on 16× 16 images. These results are the weighted average
of all databases.

Table 4. Best 5-folds Results on each Database

Best Indi-
vidual Ex-
pert

2-Stages
MoE

Other Methods Classifi-
cation by
humans

FERET 93.71% 95.10%±1.2% - OpenCV: 90.31% 85.50%

Ada[Haar] - Calfa el at. [6]: 93.95%±2.6%

FERET [4] 91.59% 95.33% - Mäkinen et al. [4]: 92.86%

MixDB 86.89% 90.12%±3.4% - OpenCV: 81.67% 77.80%

Ada[Haar]

LFW 88.41% 91.49%±1.1% - OpenCV: 81.58% 86.67%

Ada[Haar] - Shan [8]: 94.81%±1.1%

5.5 Best Results on each Database

Table 4 presents the best achieved results on each database alone using our
proposed 2-Stages MoE for merging SVM[LM] and Ada[Haar]. We compare these
results to OpenCV’s gender classification [17] on our subsets, and to published
results on the same databases. For FERET, Calfa et al. [6] used the frontal set
as we did, and reported results using 5-folds cross validation.

Mäkinen et al. [4] achieved best results using combination by voting of six
classification methods, on frontal images with hair. Their subset contained 760
face images divided equally between male and female, from which they used 80%
for training and 20% for testing. We report results of our method on their set,
splitting the 80% that are used for training equally between the ’Training’ and
’Extra-Training’ subsets.
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Shan [8] tested SVM on boosted LBP, on the LFW database; a set containing
4500 males and 2943 female, approximately the same number of images we used.
They performed 5-folds cross validation for their reported results as we did.
We think Shan’s results are better on LFW because of using the boosted LBP
which are complicated features compared to the simple features we used for our
mixture. However, they have not reported results on any other database.

We also report the average rate of classification done by a small group of 5
people; 3 male and 2 female, on a subset of the 16 × 16 adjusted face images
that was randomly selected from the datasets, 100M/100F from FERET and
the same for MixDB, while 150M/150F from LFW. The poor classification rate
proves that even though humans can easily classify gender from high resolution
face images, it is much harder to classify from very small images like the ones
we used.

6 Conclusions and Future Work

In this research, we presented a new approach for merging several gender classifi-
cation methods using Naive Bayes. We used a Mixture of Experts formed of two
stages used to combine results of two experts; the first stage uses the input im-
age along with the scores of the experts for classification, while the second stage
implements a Naive Bayes approach for the merge. Our experiments showed that
the multilevel MoE composed of only two contributing experts achieves compa-
rable results and sometimes better than using basic MoE which supports more
than two experts.

We tested on both appearance-based and shape-based data, and the best
merge result obtained are when these were combined together, as shown in Ta-
ble 3, where the best results are obtained when combining SVM on landmarks
positions, with Adaboost on Haar-like features.

The effect of varying the resolution of images on the classification accuracy
was studied, from which we proved one of the aspects of the ’curse of the dimen-
sionality’ problem, showing that higher resolution images are not necessary for
better performance. We demonstrated in Section 5.3 that the time taken by the
classification process can be reduced a lot without loosing much accuracy using
low resolution face images.

For future work we plan to use different features extracted from the face image
like SIFT, SURF, or boosted LBP along with other classifiers.
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