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Preface

PAAMS, the International Conference on Practical Applications of Agents and
Multi-Agent Systems, is an evolution of the International Workshop on Prac-
tical Applications of Agents and Multi-Agent Systems. PAAMS is an interna-
tional yearly event with a platform to present, to discuss, and to disseminate
the latest developments and the most important outcomes related to real-world
applications. It provides a unique opportunity to bring multi-disciplinary ex-
perts, academics, and practitioners together to exchange their experience in the
development of agents and multi-agent systems.

The PAAMS Workshops complement the regular program with new or emerg-
ing trends of particular interest connected to multi-agent systems.

This volume presents the papers that were accepted for the 2013 workshops:
Workshop on Agent-based Approaches for the Transportation Modeling and Op-
timization, Workshop on Agent-Based Solutions for Manufacturing and Sup-
ply Chain, Workshop on User-Centric Technologies and Applications, Workshop
on Conflict Resolution in Decision Making, Workshop on Multi-Agent System-
Based Learning Environments, Workshop on Multi-Agent-Based Applications
for Sustainable Energy Systems, Workshop on Agents and Multi-Agent Systems
for AAL and e-HEALTH.

We would like to thank all the contributing authors as well as the members
of the Program Committees of the workshops and the Organizing Committee
for their hard and highly valuable work. Their work contributed to the success
of the PAAMS 2013 event. Thank you for your help — PAAMS 2013 would not
have been possible without your contribution.

Juan Manuel Corchado
Javier Bajo



Organization

Workshops

Invited Talks

‘W1 — Workshop on Agent-Based Approaches for the Transportation Modeling
and Optimization.

‘W2 — Workshop on Agent-Based Solutions for Manufacturing and Supply Chain.
‘W3 — Workshop on User-Centric Technologies and Applications.

‘W4 — Workshop on Conflict Resolution in Decision Making.

‘W5 — Workshop on Multi-Agent System-Based Learning Environments.

W6 — Workshop on Multi-Agent-Based Applications for Sustainable Energy
Systems.

W7 — Workshop on Agents and Multi-Agent Systems for AAL and e-HEALTH.

Invited Talks

Michael Huhns
Sascha Ossowski
Juan M. Corchado

Workshop on Agent-Based Approaches for the
Transportation Modeling and Optimization Committee

Organizing Committee

Jean-Michel Auberlet

(Co-chair) iIFSTTAR, France
Flavien Balbo (Co-chair) Université Paris-Dauphine, France
Jaroslaw Kozlak (Co-chair) AGH-UST, Poland

Program Committee

Jean-Michel Auberlet IFSTTAR, France
Flavien Balbo Université Paris-Dauphine, France
Didac Busquets Imperial College of London, UK
Paul Davidsson Malmo University, Sweden
Emmanuelle Grislin-Le

Strugeon University of Valenciennes, France

Otthein Herzog University of Bremen, Germany



VIII Organization

Abder Koukam UTBM, France
Jaroslaw Kozlak AGH-UST, Poland
Jorg P. Miiller Clausthal University of Technology, Germany
Rudy Negenborn Delft University of Technology,
The Netherlands
Sascha Ossowski University Rey Juan Carlos, Spain
Rosaldo Rossetti University of Porto-LIACC/FEUP, Portugal
Nicolas Saunier Polytechnique Montreal, Canada
Bartlomiej Sniezynski AGH-UST, Poland
Janusz Wojtusiak George Mason University, USA
Mahdi Zargayouna IFSTTAR, France

Workshop on Agent-Based Solutions for Manufacturing
and Supply Chain Committee

Organizing Committee

Pawel Pawlewski Poznan University of Technology, Poland
Zbigniew J. Pasek IMSE/University of Windsor, Canada
Program Committee

Paul-Eric Dossou ICAM Vendee, France

Grzegorz Bocewicz Koszalin University of Technology, Poland
Izabela E. Nielsen Aalborg University, Denmark

Joanna Kolodziej Cracow University of Technology, Poland
Peter Nielsen Aalborg University, Denmark

Workshop on User-Centric Technologies and Applications
Committee

Organizing Committee

José Manuel Molina

Lépez (Co-chair) University Carlos I of Madrid, Spain
José Ramon Casar

Corredera (Co-chair) Polytechnic University of Madrid, Spain
Manuel Felipe Catedra

Pérez (Co-chair) University of Alcald, Spain

Javier Ortega-Garcia
(Co-chair) Autonomous University of Madrid, Spain



Program Committee

Alvaro Luis Bustamante
Ana Bernardos

Ana Cristina Bicharra
Antonio Berlanga
Antonio Ortega

Carlos Delgado
Changjiu Zhou

Daniel Ramos Castro
David Griol

Doroteo Torre Toledano
Eleni Mangina

Eliseo Garcia

Enrique Marti Munoz
George Cybenko
Gonzalo de Miguel
Gonzalo Blazquez Gil
Gregori Vazquez

James Llinas

Javier Carbd

Javier Galbally Herrero
Javier Portillo

Jesus Garcia-Herrero

Joaquin Gonzélez Rodriguez

Jorgen Bach Andersen
José Luis Guerrero
Jose Manuel Gémez
Juan Besada

Juan M. Corchado
Juan Pavén

Julidn Fiérrez Aguilar
Juan Gomez Romero
Luis Correia

Luis Vergara

Miguel Angel Patricio
Miguel Serrano Mateos
Nayat Sanchez

Oscar Gutiérrez

Paula Tarrio

Raj Mitra

Rodrigo Cilla Ugarte
Rubén Vera Rodriguez
Virginia Fuentes

Organization

Carlos III University of Madrid, Spain
Polytechnic University of Madrid, Spain
University Federal Fluminense, Brazil
Carlos III University of Madrid, Spain
University of Southern California, USA
University of Alcald, Spain

Singapore Polytechnic, Singapore
Autonomous University of Madrid, Spain
Carlos III University of Madrid, Spain
Autonomous University of Madrid, Spain
University College Dublin, Ireland
University of Alcald, Spain

Carlos III University of Madrid, Spain
Dartmouth College, USA

Polytechnic University of Madrid, Spain
Carlos III University of Madrid, Spain
Polytechnic University of Cataluna, Spain
State University of N.Y. at Buffalo, USA
Carlos III University of Madrid, Spain
Autonomous University of Madrid, Spain
Polytechnic University of Madrid, Spain
Carlos III University of Madrid, Spain
Autonomous University of Madrid, Spain
Aalborg University, Denmark

Carlos III University of Madrid, Spain
University of Alcald, Spain

Polytechnic University of Madrid, Spain
University of Salamanca, Spain
Complutense University of Madrid, Spain
Autonomous University of Madrid, Spain
Carlos III University of Madrid, Spain
Lisbon University, Portugal

Polytechnic University of Valencia, Spain
Carlos IIT University of Madrid, Spain
Carlos III University of Madrid, Spain
Carlos III University of Madrid, Spain
University of Alcald, Spain

Polytechnic University of Madrid, Spain
Pennsylvania State University, USA
Carlos III University of Madrid, Spain
Autonomous University of Madrid, Spain
Carlos III University of Madrid, Spain

IX



X Organization

Workshop on Conflict Resolution in Decision Making

Committee

Organizing Committee

Reyhan Aydogan
(Co-chair)

Joost Broekens
(Co-chair)

Carlos Chesnevar
(Co-chair)

Catholijn M. Jonker
(Co-chair)

Stella Heras
(Co-chair)

Vicente Julidan
(Co-chair)

Michael Rovatsos
(Co-chair)

Victor Sanchez-Anguix
(Co-chair)

Program Committee

Javier Bajo
Elizabeth Black
Anais Garrell
Koen Hindriks

Gert Jan Hofstede

Mark Klein

Minyi Li

Ivan Marsa-Maestre

Eva Onaindia

Miguel Rebollo

Valentin Robu

Sara Rodriguez

Juan Antonio
Rodriguez-Aguilar

Carles Sierra

Andreas L. Symeonidis

Michael Ignaz Schumacher

Serena Villata

Delft University of Technology,
The Netherlands

Delft University of Technology,
The Netherlands

Universidad Nacional del Sur, Argentina
Delft University of Technology,
The Netherlands

Universitat Politecnica de Valéncia, Spain
Universitat Politecnica de Valéncia, Spain
University of Edinburgh, UK

Universitat Politecnica de Valencia, Spain

Universidad Politécnica de Madrid, Spain
King’s College London, UK
Universitat Politecnica de Catalunya, Spain
Delft University of Technology,

The Netherlands
Wageningen University, The Netherlands
MIT, USA

Swinburne University of Technology, Australia

Universidad de Alcald, Spain

Universitat Politecnica de Valencia, Spain
Universidad Politécnica de Valencia
University of Southampton, UK
Universidad de Salamanca, Spain

CSIC-IITA, Spain

CSIC-IITA, Spain

Aristotle University of Thessaloniki, Greece

University of Applied Sciences Western
Switzerland, Switzerland

WIMMICS Research Team



Organization XI

Workshop on Multi-Agent System-Based Learning
Environments Committee

Organizing Committee

Ricardo Azambuja Silveira

(Co-chair)
Rosa Vicari (Co-chair)

Néstor Dario Duque
Méndez (Co-chair)

Program Committee

Cesar Alberto Collazos
Ordoniez

Demetrio A Ovalle
Carranza

Ramon Fabregat

Maria Moreno Garcia

Ana Belén Gil

Martin Llamas Nistal

Carlos Vaz de Carvalho

Helder Manuel
Ferreira Coelho

José Cascalho

Universidade Federal de Santa Catarina, Brazil
Universidade Federal do Rio Grande do
Sul - UGRGS, Brazil

Universidad Nacional de Colombia, Colombia

Universidad del Cauca Colombia, Colombia

Universidad Nacional de Colombia, Colombia
Universidad de Girona, Spain

Universidad de Salamanca, Spain
Universidad de Salamanca, Spain
Universidad de Vigo, Spain

Instituto Politécnico do Porto, Portugal

Universidade de Lisboa, Portugal
Universidade dos Acores, Portugal

Workshop on Multi-agent based Applications for
Sustainable Energy Systems Committee

Organizing Committee

Giancarlo Fortino
(Co-chair)

Ryszard Kowalczyk
(Co-chair)

Rainer Unland
(Co-chair)

Program Committee

Alexander Pokahr
Andreas Symeonidis
Anke Weidlich

Bao Vo

Benjamin Hirsch
Bernhard Bauer

Universita della Calabria, Italy
Swinburne University of Technology, Australia

University of Duisburg-Essen, Germany

University of Hamburg, Germany

University of Thessaloniki, Greece

Hochschule Offenburg, Germany

Swinburne University of Technology, Australia
EBTIC, UAE

Universitiat Augsburg, Germany



XIT Organization

Bo Ngrregaard Jgrgensen
Christian Derksen
Christoph Weber
Costin Badica
Cristina Baroglio
David Sislak
Fabrice Saffre
Frank Allgéwer
Georg Frey

Hanno Hildmann
Huaglory Tianfield
Huib Aldewereld
Ingo J. Timm

Jan Sudeikat

John Collins

Lars Braubach
Lars Monch
Marcin Paprzycki
Maria Ganzha
Martin Troschel
Mathijs de Weerdt
Matthias Klusch
Ori Marom

Peter Palensky
Sascha Ossowski
Stamatis Karnouskos
Steven Guan
Wolfgang Ketter

Zakaria Maamar

Maersk Mc-Kinney Mgller Instituttet, Denmark
Universitat Duisburg-Essen, Germany
Universitat Duisburg-Essen, Germany
University of Craiova, Romania
Universita degli Studi di Torino, Italy
Gerstner Laboratory, Czech Republic
Etisalat BT Innovation Centre, UAE
Universitat Stuttgart, Germany
Universitat des Saarlandes, Germany
Khalifa University, UAE
Glasgow Caledonian University, UK
Universiteit Utrecht, The Netherlands
J.W. Goethe-University Frankfurt, Germany
Hamburg Energie GmbH, Germany
University of Minnesota, USA
University of Hamburg, Germany
Fernuniversitat Hagen, Germany
Polish Academy of Sciences, Poland
Polish Academy of Sciences, Poland
OFFIS - Institut fiir Informatik, Germany
TU Delft, The Netherlands
DFKI GmbH, Germany
Rotterdam School of Management,

The Netherlands
AIT Austrian Institute of Technology, Austria
Universidad Rey Juan Carlos, Spain
SAP, Germany
Xian Jiatong-Liverpool University, China
Rotterdam School of Management,

The Netherlands
Zayed University, UAE

Workshop on Agents and Multi-Agent Systems for AAL
and e-HEALTH Committee

Organizing Committee

Kasper Hallenborg
(Co-chair)

Sylvain Giroux (Co-chair)

Program Committee

Juan M. Corchado
Javier Bajo
Juan F. De Paz

University of Southern Denmark, Denmark
University of Sherbrooke, Canada

University of Salamanca, Spain
Technical University of Madrid, Spain
University of Salamanca, Spain



Sara Rodriguez

Dante I. Tapia

Fernando de la Prieta
Pintado

Davinia Carolina Zato
Dominguez

Gabriel Villarrubia
Gonzélez

Alejandro Sanchez Yuste

Antonio Juan Sanchez
Martin

Cristian I. Pinzén

Rosa Cano

Emilio S. Corchado

Eugenio Aguirre

Manuel P. Rubio

Belén Pérez Lancho

Angélica Gonzdlez Arrieta

Vivian F. Lépez

Ana de Luis

Ana B. Gil

M¢? Dolores Munoz Vicente

Jestus Garcia Herrero

Organization

University of Salamanca, Spain
University of Salamanca, Spain

University of Salamanca, Spain
University of Salamanca, Spain

University of Salamanca, Spain
University of Salamanca, Spain

University of Salamanca, Spain
University of Salamanca, Spain
University of Salamanca, Spain
University of Salamanca, Spain
University of Granada, Spain

University of Salamanca, Spain
University of Salamanca, Spain
University of Salamanca, Spain
University of Salamanca, Spain
University of Salamanca, Spain
University of Salamanca, Spain
University of Salamanca, Spain

Carlos III University of Madrid, Spain

PAAMS 2013 Workshops Organizing Committee

Juan M. Corchado (Chair)

Javier Bajo (Co-chair)

Juan F. De Paz

Sara Rodriguez

Dante I. Tapia

Alejandro Sanchez

Gabriel Villarrubia

Fernando de la Prieta
Pintado

Davinia Carolina Zato
Dominguez

Elena Garcia

Roberto Gonzélez

University of Salamanca, Spain

Technical University of Madrid, Spain

University of Salamanca, Spain
University of Salamanca, Spain
University of Salamanca, Spain

Pontifical University of Salamanca, Spain

University of Salamanca, Spain
University of Salamanca, Spain
University of Salamanca, Spain

University of Salamanca, Spain
University of Salamanca, Spain

XIII



Table of Contents

Invited Talks

Social Control of Power System Demand Based on Local Collaborative
Preferences. .. ... ... o
Michael N. Huhns

Agent-Based Applications for the Smart Grid: A Playground
for Agreement Technologies ......... ... ..
Sascha Ossowski and Matteo Vasirani

Practical Applications of Virtual Organizations and Agent
Technology . . ..ot
Juan M. Corchado, Gabriel Villarrubia, Juan F. De Paz,
Sara Rodriguez, Carolina Zato, Fernando de la Prieta, and
Javier Bajo

Workshop on Agent-Based Approaches
for the Transportation Modeling and Optimization

Agent-Driven Variable Pricing in Flexible Rural Transport Services .. ..
C. David Emele, Nir Oren, Cheng Zeng, Steve Wright,
Nagendra Velaga, John Nelson, Timothy J. Norman, and
John Farrington

Solving Road-Network Congestion Problems by a Multi-objective
Optimization Algorithm with Brownian Agent Model .................
Bin Jiang, Xiao Xu, Chao Yang, Renfa Li, and Takao Terano

A Norm-Based Probabilistic Decision-Making Model for Autonomic
Traffic Networks .. ...
Maksims Fiosins, Jorg P. Miiller, and Michaela Huhn

Reactive Coordination Rules for Traffic Optimization in Road Sharing

Problems . ... .

Mohamed Tlig, Olivier Buffet, and Olivier Simonin

Workshop on Agent-Based Solutions
for Manufacturing and Supply Chain

Multimodal Processes Cyclic Steady States Scheduling................
G. Bocewicz, P. Nielsen, Z. Banaszak, and Q.V. Dang

13

17

24

36

49

61

73



XVI Table of Contents

Using Multi-agent Systems for Developing an Enterprise Modeling
Aided Tool . ..o
Paul-Eric Dossou, Philip Mitchell, and Pawel Pawlewski

A Multi-agent Control Architecture for Supply Chains Using

a Predictive Pull-Flow Perspective ......... ... ... ... .. ... .. ... .....
J. Lemos Nabais, Rudy R. Negenborn, R.B. Carmona Benitez,
Luis F. Mendonga, Jodo Lourencgo, and M. Ayala Botto

Situated MAS Approach for Freight Trains Assembly .................
Pawel Pawlewski

Simultaneous Scheduling of Machines and Mobile Robots .............
Quang-Vinh Dang and Izabela Nielsen

Workshop on User-Centric Technologies and
Applications

Characterization of the Radio Propagation Channel in a Real
SCENATIO . v v vttt e e
Maria Jesus Algar, Ivan Gonzdlez, Lorena Lozano, and
Felipe Cdtedra

Dynamic Propagation Analysis in Urban Environments ...............
Maria Jesis Algar, Ivin Gonzdlez, Lorena Lozano,
Maria Ferndndez, Gabriel Caballero, and Felipe Cdtedra

Combining Machine Learning Techniques and Natural Language
Processing to Infer Emotions Using Spanish Twitter Corpus...........
Gonzalo Bldzquez Gil, Antonio Berlanga de Jesis, and

José M. Molina Lopéz

Comparing Agent Interactions of Distributed and Centralized
Multi-Agent Systems for Context-Aware Domains ... .................
Javier Carbo, Nayat Sanchez-Pi, David Griol, and Jose M. Molina

Recommending POIs Based on the User’s Context and Intentions . ... ..
Hernani Costa, Barbara Furtado, Durval Pires, Luis Macedo, and
Amilcar Cardoso

Emotion-Based Recommender System for Overcoming the Problem
of Information Overload .......... ... ... .. .. . ...
Hernani Costa and Luis Macedo

A Review on Mobile Applications for Citizen Emergency
Management . ...... ...
David Gémez, Ana M. Bernardos, Javier I. Portillo,
Paula Tarrio, and José R. Casar



Table of Contents

Indoor Augmented Reality Based on Ultrasound Localization
SYSEEINS .« . ot
David Gémez, Paula Tarrio, Juan Li, Ana M. Bernardos, and

José R. Casar

Dynamic Signature Verification on Smart Phones ....................
Ram P. Krish, Julian Fierrez, Javier Galbally, and
Marcos Martinez-Diaz

Analysing Facial Regions for Face Recognition Using Forensic
Protocols . ... e
Pedro Tome, Ruben Vera-Rodriguez, and Julian Fierrez

Analysis of Gait Recognition on Constrained Scenarios with Limited
Data Information ......... .. ...
Ruben Vera-Rodriguez, S. Gabriel-Sanz, Julian Fierrez,
Pedro Tome, and J. Ortega-Garcia

Workshop on Conflict Resolution in Decision Making

A Self-configurable Agent-Based System for Intelligent Storage
in Smart Grid .. ... o
Juan M. Alberola, Vicente Julidn, and Ana Garcia-Fornes

Strategies for Cooperation Emergence in Distributed Service
DISCOVETY . . oot
E. del Val, M. Rebollo, and V. Botti

Probabilistic Argumentation Frameworks: Basic Properties and
Computation . . ... ... ..ot
Pierpaolo Dondio

A Negotiation Approach for Energy-Aware Room Allocation Systems. . .
Sergio Esparcia, Victor Sinchez-Anguiz, and Reyhan Aydogan

Designing Autonomous Social Agents under the Adversarial Risk

Analysis Framework ... ... .. .
Pablo G. Esteban and David Rios Insua

Extracting Behavioural Patterns from a Negotiation Game ............
Marco Gomes, Tiago Oliveira, Davide Carneiro, Paulo Novais, and
José Neves

XVII



XVIII Table of Contents

Workshop on Multi-Agent System Based Learning
Environments

An Intelligent Tutoring Systems Integrated with Learning Management

SYSEEINS .« .ttt

Cecilia E. Giuffra P., Ricardo Azambuja Silveira, and
Marina Keiko Nakayama

Multiagent Based Recommendation System Model for Indexing and

Retrieving Learning Objects. .. ... ...

Ronaldo Lima Rocha Campos, Rafaela Lunardi Comarella, and
Ricardo Azambuja Silveira

A Semantic Web Approach to Recommend Learning Objects ..........

Tiago Thompsen Primo, André Behr, and Rosa Maria Vicari

Learning Objects Repository Management Using an Adaptive Quality

Evaluation Multi-Agent System . ......... ... ... ... . ...

Valentina Tabares, Néstor Duque, Demetrio Owalle,
Paula Rodriguez, and Julian Moreno

Improving the Entrepreneur’s Market Research Strategies Learning
Process Using the MaREMAS Environment .........................
Alejandro Valencia, Oscar Salazar, and Demetrio Ovalle

Workshop on Multi-Agent Based Applications
for Sustainable Energy Systems

An Agent-Based Approach for Efficient Energy Management

in the Context of Smart Houses ... ...... ... ... . ..

Dima FEl Nabouch, Natalie Matta, Rana Rahim-Amoud, and
Leila Merghem-Boulahia

An Agent-Based Middleware for Cooperating Smart Objects ..........
Giancarlo Fortino, Antonio Guerrieri, Michelangelo Lacopo,
Matteo Lucia, and Wilma Russo

Simulating the Impacts of the Energy Consumption Using Multi-agent

SYSEEINS .« .ttt

Fernanda P. Mota, Gragaliz Pereira Dimuro, Vagner Rosa, and
Silvia S. da C. Botelho

Agent-Based Impact Analysis of Electric Vehicles on a Rural Medium
Voltage Distribution Network Using Traffic Survey Data ..............
Matthias Stifter, Stefan Ubermasser, and Sawsan Henein



Table of Contents XIX

Workshop on Agents and Multi-Agent Systems
for AAL and e-HEALTH

Agent Technology and Wireless Sensor Networks for Monitoring

Patients in Residences and Their Homes ........ ... ... ... ... .. .... 417
Ricardo S. Alonso, Dante I. Tapia, Gabriel Villarrubia, and
Juan F. De Paz

User-Centered Ubiquitous Multi-Agent Model for e-Health Web-Based
Recommender Applications Development ........................... 429
Santiago Alvarez, Oscar Salazar, and Demetrio Ovalle

Requirements for an Intelligent Ambient Assisted Living Application
for Parkinson Patients .. ... 441
Milldn Arroyo, Lucila Finkel, and Jorge J. Gomez-Sanz

Mobile Phone-Based Fall Detectors: Ready for Real-World
SCENATIOS? o . ot 453
Raul Igual, Carlos Medrano, Lourdes Martin, and Inmaculada Plaza

Defining and Transforming Models of Parkinson Patients

in the Development of Assisted-Living Multi-agent Systems

with INGENTAS .. 460
Ivdn Garcia-Magarino

Author Index . ... ... 473



Social Control of Power System Demand
Based on Local Collaborative Preferences

Michael N. Huhns

University of South Carolina, Dept. of Computer Science and Engineering,
Columbia, SC USA
huhns@sc.edu

Abstract. This paper describes a computational approach to energy use that as-
signs importance to human psychology and social interactions. Specifically, this
paper describes our investigations into computational mechanisms that encourage
prosocial behavior on the part of consumers. Examples of prosocial behavior in
the context of electrical energy use are reducing average aggregate consumption
and peak total consumption. We consider an approach that combines minority
games and cake-cutting that includes elements of human decision-making in sit-
uations that are hybrids of competitive and cooperative settings. For example,
people may be motivated to reduce their consumption if that were posed as a
competition wherein they would win a game, possibly by collaborating with their
neighbors. And, people may be motivated to behave in a prosocial manner if sel-
fish behaviors were shunned in their social group. Previous approaches disregard
such dynamics from technical studies, relegating them to psychological analyses;
yet the interrelationship of the human and the technical aspects is crucial in a
complex sociotechnical system such as the power grid.

Keywords: Multiagent systems, electric power, demand-side control, social
computing.

1 Introduction

There are many facets to the world-wide electric power problem, concerning how
electric power can be generated in an environmentally sound way, how it can be
stored and distributed efficiently, and how it can be used wisely. Although energy
resources can be viewed strategically as an advantage for geopolitical entities that
own the resources, we prefer to view them broadly as societal resources to be shared
among the members of a society. The control of energy resources is not societal,
however: it is centralized at the energy provider, where preferences of the members of
the society are generally not considered.

We are investigating the modulation of electric power demand via socially intelli-
gent computing. We seek to develop efficient consensus and incentive-based compu-
tational mechanisms for decentralized control of demand that respects system-wide
objectives and individual preferences. Our mechanisms will influence consumer deci-
sions regarding local energy usage, generation, and storage, as well as overall energy

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 1-]12] 2013.
© Springer-Verlag Berlin Heidelberg 2013



2 M.N. Huhns

supply and demand, according to local consumption preferences and global supply
objectives of grid operators. The societal benefits are lowered peak demand, improved
operating efficiency, and lowered capital expenses.

1.1 Current Situation

In general terms, our problem involves the allocation of electric power (treated as a
scarce societal resource) among independent consumers (households and small busi-
nesses). Recent approaches collected under the term “smart grid” enable consumer
devices to be controlled by electric power utilities. The objective is to shed demand
when it exceeds supply. For example, household air conditioners can be turned on or
off easily from a central controller. However, deciding whether and when to turn
them on or off based on consumer preferences is nontrivial. The smart grid is smart
only from the viewpoint of the electric power utilities. Because consumers typically
want their preferences to remain private, centralized approaches that allocate re-
sources by fiat are not acceptable. How can consumers with diverse preferences make
local decisions about the allocation and management of electric power that are global-
ly effective? The problem is exacerbated by large consumer communities and
frequently changing preferences.

Two forms of demand-side management are being used to solve energy resource
allocation problems. In one, a central control form, a utility enters into agreements
with customers, for a rebate incentive, under which the utility can directly control
appliances, usually for load shedding when needed [1]. Central control does not ad-
dress customer comfort and exception requests. In the other form, home management
systems monitor and manage appliances. Some utilities are considering providing
real-time pricing signals to improve the effectiveness of such systems. Home man-
agement systems suffer from customer reluctance to participate and lack of clear
benefits [2]. Utilities have begun to realize that pure technical or economic approach-
es are not effective, so they are investigating alternatives to better engage their
customers [3, 4].

Here is an example of the problem we are trying to address. Charging an electric
vehicle is equivalent to approximately four houses using all of their appliances. The
transformers in a neighborhood (the ones you might typically see on a pole) are sized
for approximately ten houses. If 3 or 4 people in a neighborhood buy an electric ve-
hicle and try to recharge it at the same time, the transformer will fail. To prevent this,
the power company could double or quadruple the capacity of their lines and trans-
formers, which would be very expensive, or the power company could take control of
when people can recharge their vehicle, OR the neighbors could cooperate with each
other in staggering when they recharge. We believe that the last is the best solution,
but it requires the neighbors to be cooperative and possibly altruistic, and it must be
done with local consumer cognizance of the global context.
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1.2  Investigation Framework and Research Hypotheses

Our investigations are being conducted in a framework of realistic premises designed
to make this large problem manageable. The premises are

Premise 1. Current pricing incentives are insufficient, because they are based on a
history of past aggregate behavior and have little predictive value.

Premise 2. The community of consumers exhibits rich social relationships and
energy usage dependencies that can be handled better through peer-to-peer interac-
tions rather than through centralized control.

With these as a basis, the key is fostering peer-to-peer interactions among consumers
to guide their individual control decisions and, by aggregating the decisions, produce
effective system-level control. Individual demands are coordinated to reduce peak
demand, flatten overall demand, and yield a power factor closer to 1.0. We believe
that two levels of peer-to-peer interactions will be needed. At the macro-level, inte-
ractions create consensus on the overall goals and trade-offs, producing the equivalent
of supply-and-demand curves. At the micro-level, interactions cause individual con-
trol decisions to be as dissimilar as possible, so as to spread demand as uniformly as
possible." To investigate this foundation for a demand-side approach, we have formu-
lated the following hypotheses:

Hypothesis 1: Participation. A sufficient number of people in a society can be moti-
vated to participate either directly or indirectly via their intelligent software agents in
the management of an essential and limited resource (electric power).

Subhypothesis 1.1: Influence. Consumers’ decisions can be influenced to promote
prosocial behavior, if such behavior does not detract from their personal prefe-
rences.

Subhypothesis 1.2: Privacy. Consumers will share some private information (indi-
rectly via their agents) so as to cooperate in promoting prosocial behavior.
Subhypothesis 1.3: Cooperation. Consumers are more amenable to promoting
prosocial behavior if they can cooperate with known parties, not with anonymous
strangers. Consumers who cooperate will achieve better outcomes.

Subhypothesis 1.4: Competition. A game environment offering competition among
consumer groups can motivate consumers to exhibit prosocial behavior.
Subhypothesis 1.5: Trust. Consumers will trust software agents to represent their
interests in negotiating for resources.

Hypothesis 2: Stability. A system of interacting agents cooperating and competing
for resources on behalf of a community of users will produce a controllable, stable,
and prosocial allocation of resources.

! We also recognize that at times it is important to develop “herd behavior.” For example, if
power is largely solar, then it is preferable to use that energy as it is being produced. Or, if
industry needs large power during working hours, then it is desirable to push all residential
demand into the nighttime so that the net consumption becomes flatter.
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The scientific results will be improved understanding of how the macro-level and
micro-level aspects of control come together and how users remain in control while
engaging in socially desired behaviors. There will be three interdependent types of
macro-level and micro-level interaction among providers, consumers, and the soft-
ware agents representing individual interests (see Figure):

1. Expressing preferences: software agents interact with consumers to acquire their
preferences and provide incentive-based feedback to influence their behavior.

2. Reaching consensus: macro-level interactions among agents to optimize their dis-
tributed demand decisions based on computational collective intelligence and con-
sensus-based optimization, resulting in supply-demand curves based on local prefe-
rences and system objectives.

3. Achieving objectives: micro-level interactions between groups of consumer agents
and resource provider agents to minimize impact on resources (i.e., reduce peak
demand) based on field theory from particle physics, cake-cutting algorithms from
studies on negotiation among multiple agents, and incentive-based optimization
mechanisms.

The problem of allocating shared resources matches naturally with socially intelli-
gent computing—the intersection of social behavior and distributed computational
systems—and multiagent systems. Multiagent systems can apply social computing
to investigate the technical problem of how to allocate, distribute, and govern
scarce societal resources in a sustainable manner across a sufficiently coherent
community of users, each potentially having different preferences for the resources
and when to consume them. This is difficult, because communities are large and
preferences will change frequently and, from a centralized viewpoint, unpredicta-
bly. The sharing should accommodate member preferences, yet provide fair and
envy-free incentives to those whose preferences most promote sustainability. Be-
cause preferences are mostly personal and private, centralized approaches that
allocate such resources by fiat are usually not acceptable in a free society. The key
to this is fostering peer-to-peer interactions among the participants so as to ac-
commodate both the personal and the interpersonal dimensions of decision making
by rational, social participants.

The two complementary strategies we have investigated for the interactions are
based on: (1) control systems and (2) a negotiation approach that combines minority
games, particle physics, and cake-cutting algorithms. Multiagent negotiation is one of
the decision-making mechanisms that can be used to provide for the allocation of
resources. The results of such negotiations, from the viewpoint of the consumers,
should be fair and envy-free, which motivates the investigation of “cake-cutting”
approaches.
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2 Background and Significance

Crowdsourcing [5] has drawn a lot of interest lately. Crowdsourcing involves (usually
implicit) collaboration between users to solve a problem. However, crowdsourcing
approaches are fundamentally limited to solving centrally allocated problems where
the mode or median or individual solutions converge to the ideal solution. We refer to
such central tendencies loosely as the majority. In majority problems, a statistical
aggregation of individual solutions proves effective. To follow Galton’s example
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from 1907 of the wisdom of crowds, if 800 people estimate the weight of an ox by
just looking at it, their individual estimates may vary a lot, but in a Gaussian manner:
their majority estimate (the median) could be close to the actual weight of the ox. So
much so that when we have no other means to determine the weight of an ox, we
might rely solely on the majority estimate, which is what crowdsourcing pursues.
Such solutions can be promoted by giving users an incentive to be nearest to the ma-
jority. Notice that if we gave users an incentive to be far from the majority, the result
would be meaningless.

In the case of resource usage, however, the participants’ interests are not well
aligned with the majority. If increased peak demand causes the price to go up, con-
sumers are better off spreading their individual loads to lower the peak and, thus,
lower the price. In such settings we are not seeking a majority view of the “right” time
to consume energy, but to influence consumers to distribute their consumption. The
consumer in effect has an incentive to be in a minority. Minority settings in general
are highly volatile. Are there social mechanisms that can motivate behavior to
produce effective solutions in minority settings?

The minority game [7][9] is defined as a game with a large number of players, N,
with each player making a choice between two alternatives at each round of the game.
After all players have made their choice, the players that are in the minority each win
one point. This is relevant for electric power distribution, because the preferred
solution is for consumers to request power at different times.

A variant of the minority game is the Kolkata Paise Restaurant Problem [8] where
the number of choices (n) as well as the number of players (N) are relatively large. It
is a repetitive game where information regarding the history of choices made by dif-
ferent players is available to everyone. Assuming that n = N, a player € N wins a point
by making a choice € n made by no other player. If a choice is made by more than one
player, one is randomly selected to earn a point. Hence, while each player gains a
point for making a unique choice, the resource utilization is maximized when each
choice is made by at least one player.

2.1  Power Systems and Control Theory

Current demand-side management approaches fall into two main categories. First, in
central control, the utility enters into agreements with customers, for a rebate incen-
tive, under which the utility can directly control appliances, usually for load shedding
when needed [1]. Central control does not address customer comfort and exception
requests. Thus, customers are reluctant to participate and only a few do. Second,
home management systems monitor and manage appliances (e.g., by turning them on
and off, or adjusting temperature settings). The consumer is expected to play a major
role in (paying for) installing and configuring such systems. Utilities can provide
realtime pricing signals to improve the effectiveness of such systems. Walker and
Meier [2] observe that home management systems suffer from customer reluctance to
participate, and lack of clear benefits. They also observe that some kind of automation
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is essential: as they found, in settings where consumers sought to control their air
conditioner usage manually, they would turn on their respective air conditioners
precisely at peak times thus exacerbating peak demand.

As support for the significance of our proposed approach, Berst [3] points out that
pure technical or economic approaches are not proving effective and utilities are in-
vestigating alternatives to better enlist their customers’ support. Similarly, the Federal
Energy Regulatory Commission [12] acknowledges the challenge of communicating
the importance of demand response and engaging consumers effectively.

In recent influential works, Sean Meyn [4] has articulated well some of the
challenges of relying purely on pricing mechanisms for system control. At the macro-
level, such approaches have led to well-known problems though they have demon-
strated that consumers can change their demand in response to severe price signals.
However, this doesn’t mean that the resulting allocations are equitable or that con-
sumption is smoothed in the process. Mathieu et al. [14] study different types of in-
dustrial and commercial consumers and observe challenges in prediction, specifically,
that variation may often be dominated by model error rather than due to explicit re-
sponse. Shao et al. [15][16] study residential load profiles, including the charging of
electrical vehicles, which creates heavy loads. Shao et al. are concerned with captur-
ing consumer priorities regarding various appliances and being able to control them as
a way to shape the overall load.

Japan’s Digital Grid Consortium envisions large-scale energy grids that can handle
power the way the Internet handles data, using routers and service providers to effi-
ciently direct the flow of electricity [17]. The consortium seeks to develop technology
that can track units of energy across an entire grid, tagging them with their source and
destination similar to the way Internet packets are handled. The consortium plans for
inputs to include existing power plants, solar facilities, and other alternative sources.
The grid will include local power storage systems, such as large-scale batteries in
homes. The units of energy will be managed by service providers, tracing and charg-
ing for them like a currency exchange. The energy “messages” are intended for
supply-side management, but could be adapted to serve demand-side management.

Because power systems are inherently distributed, agent-based approaches apply
naturally therein to support local control. They contrast with extant approaches, which
develop centralized solutions, placing all the intelligence in central controllers. Baran
and El-Markabi [18] show how to characterize a multiagent protocol that facilitates
control in the presence of local sensitivities as long as appropriate communication
assumptions are met. Herndndez et al. [19] study the modeling of power sources in
smart grids. Pipattanasomporn et al. [20] apply multiagent systems from the utility
standpoint. They show how their approach can isolate a local system from the grid
adaptively as needed. Pipattanasomporn et al. [21] motivate a home power network
architecture, which accords with our conception. Their proposed home management
system corresponds to an agent that controls local loads on behalf of a consumer and
responds to signals from the grid.
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2.2  Multiagent Negotiation for Multiplayer Resource Allocation

An important feature of multiagent systems is that the agents can behave autonomous-
ly considering the interest of the people they represent. Fairness and envy-freedom are
criteria used to judge the effectiveness of allocation procedures. Assume the resource
being allocated is measurable. An allocation procedure is called fair if it distributes a
resource among n agents such that every agent values its portion as exactly //n of the
total value of the resource. An allocation procedure is called envy-free if every agent
values its portion at least as much as the portions allocated to other agents. Thus,
envy-freedom is stricter than fairness. When a mediator is involved in resource alloca-
tion, an additional desirable criterion is that the mediator is unbiased. In addition, the
procedure should be efficient in time and space complexity, strategy-proof, and
constructive.

In open multiagent systems there is generally no global control, no globally consis-
tent knowledge, and no globally shared goals or success criteria [22]. So the agents
compete to maximize their own utilities. We assume each agent’s utility function is
private. A negotiation protocol should be immune to information hiding and lying by
the agents. In addition, protocols can be evaluated on various criteria such as fairness,
envy-freedom, equitability, and efficiency. Brams and Taylor [23] discuss various
procedures for allocating resources. They show that it is generally difficult for any
given procedure to fulfill more than two of the above mentioned criteria. These crite-
ria are by no means exhaustive, but may be taken as an initial test of the allocation
procedure that is being proposed. For example, other criteria that can used to evaluate
protocols are: simplicity, computational complexity, and verifiability.

A protocol for negotiated resource allocation—the basis for the multiplayer game
envisioned here—is said to be verifiable if the allocation of the resource is invariant
to the bias of the mediator (game engine). Iyer and Huhns [10][11] address verifiabili-
ty in a resource allocation procedure for one or two-dimensional resources, proving
that if the agents follow a specified multiagent negotiation protocol, it is possible to
have a fair and unbiased allocation of the resource. At the end of the negotiation, one
of the agents volunteers to act as a mediator and executes the procedure. Based on the
computation of agent preferences, there are two outcomes: the procedure (i) finds a
solution and all agents get a fair deal; or (ii) fails to find a solution and all agents re-
ceive the conflict deal, i.e., no agent receives any part of the resource. The salient
point is that the agents can detect if the mediator attempts to manipulate the results.
Hence the results of this method are verifiable to any agent who wants to check them
and the mediator need not be a trusted outsider. Importantly, the utility functions of
the agents are not compared and therefore are unconstrained: all that matters is how
the agents’ preferences relate to one another.

3 Analysis

Let us consider one concrete scenario of how sustainable energy use can be treated as
a societal problem. This scenario seeks to reduce peak demand but does not address
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reducing total demand. That is, we would like consumers to shift their individual de-
mands in time so that the peak aggregate demand at any time is reduced. Doing so has
benefits in yielding a more stable load and reducing the need for capital expenses.

The most traditional approach would be to determine the popular times of the day
or week for demand and to set the price higher for such times, so as to encourage
consumers to move away from such times. Such an approach works from historical
data and lacks knowledge of and flexibility in addressing changing situations.

A more modern approach is to apply real-time pricing. However, real-time pricing
is difficult from a practical standpoint because of characteristics of power systems
that cannot match production to demand instantaneously. Further, real-time pricing is
difficult for consumers to deal with, and often leads to chaotic outcomes [5].

We now describe the interactions between a consumer, a power supplier, and our
proposed system, which could be thought of as a mapping to an energy service pro-
vider (ESP) [13]. Let’s begin with a variant wherein the consumers act independently
of each other.

As the Figure shows, a consumer assisted by an agent submits constraints on an
expected future load profile. A local broker/manager considers all the submitted pro-
files and determines a nonbinding allocation for each consumer that reduces the peak
demand and demand variations. The allocation is guaranteed to satisfy each consum-
er’s stated constraints. A simple way to find such an allocation is to order the con-
sumers randomly and, for each consumer in turn, allocate power usage timeslots to
that consumer in a way that greedily minimizes the peak consumption. Each
consumer may or may not act according to the allocation.

A consumer who follows the recommended consumption profile pays the average
price for the current total demand in each time slot. A consumer who consumes power
arbitrarily either by never participating in our approach or by participating but deviat-
ing from the recommendation pays the usual marginal rate.

The price for power increases with the instantaneous demand at the time of con-
sumption. With some key assumptions, this scenario provides a way to address some
important properties:

¢ Prosociality. The local broker/manager charges a higher price to ad hoc consumers
than for plan-ahead consumers, which creates an overall incentive to reduce peak
demand.

¢ Individual rationality. Those who submit a profile and follow the resulting alloca-
tion benefit by paying a smaller price for the power they draw. Thus participants
pay a lower price for power in a given slot than someone who consumes the same
amount of power in the same slot but without a prior submission. Thus consumers
are motivated to participate in the brokering and management.

e No coercion. Those who submit a profile are free to ignore the suggested alloca-
tion. They pay the same price for that consumption as if they had never partici-
pated.

e Budget balance. When consumers as a group create more expensive demand on
the power source, they pay more for the privilege.

However, this approach assumes the consumers have NO knowledge of the con-
straints (preferences) of other consumers or of the constraints of the power generation
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and distribution system. That is, a consumer might be willing to shift its need for
power to a slightly different time interval if it would result in a major savings in cost,
but has no way of discovering this. This approach forms an imperfect information
game.

Our approach combines pricing with social mechanisms. Consumers join coopera-
tives, which we assume are small, such as neighborhood blocks. Each cooperative
seeks to minimize its overall cost in terms of financial units or in terms of environ-
mental impact. Thus the members of each cooperative, must negotiate with each other
with respect to their individual preferences as such preferences are affected by impor-
tant externalities such as the changing price of energy, changing weather, and social
factors such as whether it is a holiday season.

We are investigating some key challenges that arise from our vision, such as power
system models, social interaction models, design models of agents, user models, and
economic models. In addition to formal models and simulations, we are using games
to explore how consumers interact in different circumstances and how we may effec-
tively promote prosocial behavior. The interactions among power consumers might
take the form of

1. Auctions, with the following features:

— Individuals base their bids on their own preferences

— Individuals do not reveal their preferences

— Individuals could maintain and use a history of interactions. Based on this, in-
dividuals could learn the strategies of others, although the auctions might be de-
signed to reduce or eliminate the need for this

— The auctions do not allow any future considerations

2. Round-robin power scheduling, where individuals take turns having first prefe-
rence for power use, in an endless cycle.

3. Direct negotiating among consumers, involving promises / commitments for future
use, and which might be multiparty.

Particle physics provides both a metaphor and a mathematical basis for solving the
resource allocation problem. Particle physics dictate that particles tend to occupy
the most energetically favorable states, while certain other particles cannot occupy the
same state together. This translates into an analogy of electric power resources that
either any number of consumers can share or that only one consumer can have.

4 Research Agenda

The goal of the power company (maximize profit) is different than the consensus
goals of its customers (minimize cost, maximize comfort, protect environment). Al-
though the proposed project studies household electrical power consumption, its re-
sults could be applied to a broader class of societal resources, such as fresh water,
thus promoting sustainability in such settings as well. Our approach applies social
computing to sustainability problems. We treat consumers and providers as important
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participants and rely upon their mutual interactions—mediated by computational
agents—as a basis for arriving at high-quality solutions. Each user delegates some
authority to an agent, which then acts on the user’s behalf. Traditional social compu-
ting approaches are limited to information problems where consensus is important. In
contrast, our approach applies to allocation problems where the dissimilarity of the
participants’ decisions improves social welfare and helps capture each participant’s
local preferences. There are two main considerations:

1. Can a sufficient number of people in a society be motivated to participate either di-
rectly or indirectly via their intelligent software agents in the prosocial manage-
ment of an essential and limited resource (electric power)?

2. Will a power distribution system managed from the edge by consumers be control-
lable and stable in a control system theory sense?

4.1 Uninvestigated Hypotheses

The following hypotheses are relevant and deserving of investigation, but this has not
yet been done:

e Bottom-up preferences negotiated among users in a neighborhood are more secure
than top-down control of appliances by power companies, as is envisioned for var-
ious “smart grids.”

e Being cognizant of global warming and climate change, people will act altruistical-
ly towards their neighbors in allocating electric power resources.

e [t remains to be shown that the grid will be more efficient and more fair if consum-
er preferences are considered.

e Because they have only local information and minimal global information, con-
sumers have been shown to act suboptimally when the global grid is considered
and not even in their own best interests locally when allowed to participate in
decisions about the distribution and usage of electric power.

e Agents expressing local preferences and exchanging information with providers
and other consumers can obtain a global view and can act optimally in both an
individual and global sense.
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Abstract. This paper summarises an invited talk given at the Multi-
agent based Applications for Sustainable Energy Systems (MASSES)
workshop, as part of the 11th Conference on Practical Applications of
Agents and Multi-Agent Systems (PAAMS). It first delineates the emerg-
ing field of Agreement Technologies (AT) and then points to several case
studies showing how findings from the field of AT can be used for building
advanced applications for the Smart Grid.

1 Agreement Technologies

Agreement Technologies (AT) refer to computer systems in which autonomous
software agents negotiate with one another, typically on behalf of humans, in
order to come to mutually acceptable agreements [I]. Autonomy, interaction, mo-
bility and openness are the characteristics that the AT paradigm covers from a
theoretical and practical perspective. Semantic alignment, negotiation, argumen-
tation, virtual organizations, learning, real time, and several other technologies
are in the sandbox to define, specify and verify such systems.

The key research fields of AT can be conceived of in a tower structure, where
each level provides functionality to the levels above [4]. Semantic technologies
provide solutions to semantic mismatches through the alignment of ontologies,
so agents can reach a common understanding on the elements of agreements. In
this manner, a shared multi-faceted “space” of agreements can be conceived, pro-
viding essential information to the remaining layers. The next level is concerned
with the definition of norms determining constraints that the agreements, and
the processes leading to them, should satisfy. Thus, norms can be conceived of
as a means of “shaping” the space of valid agreements. Organisations further
restrict the way agreements are reached by imposing organisational structures
on the agents. They thus provide a way to efficiently design and evolve the space
of valid agreements, possibly based on normative concepts. The argumentation
and negotiation layer provides methods for reaching agreements that respect the
constraints that norms and organisations impose over the agents. This can be
seen as choosing certain points in the space of valid agreements. Finally, the
trust and reputation layer keeps track of as to how far the agreements reached
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respect the constraints put forward by norms and organisations. So, it comple-
ments the other techniques that shape the “agreement space”, by relying on
social mechanisms that interpret the behaviour of agents.

Even though one can clearly see the main flow of information from the bottom
towards the top layers, results of upper layers can also produce useful feedback
that can be exploited at lower levels. For instance, norms and trust can be
conceived as a priori and a posteriori approaches, respectively, to security [4].
Therefore, in an open and dynamic world it will certainly make sense for the
results of trust models to have a certain impact on the evolution of norms. As a
result, it has been proposed to conceive the key research fields of AT as a circle
rather than a tower structure [3].

2 AT for the Smart Grid

There is no limitation per se regarding the domains where AT can be successfully
applied. Still, some domains are particularly attractive as a playground for AT:
firstly, because the problems and challenges in these areas are of significant
socio-economic relevance, so that applications based on AT can actually make a
difference; and secondly because applications in these fields usually require the
simultaneous use of several of the AT building blocks. As argued in [3], the field
of traffic and transportation is certainly one of those key applications areas for
AT. Another high-profile application domain is the field of Smart Grids, as we
will argue in the sequel.

The basis of an efficient functioning of a power grid is an accurate balancing of
the electricity demand, of all consumers and at any instant, with supply. Nowa-
days, this task involves only the grid operator and retail electricity providers.
One of the facets of the Smart Grid vision is that consumers may have a more ac-
tive role in the problem of balancing demand with supply. With the deployment
of intelligent information and communication technologies in domestic environ-
ments, homes are becoming smarter and able to play a more active role in the
management of energy. We use the term Smart Consumer Load Balancing to
refer to algorithms that are run by energy management systems of homes in
order to optimise the electricity consumption, to minimise costs and/or meet
supply constraints. In [7], we analyse different approaches to Smart Consumer
Load Balancing based on AT. We put forward a new model of Smart Consumer
Load Balancing, where consumers actively participate in the balancing of de-
mand with supply by forming groups that agree on a joint demand profile to be
contracted in the market with the mediation of an aggregator. A business model
as well as the optimisation model for load balancing is put forward, showing the
economic benefits for the consumers in a realistic scenario based on the Spanish
electricity market.

Another important challenge refers to the integration of renewable sources
of clean energy into the power grid. To this respect, wind power is certainly
gaining significance. Still, due to their inherent uncertainty, wind generators
are often unable to participate in the forward electricity markets like the more
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predictable and controllable conventional generators. Given this, virtual power
plants (VPPs) are being advocated as a solution for increasing the reliability of
such intermittent renewable sources. In [BI8] we take this idea further by con-
sidering VPPs as coalitions of wind generators and electric vehicles, where wind
generators seek to use electric vehicles (EVs) as a storage medium to overcome
the vagaries of generation. Using electric vehicles in this manner has the advan-
tage that, since the number of EVs is increasing rapidly, no initial investment
in dedicated storage is needed. In more detail, we first formally model the VPP
and then, through an operational model based on linear programming, we show
how the supply to the Grid and storage in the EV batteries can be scheduled to
increase the profit of the VPP, while also paying for the storage using a novel
scheme. The feasibility of our approach is examined through a realistic case
study, using real wind power generation data, corresponding electricity market
prices and electric vehicles characteristics.

Another case study is related to the near-future penetration of plug-in electric
vehicles, which is expected to be large enough to have a significant impact on the
power grid. If EVs were allowed to charge simultaneously at the maximum power
rate, the distribution grid would face serious problems of stability. Therefore,
mechanisms are needed to coordinate various EVs that charge simultaneously.
We propose an allocation mechanism based on AT that allows for balancing
allocative efficiency and fairness, providing preferential treatment to the EVs
that have a high valuation of the available power, while guaranteeing a fair
share of this power to all the EVs [6].

3 Conclusions

This paper provided a short overview of the novel and vibrant field of Agreement
Technologies. Setting out from the work of Sierra et al. [4], and drawing upon
[1], the key technological areas of AT were described and related to each other.
Furthermore, the domain of Smart Grids was identified as a playground for
models and mechanisms originating from the field of AT, and several examples
were sketched.

While the domain of Smart Grids is certainly of foremost importance for
AT, other fields of socio-economic relevance are candidates for game-changing
applications of AT as well. Traffic and transportation as well as mobile healthcare
applications are likely to be among them [IJ.
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Abstract. Computation as interaction paradigm can be considered the most
promising technological evolution in the areas of Computer Science and
Communication in the last few years. Recent tendencies have conducted to the
use of Virtual Organizations (VOs), which can be considered as a set of
individuals and institutions that need to coordinate resources and services
across institutional boundaries. Multi-agent systems (MAS) technology, which
allows forming dynamic agent organizations, is particularly well suited as a
support for the development of these open systems. PANGEA is an agent
platform to develop open multi-agent systems, specifically those including
organizational aspects such as virtual agent organizations. The platform allows
the integral management of organizations and offers tools to the end user.
Additionally, it includes a communication protocol based on the IRC standard,
which facilitates implementation and remains robust even with a large number
of connections.

Keywords: Multi-agent systems, Virtual Organizations, Dynamic architectures,
Adaptive Environments.

1 Introduction

Open MAS should allow the participation of heterogeneous agents with different
architectures and even different languages [2][1]. The development of open MAS is
still a campo muy investigado field of the multi-agent system paradigm and its
development will allow applying the agent technology in new and more complex
application domains. However, this makes it impossible to trust agent behavior unless
certain controls based on norms or social rules are imposed. To this end, developers
have focused on the organizational aspects of agent societies, using the concepts of
organization, norms, roles, etc. to guide the development process of the system.

There are several agent frameworks and platforms [3] [16] [17] that provide a wide
range of tools for developing distributed multi-agent systems, however those that
allow for the creation of VOs number much fewer, and it is difficult to find one single
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platform containing all of the requirements for a VO. In conclusion, it could be said
that when dealing with all aspects of complex multiagent systems such as VOs, it is
also necessary to deal with multiple levels of abstractions and openness, which is not
the case for most solutions.

The remainder of the paper is structured as follows: the next section introduces the
paradigm of VOs. Section 3 presents an overview of the main characteristics of the
platform. Section 4 explains some applications and finally, some conclusions are
presented in section 5.

2 Virtual Organizations Perspective

The usefulness of any technology, including multi-agent systems (MAS), can be
judged by two criteria: (i) its ability to solve new types of problems and (ii) its ability
to improve the efficiency of existing solutions [5]. With this in mind, agents and
multi-agent systems provide a natural method of characterizing intelligent systems.
Intelligence and interaction are two concepts that are inextricably joined, a fact that is
well established in agent technology. When discussing MAS, the idea of a single
agent is expanded to include an infrastructure for interaction and communication.
Ideally, MAS include the following characteristics [4]: (i) they are typically open with
a non-centralized design; (ii) they contain agents that are autonomous, heterogeneous
and distributed, each with its own “personality” (cooperative, selfish, honest, etc.).
They provide an infrastructure specifically for communication and interaction
protocols. Open MAS should allow the participation of heterogeneous agents with
different architectures and even different languages [2]. MAS agents based on
organizational concepts coordinate and exchange services and information; they are
capable of negotiating and coming to an agreement; and they can carry out other more
complex social actions. At present, research focusing on the design of MAS from an
organizational perspective seems to be gaining most ground. The emergent thought is
that modeling the interactions in a MAS cannot be related exclusively to the actual
agent and its communication capabilities; instead, organizational engineering is
necessary as well. The concepts of rules [7], norms and institutions [8] and social
structures [9] are rooted in the idea of needing a higher level of abstraction,
independent from the agent, that explicitly defines the organizations in which the
agents reside.

Virtual organizations [10] are a means of understanding system models from a
sociological perspective. A VO is an open system formed by the grouping and
collaboration of heterogeneous entities and there is a separation between form and
function that requires defining how a behaviour will take place. The dynamics of open
environments is one of the reasons that have encouraged the use of Virtual
Organizations of Agents (VOs).

Agent organizations depend on the type of coordination and communication among
agents, as well as the type of agents that comprise the group. There are several
different organizational approaches [14] [13] [12][2][11][15].

From our perspective, an open platform has been created and allows any type of
configuration, adaptation mechanisms, reorganization, search services, etc. All the
artifacts that make up a virtual organization can be developed with PANGEA
platform.
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3 PANGEA

PANGEA (Platform for Automatic coNstruction of orGanizations of intElligents
Agents) [22] is an agent platform to develop open multi-agent systems, it can
manages roles, norms, organizations and suborganizations that facilitate the inclusion
of organizational aspects. The services offered by the agents are included completely
separate from the agent, facilitating their flexibility and adaption. PANGEA
incorporates a CBR-BDI reasoning mechanism available for the agents. The basic
agent types defined in PANGEA can be seen in Figure 1, they are:

e OrganizationManager: the agent responsible for the actual management of
organizations and suborganizations. It is responsible for verifying the
entry and exit of agents, and for assigning roles. To carry out these tasks,
it works with the OrganizationAgent, which is a specialized version of this
agent.

e InformationAgent: the agent responsible for accessing the database
containing all pertinent system information.

e ServiceAgent: the agent responsible for recording and controlling the
operation of services offered by the agents. It works as the Directory
Facilitator defined in the FIPA standar.

e NormAgent: the agent that ensures compliance with all the refined norms
in the organization.

e CommunicationAgent: the agent responsible for controlling
communication among agents, and for recording the interaction between
agents and organizations.

e Sniffer: manages the message history and filters information by
controlling communication initiated by queries.

e DiscoveryAgent: implements an intelligent mechanism to discover
services.

e  MonitorAgent: interacts with the platform to show the information to the
end user.

PANGEA is a service-oriented platform that can take maximum advantage of the
distribution of resources. To this end, all services are implemented as Web Services.
This makes it possible for the platform to include both a service provider agent and a
consumer agent, thus emulating a client-server architecture. The provider agent (a
general agent that provide a service) knows how to contact the web service, the rest of
the agents know how to contact with the provider agent due to their communication
with the ServiceAgent, which contains this informacion about services.

Using Web Services also allows the platform to introduce the SOA architecture
(Service-Oriented Arquitecture) into MAS systems. SOA is an architectural style for
building applications that use services available in a network such as the web. It
promotes loose coupling between software components so that they can be reused.
Applications in SOA are built based on services. A service is an implementation of a
well-defined functionality, and such services can then be consumed by clients in
different applications or processes. SOA allows for the reuse of existing services and
a level of flexibility that was not possible before in the sense.
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Fig. 1. First-person training view

One of the most important features that characterize the platform is the use of the
IRC protocol for communication among agents. The IRC protocol was used to
implement communication. Internet Relay Chat (IRC) is a Real Time Internet
Protocol for simultaneous text messaging or conferencing. This protocol is regulated
by 5 standards: RFC1459, RFC2810, RFC2811, RFC2812 y RFC2813 [18][19]. The
use oh the protocol facilitates the implementation process and provides a flexible and
robust communication, already tested by many users. Using IRC involves the ease in
implementing communication. The platform’s code generating tool makes it possible
to easily create an outline of an agent, with the communication code requiring few
lines of code. Moreover, it is an open standard protocol that is continuously evolving.
There are also IRC clients for all operating systems, including mobile devices. Then,
it is important to remark that PANGEA admits mobile agents deployed in
Smartphones or tablets and agents in any programming language, it is not necessary
to learn a new language in order to use it.

4 Applications

Given the advantages provided by the unique characteristics found in the development
of open MAS from an organizational perspective, PANGEA as a VO platform can be
use in many different domains.
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It has been successfully used to develop many tools and systems. Some examples
are: a powerful tool to regulate the elasticity of a Cloud Computing system, different
intelligent guidance systems installed in shopping centres or public buildings,
management of smart grids, many mobile applications with Augmented Reality for
education contexts, a localization and guidance system for planning touristic routes
and PANGEA is the main skeleton of all the tools that formed the integral system
created in the AZTECA project and the Elderly People Online project.

The AZTECA project [21][23][24] aims to develop new technologies that
contribute to the employment of groups of people with visual, hearing or motor
disabilities in office environments. Some of these tools are a head mouse to control
the mouse with the eyes, a vibrator bracelet to send Morse messages, an avatar for the
deaf people, a localization system, etc. The different tools for the disabled people
have been modelled with intelligent agents that consume Web services. These agents
are implemented and deployed within the PANGEA platform so they form an integral
system that can be use regardless of their physical location or implementation.

The Elderly People Online project [25] intends to develop an intelligent multi-
agent system aimed at improving healthcare and assistance to elderly and dependent
people in geriatric residences and their homes. The system is implemented using the
PANGEA platform and integrates a set of autonomous deliberative agents and
planning mechanisms designed to support the caregivers’ activities and to guarantee
that the patients are given the right care.

5 Conclusions

PANGEA facilitates the development of open MAS in an organizational paradigm
and has great potential to create open systems highly dynamics. This architecture
includes various tools that make it easy for the end user to create, manage and control
these systems in aspects such as structural organizations (supporting groups, assuming
roles, topology, interactions, and social rules) and the dynamic part of the
organization (entry and exit of external agents, creating roles, life cycle of the agents,
controlling behaviours, adaption and coordination).

One of the greatest advantages of this system is the communication platform that,
by using the IRC standard, offers a robust and widely tested system that can handle a
large number of connections, and that additionally facilitates the implementation for
other potential extensions. The model used to design PANGEA is very general but
without presenting particular restrictions to allow its application to many domains. Its
ability to adapt to specific problems does not imply a diminished efficiency in many
different applications.
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Abstract. The fares that passengers are asked to pay for their journey have impli-
cations on such things as passenger transport choice, demand, cost recovery and
revenue generation for the transport provider. Designing an efficient fare structure
is therefore a fundamental problem, which can influence the type of transport op-
tions passengers utilise, and may determine whether or not a transport provider
makes profit. Fixed pricing mechanisms (e.g., zonal based fares) are rigid and
have generally been used to support flexible transport services; however, they do
not reflect the cost of provision or quality of service offered. In this paper, we
present a novel approach that incorporates variable pricing mechanisms into fare
planning for flexible transport services in rural areas. Our model allows intelli-
gent agents to vary the fares that passengers pay for their journeys on the basis of
a number of constraints and externalities. We empirically evaluate our approach
to demonstrate that variable pricing mechanisms can significantly improve the ef-
ficiency of transport systems in general, and rural transport in particular. Further-
more, we show that variable pricing significantly outperforms more rigid fixed
price regimes.

Keywords: rural transport, flexible transport, agents, fares, variable pricing.

1 Introduction

There are particular transport challenges in rural areas, which are characterised by lim-
ited transport service provision, low population density, sometimes inappropriate and
rigid fare structures, and highly uncertain transport demands [[1]. The adoption of flex-
ible transport services is seen as a promising option to mitigate some of the challenges
faced by travellers in rural areas. Many previous attempts to encourage advances in
flexible and demand responsive transport service design in rural areas have been prob-
lematic [2]. This is partly, because many flexible transport services in rural areas are
standalone, small scale, and offer passengers limited travel options [3].

One important aspect of flexible transport service (FTS) design that appears
neglected is the design of appropriate fare structures to facilitate flexible transport pro-
vision in rural areas. Public transport fares are well investigated in the economic liter-
ature. Many researchers approach them from a macro-economic perspective in terms
of elasticities, equilibrium conditions, and marginal cost analyses with a view to deriv-
ing qualitative insights (e.g., [4-8]). Glaister and Collings [4] and Nash [9] proposed
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to treat the setting of fares as an optimisation problem, namely, to maximise objectives
such as revenue, passenger miles, or social welfare subject to a budget constraint. They
also considered issues such as different transport modes, peak and off-peak times, etc.

FTS in rural areas rely on subsidies from Local Authorities in order to be viable for
transport providers. A recent review of 48 FTS schemes in England and Wales ([9])
found that in rural areas, 16 out of 25 FTS required more than £5 subsidy per pas-
senger trip. Brake et al. [2] note that fare setting is often constrained by the need to
make a certain level of revenue, or rather to limit the subsidy payments required. This
is a delicate issue since the number of passengers multiplied by the fare will provide
the fare-box revenue. The cost side of the equation can present more problems and it
is necessary to identify the cost elements of a flexible service — these are normally di-
vided into administrative, capital and operating (including dispatching) costs. Total fare
revenue often doesn’t even cover drivers wages and the bulk of the revenue to providers
comes from subsidy payments. Wright [[10] offers a new approach to identify realistic
acceptable levels of subsidy for rural transport services which are density-related and
therefore flexible in this dimension. However, to date, no work (to our knowledge) has
looked at designing a flexible fare structure for rural transport.

In this paper, we argue for a more flexible fare structure, which reflects the quality
of service, and the externalities of the environment, and takes into account the charac-
teristics and constraints of the transport provider and/or passenger to more adequately
reflect the cost of service provision. Given that fixed pricing mechanisms (for example,
zonal based or even flat fares) are rigid and inefficient (in the sense that it is insensitive
to factors like quality of service, passenger constraints, etc.), we advocate the use of
variable pricing and present a framework that utilises agents to represent the actors in
the system. Our model allows intelligent agents to vary the fares that passengers pay for
their journeys on the basis of a number of constraints and variables (see Section[3)).

In the research presented in this paper, we intend to validate the following hypothesis:
utilising variable pricing can significantly improve the performance of rural transport in
at least two dimensions, namely: (i) increased number of passenger requests met; and
(ii) increased average passenger benefit. This may promote the sustainable implemen-
tation of FTS in rural areas, particularly where higher and more predictable demand for
transport is desirable.

The remainder of this paper is organised as follows: Section2ldiscusses the theoreti-
cal background to this work and Section[3]describes our approach. Section[ reports the
results of our empirical evaluation and Section 3 presents discussion and conclusions.

2 Background

Economists and transport researchers have long recognised the need for efficient pricing
policy for transport services [5, 16, [11-13]. Irrespective of whether the transport service
is provided in a rural or urban context, the level of fares charged should be such that
the total revenue earned by a service provider is sufficient to cover the total cost of
providing the service and, possibly, some profit. Thus, one of the greatest challenges for
transport providers is the design of a fare structure that reconciles the passenger’s need
for an affordable transport service with the business objectives of the provider. It must



26 C. David Emele et al.

be recognised that this is further complicated in rural areas where many services require
additional financial support, in the form of subsidies provided by local authorities, in
order to return a profit for the transport provider. In general, there are two major pricing
categories, namely: (1) Journey-based; and (2) Passenger-based [11]].

2.1 Journey-Based Pricing

In journey-based pricing, the fare is determined by the characteristics of the journey
(for example, distance travelled, transport mode, time of travel, etc.), and can be broken
down into the following categories:

— Flat fare: This system is the simplest and most rigid. All passengers are charged
uniform fares irrespective of distance, type of passenger, route, etc.

— Route fare: Here, different routes are charged differently similar to some bus fare
models that calculate fares based on approximate route length.

— Zonal fare: In this category, the route or network is divided into zones - with a flat
fare set for each zone. A passenger’s fare is determined by the number of zones
visited by the passenger.

— Distance-based fare: This type of fare applies a price per km travelled. Typically,
each network or route is divided into fare stages, with a clearly identifiable bound-
ary point for each stage. The interval between fare stages may be varied to consider
different demand characteristics, segments of a route, and different operating costs.
Taxi pricing is a variation of this fare, which is based on distance and time, and
includes an initial flat minimum fare.

2.2 Passenger-Based Pricing

Passenger-based pricing considers the situation where the fare is influenced by the char-
acteristics of the passenger (for example, income, age, requirements for group travel,
etc.). Some social groups that may be entitled to concessionary fares include: (1) Mem-
bers of the armed forces; (2) Elderly people and pensioners; (3) Unemployed people;
(4) Pupils and students; (5) Disabled; (6) Children.

In both journey-based and passenger-based categories, a time-based fare can be im-
plemented to reflect the time of day the journey was undertaken (i.e., peak or off-peak).
Usually, fares are higher at peak periods and lower otherwise.

3 Approach

Most prior work on fare planning has adopted fixed pricing because it is easier to imple-
ment and manage. In many domains, there is significant evidence about the benefits of
flexible pricing mechanisms (e.g., auctions), and it seems counterproductive to ignore
it. For example, in many auction applications, researchers have often reported higher
revenue for the seller, and in some cases cheaper deals for the buyer [14].

In our setting, the fare planning problem considers a transportation network repre-
sented as a directed graph G = (V| E), where the nodes V represent the pickup and
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drop-off points in the network, while edges E are routes/paths that can be followed
to complete a journey from one node to another. We define a relation D : V x V of
origin-destination pairs (OD-pairs) representing possible journeys within the system.
Further, we define a path, P,_,  as a set of routes that link nodes o and d in the network
such that an agent can travel from o to d. We assume that there is at least one path (i.e.,
P,_,q # () through the network that transport providers can follow when transporting
a passenger between each OD-pair (o, d). We utilise A-star algorithm [[15] to generate
the shortest path, and we assume that transport providers will follow the optimal short-
est path covering requested pick-up and drop-off points between any two nodes in the
network. Furthermore, we consider n nonnegative fare variables 1, - - - , x,, which is
used to determine what the fare for each journey is. Examples of fare variables include:
the driver’s hourly pay, the distance to be travelled to pickup and drop-off the passenger,
time of travel (peak or off-peak), discount for sharing the vehicle with another passen-
ger, and so on.

In our approach, variable pricing is defined as the use of both journey and passen-
ger characteristics/constraints to determine the fare to be charged for a journey. Such
characteristics may include distance, time of the trip, passenger preferences and require-
ments, other operator variables such as vehicle occupancy, vehicle operating cost, and
so on, whereas fixed pricing uses flat, route-based, zone-based or distance-based fares,
which is generally based on the approximate route length, time of day and passenger
type (in terms of concessionary fares).

Let A be the set of transport providers. A fare vector is a vector z € R’} containing
the fare variables. We define our fare function as follows:

Definition 1. The fare function is given as F,_,; : Rt — Ry for each OD-pair (o, d)

€ D and each transport provider a € A such that

Salr) = Y wiki (D

1=1..n

where k; is the weighting for each variable (and we assume linearity).

The fare function F7_, ;(x) determines the fare that a passenger will pay for travelling

with transport provider a from o to d depending on the constituents of the fare vector z.

Table 1. A table showing some of the variables in the fare vector

Hourly wage (£) Distance (miles) Time of travel - - - Occupancy
5.50 5.7 off-peak ...  single
6.00 7.2 peak ...  shared
5.80 3.6 off-peak ... single
7.55 6.4 off-peak ...  shared

5.85 9.3 off-peak ...  shared
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3.1 Preferences and Requirements

We consider a finite set C' of travel constraints that passengers possess. These con-
straints may be hard constraints or soft constraints. Hard constraints are requirements,
which must be met for a given passenger to travel. For example, a wheelchair user needs
a vehicle that is wheelchair-friendly. Another passenger may require assistance to move
and so may need an escort in order to travel — that is a hard constraint. Yet another hard
constraint may be in the form of an upper limit for a given journey (which we refer to
as a threshold) beyond which a passenger would rather not travel. On the other hand,
soft constraints can be conceived as preferences that passengers express regarding their
journeys. Examples of journey attributes that passengers may express preferences about
include (i) single or shared vehicle occupancy; (ii) number of changes; (iii) overall jour-
ney time, and so on. The hard constraints help to shortlist the transport providers that
have the capability and capacity to provide the services requested by the passenger. In
other words, it helps to filter who may be approached for a bid to deliver on the pas-
senger’s request. Similarly, soft constraints aid decision making with regards to which
transport provider to select for the journey. We present the following definition.

Definition 2. Given a set of soft constraints, S, we define a preference ordering - on S
such that x >~ y means that x is preferred to y, where x,y € S.

3.2 Contract Net Protocol

We utilise the Contract Net Protocol (CNP) to support the interaction between dis-
tributed agents (passengers and transport providers - see Section [4)) engaging in auto-
mated negotiation through the use of agreements called contracts. The protocol enables
tasks to be distributed among a collection of agents [[16]. The Contract Net allows the
creation of an electronic marketplace to support buying and selling. An underlying as-
sumption in this protocol is that agents are self-interested and will act in their best
interests. However, this means that the final solution may not necessarily be globally
optimal. In a CNP setting, a passenger could specify the journey they want to make to-
gether with any hard and soft constraints they may have. Such constraints could include
pricing limits, seating preferences and the like. In general, the interaction protocol for
CNP involves five steps, which agents must go through to conclude each contract:

The initiating agent sends out a request to a broker (see Section [l for details).

The broker sends out a Call for Proposals (CFPs).

Each participating agent reviews the CFP and sends in a bid, if feasible.

The broker then chooses the best bid (using some utility metric) and awards the
task to the chosen agent.

5. The broker rejects the other bids.

el

3.3 Bids

Each passenger sends his/her request to the marketplace agent (see Figure[I) who then
sends out a call for bids to all registered transport providers taking into account the
requirements of the passenger (e.g., assistance to get on/off vehicles is required for the
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journey). Interested transport providers will send in their bids to the marketplace agent.
It is worth noting that transport providers may have made certain information on those
service characteristics, constraints and limitations they can influence (e.g., eligibility
criteria, vehicle capacity, price structure, locations covered and boundaries) available to
the marketplace agent during registration. Such information does not constitute a bid
because it does not specify real-time availabilities of such service nor does it consti-
tute a commitment to make the required resources available when requested. However,
such information could be utilised by the marketplace agent in shortlisting the provider
agents to approach for a bid. The bid may specify things like tentative pickup (and
drop-off) time (or window), the route, the journey time, cost (if appropriate), and so on.

Definition 3. A passenger’s request R is a tuple (D, T,, Ty, H, S), where D is an OD-
pair (o,d), T, is the pickup time, Ty is the drop-off time, and H and S are hard and soft
constraints respectively.

For example, a passenger may send the following request: ((Peterhead, Fraserburgh),
08.30, 11.00, {}, {Cost of journey - Overall journey time}).

Definition 4. A bid B is a tuple (D, Top, Taa, FS_, 4, O), where D is an OD-pair (o, d),
T,y is an approximate pickup time, Tgq is an approximate drop-off time, F_, ; is the
fare for the journey, and O is the set of other details about the journey (e.g., whether or
not the vehicle would be shared with others).

For example, a transport provider may return the following bid: ((Peferhead, Fraser-
burgh), 09.35, 10.50, 12.60, {single}).

The bidding system can be instrumented to support the automation of the bidding
process such that the level of information provided initially by transport providers on
service design characteristics, eligibility criteria and preferences can be utilised to en-
able bids to be automatically generated by transport providers.

3.4 Utility of Bids

After transport providers send bids in response to the call for bids (see Figure[I) then
the marketplace agent computes the utility score of each bid received (in terms of how
closely it matches the request of the passenger) while taking into account the prefer-
ences and requirements of the passenger. In computing the utility score, the marketplace
agent utilises the following function:

Definition 5. The utility score of a bid is given as U,—q : R X B, — R such that
OD-pair (0,d) € D, and transport provider a € A responded to a request R from a
given passenger with a bid B,.

3.5 Passengers’ Provider Choice

This aspect of the bidding process allows the passenger to decide which of the available
transport options best meet his needs and preferences. There might be scenarios where
the passenger may be willing to stick to certain aspects of the service that are most
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Fig. 1. Contract Net Protocol (CNP)

important to him, and some other times where he is willing to make compromises based
on the options available. In the initial request, a passenger might have stated that the cost
of the journey is more important to them than the overall journey time. However, if there
is little difference in price but a huge difference in drop-off times then a passenger may
want to temporarily relax his preference for cost and, therefore, choose the slightly more
expensive journey with shorter overall journey time. For example, suppose passenger
PI’s request for transport service is as follows:

Origin:

Destination: y

Pickup time: 7.00

Drop-off time: 12.00

Hard Constraints: None

Soft Constraints: cost of journey > overall journey time > window seat

Let us assume that the following bids from transport providers 7/ and 72 (respectively)
were shortlisted.

— Bid 1: T/ offers to pickup passenger P/ from x at about 10.00 and drop-off at y at
about 11.35, window seat is available, and the fare will be £20.10, while

— Bid 2: T2 offers to pickup passenger P/ from x at about 8.30 and drop-off at y at
about 11.05, no window seat is available, and the fare will be £15.80.

In real life scenarios, some passengers may prefer Bid 1 over Bid 2, while some others
may prefer Bid 2 over Bid 1. The decision to choose one over the other lies with the pas-
senger, and can be simulated using a number of heuristics. In our implementation, we
assume that passengers will stick to their preferences for that journey and will choose
the option that best suits their specified preferences, irrespective of whether there is an-
other option that is similar or may be better in some other respects. Thus, in our system
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passenger PI will select Bid 2 if the threshold set by P/ for that journey is not less than
£15.80.

4 Evaluation

In order to evaluate our approach, we developed a simulated flexible transport system
where a set of passenger agents interact with a set of transport provider agents in a
marketplace. The interactions are mediated by a brokering agent (called the market-
place agent). The rest of this section will present our system architecture, describe the
experimental setup and report initial results of our empirical evaluation.

4.1 System Architecture

The framework developed to evaluate the ideas in this paper (illustrated in Figure) is a
multi-agent system involving passengers (“P agents”), transport providers (“T agents™),
and a marketplace agent (“M agent”), which acts as a broker in the system. The frame-
work enables passengers to send their transport requests to a broker who then sends out
a call for bids and transport providers can assess these requests and send in bids.

- m’assenger Marketplace Provider\ FARE VARIABLES
Passenger 1's Agent Agent Agent | W | (Hourly wage, occupancy, ...)
Travel : ! 1
Constraints Request i |
Origin, Callfor bids -
Destination, Proposed bids Fare
-~ Pickup time, Decision
W Drop-offtime, i Reservation i Module
Requirements & Confirmation D "
Preferences Ofers $ 1
N . . i GOVERNMENT |
Passenger N's D Deckion i
Travel Booking |
Constraints i i Confimation
i Contract H P 1 OTHER INFORMATION
U T u \ (e.g., group travel,... ) ]

Fig. 2. System Architecture

P agents: In our system, these agents are provided with a map (i.e., a directed graph
with nodes and edges that link the nodes) and a built-in journey generator, which gen-
erates feasible journeys for passengers. For example, each journey generated must lie
within the map and the origin must not be the same as the destination. A number of
other checks are made, such as the difference in time between pickup and drop-off can-
not be less than the time it will take to travel at constant speed limit between the two
points on the map. For example, if the distance by road connecting points x and y is 20
miles and the speed limit for that road is 30mph then the difference between pickup and
drop-off times for any journey going from z to y is not allowed to be less than 40 mins.
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Each P agent has a number of constraints for each journey generated. The journey de-
tails and the preferences/requirements form passengers’ travel constraints and they are
communicated to the M agent in the form of a request for transport.

M agent: This agent mediates between P agents and T agents. When M agent receives
requests from P agents, it sends out a call for bids to T agents. When T agents send in
their bids, the M agent computes the utility score of each bid and those that exceed a
certain threshold are shortlisted for reservation. The utility score is used to determine
how closely a bid matches a passenger’s request. The M agent then sends shortlisted
bids to the P agent to choose from. Upon receipt of a decision from a given P agent, the
M agent confirms the reservation that has been selected with the T agent. Thereafter, a
contract is created between that P agent and the appropriate T agent.

T agents: When a call for bids is received, T agents check whether they can fit the
request into their current schedule. If yes, then they send in a bid. A bid contains the
fare to be paid for the journey, approximate pickup and drop-off times, and so on. In
order to compute the fare for a journey, T agents have built-in fare generator called a fare
decision module (see Figure[2)). The fare decision module takes as input a number of fare
variables (such as occupancy, hourly wage, etc.) and other information (for example,
traffic information) and recommends a fare that the transport provider should charge
the passenger for the journey. Based on availability, current commitments and traffic
information (or time of travel), T agents can generate approximate pickup and drop-off
times for each request they receive.

Shared Occupancy Negotiation. When a T agent, say T1, already has at least a pas-
senger (P1) on board but receives a new call for bids for a journey that can be shared in
part (or whole) with the current journey 77 engages in a negotiation with P/ regarding
changes in the journey plan. 71 may want to negotiate about pickup and drop-off times,
as well as a discount in the fare for sharing the vehicle/journey with another (potential)
passenger (P2). At the end of the negotiation if 71 and P come to an agreement then
T1 sends a bid to the M agent. If T1’s bid is shortlisted and then chosen by the new
passenger, then a new contract is established between 71 and PI. In the same vein, a
contract is then established between 7/ and P2.

4.2 Experimental Setup
In evaluating the contributions of our approach, we test the following hypothesis:

Hypothesis: Utilising variable pricing can significantly allow more passenger
requests to be met as well as increase the average passenger benefit when com-
pared to fixed pricing.

In our experimental scenario, there are 5 passengers that wish to travel from different
points on the map to another. We have 32 flexible transport providers in the system who
can carry passengers from any point on the map to another. Each transport vehicle can
carry up to 5 passengers (i.e., capacity).
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We consider two experimental conditions, namely: Fixed Pricing and Variable Pric-
ing. The operating cost for each transport provider is fixed throughout the experiment,
and is set at 5 < y < 10. In order to simplify the computation, we assume that the
price of fuel (be it diesel or petrol) is identical and all vehicle have the same fuel con-
sumption rate. We also assume that fuel consumption depends only on distance trav-
elled and the journey time such that the cost of fuel for a journey can be computed as
Cp =d x kg +t x ki, where Cr is the cost of fuel, d and ¢ are distance and time
respectively while k4 and k; are their respective weightings.

We conducted 10 runs of the experiment, and in each run each of the five passengers
randomly generates 10 (feasible) journeys sequentially (every 30 minutes) and seeks
transport options to use in making the journeys. For each journey generated, a threshold
(i.e., upper limit) is also generated. In total, each passenger generates 100 journeys
throughout the experiment. In the variable pricing scenario, each of the 32 providers
receives the call for bids for each of the passengers’ journey requests. In the fixed pricing
scenario, providers utilise distance-based pricing and so the fare that a passenger pays
is determined by how many zones they travel across and the time of day.

4.3 Results

Figure [3lillustrates the performance of the two pricing categories that we considered in
this paper. The results show that variable pricing constantly outperforms the fixed pric-
ing approach throughout the experiment. The total number of passenger requests met
by transport providers in variable pricing scenarios was consistently and significantly
higher than those recorded in fixed pricing. For example, in the sixth run of the experi-
ment, while the total number of requests met by transport providers that utilised variable
pricing was 47, the value recorded by their counterparts was about 41. It is worth not-
ing that in as few as 50 journeys (since each of 5 passengers generate 10 journeys per
experiment) there is a significant difference in the total number of journey requests met
in the two scenarios. The reason for this is simply because variable pricing allows more
passenger requests to be met because there is flexibility in providers meeting passenger
thresholds when setting the fares - this is not possible in fixed pricing.

Furthermore, in Figure 3] we plot the average passenger fare per journey in the two
experimental conditions. Results show that, as expected, the average passenger fare
recorded by variable pricing was consistently and significantly lower than that recorded
using fixed pricing approach. For instance, in the sixth run of the experiment, the aver-
age passenger fare dropped to as low as 12.00 as compared to 13.40 recorded by fixed
pricing. Again, the reason for this is simply because using variable pricing enables
providers to adapt the fares to reflect the externalities and characteristics of the journey.

Tests of significance were applied to the results of our evaluation, and they were
found to be statistically significant by z-test with p < 0.05. Overall, scenarios where
variable pricing was used consistently yielded higher total revenue for transport
providers as well as lower average passenger fare. These results confirm our hypoth-
esis that exploiting variable pricing means that the average cost of travel to passengers
can be significantly reduced while providers have the potential to meet more passenger
requests.
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Fig. 3. Variable pricing vs. Fixed pricing

5 Discussion and Conclusions

This work has advocated for a variable pricing approach, and has shown some of the
potential benefits. In Section Bl we discussed one possible way in which passengers’ re-
quests can be matched with bids from transport providers — utility assessment. Utilising
utility assessment of bids (i.e., utility score) means that the platform can accommodate
free and discounted travel entitlements since the utility function can assess other vari-
ables such as time of travel, pickup and drop-off times, number of changes, etc., which
could be computed to give a utility score. In the same vein, in many cases where fares
are regulated (distance-based or stage-based fare structure) and are not negotiable, util-
ising bid utility assessment is useful. Interestingly, in regimes that allow for variable
pricing the utility function can be instrumented to allow the bidding system to be free
and fair by employing a second-price sealed bid auction (171, which encourages bid-
ders to bid their true values. In a second-price sealed bid auction, each bidder submits
a sealed bid to the marketplace agent and the highest bidder wins but pays the amount
offered by the second-highest bidder.

As future work, we plan to extend the framework to allow the integration of different
modes of transport. Furthermore, we plan to investigate opportunistic seat sharing (e.g.,
going slightly out of ones way to pick up an additional passenger), and enable providers
to place requests on the market place in order to further optimise their service provision.

In conlusion, we have explored in this paper mechanisms for variable pricing in rural
transport where transport providers can present bids to passengers’ transport requests.
The question addressed in this research is how may we utilise variable pricing in the ru-
ral context? In an attempt to answer this question, we propose a virtual transport market
scenario, which utilises CNP to enable transport providers to bid for transport requests
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that they intend to deliver on. We have empirically evaluated our approach and the re-
sults of our investigations show that exploiting variable pricing means that the average
cost of travel to passengers can be significantly reduced while transport providers have
the potential to meet more passenger requests. We believe that the research reported here
will provide useful insight into numerous issues regarding optimising flexible transport
services in rural areas.
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Abstract. The past decades witnessed a big effort in solving road-network
congestion problem through routing optimization approaches. With a multi-
objective optimization perspective, this paper proposed a new method which
solved the road-network congestion problem by combining two objectives of
shortest routing and congestion avoidance. Especially, we applied the approach
of Brownian agents to find the next intersection of road network to avoid
congestion. Vehicles were simulated as Brownian agents with automatic
movements in the road-network, and the entire network congestion distribution
were optimized at the same time. We tried to find out the relationship between
the moving strategies of the vehicles and the network congestion. By means of
computer simulation, we implemented our proposed method with a predefined
road-network topological structure. We tested the parameters sensitivity by
scaling the proportion of agent with two moving strategies: the shortest path
strategy and a mix strategy combining two objectives of shortest routing and
congestion avoidance. Furthermore, we analyzed the various network
congestions under a mix strategy by changing the weights to represent different
focus on two moving strategies. The simulation results proved the applicability
and efficiency of our proposed method for alleviating the network congestion
distribution, and the intersections within a higher vehicle density were observed
decreased.

Keywords: road-network congestion, multi-objective optimization, Brownian
agent.

1 Introduction

Road-network congestion becomes a more and more serious problem in our daily life.
Facing the traffic problems, ITS (intelligent transportation system) was proposed to
handle it. There lots of agent-based traffic applications and systems among the ITS. In
the early year, Nagel introduce a stochastic discrete automaton model to simulate
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freeway traffic [1], and lots of traffic application using CA (Cellular Automata) in the
later years were proposed [2][3][4]. Wang also summarized the multi-agent system
used for traffic management systems, and rethink control systems and reinvestigate
the use of simple task-oriented agents for traffic control and management of
transportation systems in 2005[5]. Later, more and more researchers focus on this
area. Du proposed an urban traffic coordination control system based on Multi-Agent-
Game, the system uses the coordination control of each agent to coordinate the urban
traffic signal for elimination the congestion of traffic network [6]. Chin introduced a
Q-Learning algorithm acts as the learning mechanism for traffic light intersections to
release itself from traffic congestions situation in 2012[7].

Based on the above mentioned works, the conventional traffic applications using
agents were focus on one or intersections or traffic signals. Although these methods
improved the road network congestion in some degree, it is difficult to find deep level
optimization objectives in the practical application problems and research focus.

In our research, we mainly focused on the road-network congestion problems by
using Brownian agent motion model. At the early stage of application of agent
models, agents was defined either complex or minimalistic ways. A complex agent
can be regarded as an autonomous entity with either knowledge or behavior based
rules, performing complex actions such as learning and building its own strategy with
multiple attributes [8]. The conceptual design of complex agent is ideal but
impractical. The alternative is the minimalistic agent, which has the simplest rule set
to guide its decision, without referring the internal attributes. But due to
oversimplification, the practical application of such agent is also very limited. To
avoid both extremes, Brownian agent approach is proposed [9][10]. A Brownian
agent is a minimalistic agent with internal degrees of freedom. Through specific
action, Brownian agents are able to generate a self-consistent field which in turn
influences their further movement and behavior [9]. The non-linear feedback between
the agents and the field generated by themselves results in an interactive structure
formation process on the macroscopic level.

The applications with Brownian agent model mostly simulated the agent's own
activities and analyzed their macro-emergence. Schweitzer and his colleges began their
research on the BA in the early years; they defined a potential attribute which
described a two-dimensional plane, the attribute would influent the agent movement
decision, and the agents’ movements would cause changes of the potential attribute and
result in the aggregation phenomenon [11]. Schweitzer also optimized the network
topology by using a mix Brownian Agent-based strategy which combined the
Boltzmann and Darwin hybrid genetic strategy [12]. Another interesting work was
done by Espitia in 2011. He proposed a complex Brownian particle swarm model for
solving the routing planning problems [13]. Minazuki focused on the optimization of
traffic flow and traffic management, the extent of the traffic congestion can be
predicted using a model based on the Brownian motion process [14]. Li and Dan
proposed a conflict detection algorithm based on Brownian motion, their algorithm had
better results for practical application of automated air traffic control systems [15].

Compared to the previous agent application, the characteristic of Brownian Agent
was more macroscopic, their whole behaviors and merging characters are more
suitable for global optimization. In our work, the design of intelligent transportation
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system should at least achieve two objectives. One is the shortest routing length to the
destination, and the other is the avoidance of the adjacent high-density congestion
area. With a multi-objective optimization perspective, this paper proposed a new
method which solved the road-network congestion problem by combining two
objectives of shortest routing and congestion avoidance. Especially, we applied the
approach of Brownian agent to find the next intersection of road network to avoid
congestion. Vehicles spontaneously move to the destination, and the entire network
congestion distribution would be optimized at the same time. By means of computer
simulation, we proved the efficiency and applicable of our model in solving road-
network congestion problem.

The rest of the paper is organized as follows: Section 2 describes the model
through ODD protocol. Section 3 gives experimental settings and discusses the results
of computer simulations. Section 4 analyzes the simulation results. Finally, Section 5
gives concluding remarks and an outlook of future work.

2 Model Description with ODD Protocol

The model description follows the ODD (Overview, Design concepts, Details)
protocol for describing individual- and agent-based models [16].

2.1  Purpose

The Multi-Objective Optimization Algorithm with Brownian Agent Model is
designed to solve the road-network congestion problem. We also focus on
the methodology: a multi-objective optimization with Brownian agent model.
Vehicles are regarded as Brownian agents, they spontaneously move to the
destination, and the entire network congestion distribution would be optimized at
the same time. We analyze the various network congestions under a mix strategy by
changing the weights to represent different focus on two moving strategies: the
shortest path strategy and a mix strategy combining two objectives of shortest routing
and congestion avoidance. We repeated the optimization processes of model
parameters through agent strategies, in order to reduce the degree of congestion of the
whole network, and provide a new model for the road-network congestion and traffic
control methods.

2.2  Entities, State Variables, and Scales

Table 1. Entities and Descriptions

Entities Description Entities name in the model
Vehicle mobile nodes of the road- Id(integers from 1 to 500)
network
immobile nodes of the road-
Intersection network where vehicle Id(integers from 1 to 39)

passed or located
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Table 2. State Variable and Descriptions

State variables Descriptions Variables name in the model
Links between The connection between . .
. . . adjMatrix
Interactions intersection nodes

The number of vehicles at
each intersection node

The list of intersection nodes
Source Node Set . start
where vehicle departures

Destination Node Set The list of 1nt.ersect10n nodes end
where vehicle moves to

. The list of intersection nodes
Vehicle Path where vehicles passed by pathMap

The vehicles of waiting

Density of Intersection locationDensity

Waiting Vehicles queue at each intersection waitQueue
node
The states of vehicles at
Vehicle State present intersection, either vehicleState

mobile or immobile

2.3  Process Overview and Scheduling

In the simulation model, each vehicle would choose one of its neighbor intersections
with the minimum value as next moving target at each simulation step. The minimum
value is addressed as an attribute of intersection nodes, estimated by a fitness value of

At each simulation cycle
start
for i =0 to 500
Initialize the vehicles in the network
end for
fori=0to 39
Initialize the intersection nodes in the network
end for
for Simulation Step = 0 to the end of simulation step
for i =0 to 500
if (Simulation Step == the time step a vehicel should be added)
add vehicle to the network
end if
end for
update the information of intersection nodes in the network;
for i =0 to 500
if (vehicle in the network)
calculate its next jump and update it
end if
if (vehicle arrived its destination)
remove this vehicle
end if
end for
end for
End

Fig. 1. Pseudo-Code of the Agent Simulation Model
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a multi-objective function. At each simulation step, a vehicle in the first position of
the waiting queue at present intersection node would move to the next neighbor
intersection with minimum attribute value. When a vehicle arrived at its destination, it
would be moved out from the road-network. A simulation cycle is defined as one
execution of vehicles movement and nodes update. The following pseudo-code
describes the process and scheduling of the simulation.

2.4  Design Concepts

Basic principles. The general concepts underlying the models’ design is Brownian
Agents and Active Particles, which is addressed systematically by Frank Schweitzer
[10]. Brownian particles were observed in 1826 by the British botanist Brown (1773-
1858). According to the concept of Brownian Agents that Schweitzer mentioned,
Brownian Agents can be described by external variables and internal degrees of
freedom. The external variables can be observed from the outside, and internal
degrees of freedom can be indirectly concluded only from observable actions. During
the motion, the internal degrees of freedom can be described as indirect influence of
the environment condition. In our model, vehicle agents will leave those intersection
nodes with a high density in order to avoid congestion. With a multi-objectives
optimization perspective, we used two objectives of shortest routing and congestion
avoidance. The internal degree of freedom can be reflected by dynamics of vehicle
agents’ decisions on next movement. For the entire network, vehicle agents clustered
in one intersection node would lead to a density increasing, causing other vehicle
agents to skip this intersection to find another path, through which to alleviate the
network congestion.

Emergence. Different moving strategies would lead to a different congestion
distribution. Even with the same strategy, the distribution would show some features.

Adaptation. Vehicle agents would make their moving decisions based on the
attributes (a combination influence of shortest path and congestion avoidance) of
location nodes. Vehicle agents behaviors would lead to the network congestion
changed. Such a feedback between vehicle agents and the network state generates
agent’s adaption.

Objectives. The objective of the model is to alleviate the entire network congestion.
The congestion of each intersection node is measured by the density of vehicle agents.
And, the congestion of the entire network is estimated by the density distribution of
the whole network.

Stochasticity. When vehicle agents moves in the road-network, its source and
destination intersection node, and the time step when the vehicle agent put into the
network are randomly generated. For the calculation of next jump, a Gaussian random
number is employed to simulate the stochastic behaviors during such process.

Observation. The data collected from the agent-based model are the time
consumption when a vehicle arrives at the destination intersection and the dynamics
of vehicles density at each location node during the entire simulation.

Road-Network description. We define the attributes U, of a intersection node in
the following:

U, = preA(r,t)desiG(r,t) (D
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Where preA(r, t) represents the constant influence on intersection node r with time ¢,
desiG(r, t) denotes the influence of local vehicle density of the intersection node. At
an initial stage, we set the value of preA(r, t) as 1 to simplify the experiments.

According to the statistical data from the internet, the numbers of vehicles through
an intersection varied in time, average numbers were 28 or 29 cars per one minute.
Therefore, we define the vehicle density as follows: if the number of vehicle agents is
greater than or equal to 28, the density is set to 1; otherwise the density is computed
as the vehicle number plus one divided by 28.

2.5 Initialization

At the initial stage, The road-network topology is show in Fig.2, the nodes
distribution were same with the network in [12].

Fig. 2. The Road-Network Topology of the Simulation

2.6  Sub Models

The sub model is agent mobile model, introduced by equation (2):

« T2k, TY, S, (1)
(2)

Equation (2) was another type of Langevin equation within external potential. In our
U (x)
ox
environment factor at location. +/2k,T%,& (tf) was the Gaussian random

disturbance. We set a fitness function involves two objectives as in Equation (3).
Where A represents a utility value of adjacent intersection node. Vehicle agents

dxi =y mﬂ:—yovi _M
ox

o dr

model, we did not consider the friction factor %, . was regarded as the
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would choose the intersection node with minimum value as next jump. The first term
f (U,) of Equation (3) denotes the attributes of the adjacent node. The second term
g(x) represents the restraint of the agent, that is, agents should always move towards

destination mode. The parameterﬂ is used to balance the two objectives (shortest
path and congestion avoidance). In order to retain certain randomness of the motion,
we add Gaussian random number into the utility function and obtained equation (3).

AU, A)=0-A)fU,)+ Ag(x) + Gaussian 3)

3 Experimental Setup and Result Discussion

3.1 Experimental Setup

Given the network topology in Fig.2, the simulation model randomly generated 500
vehicle agents, which were put into the network during the first 50 simulation steps.
Each vehicle agent is assigned its source and destination random. For a robust result,
each simulation was executed 50 times and the average value was obtained as the
final result.

There are two types of vehicle agents defined in our model:

1. In the first type, agents directly used the shortest path of travel in the
network. At each simulation step, agents select the intersection node with the
shortest path to the destination. We use Floyd Shortest Path algorithm to
calculate the shortest path, so we give the name of this type as Floyd Agent.

2. Of the second type, agents move or choose the next movement intersection
mode based on the multi-objective utility function (3). We define such type as
Mix Agent.

To simplify the experiments, we made the following additional restrictions: each
intersection node only allowed one vehicle agent to go through at one simulation step.
When vehicles lined up at one intersection node, the simulation model would select
the vehicle node at the top of the waiting queue.

3.2  Experimental Result and Discussion

In order to examine the efficiency of our proposed model and algorithms, we
summarized the methods of simulation experiments in Table (3).

Table 3. Experimental Descriptions

Group No. Description Measurements
The average arrival time of agents
The effect of A on network The average vehicle density of 39
Group 1 congestion with fixed agent intersection nodes
occupation The density distribution at one

simulation step
The effect of agent occupation on The average time cost and average
network congestion with fixed A node density of road-network

Group 2
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The first group of experiments was executed to examine the effect of A on network
congestion with fixed agent occupation. We measured the system performance based
on the average arrival time of agents, the average vehicle density of 39 intersections
nodes, and the density distribution a one simulation step. In this series of simulations,
we set two groups of vehicle agents: the first group has all agents with Shortest Path
Strategy, while in the second group the agents with Floyd Strategy or Mix Strategy
occupied a 50% rate, respectively.

In the first step of group 1, we tried to find out the effects of different strategies on
the agents. Figure 3-5 showed the results of average arrival time under different
experimental settings of experiments group 1 in Table (3). Figure 3 gave the average
arrival time of Floyd agents with effect of Mix agents, figure 4 showed the average

arrival time of Mix agents with the effect of weight( A ), Fig.5 showed the
relationship between arrival time cost of Mix agents and the weight.

100

90

80

70 +

60

50

40 |

Average Arrival Time of Floyd Agent

30 -
Rate=100% Rate=50% Rate=50% Rate=50% Rate=50% Rate=50%
A=0.95 A=0.75 A=0.55 A=0.35 A=0.05

Fig. 3. The Effects of Mix Agents with Different Weight on Floyd Agents

In Fig.3, the x-axis represented a set of situations distinguished by agent proportion

(rate) and weights (ﬂ ) of the agents with the shortest path strategy; the y-axis
denoted the average arrival time of the Floyd agents, described by simulation steps.
The first column of the figure showed the average time step when all the agents were
Floyd agents and they arrived the destination. The second column gave the average
time step when Floyd agents and Mix agents respectively occupied a half rate, the

weight ( A ) was assigned value 0.95. The rest columns of Figure 3 ranged the weight
from 0.75 to 0.05. Based on the results, we found that the average time steps of Floyd
agents were in the scale of (60, 80), no matter the various weight of Mix agents. The
results indicated that the changes of Mix agents had little effect on the average arrival
time of Floyd agent.

In Fig.4, the x-axis represented 50 simluation trials by three different weight of
Mix agent, the y-axis denoted the average arrival time of agents, described by
simulation steps. Compared the simulation results with the results of Floyd agents in
Fig.3, we found that the average arrival time of Mix Agent is longer than Floyd

Agent; and the value would be longer when the weight (ﬂ ) decreased. Based on the
description of equation (3), we found these agents tended to avoid congestion. This
tendency became more apparent when the weight was getting smaller.



44 B. Jiang et al.

< MixA=0.95 MixA=0.55 A MixA=0.15

N
i)
=3

=N
o =
ISE=)

I
=
o

-
o
o

=
=W
o ©

Average Arrival Time of Mix Agent

m

]
<
o
&

SOV ST T O o000 O oo"

~
=]

v
=]

0 5 10 15 20 25 30 35 40 45 50
Simulation Trials

Fig. 4. Average Arrival Time of the 50% Mix Agents in the Network with Different Weight

0 i
/
100 ’—*//

—

50

Average Arrival Time of Mix Agent
I
o

o

T T T T T T T T T T
0.95 0.85 0.75 0.65 0.55 0.45 0.35 0.25 0.15 0.05 o]
Weight

Fig. 5. Average Arrival Time of Mix Agent with Different Weight

In Fig.5, the x-axis represented the different weights, the y-axis denoted the
average arrival time of the Mix Agents, described by simulation steps. The results
indicated that the average arrival time of the Mix Agent would be longer when the
weight was smaller. This increasing tendency represented in Fig.5 became greater
when the weight was set below 0.35.

In the second step of group 1, we studied the effect of Mix Agent to the network
congestion. We analyzed the feasibility of improving the network congestion by
multi-objective algorithm with Brownian Agent. Fig.6-7 showed the results of
congestion improvements under different experimental settings of experiments group
1 in Table (3).
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Fig. 6. Density of 39 nodes of the Network
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In Fig.6, x-axis represented the index of 39 nodes, and y-axis represented the
average density of the 39 nodes. The calculation of density was defined in Section 2.
The three kinds of splashes denoted the density of agents in the network with three
types of moving strategies as the complete shortest path strategy, the Floyd and Mix
agent occupied a 50% rate respectively with different weight values as 0.85, 0.15.
From the results, we found that the entire network congestion decreased obviously
when the weight of Mix Agent decreased. The results could be observed distinguished
among those nodes selected by the rectangles. Because Mix Agent were more inclined
to avoid congestion node when the weights decreased according to equation (3), thus
the average density of the network nodes was significantly decreased.
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Fig. 7. Density of 39 Intersection Nodes at Time Step 49

Fig.7 gave the density distribution of the network node at one selected simulation
step. By sorting the density distribution of 100% Floyd Agents, we found that the
time step 49 held the most serious congestion during the whole simulation process.
Therefore, we picked up this single time step to verify the feasibility of Mix Agent to
improve the congestion of the entire network. Based on the results shown in Fig.7, we
found that the congestion of the intersection nodes selected by the rectangles had been
notably improved.

According to the results of experiments described in Table (3), we could conclude
that the Mix Agents using the multi-objective algorithm would greatly alleviate the
congestion of the special intersession nodes and the entire network. Meanwhile
because of the shunt in the congestion intersection node, Mix Agents arrival time may
be increased.

In the second group of experiments described in Table (3), we tried to found the
effects of agents’ proportions on the simulation results. The parameters were set as
follows: the weight of Mix Agents was 0.35, the occupation rates of two types of
agents were set to 25%: 75%, 75%: 25%. Fig.7-8 showed the simulation results
changed when modifying the occupation rate.

From the results of Fig.8-9, we found that the greater the occupation rate of Mix
Agent was, the smaller the network congestion became. On the other hand, the more
the number of Mix Agent was, their average time steps became longer with fixed
weights.
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Fig. 9. Density of nodes with different Agent occupation rate

Compared with other congestion control model or algorithm, just like Chiu
introduced vehicle navigation systems, which were equipped with Dynamic Route
Guidance System, providing shortest distance path of given target location with a
multi-objective algorithm [17]. Yoshikawa et al. proposed a hybrid genetic algorithm
to solve path optimization [18]. The traditional road-network congestion optimization
was focus on the route optimization. Our experiment was based on the entire network,
the individual can sense the surrounding environment, from the macro point of view,
improved the network congestion, the method herein used is of creativeness.

4 Conclusion

This paper proposed a new method which solved the road-network congestion
problem by combining two objectives of shortest routing and congestion avoidance.
By means of computer simulation, we implemented our proposed method with a
predefined road-network topological structure. We tested the parameters sensitivity
by scaling the proportion of agent with different moving strategies and the weights of
Mix agent. The simulation results proved the applicability and efficiency of our
proposed method for alleviating the network congestion distribution, and the
intersections within a higher vehicle density were observed decreased.
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The bigger average time consumption with Mix agent, which indicated a mix
strategy by considering both effects of shortest path and congestion avoidance might
result more time cost than the shortest path strategy. But the actual traffic situation is
far more complicated, and the intersection waiting time consumption seems bigger
than the cost of detours. Therefore, our model made its sense in its applicability and
efficiency of solving road-network congestion problem by a multi-objective
optimization algorithm with Brownian agent model.

5 Future Works

In the present version, our model only simulated agent movement via network nodes,
while in the real transportation system, the vehicles mobile continuously and could
not jump to the next intersection. In the future work, we will change agent motion in
line with the actual road condition. Furthermore, other traffic effects, such as some
nature impact from the intersection node itself (such as preA we mentioned in our
equation and model in section 2) should be far more designed and implemented.

References

1. Nagel, K., Schreckenberg, M.: A cellular automaton model for freeway traffic. Journal de
Physique I (1992)

2. Gou, C.-X.: Research on highway ram control based on Cellular Automata. In:
International Conference on Mechatronics and Automation (ICMA) (2010)

3. Pei, Y.-L., Ci, Y.-S.: Study on Traffic Flow at On-ramp Junctions in Urban Freeway with
Cellular Automaton Model. In: International Conference on Management Science and
Engineering (ICMSE) (2007)

4. Cui, C.Y., Shin, J.S., Miyazaki, M., Lee, H.H.: Real-time traffic signal control for
optimization of traffic jam probability. Electronics and Communications in Japan 96(1), 1—
13 (2013)

5. Wang, F.Y.: Agent-based control for networked traffic management systems. IEEE
Intelligent Systems 20(5), 92-96 (2005)

6. Du, R.: Urban Traffic Coordination Control System Based on Multi-Agent-Game. In:
ICICATA (October 2008)

7. Chin, Y.K.: Q-Learning Traffic Signal Optimization within Multiple Intersections Traffic
network. In: 2012 Sixth UKSim/AMSS European Symposium on Computer Modeling and
Simulation (EMS) (2012)

8. Miiller, J.P., Wooldridge, M.J., Jennings, N.R.: Intelligent agents III: agent theories,
architectures, and languages. Springer, Berlin (1997)

9. Schweitzer, F.: Modelling migration and economic aggregation with active brownian
particles. Advances in Complex Systems 1(1), 11-37 (1998)

10. Schweitzer, F.: Brownian Agents and Active Particles: Collective Dynamics in the Natural
and Social Sciences. Springer, Berlin (2003)

11. Schweitzer, F., Schimansky-Geier, L.: Clustering of active walkers a two-component
system. Physica A: Statistical Mechanics and its Applications, 359-379 (1994)

12. Schweitzer, F., Ebeling, W., Rose, H., Weiss, O.: Optimization of Road Networks Using
Evolutionary Strategies. Evolutionary Computation 5(4), 419-438 (1998)



48

13.

14.

15.

16.

17.

18.

B. Jiang et al.

Espitia, H.E.: Path planning of mobile robots using potential fields and swarms of
Brownian particles. In: IEEE Congress on Evolutionary Computation (CEC), New
Orleans, LA, June 5-8, pp. 123-129 (2011)

Minazuki, A.: Control of vehicle movement on the road traffic. In: 2001 IEEE
International Conference on Systems, Man and Cybernetics, vol. 2, pp. 1366-1371 (2001)
Li, D., Cui, D.: Air traffic control conflict detection algorithm based on Brownian motion.
Journal of Tsinghua University 48(4), 477-481 (2008)

Grimm, V., Berger, U., DeAngelis, D.L., Polhill, J.G., Giske, J., Railsback, S.F.: The odd
protocol: A review and first update. Ecological Modelling 221, 2760-2768 (2010)

Chiu, C.-S.: A Genetic Algorithm for Multi objective Path Optimization Problem. In:
ICNC, Yantai, China, August 10-12, pp. 2217-2222 (2010)

Yoshikawa, M., Terai, H.: Car navigation system based on hybrid genetic algorithm. In:
Proceeding of World Congress on Computer Science and Information Engineering, Log
Angeles, USA, October 21, pp. 62—65 (2009)



A Norm-Based Probabilistic Decision-Making
Model for Autonomic Traffic Networks

Maksims Fiosins, Jorg P. Miiller, and Michaela Huhn

Clausthal University of Technology,
Department of Informatics,
Julius-Albert Str. 4, D-38678, Clausthal-Zellerfeld, Germany
{Maks ims.Fiosins, joerg.mueller,michaela. huhn}@tu—clausthal .de

Abstract. We propose a norm-based agent-oriented model of decision-making
of semi-autonomous vehicles in urban traffic scenarios. Computational norms are
used to represent the driving rules and conventions that influence the distributed
decision-making process of the vehicles. As norms restrict the admissible be-
haviour of the agents, we propose to represent them as constraints, and we ex-
press the agents’ individual and group decision-making in terms of distributed
constraint optimization problems. The uncertain nature of the driving environ-
ment is reflected in our model through probabilistic constraints — collective norm
compliance is considered as a stochastic distributed constraint optimization prob-
lem. In this paper, we introduce the basic conceptual and algorithmic ingredients
of our model, including the norms provisioning and enforcement mechanisms
(where electronic institutions are used), the norm semantics, as well as methods
of the agents’ cooperative decision-making. For motivation and illustration of our
approach, we study a cooperative multi-lane highway driving scenario; we pro-
pose a formal model, and illustrate our approach by a small example.

Keywords: cooperative traffic management, multi-agent decision-making, com-
putational norms and institutions, probabilistic distributed constraint optimiza-
tion, resampling.

1 Introduction

The growing complexity of traffic management systems (TMS) in conjunction with
new technological trends such as the increasing availability and growing amount of
real-time traffic data, intelligence and autonomy of vehicular assistance functions (and
indeed: of vehicles), and the capability of car-to-X (C2X) communication, create new
challenges for future cooperative traffic systems. As an example, the integration of car
navigation with intelligent assistance functions and car-to-car communication enables
software-based driving assistant not only to support the driver but to make decisions,
to take actions, and to communicate with other vehicles and traffic control devices au-
tonomously, i.e., without explicit human command. Current examples of this develop-
ment are BMWs cross-traffic assistant and traffic light assistant. In the future, we shall
see much more advanced services with a higher degree of autonomy. Safety and effi-
ciency of such systems will have crucial impact (positive or negative) on our society

(L.

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 49-F0] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Architectural approaches towards modeling and controlling such future cooperative
traffic management systems (CTMS) must (i) support system scalability and reconfig-
urability, (ii) provide adaptiveness to dynamic and stochastic environments, and (iii)
enable a decentralized modeling and coordination approach which allows keeping local
structures and decision models simple, and does not require complete models of the en-
vironment. We claim that multi-agent systems (MAS) [2]] are a promising architectural
approach for this purpose, as it provides appropriate paradigms and methods to model
autonomy, interaction, and adaptation.

One of the key questions in MAS research and design is how to control the be-
havior of agents while preserving their autonomy [3]. There are two main answers to
this question: The first is to define dedicated services, which coordinate the agents’
behavior in terms of action synchronization or resource access planning. An example
for this approach is the work on automated intersection control by Dresner and Stone
[4]. The second, more decentralized approach employs indirect organizational and so-
cial control concepts such as computational norms [5], including permission, obligation
or prohibition of states or actions, and provides monitoring, incentives, and penalizing
mechanisms to organize and control agent behavior. While both approaches have pros
and cons, our research mostly concentrates on the latter aspect, because we argue that
direct, centralized control is often unfeasible in large MAS.

In our research we start from concepts and methods from normative multiagent sys-
tems [6], which we extend by a distributed constraint semantics and by the ability to
deal with uncertainty. Computational norms can be conceived as rules, which define
appropriate (or unacceptable) states or actions in a given environment such as max-
imum speed, minimum distance, or priority at intersections. Compliance to norms is
about to effect safe, stable, and efficient functioning of the overall system. Norms life-
cycle support mechanisms such as electronic institutions [7] support (i) norm creation,
maintenance, and evolution; (ii) provisioning of norms to the agents, and (iii) norm
monitoring and enforcement.

Constraints have been proposed as an operational semantics of norms [§], allowing
to detect norm violations and optimizing decisions under a given set of norms, based on
an established computational framework. We reflect the distributed nature of decision-
making situations in traffic scenarios by using distributed constraint satisfaction / op-
timization (DCSP/DCOP) [9]]. In a DCSP/DCOP, each agent controls a subset of the
variables and has only local knowledge about constraints of the DCSP or DCOP [[10]].

Environment uncertainty requires probabilistic decision-making models [11]. Norms
are subject to changes, the reasons of which are unknown to the agents. We use a
probabilistic distributed constraint satisfaction approach to allow agents analyzing the
uncertainty of the environment and making appropriate decisions.

This introductory paper sets out the conceptual and algorithmic pillars of our ap-
proach. Starting from a simple application scenario (cooperative multi-lane highway
driving), we propose a novel agent-based coordinated decision-making model for auto-
nomic CTMS. We introduce computational norms, describe their semantics in terms of
constraints, and formalize deciding norm compliance as a stochastic DCOP. We outline
a generic multi-agent architecture for norms provisioning.
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The paper is organized as follows. SectionPlpresents the motivating scenario. Section
Bldescribes the overall MAS architecture and models, which support norm provision and
interpretation by the agents. In Section[], we formalize the norm semantics in terms of
stochastic constraints. Section 3| presents and discusses an illustrative example. Section
contains conclusions and points to future directions.

2 Norms in a Traffic Scenario

In this section we present a simple traffic scenario that is regulated by norms. We con-
sider autonomous vehicles (AV) driving one-way on a multi-lane highway (see Fig. [I)).
Each AV has its individual goals (destination and preferred arrival time) and each AV
respects the physical laws for safe driving; it also knows the traffic rules that apply in a
situation. Here we distinguish between two types of rules: (i) basic safety-related rules,
which the agent will not willingly break, because doing so would violate the physical
integrity of itself or others (e.g., entering a motorway in the wrong directionﬂ, and (ii)
efficiency-related rules like speed limits that mainly serve to optimizing traffic flows
with respect to superordinate targets like maximizing throughput, or minimizing the
overall time in traffic congestions or environmental pollution (noise or emissions).

The notion of norms serves us as a conceptual means to express these rules: Norms
are behavioral guidelines provided by so-called electronic institutions [7] in order to
enforce safety rules and encourage efficiency rules. An institution will offer positive in-
centives for norm-compliant behavior, and sanctions in case of detected norm violation.
For safety norms, we can imagine that an infinitely high penalty will be issued to the
violating agent. For efficiency norms, an agent may decide freely whether they fit to
its goals, as a norm violation effects neither its physical safety nor results in a capital
offense.

Norms refer to the externally observable dynamic state of an AV that consists of a
list of parameters like its current location on a certain lane, its speed, and its distance to
neighboring vehicles etc. Norms may have a restricted scope, e.g. they may only apply
for some kind of vehicles in a certain lane section. We assume that norms are published
to all traffic participants by the institution.

Examples for norms applying to individual vehicles are:

o Maximum speed limit: Such norms recommend an upper speed limit at certain sec-
tions of a lane.

e Minimum speed limit: These norms are activated, for instance at up-hill sections on
certain lanes. They aim at preventing slow vehicles from occupying the lanes that
shall be scheduled for the faster ones.

e Stop at red light: Such norms prohibit crossing against red light. Compliance of
this norm is usually controlled for each traffic light.

e Prohibition of lane change: Such norms discourage or prohibit lane changes in
heavy-traffic, dangerous road sections, or close to exits.

1 1f a safety level is needed to guarantee agents will not coincidentally break rules, even stronger
measures like physical precautions need to be taken. This problem is not addressed in this

paper.
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(5]

a)

Fig. 1. Examples of group norms for cooperative multi-lane driving in the viewpoint of vehicle
A. a) illustrates platooning; b) lane change of a faster vehicle; ¢) giving way by a slower vehicle.

Group norms require the cooperation of several vehicles:

e Optimal platooning distance: This norm specifies an interval for the distance that
is recommended between vehicles driving in a convoy on the same lane.

e Polite lane change by faster vehicles: Vehicles that aim to drive significantly faster
than the vehicle ahead shall change one lane left, if the safety distances to vehicles
on the new lane are respected when taking their speed and the possible acceleration
of the vehicle itself into account.

e Polite lane change by slower vehicles: Vehicles that aim to drive significantly slower
than the vehicle behind shall change one lane right. Again, the safety distances to
vehicles driving on the right lane have to be considered.

3 Norms-Based Multi-agent Architecture

In this section, we describe an architecture for indirect norm-based control of semi-
autonomous vehicles. Our conceptual architecture for norm-based MAS control con-
sists of the controlled MAS and of the electronic institution (system controller). We
focus on the agents’ viewpoint towards norms rather than on the methods of the norm
provision, norm/system monitoring and efficiency analysis from the institution point of
view — the system controller is considered a ’black box’ for the agents. Thus, we only
provide a brief sketch of the institutional side: An institution has three primary tasks: (i)
exert indirect control over the system by dynamically providing norms to components
(agents); (ii) observe agents and obtain a model by mining their behavior; and (iii) cal-
culate values of system metrics to evaluate efficiency, reliability and controllability of
system operation. Based on the metrics and the system model, decisions are made, e.g.,
about provision of new norms.
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Our institutional model is based on the AAOL (Autonomous Agents in Organized
Localities) modeling methodology. AAOL provides a metamodel for institution-based
multiagent system, which in particular takes the distributedness of institutions and their
range of influence into account. In particular, in AAOL, institutions can be associated
with a physical or virtual space, a so-called locality. The locality of an institution de-
termines the outreach of an institution in terms of the validity of norms as well as the
power of norm enforcement. Using localities, we can describe a large range of control
regimes, ranging from purely centralized over regional to decentralized. The AAOL
model has been described in detail in [12]. In this paper, we extend AAOL by models
and methods for constraint-based probabilistic decision-making.

Within a locality, norms act as (hard or soft) constraints to the agents’ behavior (while
the agent acts within the borders of the locality). We assume that initially each agent
acts according to its own interests. Norms restrict this behavior by providing possible
sanctions in order to avoid system failures and ineffective system operation due to ego-
istic behavior of some agents. Within a locality, we assume that norms refer to a system
state which will be formalized as a tuple of values each expressing a parameter of a
(sub)system as it may be observed by the institution at a certain point in time. A norm
consists of (1) a context that indicates at which states of the system the norm shall be
respected (the locality plus further pre-conditions), (2) a normative predicate that spec-
ifies the system states preferred by the norm and (3) an incentive which is expressed as
a function that assigns a positive or negative reward in case the system state complies
with or violates the norm. A norm is called applicable on an agent, if at least one vari-
able that is addressed in the normative predicate is under the control of that agent. L.e.,
norms are expressed in terms of (projections of) system states as they are seen from the
viewpoint of an institution.

An agent is assumed to be capable to correctly interpret a norm N; i.e., it is able
to decide whether the pre-condition applies in the current situation, and it may take the
consequences of sanctioning into account for evaluating and choosing its plans. Accord-
ing to its current state and information available, each agent creates a set of alternative
plans, each of them containing a sequence of future actions. If egoistic behavior of the
agents is supposed, each agent should evaluate the plans according to its preferences
and select an optimal plan with respect to the rewards it can obtain by using the plan.
A set of norms acts as an additional plan evaluation criterion that forces agents to take
possible sanctions (i.e., negative rewards) into account.

We consider the two types of norms identified in Section 2}

— Single-agent norms, which restrict plans of single agents in certain situations;

— Group norms, which restrict joint plans of multiple agents. Note that group norms
are not symmetric in general: they may provide different sanctions to the partici-
pating agents.

Each norm is associated with a sanction, i.e. a function that calculates a penalty (nega-
tive reward) to be paid by the agent if it violates the norm and has a certain state in the
moment of the norm monitoring (e.g. if the speed limit is 50 km/h and at the moment
of monitoring the speed was 73 km/h then the reward is —30). So each plan should
be evaluated according to payoff and possible penalties and an optimal plan should be
selected. In Section[d] we specify an overall reward function for that purpose.
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However, a major complicating factor in this process is uncertainty, which appears
in three guises: uncertainty in plan execution, uncertainty in other agents’ plans,
and uncertainty in norms. So a model is required that enables probabilistic situation
forecasting [13]].

Given these different flavors of uncertainty, our goal is to make probabilistic esti-
mation of sanctions from single-agent norms for each individual plan and from group
norms for each multi-agent plan. As a method for deciding/detecting cooperative norm
compliance, we propose Stochastic Distributed Constraint Optimization (SDCOP) [9].
It enables optimization of certain system-wide characteristics (in our case, the overall
reward) under a set of conditions for the entire system. As an optimization approach,
resampling can be effective [14].

We propose that each agent is equipped with a *Probabilistic Constraint Optimizer’
(PCO) module, which implements the mentioned SDCOP algorithm and selects an op-
timal plan for the agent from a predefined plan library under a given set of norms.
For each plan in the plan library the PCO module forecasts the situations and estimates
sanctions from the available norms. The agent can communicate with other agents in or-
der to make joint plans and estimate sanctions from group norms. Then an optimal plan
(with respect to a defined objective function, see Section[)) is selected for execution.

4 Formal Constraint-Based Model of Normative Regulation

In this section we describe a formal model of norm-based decision-making of the ve-
hicle agents. The norms are represented as soft and hard constraints over the system
configurations as described in the previous sections.

We define a set of discrete system configurations Conf = {(c1(¢),c2(t),...,cm(t)) |
t € N} where 7 denotes the discrete time. A global configuration ¢ represents the system
state to which the norms relate. It is composed of local configurations representing the
current state of a component, e.g. a vehicle or a traffic light. Each subconfiguration is
a vector ¢(t) = (v (t),v2(t),...,v(t)), where each parameter describes a characteris-
tics of the component (e.g. v (¢) may describe the current speed of a vehicle, v (¢) its
distance to the next intersection, v3 its position etc.). Some of the parameters may be
undefined, denoted by ”_L”, at specific time steps.

The considered MAS consists of a set of n agents AG = {agl,agz7 ...,ag"}. Bach
agentag’ has a set of the internal states $/ = {(s/(¢),s5(t), ... ;s/,(1)) |1 € N}, represent-
ing its internal information about itself and its environment. An internal state s/ (¢) € S/
can be translated to a system configuration using a translation function U/ : §/ — Conf.
We assume U/ to be a correct, but possibly partial view of agent j of the system
configuration; i.e., if two agents i and j map their local states s'(¢) and s/(t) to the
system state, and for some parameter vi(¢) within some subconfiguration c(¢) both
mappings yield a value (i.e. the projections U'(s(t))|.x # L # U’(s/(t))|cx), then
Ui(s'(t))|ex = U’(s/(t))|ck- A correct mapping ensures that any two agents (and the
institution) coincide on their common view on the system.

An agent ag/ has a finite set of available actions Act/. An action execution enforces
deterministic state change; the actions from Act/ are used to modify the parameters
under the control of the agent. We further assume a set of oracle actions @ € Q/ that
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we use to describe what change the agent will observe in its environment as far as
it is aware of it like e.g. the traffic light will be red in the next state and the vehicle
ahead will be on position x. Formally, there is a deterministic transition function T/ :
S/ x Actd x Q7 — §7, which for each state-action pair returns the next state.

Each agent is able to generate a set of alternative plans, whenever needed. In this
paper, we assume a planning capability of the agent to be given, so we do not consider
details. For simplicity we choose a fixed planning horizon 7 € N that is common to
all the agents in the system. A plan plan/ € Plans’ is an ordered sequence of actions
plan/ = ((ar, ), (a2, ®),...,(ar,0r)), ax € Act’, @, € 7. An execution of the plan
plan’ at time t means that the agent selects the pair (a;, @) at time ¢, action (ay, @, ) at
timet+1, ..., action (ar,wr) at time t + T — 1. If the state s/(t) € S/ at the moment 7 is
known and the above mentioned deterministic state transition schema is used, an execu-
tion of plan’ generates a defined sequence of the states s/ (t +1),s/ (t +2),...,s/ (t +T),
where s/ (t + k) = T/(s/ (t + k—1),ar, %), k=1,2...,T.

The set of norms Norm is finite and fixed. A norm n € Norm is a tuple {cond, pred,
reward) where cond : Conf — B specifies the enabling condition of the norm, pred :
Conf — B the normative predicate describing the norm compliant states and reward :
Conf x AG — (RU{—co}) is a reward function, that formalizes the rewards (positive
values) and sanctions (negative values) that are imposed on the agents when norm com-
pliance is monitored. Within Norm we distinguish single-agent norms N, and group
norms N,: A single-agent norm n, refers only to a single agent, meaning that the set of
components on which subconfigurations cond, and pred,, truly depend, contains exactly
one ageni@. We note that, however, the state of non-agent components may be relevant
in a single agent norm, e.g. the norm may state that a vehicle (agent) must stop in case
of a red traffic light ahead (component with property vj;g;; = red). In a group norm ng,
the enabling condition and the normative predicate refer to the status of more than one
agent.

In addition we require that at most those agents, on which the norm truly depends,
may receive a non-zero reward by the reward function. The value —eo is used in a reward
assignment for safety norms that must not be violated.

To reason about norms, an agent must be able to interpret a norm, by mapping its
internal state to a system configuration and evaluating the enabling condition, the nor-
mative predicate and the reward function. This implies that an agent’s perception, its
internal state and the translation function U/ need to be sufficiently complete, i.e. the
agent must be aware of those parameters of a system configuration that are relevant to a
norm. As translation functions are assumed to be correct we can be sure, that all agents
that are aware of a certain parameter coincide on its value.

As we described before, a norm aims to restrict an agent’s behavior, however an
agent can in principle violate it. However, due to its egoistic but rational behavior the
agent will take possible sanctions imposed in case of norm violation into account when
evaluating its plans.

2 We say a predicate or function p truly depends on a component if two system configura-
tions 51,57 exist which differ only by this component, i.e. s; = {(cy,¢2,...,¢i,...,ck) and
§2 = <C17C27..,7C;7.,.7Ck>, and p(S]) %p(éj)
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Formally, the sanctions for agent j imposed by a norm n € Norm can be calcu-
lated for each state s/(¢ + k) in the state sequence produced by the plan plan/, by
reward(plan’) = ¥1_, reward(U/(s/ (t +k)), j). We note that via the sequence of or-
acle actions the effect of future behavior of other components and in particular other
agents are taken into account as far as it is represented in the internal state of agent j.
However, the prediction is individual for agent j.

A joint plan means that a group of agents shares each others plans. Here we will
model joint plans as a coincidence of the action sequence of one agent with the oracle
sequences on its behavior by the other group members, regarding the effects on those
parameters that are under the control of the group of agents: L.e. let A C AG be a group
of agents. Then plan® = {plan’ | plan’ € Plans’ foreach j € A} is called a joint plan
of A at time 7o iff for all i € A the following holds: If v() is the mth parameter in
the subconfiguration ¢ that represents agent i on the system level and any agent j € A
that is aware of agent i’s property v(), i.e. U/(s/ (1)) yields a value for v(!), then for
the two state sequences s'(to + 1),s'(to +2),...,s(to + T) generated from plan’ and
s/(to+1),s/ (tg+2),...,5/ (tg+ T) generated from plan’

VO = Ul(s (tg+ k) |ean = U’ (57 (1o + k)| e fork =1,... T,

i.e. agent j’s prediction on the future of agent i coincides with agent i’s plan. Thus the
notion of a joint plan formalizes that the agents somehow share their plans. In case of a
joint plan, each agent of the group may evaluate the norms individually with respect to
its individual rewards. However, it can be sure that the others will behave accordingly.
An agent evaluates a plan/ € Plans’ by summing up the sanctions reward(plan’) it
causes over all applicable norms.

However, in general not every norm violation is monitored and sanctioned. Thus we
assume a agent-local likelihood information that may result from its former experience.
In order to model it, we introduce an experience function F/(n) : ST — P(RU{—c}),
which is associated by agent j with the each norm n € Norm. F/(n) returns for a se-
quence of states a probability distribution of the rewards. A sanction or incentive of
a plan plan’ of the agent j caused by the norm 7 is a random variable X;7 with a
distribution F/(plan’,n);

Then the reward from all norms is also a random variable defined as

lan,n

R{wrm(planj): 2 X‘;Ian/',n

neNorm

Each agent ag/ € AG further has an individual reward function Réoal(planj ), which

calculates the usability of a plan plan/. The reward function lets us compare the result
of different plans relative to the agent goals (for example, the agent wants to reach its
destination as quickly as possible; in this case Réoal( plan’) may be measured as costs
of time).

A total reward R/ (plan’) of the plan plan’ is calculated as

R (plan’) = Ri(plan’) + R) (plan’).
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The final reward is a random variable. As a criterion for an optimal plan selection the
agent takes into account its expectation E[R’ (plan’)] and variance Var[R’(plan’)]

Eff! (plan’) = o/ E[R’ (plan’)] + ﬁj\/Var[Rj(plan/)].

Cooperative planning is a process of a maximizing the final reward over a group
of agents A C AG in the system. The goal of the group is to select a joint plan
{plan*! plan*?,... plan*"} € Plans* such that the total expected efficiency of the
system is maximized:

Eff = max Y Eff’ (plan®|’)

Plans agieA

The formulated problem is a problem of stochastic DCOP [9].

5 Example

We illustrate our approach by using a simple example. Let us consider a road segment,
where three vehicles ag', ag? and ag> are situated. The planning horizon of all the
vehicles is T = 4.

We use a variant of the Nagel-Schreckenberg traffic model, which means that the
road is split to cells and each vehicle occupies exactly one cell. The state of each ve-
hicle j is described by a vector S/ = (s{(t),s5(¢),5%(¢)), where s () denotes the po-
sition of the vehicle (number of cells from beginning of the road), s}(¢) denotes the
lane and s_é (¢) denotes speed. The movement of a vehicle is possible forward (F) or
forward with lane change left (L) or right (R). The relative speeds of the vehicles are
expressed by the number of cells which they pass per time unit. We further assume
that a vehicle can accelerate (A) or decelerate (D) by one cell per time unit or not
change its speed (N). So the set of actions Act/ for each agent j consists of nine actions:
Act/ = {FA,FD,FN,LA,LD,LN,RA,RD,RN}. We finally assume that the subconfigu-
rations ¢;(¢) of the system configuration Conf are equal to the agent states S/, i.e. the
function U/ is an identity function.

The initial states of the vehicles are S' = (1,2,3), §? = (5,2,2) and §* = (6,1,1).
Figure2lillustrates the initial situation on the road.

ag] B ag. 2 )
_.__'._'______.__.___________.__.___________._ lane(sgt))
o I
1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20

position (5[(t))

Fig. 2. Example: Initial situation on the road



58 M. Fiosins, J.P. Miiller and M. Huhn

There are the following norms, which are enabled (cond = true):

e 11: Maximum speed limit for all lanes is 4. The norm compliant states are pred :
s3(t) < 4 and the reward function of the state reward (s3(r)) = (s3 (r)—4)x10

e 1y: Minimum following distance for all lanes is 1. The norm compliant states are
pred : Vk # j: (s5(t) = sk(t)&sk(t) > s{(t)) — s (t) — s](t) > 1 and the reward
function of the subsequent vehicle reward(s{(t),s%(t)) = —20 and of the preceding

vehicle reward(sk(t),s](t)) = —1
e n3: Safety distance for the lane change is 1. The norm g:ompliant states are pred :
Vk#£j: (sz(t— 1)—s2(t— 1) =1)&(s}(2) —sg(t))&( 7 > sl) — s (t)—sl( )>1
and the reward function of the subsequent vehicle reward (s7,5%) = —20 and of the
preceding vehicle reward(s%,s]) = —1
The agents consider the following alternative plans: plan} = {FN, EN, FN, FN}; plan%
= {FA, FN, FD, FN}; plan? = {FN, FN, RN, FN}; plan3 = {FN, RN, FN, FN}; plan;
= {FN, FN, FN, FN}. Tables[Il 2 and @] list the estimated sanctions from the norms for
the vehicles ag', ag? and ag> correspondingly.

Table 1. Sanctions for the plans of the vehicle ag!

Plan Norm n Norm n Norm n3 Reward
plan%, plan? plan%, plan? plan%, plan? plan%, plan?

plan} 0 0 0 0 0 10

plani -10, p=0.1 -20, p=0.2 0 0 0 20

Table 2. Sanctions for the plans of the vehicle ag?

Plan Norm n; Norm n Norm 73 Reward
plan{, plan? plané, plan? plan}, plan? plan;, plan?

plan? 0 0 -1,p=02 0 0 10

plan% 0 0 0 -30,p=0.3 -30,p=0.3 10

Table 3. Sanctions for the plan of the vehicle ag> (reward = 10)

Norm nj 0

plan}, plan% plan}, plan% plani, plan% plané, plan%
Norm n 0 0 0 0
Norm n3 0 -1, p=03 0 -, p=03

Now any distributed constraint optimization algorithm [9] can be applied to find
optimal combinations of the agent plans. In our simple case there are only 4 possible
combinations of plans, which are shown in Table [

We see that the combination of plans plan%, plan%, plan? corresponds to maximal
system efficiency 34.8 and will be selected in the considered situation.
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Table 4. Summarized sanctions for possible combinations of the vehicle plans

Plans ag! ag? ag® Sum Eff
plan}, plan?, plan? 10 10 10 30 30
10,p=07 10,p=0.7  30,p=0.7
1 2 3 , P , P , P
plan;, plans, plany 10 20, p=0.3 9, p=03 1, p=03 20.7
-10, p =0.02 9, p=0.02
0,p=0.18  10,p=0.8 19, p=0.18
1 2 3
plany, plani, plani 1" 008 9, p=02 10 30, p—=008 8
20, p=0.72 40, p=0.72
40, p=0.63
pland, plad, plan’ 20,p=09  10,p=07  10,p=07  30,p=007

110,p=0.1 -20,p=03 9,p=03 9, p=0.27
-1, p=0.03

6 Conclusion

In this paper, we proposed a constraint-based decision-making model for vehicles in
cooperative traffic management. The model supports indirect regulation of the vehicles
by a (centralized or federated) authority while preserving and respecting the autonomy
of traffic participants. We illustrated our approach by a simple use case scenario and
provided a formalism based on stochastic distributed constraint optimization (SDOP).
While this paper has outlined the conceptual and algorithmic cornerstones of our ap-
proach, numerous future activities are on our research agenda. The next steps will be to
provide a detailed description of corresponding optimization algorithms including their
implementation and evaluation both in terms of computational complexity / tractabil-
ity and with real-world traffic data obtained from the PLANETS research project [[1].
Longer term issues relate to the study of more expressive norms semantics (in partic-
ular by using temporal logic languages), the consideration of more elaborate methods
for norm design, norm emergence, and norm efficiency evaluation.
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Abstract. In the context of transportation of goods, autonomous vehicles are
considered today as a solution for large platforms. We are interested in managing
unexpected events, like failure of a vehicle or presence of obstacles on the road,
as they can generate global phenomena and complex traffic congestions (such as
traffic jams). We explore solutions to avoid such undesirable emergent behaviors
by studying local rules for coordinating agents (vehicles). We focus on manag-
ing space sharing conflicts at the local level, i.e. between the involved vehicles.
‘We consider a generic scenario where two queues of vehicles share a single lane.
We propose a model of the network as well as the agents, and simple coordina-
tion rules that only involve the two vehicles at the front of each queue. We then
conduct experiments that allow the analysis and the comparison of the proposed
self-regulation rules. We show that the alternating strategy commonly used by
drivers can be easily improved to minimize the delay of the different vehicles.

Keywords: Traffic optimization, Multi-Agent Systems, Reactive Coordination,
Space Conflict Resolution, Autonomous Vehicles.

1 Introduction

In the context of transportation of goods, autonomous vehicles are considered today as
a solution for seaports or other large platformsﬂ. However, in real applications, many
unexpected events like failure of a vehicle or presence of obstacles on the road can arise
and needs to be managed. Such events can generate local congestions, and then, if they
persist, global phenomena and complex traffic congestions (such as traffic jams). We
explore solutions to avoid such undesirable emergent behaviors by exploring local rules
for coordinating agents (vehicles).

We want to manage conflicts at the local level, when they appear, to allow a quick
(real-time) regulation, i.e., without requiring to re-plan the routes of all involved agents.
Re-planning [[1] is not adapted to large multi-agent systems due to its combinatorial
complexity. To avoid such a limitation, we are looking for reactive behaviors allowing
to minimize delays and, if possible, to repair the plans.

Our approach relies on cooperative behaviors, based on reactive local coordination in
multi-agent systems [2,13]]. Coordination is obtained from simple interactions between
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neighboring agents, using perceptions and little or no communication. Such assump-
tions allow to react to conflicts in real time. As examples of successful uses of local
reactive coordination, we can mention [3]] for multi-robot/flight avoidance, and [4} /5]
for multi-robot navigation conflict solving.

Our work addresses the general problem of space sharing in multi autonomous vehi-
cle/robot systems. In such systems, vehicles receive plans, i.e., routes, to follow. These
systems are highly sensitive to local delays/conflicts as these will impact on all the ve-
hicles whose plans go past the local blocking. More precisely, as a case study, a road in
which a lane is suddenly blocked, e.g., by a vehicle breakdown, requiring that blocked
vehicles use the other lane, initially dedicated to vehicles moving in the opposite di-
rection. This problem specifies the problem of sharing a common space among some
agents to two infinite queues of agents.

For this purpose we investigate two approaches relying on simple coordination rules,
which require only simple communications between the two vehicles at the front of the
queues. We aim at ensuring the simultaneous freeing of both queues, while minimizing
the delays of the vehicles.

The paper is organized as follows. Section [2] presents previous work. Section [3| de-
scribes a formalization of the problem and the multi-agent model, i.e., the definition of
the possible actions and decision rules of the agents. Section [ proposes two decision
rules that produce two different strategies. Then Section [3] details several experiments
with deterministic and stochastic scenarios, showing the efficiency and limits of the
strategies. Finally, we conclude with a discussion of these results and some promising
research directions.

2 Related Work

There are two main approaches for modeling urban traffic:

Macroscopic models consider traffic as a flow through a graph. They use analytical
models based for example on fluid dynamics [6L/7]. These macroscopic models offer a
high-level model, and thus do not describe individual behaviors.

Microscopic models are individual-based (or entity-oriented) models. They describe
the movement of each vehicle, as well as their interactions [8H10]. As these models are
very detailed, they process a large quantity of data, which is the main restriction on
their use for modeling a real network, e.g., a city. In our case, since we want to propose
local individual behaviors to solve problems in a portion of a road, we choose to use a
detailed model, i.e., a microscopic model.

We focus on controlling autonomous vehicles which transport goods from a source
to a destination. As illustrated in Figure [T} let us assume that we have a two-lane road,
the traffic being interrupted by an obstacle at ¢ = 0 on one of the lanes (e.g., due to
a vehicle breakdown). This results in a space sharing problem between two queues of
vehicles, which is equivalent to managing a crossroads intersection, but without traffic
lights.

This situation is traditionally studied in operations research and queueing theory. To
our knowledge, there is no work proposing vehicle behaviors to deal with such con-
flicts, but various approaches have been proposed to model and analyze traffic flow
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Fig. 1. Two flows of vehicles blocked by an obstacle

interrupted by incidents. In 2002, Hidas proposed a microscopic traffic network simu-
lator with a multi-agent system, and presented lane changing models (unforced, forced,
and cooperative) to avoid accidents [[11]]. His results indicate that only forced and coop-
erative behaviors reproduce realistic flow-speed relationships in congested situations.
Baykal-Giirsoy et al. in 2009 presented a queueing model to describe the traffic flow
on a road link that is subject to a roadway incident [12]. For some cases, they present
analytical results and compare them to simulation results.

A problem very similar to ours was treated by Tanner [13] in 1953. This is the only
paper we know which is interested in the same setting. He defined a mathematical model
to estimate delays that occur when two opposing flows (queues) of vehicles try to pass
simultaneously through a single lane. All vehicles in this model have the same constant
speed and their starting and stopping times are negligible. However, contrary to Tanner,
our objective is not to estimate delays that occur in such conflict problems but to find
an efficient approach to reduce delays.

3 Problem Formalization

In this work, we discretize space and time at an appropriate level to simplify the mi-
croscopic model. Behaviors and results remain similar to a continuous model. We use
a discrete time step (1 second) and all vehicles have the same constant speed when
moving. Space is thus discretized with the unit length [ of displacement in 1s.

3.1 Network Model

The network is modeled here by a set of discrete (directed) arcs of size n - [. These
arcs are connected together by nodes. Each flow of vehicles in the network follows a
particular path, i.e., a sequence of arcs. The traffic is considered as a set of vehicle flows.

Our particular network is modeled by the set of arcs shown on Fig.[2l Here, two flows
pass through the network. The first one traverses the arcs A1, A2, A3 and the second one
Bj, Ba, Bs. On a particular road —composed by As (for vehicles from source A) and



64 M. Tlig, O. Buffet, and O. Simonin

Sink A Source A

Source B Sink B

Fig. 2. Representation of the network at hand

Bs (for vehicles from source B)— vehicles travel in both directions. This is the conflict
edge, which must be shared by both flows.

Here we consider two flows of vehicles that will fill in the queues of the network in
case of obstacle as shown in Fig. [Il The first vehicle in each waiting queue (waiting
before the conflict edge) is referred to as its leader. Negotiations about crossing will
take place between the two leaders.

3.2 Agent Model

The purpose of this section is to define the agents (the vehicles) and their interactions
inside the network.

An agent takes sensory inputs from its environment and performs actions that affect
it as outputs. We are interested in autonomous and simple behaviors (i.e, reactive), in
order to act locally in real time. Such agents make decisions based only on their local
perceptions.

In an agent’s model, we distinguish the action model and the decision rules . The
action model describes the actions which can be performed by agents. Each action can
be executed only under certain preconditions. After executing each action, an effect on
the environment is expected. The main problem for an agent is to choose an action in
order to best satisfy its objectives. The decision rules decide which action to perform.
They should, here, allow to (possibly) avoid or solve conflicts by triggering appropriate
actions.

Each agent on the network has three internal variables: Ty, the date beyond which
the agent is considered to be late; Arc, which indicates in which arc the agent is; and
Abs, its position on the current arc in the network, which is incremented as it progresses.

Action Formalism and Model. There is no shared representation formalism in the
field of reactive multi-agent systems. In order to describe environment states and trans-
formations, we choose a representation inspired from STRIPS (Stanford Research Insti-
tute Problem Solver) as Ferber did in [2]]. STRIPS was proposed by Fikes and Nilsson
to address planning problems in Artificial Intelligence (AI) [14]. This choice makes a
compromise between expressiveness —its ability to describe many problems— and sim-
plicity to ease the development of efficient algorithms.

Each operator is described under the following form (¢ and ¢ 4+ 1 being the current
and next time steps):

(name : Action(), pre-condition : A(t), B(t)..., post-condition : C(t + 1), ...).



Reactive Coordination Rules for Traffic Optimization in Road Sharing Problems 65

In our case, the action model relies on 3 operators, (which makes use of multi-valued
variables): DoNothing, Forward, and ChangeArc.

DoN othing consists in waiting for one time step.

Forward describes the displacement within arcs (not detailled).

ChangeArc describes how an agent moves from one arc to next:

(name : ChangeArc(),
pre : Last(Abs, Arc), Free(1, NextArc),
post : Freepy1(Absy, Arcy), Arcip1 = NextArcy,

Absi11 =1, Freei11(1, NextArey)),

where Next Arc indicates the following arc to the agent. Free(Abs, Arc) is true iff the
position Abs of the arc Arc is empty. Last(Abs, Arc) is true iff Abs of the agent is the
last position of the arc Arc. Here, if the agent wants to move on an arc, it must verify
that it is in the last position of its arc, and that the first position of the next arc is free.

3.3 Optimization Criteria

To estimate a vehicle’s delay upon arrival, we must calculate the time remaining for this
vehicle to exit the network. Consider a generic scenario where we have two vehicles
in the network, Vehicle 1 and Vehicle 2, as shown on Fig. Bl Vehicle 1 wants to
enter the conflict edge. However, it must first wait for Vehicle 2 to pass, implying an
initial waiting time. When Vehicle 2 leaves the conflict edge, it enters its last arc in the
network (Bs), and it is Vehicle 1’s turn to pass (on As). Finally, to exit the network,
Vehicle 1 must go through its last arc (As).

Vehicle 1
Sink A l Source A
Al...f'

=

At CrossMin
Az

B, Conflict Bl =
/ AtWa,téX‘
Vehicle 2

Fig. 3. A particular scenario and the durations that add up to estimate Vehicle 1’s traversal time

Source B Sink B

In this case, the date at which Vehicle 1 reaches its goal is computed as follows:

Testimated = T’r‘eal + AtWait + AtCrass]V[in + AtOuta

where T)..q; is the current date, Aty is the time required to free the conflict edge
of vehicles in the other direction, Atcy.ossnrin 18 the time required to cross the conflict
edge, and Atp,; is the time required for the vehicle to cross the last arc in the network.

More generally, we call delay of a vehicle the time lost with respect to the original
plan given by the system user.
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We define the delay D as D = max (0, Testimated — Lgoat). Now, consider N vehi-
cles v1,v2,v3, ..., vy in the network and, for each vehicle v;, its delay D;. As the arrival
of vehicles is stochastic, we have to optimize an expected criterion. We can express our
objective to minimize the delay in various ways, in particular with the three following
formulas:

N

f$um(m) = min E E;N] (1

frtaz(m) = min £ ier{nf}fv }(Di)] , (2
I

fsumz(m) = mﬂlnE ; N | 3)

The first formula —a linear criterion— minimizes the average delay over all vehicles, but
some vehicles may incur very long delays. The second formula seeks to minimize the
worst delay over all vehicles, but may lead to a very bad average delay. That is why
we introduce the third formula —a quadratic form—, which is a compromise between
equations (1) and @) using the Root Mean Square of the delay. In all these cases we
attempt to have a global behavior that allows sharing delay between agents.

4 Proposed Coordination Behaviors

We propose two strategies relying on coordination rules executed by the vehicles at the
front of the waiting queues.

4.1 Alternating

The first behavior is inspired from the civic behavior of drivers when they have to share
a one lane road. In case of conflict, vehicles pass alternately, i.e., one at a time, from
each side of the con flict edge, as in Fig.[4al with four cars (14, V5, V3 and V}) from
lane A and two cars (V5 and Vi) from lane B. The resulting passing order is (from left
toright) V5 Vi Vi Vo Va Vyor Vi Vi Vo Vg Vs Vy, depending on who goes first between
Vi and V5.

Alternating is a simple process that does not require high level communications since
the order is automatic (regardless of the delays). Only the perception of vehicles on the
conflict edge and at its entrance is required. Nevertheless, we must treat the case of
the simultaneous arrival on both sides of the conflict edge when it does not contain
any vehicle. In this situation, each vehicle transmits a release signal after a (very short)
random delay. As soon as a vehicle receives such a signal, and if it does not emit at
the same time, it sets out on the road. If both transmit simultaneously, they restart this
process.
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Fig. 4. Illustration of the two proposed strategies

4.2 Local Greedy Optimization (LGO)

The second behavior tries to optimize the transition by promoting vehicles that are more
delayed than others. Delay comparisons are done using the communication between the
two agents which want to cross the conflict edge simultaneously. Let us denote « and
B the leading vehicles of the queues A and B respectively (assumed nonempty). For
decisions to be local, as in the alternating approach, only the two leaders of the waiting
queues can communicate together.

For example, consider Fig. where we noted in parentheses the delay of the two
leaders assuming each of them goes first (e.g., vehicle o has 20 seconds of delay).
Intuitively, they will go in this order: 8 then «. But if, as in Fig. there are vehi-
cles on the conflict edge like V7 and Vg (crossing together toward sink A), choos-
ing the order of passage is not trivial. If « passes first, § will wait an extra time
€1 = 40s + « crossing time. Else if S passes first, a will wait an extra time es =
20s + V7 crossing time + B crossing time.

To make this decision, we use the optimization criteria presented in Sec.[3.3l Having
chosen to consider only these two vehicles, we restrict the evaluation of the selected
criterion to them, and only have to compare two orderings: (1) « before 8 (a — ),
and (2) B before a (8 — «).

1. Each vehicle first calculates its two possible delays: Dy _, ; and Dj_, ,, where v is
« or f3, then transmits them to the other vehicle.

2. Each agent compares, based on its own estimates and those received, the two
possible passing orders using the optimization criterion at hand. For example, if
the criterion used is Formula [2] the passing order will be & — f if fﬁﬁf
maw(Dg_%B,ngﬁﬁ) is less than f]@_a)f = max(Dg_m,DgHa), else 5 — ain

the opposite case.

Algorithm [T] gives the decision rule of a leader vehicle (here, 3) where ff e (respec-

tively fi =B ) is the value of one of the 3 criteria if 3 passes before « (resp. if « passes
before ).
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Algorithm 1. Passage rules for LGO of the vehicle 3

1 if (agent waiting on the other side) then
2 Send/receive delays;

3 if (7 > £27F) then

4 if (agent on the conflict edge in opposite direction) then
5 wait for release of conflict edge;

6 ChangeArc();

7 else DoNothing();

s else

9 if (agent on the con flict edge in opposite direction) then
10 DoNothing();

1 else ChangeArc();

S Experimental Results
5.1 Simulation

We developed a prototype simulator on the JADH! platform (Java Agent Development
Framework), which offers a Java middleware to develop agent-based applications.
We reproduce the network as shown in Figures 2 and 3t

— the speed of each vehicle is 10 meters per second (36km/h), thus [ = 10;
— the length of each arc is 300 meters (30 - {);
— at each entrance of the network, we have installed a source that generates vehicles.

Each source injects vehicles following a Bernoulli process with a parameter A = 7{
where T is the average time, in seconds, between two consecutive vehicles.

In all our simulations, we verified that we do not meet the pathological case where
a single queue passes, at the expense of the other queue (which is blocked). In the
remainder of this paper, we will call Alt the Alternating strategy, and Sum, M ax and
Sum? the three variants of the LGO strategy corresponding to the criteria presented in
Formulae [T 2] and[3]

5.2 Release of the Two Lanes

The particularity of the first presented scenario is that it starts with the Alternating
strategy, then, after 50 vehicles have been injected in the network, either we continue
with the same strategy (Alt — Alt) or we choose the second strategy (LGO) with one of
the 3 criteria ((Alt — ). After the injection of 100 vehicles, we stop injections and wait
for the network to empty. We used high injection frequencies—thus, dense traffic—with
parameter 7" = 10s for the Bernoulli process of each queue.

Fig. [5al shows the simulation results of the Alternating strategy and the 3 variants
of the LGO strategy. The curves plotted in Fig. [3a are averages over 100 simulations.

http://JADE.tilab.con
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Fig. 5. Observations

The X axis represents the time in seconds, and the Y axis represents the number of
vehicles in the network at time ¢.

The Alt — Alt strategy is not good and takes a lot of time —on average, 600 seconds
(not represented)— before releasing the network. Also, when switching to any version
of the LGO strategy, the number of vehicles for strategies Alt — Sum?, Alt — Max,
and Alt — Sum progressively decreases until both paths are finally empty. The fastest
evacuation is given by the curve Alt — Sum?. We observe the existence of two stages
for the Alt— Sum criterion. Upon the strategy runs, the curve makes a plateau, followed
by a steeper slope than on any other curve. This is due to the Sum criterion avoiding to
switch queues (as we will see in the next subsection). When there are injections, while
one of the queues is running, the other saturates (generations are then forbidden, and
therefore the Bernoulli process is not respected). This saturation is a way to limit the
increase of the number of vehicles (hence the plateau), and further delays the moment
when the total of 100 injected vehicles is reached. Once the injections have stopped,
Alt—Sum releases its queues faster by avoiding the wasted time associated to switching
queues. We see that Alt — Max and Alt — Sum? have a slightly higher maximum
number of vehicles than Alt — Sum, but no such plateau.

5.3 Regulation of a Continuous Traffic

In the second scenario, we do not stop the injections of vehicles as in the previous
simulations, but record the traversal time of the first 100 vehicles leaving the network.
Fig.[5blgives the average traversal time of each strategy for injections with 7" = 10s.
The X axis gives the number of vehicles having left the network, and the Y axis gives
the traversal time in seconds. The plotted curves are averages over 100 simulations.
The Alt strategy is the worst one, again (see TabldI)). The Sum criterion is signifi-
cantly worse than Sum? and M az. It does not favor any lane switches (as we will see
below) and accumulates vehicles on one of the sides. We observe that the best crite-
ria are Sum? and Max with the lowest averages, noting that the minimum traversal
time is 87 seconds. Max, besides caring about the worst delay, reduces the standard
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Table 1. Summary of Averages and Standard Deviations of traversal time

Average  Alt Sum  Mazx Sum?

10 — 10 1260+ 86 142494 127+£22 115+28
30 —30 7824173 104£28 105+19 102+19

deviation, while Sum? works more on reducing the average of the traversal time be-
tween vehicles.

Table [1l gives a summary of the measured traversal times with standard deviations
for each strategy and for injections of vehicle flow 7" = 10s and T = 30s. With less
frequent injections we find that Sum? is the best criterion and that the 3 variants of the
LGO strategy have close averages and standard deviations.

Traversal Time (seconds)

0 10 20 30 40 50 60 70 80 9 100
Number of vehicles having left the network

Fig. 6. Comparison of averages and standard deviations of traversal time (T=30-30)

Fig. 6l presents the results of simulations of the control strategies when we increase
the period T to 30s. We can notice that the performance of the strategies Max, Sum
and Sum? are almost the same in this fluid traffic condition. However, the Alt strategy
gives the worst results as usual.

To better understand the LGO strategy, Fig. [l presents the result of a simulation
chosen randomly for each criterion with injections on average every 7' = 10s. Each
curve represents the sequence of 100 vehicles in their output order, with the date of
injections on the X axis, and the traversal time on the Y axis.

The first thing that questions us is that the Swum criterion takes a lot of time be-
fore switching queues, unlike M az that switches very often. According to the figures,
the Sum? criterion appears as a compromise between the two others. Switching queue
often wastes a lot of time, but not switching queues leads to accumulating delays of
waiting vehicles. Overall, all the measurements show that an approach focused on lo-
cal coordination rules proves to be efficient to regulate traffic. We demonstrate that an
agent approach, based on the exchange of information between the top vehicles from
each queue, allows to implement an efficient regulation resulting from global delay
optimization criteria.
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Fig. 7. Observation of one simulation of each criterion, Input time (z) and Traversal time (y) of
vehicles (T=10-10)

6 Discussion

The problem addressed in this paper is to solve space sharing conflicts in a multi-agent
system. Only the two vehicles at the front of each waiting queue communicate together
in order to know which one goes first. The advantage of our approach is the complete
decentralization of the model. Especially, there is no centralized mechanism that man-
ages the intersection (e.g., to receive the delays, to organize an auction...) which is
different from the multi-agent approaches to control intersections [15]. Actually, if we
consider an exhaustive approach (centralized), and if n and m are the number of vehi-
cles in each queue, the number of vehicle orderings to consider —and thus the algorithm
complexity—is the number of ways to interleave the vehicles from both queues (without
changing the order within each queue)

(n+m> _ (n+m)!

n n!m!

)

which have to be considered at each time step ¢ in order to know the best crossing
order. The worst case for a fixed number of vehicles is when m = n, whose asymptotic
behavior can be derived from Stirling’s approximation as:

2n 4m .
~ asn — 0o.
n Vv

The complexity of our approach is significantly lower. It consists in the number of
messages sent, i.e., at most two messages in each negotiation.

7 Conclusion

In this article we addressed the resolution of space sharing conflicts between queues
of vehicles, or more generally between mobile agents (e.g., robots). For this, we ex-
plored agent behaviors based on reactive coordination. We first proposed an approach
using only local perceptions (alternating), and then one integrating simple communi-
cations between vehicles at the top of the queues. The experimental study has shown
the ability to regulate conflicts (congestions) of these behaviors, generated in different
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traffic scenarios. Congestion phenomena, which are undesirable emergent phenomena,
are treated here locally, thus independently of any external planning system, and in real
time. The introduction of simple communications of delays significantly improves on
the Alternating strategy commonly used by drivers.

We plan to continue this study by generalizing the approaches to any number of
queues, but also by proposing to take into account delays of more vehicles present in
the queues to further improve traffic management (searching how many vehicles to
consider so as to best trade off between complexity and quality). Another perspective
is to evaluate the robustness of our strategies, for example in case of communications
failures.

Acknowledgement. This work was partially supported by the InTraDE European
project (http://www.intrade-nwe.eu).
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Abstract. This paper describes a multimodal transportation network (MTN) in
which several unimodal networks (AGVs, hoists, lifts, suspended monorail sys-
tems, etc.) interact each other via common shared workstations as to provide a
variety of demand-responsive workpiece transportation/handling services. The
set of transport modes provides connection support for production flows treated
as agents trying to realize their origin-destination routes in the MTN. The aim is
to provide a declarative model enabling to state a constraint satisfaction prob-
lem aimed at multimodal transportation processes (MTP) scheduling, while ser-
vicing production flows. In other words, assuming a given topology of MTN,
the main objective is to provide the declarative modeling framework enabling to
refine conditions guaranteeing the MTP cyclic steady states reachability.

Keywords: multimodal cyclic processes, declarative modeling, constraints pro-
gramming, cyclic scheduling.

1 Introduction

Multimodal processes scheduling arise in different application domains (such as man-
ufacturing, intercity fright transportation supply chains, multimodal passenger trans-
port network combining several unimodal networks (bus, tram, metro, train, etc.) as
well as service domains (including passenger/cargo transportation systems, e.g. ferry,
ship, airline, train networks, as well as data and supply media flows, e.g., the cloud
computing, the oil pipeline and overhead power line networks) [1], [2], [4], [3], [8].
Multimodal processes executed in multimodal transportation network (MTN), i.e. a
set of transport modes which provide connection from origin to destination, can be
seen as passengers and/or goods flows transferred between different modes to reach
their destination. In that context the MTN can be seen as an environment for multi-
agents treated as multimodal process interacting each other via common shared local
processes [5].

The throughput of passengers and/or freight (agents) depends on geometrical and
operational characteristics of MTN. The problems arising concern of multimodal

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 73-85] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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routing of freight flows and supporting them multimodal transportation processes
(MTP) scheduling, and belonging to NP-hard ones. Since the transportation processes
executed along unimodal networks are usually cyclic ones, hence the multimodal
processes supported by them have also periodic character. That means, the periodicity
of MTP depends on periodicity of unimodal (local) processes executed in MTN. Of
course, the MTP throughput is maximized by minimization of its cycle time.

It seems to be obvious, that not all the behaviors (including cyclic ones) are reach-
able under constraints imposed by system’s structure. The similar observation
concerns the system’s behavior that can be achieved in systems possessing specific
structural constraints. That means, since system constraints determine its behavior,
hence both system structure configuration and desired cyclic schedule have to be
considered simultaneously. So, the problem solution requires that the system structure
configuration must be determined for the purpose of processes scheduling, yet sche-
duling must be done to devise the system configuration. In that context, our contribu-
tion provides discussion of some solubility issues concerning cyclic processes dis-
patching problems, especially the conditions guaranteeing solvability of the cyclic
processes scheduling. Their examination may replace exhaustive searching for solu-
tion satisfying required system functioning.

Many models and methods have been considered so far [7]. Among them, the ma-
thematical programming approach [12], max-plus algebra [9], constraint logic pro-
gramming [3], [4], [5] Petri nets [10] and multi-agent systems [2] frameworks belong
to the more frequently used. Most of them are oriented at finding of a minimal cycle
or maximal throughput while assuming deadlock-free processes flow. Note, that
processes’ operations are blocking if they must stay on a resource (e.g., the station,
the machine) after finishing when the next resource is occupied by a job from another
process. During this stay the resource is blocked for other processes. The approaches
trying to estimate the cycle time from cyclic processes structure and the synchroniza-
tion mechanism employed (i.e. mutual exclusion instances) while taking into account
deadlock phenomena are quite unique.

In that context our main contribution is to propose a new modeling framework
enabling to evaluate the cyclic steady state of a given system of concurrent cyclic
processes (SCCP) [3] encompassing the behavior typical for material handling and
transportation services (see Fig. 1a)) in the flexible manufacturing systems (FMS) [7],
[11]. The following questions are of main interest [4]: Does the assumed material
handling system, e.g. AGVs, behavior can meet load/unload deadlines imposed by
flow of scheduled workpieces processing? Does there exist AGVS enabling to sche-
dule AGVs fleet as to follow lag-free service of scheduled workpieces processing?
So, the main question is: Does the MTP treated as multi-agent system [5] can reach
their goals subject to constraints assumed on SCCP? In other words, the paper’s ob-
jective concerns of MTN infrastructure assessment from the perspective of possible
FMS oriented requirements imposed on MTP scheduling.

The rest of the paper is organized as follows: Section 2 introduces to the systems of
concurrently flowing cyclic processes and a problem formulation. Section 3 provides
declarative modeling framework enabling to state and resolve multimodal processes
scheduling problems. The cases of multimodal processes cyclic steady states reachability
and scheduling are discussed in Section 4. Conclusions are presented in Section 5.
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2 Systems of Concurrent Cyclic Processes

Consider the digraph shown in Fig. 1b) representing MTN from Fig. 1a) where three
cyclic local processes P;, P, and P; encompassing hoist operations are distin-
guished. Processes passing transportation sectors (resources) interact each other via
common shared resources. Their routes are specified as follows:

P1 = (R4, R3, Rs), p2 = (R3, Ry, R;), p3 = (Re, Rs, Ry),

where: R;,R3, Rs- are shared resources, since each one is used by at least two
processes, R,, R4, Rg - are non-shared because each one is used by only one process.

a) b)

Ry Pgﬁ—/v

Rs

Pi‘ — the i-th process P;
\

Legend: -
—  the k-thresource R, with the priority dispatching rules:of =

@ — the machine — the hoist P;
(503 o SPingeoy) Ok = (Sk1 -orSkingeoy) associated to

Ry ——
— the transportation sector Ry the resource R,
mP;
*—>

P | @]t |tip | tis |- theoperation times mP, —  routes of multimodal processes: mP;, mP,, manufacturing routes
PIL[ 211 o—»
P 2] 1 1 3 Xij - moment the operation D{fj begins its execution in the stream
ke
Py |3] 1 1 1 mx;; -  moment the operation moj; begins its execution in the process mp;

Fig. 1. The example of hoist transportations system a), and its SCCP model representation b)

Apart from local processes, we consider two agents specified by concurrently act-
ing multimodal processes (i.e. processes executed along the routes consisting of
segments of local processes routes — representing manufacturing routes): mP;, mP,.
The routes of considered multimodal processes are distinguished by blue mP;, and
red, mP, color lines, see Fig 1. The multimodal process route specifying how a mul-
timodal process is executed, can be seen as composed of local cyclic processes route
parts. So, the routes mP;, mP, are:

mpy = (Ry, R3, Rs, Ry), mp; = (R4, R3, Ry, Re).
where: mp,, mp, - simplified representations of multimodal processes routes:
mp, = ((RZ'R3)' (R3, Rs, R4))’ mp,; = ((R4, R3), (R3, Ry), (R1,R6))’
where: (R,, R3), (R3,Rs, R,) — parts (subsequences) of routes p,, p;, included in

mp,
(R4, R3), (R3,Ry), (R, Rg) — parts (subsequences) of routes p;, p,, and p;

included in mp,.
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Both, local and multimodal processes interact each other on the base of mutual exclu-
sion protocol while sharing common resource (transportation sector). The possible
resource conflicts are resolved with help of assumed priority dispatching rules deter-
mining the order in which processes make their access to common shared resources.
For instance, in case of the resource Rs, the priority dispatching rules: 2 = (P,, P;),
o} = (mP,,mP;) (see Fig. 1b)) determine the orders in which local and multimodal
processes (respectively) can access to the shared resource R3. A sequence o means
that the first access is for process P,, and next to P; and once again to P,, and so on.
Similarly, a sequence o5 means that the process mP, can access to Ry firstly while
mP; secondly. The process P; occurs the same number of times in each dispatching
rule associated to resources appearing in its route. So, the SCCP shown in Fig. 1b) is
specified by the following pair of dispatching rules: @ = (0°,0Y), 0° =
{62,069, ...,02} (rules aimed at local processes), @' = {0}, 03, ..., 0L} (rules aimed at
multimodal processes) and f,(P\) = f3(P1) = f5(P); fi(P2) = fo(Py) = f3(Py),
fe(Ps) = f5(P3) = f1(P3); fo(mPy) = fz(mP,) = fs(mPy) = fo(mPy); fo(mP,) =
fz(mP,) = fi(mP,) = fs(mP,), where: f,(P;) / f.(mP;) - a number the i-th
process occurrence in the c-th priority dispatching rule 62/a.

Besides of resource conflicts resolution the priority rules determine the frequencies
of mutual appearance of local processes. For instance, in case of
ol = (P, P;,P,,P;, P, P) it means that for each two executions of P, fall three
executions of P;. In general case, the set of dispatching rules & implies the sequence
of relative frequencies of local processes mutual executions denoted by ¥ =
WO, wh), wl= (!, b, ..., L), where: P! € N - determines the number of rela-
tive, i.e. in relation to other processes, P; (for [ = 0)/ mP; (for | = 1) occurrence.

In case of SCCP from Fig. 1b) the following sequence is assumed: ¥ =
(wO,w1) where: ¥° = (1,1,1) and ¥ = (1,1). That means one execution of each
local/multimodal process falls on one execution of another one.

In general case, local P; € P = {P;,P,,...,P;, ..., B, }, where: n - a number of lo-
cal processes, and multimodal mP; € mP = {mP;, mP,,...,mP;, ..., mP,, },where: w
- a number of multimodal processes, processes execute periodically while following
the route p; = (Pi1, Pizs-- - Piiry) | MPi = (MP; 1, MPigs- .., MPiim(y) (Where:
Ir@@ / Im() - a length of cyclic process route, p;;,mp;; €ER , R=
{R,R;,...,R}, m - anumber of resources).

Let us assume that: 0; ; / mo; ; - denotes the j-th operation executed by the process
P,/mP; along the route p; / mp;, and ¢t;; / mt;; (t;;, mt;; € N), denotes the time of
the operation o; ; / mo;; execution. In considered case the operation times of local
processes are shown in Fig. 1, and times of all multimodal operations are same. There-
fore, the sequence T; = (ti,lvti,Z:---:ti,lr(i)) / mT; = (mtl-’l,mtl-,z,...,mti’lm(i)) de-
scribes the operation times required by P; / mP;.

Let us assume, to each shared resource R, € R the priority dispatching rules g; =
(Pil,Piz, ""Pizp(c)) and o} = (ijl,ijZ, ...,ijlpm(c)) are associated (where:
ir €{1,2,..,n}, j, €{1,2,...,w}, Ip(c)/ lpm(c) - a number of local/multimodal
processes dispatched by o2, Py, I mP;, — ji-thlocal / multimodal process executed on
the resource R.) determine the local / multimodal processes execution.
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Using the above notation, an SCCP can be defined as a tuple [3]:
S¢ = ((R,SL),SM), (1)

where: R = {R{,R,,...,R,, ..., R} — the set of resources, m = |R|,
SL = (ST,, BE;, SE;) — the structure of local processes, i.e.
ST, = (U, T) — the variables describing the layout of local processes,
U = {p1,p2 .., Pn} — the set of routes of local process, n — the number of
local processes,
T = {Tl, Ty, ..., Tn,} — the set of sequences of operation times,
BE, = (0% ¥%) — the variables describing the behavior of local processes,

0° ={c,0),...,09,...,065} — the set of priority dispatching rules,
po =, 99,...,92) — the sequence of relative frequencies of mutual
executions of local processes,

SE, = {eqi,j(STL, BEL)| i=1,..,n j=1,.,r(0)} - the set of con-

straints (equations) linking ST;, and BE, . eq; ;(ST,, BE,) - the time rela-
tion between the moments x;; of operations o; ; beginning for the [-th
execution.

SM = (STy;, BEy, SE);) — the structure of multimodal processes, i.e.

STy = (M, mT) — the variables describing the layout of the level of a multi-
modal process, M = {mp,, ..., mp;, ..., mp,, } — the set of routes of a mul-
timodal process, w — the number of multimodal processes mP;,
mT = {mT,, mT,, ...,mT,,} — the set of sequences of operation times in
multimodal processes,

BE, = (01, ¥1) — the variables describing the behavior of multimodal

processes, 0 = {o},0},...,062,...,0%} — the set of priority dispatching
rules for multimodal processes,
w1 = (ylyl,..., L) — the sequence of relative frequencies of mutual

executions of multimodal processes,

SEy = {eqi,j(STM,BEM)| i=1,.,w; j=1,..,Im@{)} - the set of con-
straints (equations) linking STy, and BEy. eq; j(STy, BEy) - the time re-
lation between the moments x; ; of operations mo; ; beginning.

The constraints eq; ; (ST, BE,) defined for local processes, specify the relation link-
ing the set X and the periodicity a while encompass SCCP cyclic behavior. The set
X ={X, X5, .., X;, ..., Xy}, contains the sequences X; = (x;, ""xi,lp?-lr(i)) which
elements x; ; determine the moments of operation 0;; beginning in the [-th cycle:
x,j()=x;;+1-a, L €L, (x;;(I) € Z — the moment when the operation o;; starts
its execution in the [-th cycle, @ — denotes the periodicity of local processes:
a = x;;(l +1) — x; ;(D)). In other words X; specifies the moments x; ; of operation
beginnings in the first cycle (I = 0) of the process P;.

Similarly, the constraints eq; j(STy, BEy) determine the relation among variables
specifying multimodal processes execution (behavior). In case of multimodal
processes the moments mx; ; (1) of operations beginning mo; ; are determined by the
set of sequence mX ={mXy,..mX; .. mX,} , where: mX; = (mx;q,
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---'mxi,¢}~zm(i)) , mx;; — variable specifying the value mx;;(l): mx;;(l) =
mx;;+1l-ma, l€Z, ma — denotes the periodicity of multimodal processes:
ma = mx; ;(I + 1) — mx; ;(1). Sequence mX; specifies the moments mx; ; of oper-
ation beginnings in the first cycle (I = 0) of multimodal process mP;.

The constrains SE;, SE,, determining the behavior of the system specified by
(ST, BE,), (STy, BEy) play a key role in course of SCCP performance evaluation.
The constraints can be defined in many ways [3], [4], [5] in this paper, however we
will define them in terms of the operations precedence digraph concept.

The Constraints SE;

In order to illustrate an idea standing behind eq; ;(ST;, BE,) designing let us consider
the following example (see Fig. 2). The operation 0, ;3 (executed by P; on the re-
source R;) can be started only if the preceding operation o0, , (executed by P; on
Rg) has been completed (x1,2 D+ t1,2) and the resource R; has been released, i.e. if
the process P, (preceding the process P; in the rule o ) occupying the resource R,
starts its subsequent operation at x,¢(l) +1. So, the relation considered
eq,3(ST,, BE) can be specified by the following formulae:

x3(D = max{(xzyé(l -+ 1); (xl,z 0+ t1,2)} (2)
where: x; ;(l) — the moment of the operation o;; beginning in [-th cycle

Taking into account x; ;(I) = x;; + [ - a the formulae (2) can be stated as follows:

x13 = max{(xy6 —a +1); (x12 + t12)} 3)

where: x;; — the moment of the operation o; ; beginning in first cycle (I = 0)

Legend:

Ry P; - the resource R, occupied by the
process P;
0
- -’\'_‘;2'—6 - !J 2 - the part of process P, route encom-
x2e() * passing the moment x,4(l) of op-
2,6 p

o eration 0, ¢ beginning
13
1 - the part of process P; route encom-

passing 0, and 0 3

Fig. 2. Illustration of the x; 3(I) = max{(xzﬁ(l -1+ 1); (xl'z(l) + t1,2)} calculation

Similarly to the case (3) we can build the constraints SE; describing the SCCP from
Fig. 1b) (see Tab. 1). For all constraints the following principle holds: the moment of the
operation 0; ; beginning states for a maximum of the completion time of operation
0;,j—1 preceding o; ; and the release time of the resource p; ; awaiting for o ;:

eqi,j(STL,BEL): moment of operation o, ; begining =

max{moment of p; jrelease, moment of operation oi,j_lcompletion},
i=1,..,n j=1,..,9 Ir@) @
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The considered constraints (4) take into account multiple process executions 1 oc-
curring in one cycle.

Table 1. Constraints SE; describing the SCCP from Fig. 1b)

No Constraints SE; No Constraints SE}
1| X0 =max{x;3+1—ax;3+1—a} | 6| xp3 =max{x, +1;x,,+1}
2| X =max{x;; +1; x5, + 1} 7| Xx3; = max {x3l3 +1—-ax3;+1—aj}
3| x13 =max{x;, +1; x335 + 1} 8| x3, =max{xz; +1; x4 +1}
4| xpp=max{x,z+1—a; x3+1—a} | 9| x33 =max{xz, +1; X535 +1—a}
5| Xp =max{x; +1;x3;, +1}

The Constraints SE,

In a similar way the multimodal processes constraint can be designed, too. It should
be noted, however that in case of multimodal processes the operation mo; ; can ex-
ecutes only when the relevant local processes activities occur. So, the moment
mx; (1) follow x; ;(1). In other words, the parameters mX and ma specifying the
behavior of multimodal processes are determined by parameters describing local
processes behavior, i.e. moments of operations beginning X and the periodicity a.
For instance, in case the process P, executes the operation 0,; at the moment
X1(1) =0+5-1, (x31 =0, a =5) the operation mo, , from process mP, can be
started only at one of the following moments: 0, 5,10, 15, .... (determined by x; ; (1)).
Values mx, ,(I) are specified by moments of operation 0,, beginning, i.e. the op-
eration executed in the process P,, and being necessary for execution of mo,, from
the mP, (see Fig. 1b).

In that context, the constraints eq; ;(STy, BEy) can be seen as extended version of
the principle (4) (taking into account relation between local and multimodal operations):

eq; j(STy, BEy): moment of operation mo,; ; begining =
[max{moment of mp, j release; moment of operation moi,j_lcompletion}]x” )
i=1.,n j=1,.,9! Im(@)
where: X; ; — set of values mx;; following the set of local processes X,
[alg — the smallest integer greater than or equal to a in terms of the set B: [a]g =
min{k € B:k = a}.

Constraints (5) should be understood in the following way: the moment of the op-
eration mo; ; beginning is equal to the nearest admissible value (determined by set
Xj j) being a maximum of both: the completion time of operation mo; ;_, preceding
mo; j, and the release time of the resource mp; ; awaiting for mo; ; execution. In
other words, the moment of the operation mo; ; beginning belongs to the set X ;
determined by occurrence of operation of required local process P;.
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The constraints (5) encompassing operations execution order for SCCP from Fig.
1b are shown in Tab. 2.

Problem Formulation: Given the SCCP model (1) specified by sets of routes U and
M, the set of resources R, the operation times T and mT, the sets of priority dis-
patching rules @° and @', the sequence of relative frequencies of local processes
mutual executions ¥° and ¥, and the sets of constraints linking above mentioned
variables SE; and SEj,. The response to the following question is sought: Does both
local and multimodal processes executed in SCCP and modeled by (1) are cyclic? In
other words the way of deadlock-free execution of many interdependent agents is
sought.

Table 2. Relationship among moments mx; ; of operations (from processes mP;, mP, see
SCCP in Fig. 1b) beginning

No Constraints SEy, Constraints SEy,

1 [mx1. = [max {mx,, +1—ma;mx,; +1— ma}]x mx, , = [max {mx,; +1; mxy3 + 1}]x
1,1 1,2
9 mxy 3 = [max {meZ +1;, mx;,+1— maz}]xl}3 mx, 4 = [max {mx, 5 +1; mxg; + 1}]%4

3 Mx,, = [max {fmx,, + Lmx;, —1— ma}]x mx; = [max {mx,s + 1L,mx;, + 1}]x
2,2 2,4

4 mxyq, = [max {mx, s +1—ma; mx,, +1— ma}] mx, s = [max {mx,, + 1;mx,, + 1}]

’ ’ ’ Xz,1 ’ ’ ’ Xa3

To solve this problem let us consider the property [3] guaranteeing cyclic behavior
of local and multimodal processes in case the constraints SE; and SE,, are consis-
tent. In this context the problem considered boils down to the following question:
Does there exist the sets X and mX following constraints SE; and SEy;? Inconsis-
tency of constraints SE; and SE,, can be examined using constraint programming
techniques.

3 Declarative Approach

Constraints satisfaction problem (SCP) can be used as a formal representation of the
above stated problem. Consider CSP (6):

cSy = (({X, a},{Dx, D, }), SE.) (©6)

where: X,a — decision variables, D, = {D |Dxi,j =Zi=1,..,n j=1, ...,1/)? .
Ir(i)}, D, = N — domains of decision variables X,a, SE; - the set of constraints
linking ST; and BE; (e.g.see Tab. ).

The set X of operations beginning x; ; and the periodicity a follow constraints SE;,
consistency, while guaranteeing SCCP cyclic behavior, state for (6) solution.

In order to illustrate an approach proposed let us consider the SCCP from Fig. 1b)
while  assuming: X = {X1 = (x1,1,x1,2,x1,3), X, = (xz’l,xzyz,x2,3), X; =
(%31, %32, %33)}, T (see Fig 1), and SE, (see Tab. 1). The first admissible solution
obtained in OzMozart environment consists of X and a presented in Tab. 3.

Xij
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Table 3. Value of variables X; and a following local processes from SCCP shown in Fig. 1b)

X3,1 X1,1,X2,1 X2,2,X3,2 X2,3:X1,2 X33 X1,3 a

value x;;: -1 0 1 2 3 4 5

Similar the multimodal process periodicity can be checked by constraints SE;, con-
sistency examination. The relevant CSP can be stated by the following way (7):

mcCSy = (({mX, ma}, {Dimx, Dya}), SEn) (7

where: mX, ma — decision variables, D,,x, Dy, =N — domains of decision va-
riables mX, ma; SE), - the set of constraints linking STy, and BE), (e.g. see Tab. 2).
The constraints SE), employ the sets Xj; specified by variables X obtained
from CSy. The sets X;; consisting moments X operation beginnings necessary for
multimodal processes execution are show in the Tab. 4.

Table 4. The sets X; jfollowing the SCCP shown in Fig. 1b)

The admissible values of mlxi’?j (based on tab. 2)
mxyq € X1y = (X010 x11() = 211 +1-a,l€C}={.,0,510,15,..}
mxy5 € X1p = (X101 x12,() = x1, + -l € C} ={.,2,7,12,17,..}
mxy3 € X153 = {X22(0x22(D) = X2+ -, 1 € C} = (..., 1,6,11,16,...}
mxy4 € X14 = (X310 x31() = %31+ -l € C} ={..,4,9,14,19 ..}
Mxy1 € X3 = (%2301 x23() = xp3+1-a,l € C}=1{..,2,7,12,17,..}
MXyq € Xpp = {X21 (D1 x21() = X571 + |-, € C} =1{..,0,5,10,15,..}
Mxy3 € X5 = (X130 x13() = x13+1-a,l€C}={.,49,1419..}

NN WN

In order to illustrate cyclic behavior of multimodal processes mP;, mP, executed
in SCCP from Fig. 1b) let us consider the problem mCSy consisting: mX =
{le = (mxlll,mxllz,mxm,,mxm), mX, = (mlel,mxzyz,mx2‘3,mx2‘4)}, the
set SE; specified in Tab. 3 and Tab. 4. The first admissible solution obtained in Oz-
Mozart environment consists of mX and ma shown in Tab. 5.

Table 5. Value of variables mX; and ma following local processes from SCCP (see Fig.
1b))

mlel me’z mle3 mxlll mxl’z meA_ mx1’3 mxlA_ ma
value mx;j:| -3 0 4 5 7 10 11 14 15

Feasible solutions of CSy, mCSy problems (see Tab. 4 and Tab. 6) follow SE;
and SE); consistency. The resultant cyclic schedule (see Fig. 3) provides periodicity
equal to 5 for local while 15 units of time for multimodal processes.
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Fig. 3. Local and multimodal processes cyclic schedule for SCCP from Fig.1b)

4 Multimodal Processes Cyclic Steady States Scheduling

The idea of multimodal processes scheduling is shown in Fig. 4. The cyclic steady
state of SCCP [3] seen in Fig. 3 follows from subsequent solutions of problems CSy,
mCSy. That follows from two levels distinction: SL (local processes structure) and
SM (multimodal processes structure). That means each level enables evaluation of
particular kind of processes: the SL level provides evaluation of local processes
through CSy, and the SM level provides evaluation of local processes through
mCSy).

Schedule X'P ﬁ
s¢ = ((R,SL),SM) X
L oo mlp * H
mi & Does there exist the sets mX ) > mcCS!
P: following the constraints SEy; ?, X
level SM at xi,j
0= i ‘ = ‘ X, a
9z m | : Does there exist the sets X I >
030175" following the constraints SE; ? CS)'(
level SL 0%

Fig. 4. The idea standing behind of multimodal processes cyclic steady states scheduling

In general case, many different levels of multimodal processes can be recognized
as well [4]. The k-th level SM* of multimodal processes can be seen as a subsystem
composed of multimodal process routes M*network, dispatching priority rules @,
constraints SEX;, moments of operation beginnings mX¥, the periodicity m*a, etc.,
influenced by multimodal processes from the k — 1-th level. Therefore, in case of
multilevel systems evaluation, i.e., consisting of kp levels, the approach shown in
Fig. 4, can be generalized by the following algorithm:
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function CYCLICSCHEDULEGENERATION (Dy, Do, D%, DL, ..., DP, DEP,SCP)
SE; « CREATECONSTRAINTS(SL)
€Sy « ((X, a}, {Dx, D}, SEL)
(X,a) « SEARCHONE (CSy)
X« (X, )
if X0 and kp >1 then SE}; « CREATECONSTRAINTSM(X,SM?)
for k<1 tolp
mkCSy « (((m*x,m*a}, (D, DL}), SEY)
(m*X,m*a) « SEARCHONE (m*CSy)
if mX # @ then Xk (ka, (ka,m"a))

SEX*Y « CREATECONSTRAINTSM(mKX, SM(K+D)

else
X*P « @ break
end
end
end
return X*P
end

where: Dy, Dy, DX, DK ,SC* — input data, Dy, D,/ D§, Dk variable domains of X /
mkX and periodicity a/ mFa; SC* = (((R, SL),SM*), ...,SM"”) — se-
quence determining the SCCP (1), and taking into account multilevel structure
of multimodal processes layers [4],

SEARCHONE (CS) —function providing the first admissible solution to the CS prob-
lem and implemented in constraint programming languages environment, e.g.
OzMozart, in case CSy / m*CSy (equivalent to the problem (7) for SM*)
provided is the sequence (X,a) / (m*X,m*a) (in case the solution does not
exist, components of pairs are empty sets),

CREATECONSTRAINTSL(SL) — function providing the set of constraints SE; (see (4)
for a given structure SL (1),

CREATECONSTRAINTSM(m*X,SM®**+D) _  function providing the set of
straints SE A(,,kﬂ) (see (5) specifying relations between operations of processes
at the k + 1 level for a given structures SM*+D_ mkx smk+1)

Due to the algorithm the problem CSy following system’s structure SC*P is consi-

dered as first. The cyclic schedule of local processes X states for its solution. Ob-

tained schedule enables to consider the next problem m!CSy , employing
straints SEj;, while searching for multimodal processes cyclic schedule m*X. Conse-
quently, subsequent problems m*CSy and constraints SEf; determined by (function

CreateConstraintsM) and preceding level schedule m®*~VX can be considered. Its

solution provides cyclic schedule X*P, consisting schedules m*X obtained at pre-

vious levels. So, the final cyclic schedule can be defined as folows:

Xkr = <((((X, a), (m'X,m'a)), ...,), . (ka,mka)), o, (M*PX, mkpa)> (8)
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where: X, @ — sequence of operations beginning in local processes at the first cycle
(I = 0), and periodicity of SCCP’s cyclic steady state,

mkX, mFa — sequence of operations beginning in multimodal processes performed at
the k-th level of SM¥, and periodicity of multimodal cyclic steady state.

Computation complexity of the algorithm is polynomial f(kp) < |SE,| + ZI;ZJSE o

and mainly constrained by CSy, m*CSy computational complexities. Solution to

those problems concerning consistency verification of max (4), (5) constraints type

requires a number of steps equal or less than (|SE,|, |SE ,’\‘4|)

5 Concluding Remarks

The main advantages to using a declarative framework are the availability of existing
techniques and the expendability of constraint-based representations. In case consi-
dered such approach has been employed for modeling of SCCP systems (treated as an
environment for concurrently interacting agents) and then for studying of their cyclic
steady states space reachability. Searching for a set of possible cyclic steady states
encompassing potential cyclic behaviors of the SCCP at hand can be useful in many
tasks aimed at cyclic scheduling.

Polynomial time complexity of an algorithm providing cyclic schedules X*? im-
plies the considered problem of multimodal processes cyclic steady state reachability
is also of polynomial complexity for assumed routes network, priority dispatching
rules and operation times. That is because the constraints (4), (5) have a sufficient
character [5]. Therefore, in some cases of SCCP processing multimodal processes
imposing constraints (4), (5) inconsistency, the cyclic steady state may occur.
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Abstract. GRAI Methodology is one of the three main methodologies used for
enterprise modeling. GRAIMOD is a software tool being developed for sup-
porting the methodology. A new module is being developed in GRAIMOD for
treating specially Carbon management and social, societal and environmental
dimensions in the enterprise performance improvement. GRAIMOD is being
developed on Java architecture by using Jade a platform of multi-agents system
and Jess a platform for defining and elaborating rules base. A focus is made for
presenting the orientations taken in this development and difficulties met.

Keywords: Multi-agent systems, Expert system, enterprise modelling, per-
formance, reference models, rules, Knowledge.

1 Introduction

The economic situation in Europe and in USA is unbelievable. Indeed, at the end of
2012, the president of USA had to stop his Christmas holidays for discussing with the
congress for finding very quickly solution against the fiscal cliff predicting for the end of
the year if republicans and democrats did not find solution. In France, 6 months after the
election of the new president, communists were joking with his promises during the elec-
tion campaign. Capitalists were crying against the high level of taxes and globally against
the policy of the new government. These situations were not exceptional but generalized
all over the European countries. The only prescription given to the PIIGS (Portugal,
Ireland, Italy, Greece and Spain) and other European countries is an increase in taxation
and a reduction in government expenditure. Enterprises were looking for solutions to
reduce cost and improve their performance. Nobody knows exactly how to solve the
situation but in terms of economy but also performance for enterprises.

Enterprise modeling is regularly used for preparing enterprises to the outcome of
the crisis. Indeed, the improvement of the enterprise global performance is the main
objective of this use. Enterprises need to find the best way to resist the present crisis
and then to improve in order to be more efficient. GRAI Methodology is one of the
three main methodologies (with PERA, CIMOSA) of enterprise modeling [4].

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 86-D3] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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To support this methodology different tools are been developed. GRAIMOD, is
the last one being developed by using JAVA technology, JADE and JESS platforms,
and an open architecture and structure [8], [10].

In this paper, the basic concepts of GRAIMOD are presented. The changes due to in-
tegration of a special module GRAI_SSE for social, societal and environmental dimen-
sions and its sub-module GRAICARB destined for carbon footprint management is
presented. Then, the use of JESS, JADE and JAVA for developing GRAIMOD is pre-
sented. Finally perspectives for the rest of development phase will be presented.

2 GRAIMOD: Existing Concepts and Architecture

GRAI Methodology is one of the three main methodologies used for analyzing and
designing enterprises. The GRAI approach is composed of four phases: An initializa-
tion phase to start the study, a modeling phase where the existing system is described,
an analysis phase to detect the inconsistencies of the studied system and a design
phase during which the inconsistencies detected are corrected and a new system pro-
posed. These concepts could be used to insure the transforming of enterprises which
meet the real market needs (globalization, relocation, capacity to be proactive, cost
optimization, lead time, quality, flexibility, etc....) and have to be adapted.

An enterprise is completely described according to GRAI Methodology by finding
five models: functional (functions of the enterprise and their links), physical (the pro-
duction system), informational (the net, tools and informational flows), process (suite
of sequences or tasks), ant decisional (structure of orders, hierarchic organisation).
Then these models could be improved for increasing enterprise performance.

GRAIMOD is a new tool being developed by ICAM Engineer School for propos-
ing concrete solutions to improve enterprises according to new market evolutions.
Nowadays, it contains five modules working around three sub modules (figure 1).

GRAIKERN is a graphic editor used for representing the different models associ-
ated to GRAI methodology. It is an interface. GRAIWORKER is the work base
elaborated for managing, modifying and capitalising knowledge about the studied
case. GRAITRANS is a Transfer Interface used for putting the new case in
GRAIXPERT in order to improve its Cases Base [1], [2], [3]. The reference model
elaborated for each enterprise domain will be improved by the acquisition of this new
model in GRAIXPERT between the different modules

GRAIXPERT is a hybrid expert system for managing the analysis of the existing
system and proposing a new system [12], [16]. It is composed of two sub-modules in
interaction with GRAIKERN: the Knowledge Capitalization (KCM) and the Know-
ledge Based System (XPERTKBM). GRAIMANAGER is a management module
used for organising the different interactions between the modules of GRAIMOD. It
controls and manages the system’s interactions with the users [5], [6].

GRAISUC is a module used for managing the choice of an ERP or SCM tool for
an enterprise. It is composed of two sub-modules SpeMM and SpeCM. The Specifica-
tion Management Module (SpeMM) is used for choosing the appropriate ERP or
SCM Tool of an enterprise. The specifications obtained are capitalised in the Specifi-
cation Capitalisation Module (SpeCM) .
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Fig. 1. New Architecture of GRAIMOD

GRAIQUAL is a module used for managing quality approach implementation or
quality improvement in an enterprise [7]. It contains two sub-modules IMM and
QUALKBM. The Improvements Management Module (IMM) is used for managing
the different quality action plans of the enterprise. The Quality Knowledge Base
Module (QUALKBM) is being elaborated for containing the rules related to quality
certifications in order to use them for improving or elaborating quality in an enter-
prise. The module GRAIQUAL of GRAIMOD is able and efficient for defining how
to improve enterprises basing in criteria like quality, lead time and cost. Indeed, a
fourth criterion allowing carbon management is proposed. Then this criterion has to
be combined to the others for really improving enterprises according to the actual
context of enterprises.

GRAL_SSE is the new module being developed specially for integrating social,
societal and environmental dimensions in the improvement of enterprises. It is com-
posed of a sub-module GRAICARB destined to manage carbon footprint and
GRAI_SO being elaborated for improving the other aspects of environmental, social
and societal dimensions.

It appears that a focus has to be made on the use of this criterion. A new
module GRAI_SSE is being added to GRAIMOD in order to pinpoint the environ-
mental, societal and social dimensions in enterprises. This module would integrate
for example changes associated to carbon management, ISO 26000, ISO 14000
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implementations, social and societal evolutions impacts on enterprises but also terri-
torial collectivities (states, associations, districts, etc.) [9]. The objective is not to
dissociate this criterion but to obtain a best combination by really studying this aspect
of the enterprise in order to propose appropriate solutions. The difficult enterprise
context due to the crisis and the research of alternative solutions to the basic QCD
(Quality, Cost and Delivery date) optimization, are the cause of this new focus on
how social, societal and environmental dimensions are important and how it is benefit
for enterprises to find a new optimized solution by focusing on these aspects.

The architecture of this system contains three different bases for managing the
study of a new case. A model base is used for managing elaborated reference models.
A rule base is used for analyzing the models of the system in question. And a case
base is defined for capitalizing different studies for future use. This tool proposes the
combination of CBR (Case Based Reasoning) and Multi-agent systems for solving
enterprise modeling problem and improving enterprise performance.

A new typology of enterprises is being elaborated by realizing a detailed study on
Vendee enterprises. The results would be presented later but this new typology allows
to define enterprises making a different management form by integrating alternative
considerations. The capitalist model based on market economy, is not totally efficient.
Then it appears that elaboration of a typology taken into account this aspect and pin-
pointing the enterprises with alternative solutions is welcome. A questionnaire has
been elaborated and sent to enterprises.

Théme Loyal practices

Main Questions Type of answerlAnswer expected Secondary Questions ‘Type of answer/| Answer expected

Question 1 : |Do you impose norms to your Binary Yes

s?

Question 1.]Which? ‘Multiple Choicg 1S0 9000

1SO 14000
OSHAS 18000
1SO 26000
Other

Do you impose contrainsts to your

Question 2 : )
suppliers?

Binary ‘ Yes

Question 2.1Which? | iple Choice Delay

Lead time

Payment date

Products quality control
Process quality control
Other

Fig. 2. Example of questionnaire for enterprise typology elaboration
3 GRAICARB a New Sub-module for Managing Carbon
Footprint

GRAICARB is composed of different modules. CARBMM is a module for managing
carbon reduction policy of enterprises. It used allows to define and manage according
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to social, societal and environmental dimensions and to elaborate and manage im-
provements based on these aspects. CARBKBM is destined to contain rules related to
ISO 14000 certification and carbon management rules in order to be able to imple-
ment or improve enterprises according to this norm. The structure of this sub-module
is the same to GRAIQUAL structure (figure. 3).

GRAIMOD
KERNEL GRAIXPERT

Work Base

Improvement
Management
Module

Management Transfer
Module Interface

Knowledge
based module

Fig. 3. Architecture of GRAICARB

Carbon footprint management is an approach. It represents the elaboration of evalua-
tion project and gas emission reduction. Six key steps could be defined: growing aware-
ness of carbon management, Definition of the study area, Data acquisition, Results ex-
ploiting, Elaboration of reduction action plan, Executing reduction action plan.

The approach chosen is based on the method proposed by ADEME (French envi-
ronment agency). It is composed of the previous steps, specific calculation rules, cal-
culation software tool (database) and the associated documentation.

4 Multi-agent Systems, JESS and JADE for Developing
GRAIMOD

GRAIMOD is being developing by using Java. The platform used for muti-agent systems
is JADE. For defining agents for GRAIMOD, and in accordance with enterprise model-
ing, it is decided to use training agent. This choice is adapted to the problem solving me-
thod used for defining concepts of GRAIMOD. This method combines different reasoning
like Case Based Reasoning, decomposition reasoning, generalization and particularization
reasoning and transformation reasoning. It is clear that the agents defined for the phases
related to enterprise performance improvement have to learn quickly in accordance with
the possible changes (old cases, reference models associated to typology, etc.) Indeed, the
choice was difficult because of the advantages of BDI (Beliefs, Desires, and Intentions)
architecture, but we chose the training agents because of their particularity to learn.
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This system is used for defining how to improve the enterprise performance and for capi-
talizing the process followed. The language associated to Jade platform is FIPA ACL
(Agent Communication Language) [11], [14]. The reference model of a muli-agent plat-
form is described in the following figure where the roles of some key agents necessary for
the platform management and specify the components of agent management language and
language ontology [13], [15].

Software Agent platform

Agent

'y

Agent Agent

Directory

DEIREETER Facilitator

System

Communication
Channel

Fig. 4. Reference model for a FIPA Multi-agent platform

The development of GRAIMOD by using these concepts allows to obtain the ar-
chitecture in figure 5. This architecture is adapted to the previous concepts of
GRAIMOD.

FIPA-ACL

FIPA-ACL

Lite cycle
Content decoding FIPA-ACL FIPA-ACL Content decoding FIPA-ACL Content decoding
Communication support 2 File manager Communication support Communication support
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N
I
r
<
Socket A} Life cycle Socket Socket
'9? Security
p Fila manager
C
rd Actess level
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Secutity
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Case organizer
Priority systemn analysis
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tpecifications constructo

Network
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Users

Weh connection

08 Connection
User interaction

Messaging support
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Fig. 5. Architecture of GRAIMOD in a Java environment
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For GRAICARB the new sub-module, the concept of housing development model
seems to be interesting. The following figure presents the housing development multi-
agent representation in which each occupant or household can be modelled as an
agent that uses resources in the development environment and can communicate with
other occupant agents. Indeed, the human behaviour has been taken into account and
six interrelated models could be defined (waste, CO2, water, ecosystem Health, eco-
nomic and social). The opportunity to use this concept and adapt it for developing
GRAICARSB is being studied.

Occupant

ATION Agent Pa Community

Rncm‘q'n‘bm Agent Group

RESOURCE s A

\ USE [ i Roads /AN
Commurial Areas Housing [
V. Parks and Gardens s
Oup T
Housing Development Environment Urs

Fig. 6. Multi-agent representation of a housing development (source internet)

The first difficulty is to translate these concepts into terms appropriate for IT de-
velopers. The choice of the use of Java technology and Jade Platform integrates some
constraints.

The last difficulty is related to the type of open tool. By using Java, the objective is
to obtain an open tool. But the rights associated to this tool have to be defined. It is
difficult to obtain collaboration with a software development company if there is no
money for them after the development. The second possibility would be to define and
obtain a special research budget for this development.

5 Conclusion

Enterprise modelling is one of the main tools available for enterprises to help them
successfully come through the present crisis. The particularity of Icam Vendee (Icam
Group), where students spend 50% of their Engineering degree course in industrial
apprenticeship, is the great opportunity to obtain applications for concepts developed
on Case Based Reasoning and on Multi Agent Systems Theories. Indeed, this advan-
tage is used for elaborating a new Enterprise typology by using Vendee enterprises
and for enriching the bases og GRAIMOD.
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A new module GRAI_SSE is being developed in GRAIMOD especially for social,
societal and environmental dimensions. A zoom is made on GRAICARB a sub-
module of GRAI_SSE. The development of GRAIMOD associated to GRAI Method-
ology for managing the different phases of this method and improving enterprises will
allow to upgrade the expertise given to SMEs for helping them during the crisis and
preparing them for the future.

GRAIMOD is being developed in a Java environment, particularly with Jade plat-
form and FIPA-ACL Language. JESS is being used for developing the rule engine of
the software tool. The main difficulty is the lack of expertise of developers in the use
of multi-agent concepts. Collaboration with specialists is the way being followed at
this stage of development.
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Abstract. Supply chains are large-scale distribution networks in which multiple
types of commodities are present. In this paper, the operations management in
supply chains is posed as a tracking control problem. All inventory levels in the
network should be kept as close as possible to the desired values over time. The
supply chain state is disturbed due to client demand at the end nodes. A multi-
agent control architecture to restore all inventory levels over the supply chain
is proposed. First the model for the supply chain is broken down into smaller
subsystems using a flow decomposition. The operations management for each
subsystem will be decided upon by a dedicated control agent. The control agents
solve their problems using a pull-flow perspective, starting at the end nodes and
then propagating upstream. Adding new components to the supply chain will
have as a consequence the inclusion of more control agents. The proposed archi-
tecture is easily scalable to large supply chains due to its modular feature. The
multi-agent control architecture performance is illustrated using a supply chain
composed of four levels (suppliers, consolidation, distribution, end nodes) using
different levels of predictions about client demands. With the increase of predic-
tion demand accuracy the proposed control architecture is able to keep the desired
inventory level at the end nodes over time, which makes it suitable for use for just
in time production strategies.

Keywords: supply chains, multi-agent systems, model predictive control, inven-
tory level.
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1 Introduction

Supply chain are complex systems in which multiple organizations (suppliers, manufac-
turers, retailers, and customers) are contributing to move commodities or services from
a source node to a destination node [[1]. The strong coupling between organizations re-
stricts achieving optimal performance of the whole system. Currently, the increase of
production far from the final customer poses a challenge to the existing supply chains.
The problem is growing in complexity and new methodologies are required to support
decisions leading to a more effective cooperation between organizations. This coopera-
tion depends on the type of supply chain in terms of freedom to exchange information.
In a vertical integration all organizations are owned by the same company and therefore
the information can be shared freely. In horizontal integration different organizations
are owned by different companies with possibly conflicting objectives and competitive
issues, making the exchange information more restricted.

In this paper we consider client demand as an exogenous input at the end nodes that
disturbs the supply chain state: inventory levels. Operations management is required
to assign flows between nodes such that the client demand is satisfied while keeping
the inventory at a desired level. This paper proposes a multi-agent control architec-
ture to keep the desired inventory levels over the supply chain. As supply chains may
be large-scale systems we propose a flow decomposition [2] to obtain smaller subsys-
tems. A control agent is assigned to each subsystem and is responsible for determining
decisions (flows assignment) over time. The control agent will solve an optimization
problem at each time step in accordance to the Model Predictive Control (MPC) strat-
egy. MPC has shown successful applications in the process industry [3], and is now
gaining increasing attention in fields like supply chains [4], power networks [5]], water
distribution networks [6] and road traffic networks [7]. In supply chains, costs can be
associated to flows and quantities of stored commodities. Using mathematical models
to describe the flows inside supply chains it is possible to make predictions about the
future behavior of the supply chain. The MPC controller can determine which actions
have to be chosen in order to obtain the best performance. At each time step the con-
troller first obtains the current state of the system it controls. Then it formulates an
optimization problem, using the desired goals, existing constraints, disturbances and
prediction information if available. The possibility to include prediction information in
the optimization problem motivates the selection of this control strategy. Through this
mechanism the different control agents can exchange information about their current
and future decisions increasing their cooperation by avoiding multiple agents to answer
to the same client demand. The order by which the control agents solve their problems
is a so-called pull-flow perspective, starting from the end nodes, where the exogenous
input is applied, and propagated towards the source nodes.

This paper is organized as follows. In Section [2] the model used for describing the
multi-commodity flows in supply chains is given. The operations management prob-
lem is formulated in Section 3] and addressed using a multi-agent MPC architecture
where each control agent solves an optimization problem at each discrete time step.
The performance of the proposed architecture is tested through numerical experiments
in Section [ for a hypothetical supply chain taking into account different prediction
accuracies. In Section 3 conclusions are drawn and future research topics are indicated.
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Fig. 1. Components in a supply chain to model the storage and transport phenomena (deg(z)
stands for node 7 degree)

2 Modeling Supply Chains

A supply chain is a network and can be described as a graph G = (V, £) [8]], where the
nodes V are related to physical locations and the arcs £ represent the available trans-
port between nodes. At a macroscopic level, i.e., from a management perspective, sup-
ply chains exhibits two major phenomena: storage ability in well defined areas where
commodities can be produced, manufactured or simply stored, and the transport delay
(which is the time necessary to transport commodities between two nodes using the
available transport). The storage ability is related to the so-called center nodes that can
have multiple arriving and departing connections (see Fig. [I(a)). The transport delay
for each connection is modeled as a succession of nodes with limited storage capacity
(related to the transport capacity) between two center nodes (see Fig.[I(b)). Each con-
nection has one upstream center node from where it pulls commodities, and it also has
one downstream center node to where it pushes commodities. Connections can share
the limited transport capacity to guarantee the desired flows between nodes. Supply
chains are therefore complex systems with coupled dynamics and coupled constraints.
The complexity of the supply chain model is determined by:

— ny: number of commodity types considered,;

— n.: number of connections existing in the supply chain;

— ng,: number of nodes belonging exclusively to connection 7;

— ny: number of center nodes in the supply chain that are further divided into source
(upstream) nodes n},, end (downstream) nodes ng and store nodes n};

— ny: number of levels present in the supply chain, including the source (upstream)
and end node (downstream) levels.

For illustration purposes consider the supply chain represented in Fig. 2l The supply
chain is divided into four levels n; = 4 (source, consolidation center, distribution center
and end node levels) with a total of n,, = 11 center nodes connected through a total of
n. = 17 connections. The supply chain transports ny = 3 commodities (products A, B
and C) generated at dedicated sources. As particular features the supply chain presents
(1) the possibility to transport commodities between the distribution centers, (2) there
are some end nodes that can be served by more than one connection and (3) available
connections have different transport delays.
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CONSOLIDATION DISTRIBUTION

Fig. 2. Example of supply chain with three commodities, products A, B and C. For the sake of
readability the 61 connection nodes are omitted.

2.1 Proposed Centralized Dynamical Model

The supply chain is seen as a network of storage areas described as queues that are con-
nected by transport capacity represented by links. The proposed supply chain model for
describing the supply chain dynamics is based on a flow perspective. The total number
of nodes inside the supply chain n, is associated with the network topology,

Nc
ny:nnJanci. (D)
i=1

For each node in the supply chain a state-space vector X; (k) is defined; the individual
state-space vectors of the nodes are merged to form the state-space vector x(k) of the
complete supply chain,

T4 Xo(k
)_{J(k) = ]: ) = 13 <y Ny X(k) - 2.( ) 5 (2)
x;.“ (k) )_(ny (k)

where xz (k) is the quantity per commodity type ¢ at node j at time step k. The dimen-
sion of the state-space vector x(k) is given by n¢n,. The model for the supply chain
dynamics can now be represented in a compact form as

x(k 4+ 1) = Ax(k) + Byu(k) + Bad(k), 3)
y(k) = Cx(k), 4)

x(k) > 0, 5)
u(k) > 0, (6)
y(k) < Ymax; @)
Puwu(k) < umax, ®)
x(k) > Pyu(k), )
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where u is the control action vector with length n, = ny(ny — n, + n.) representing
the flows between nodes, d is the exogenous input vector related to the downstream
demand over time with dimension n¢nd, y is the current volume per commodity type at
all nodes with dimension 7y, ymax are the maximum node storage capacities, Upay the
maximum transport capacities according to the supply chain design, A, B, Bq and C
are the state-space matrices, Py, is the projection from the control action set I/ into the
state-space set X and P, is the projection matrix from the control action set I/ into the
maximum transport capacity set Umnax. The supply chain state, x, at the next time step,
k +1, is determined using (3) as a function of the current supply chain state, x(k), plus
the control action contribution, u, decided upon by the supply chain manager, and the
corresponding exogenous inputs, d, capturing the client demand. The control action u
is the flow per commodity type between nodes and is imposed through a corresponding
transport capacity allocation. Inequalities (3)—(9) are necessary in this framework for
imposing the supply chain structural layout and assumptions made:

Nonnegativity of States and Flows: negative storage is not physically possible, im-
posed by (@), and all flows are assumed to be nonnegative, this is guaranteed by (@));

Storage Capacity: each node has to respect its own storage capacity and this is repre-
sented by (@);

Maximum Transport Capacity: the supply chain structural layout in terms of trans-
port capacity is represented by (8);

Feasible Flows: not all flows that satisfy (3) and (6) are allowed. The assigned flow
has to respect the quantity per commodity type available in the related node and
therefore equation (9) constraints this relation.

2.2 Supply Chain Decomposition

Real supply chains may consist of tens of center nodes and handle hundreds of com-
modity types. It is critical to alleviate the computational burden introduced when con-
sidering the central model (3)—(9) such that a solution is reached in admissible time.
Using a node/arc numbering in a push-flow perspective (from the sources towards the
end nodes) it is possible to obtain a highly structured state-space model without the
need to further mathematical manipulations [9]. Although the network is composed of
several center nodes it is important to note that a connection is by definition the path be-
tween two center nodes. Therefore the interference of a single connection into the set of
center nodes is done solely at two nodes. A subsystem ¢ is defined as the node collection
related to a connection ¢ plus the associated source and end nodes [2]]. The state-space
vector x; for subsystem ¢ will be composed of the corresponding X; state-space vectors,

}_(”Ci, 7nci+1(k)
)_(nci —nci+2(k)

xi(k)= | g, (k) |> nci=> (ng), 1<i<ne, (10
Rnc, (k) =t
X" (k)

RO (k)
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with length ny (ne, + 2) belonging to state-space set X; where X and X% are the
state-space vectors related to the source and end nodes for connection ¢ respectively.
The state-space model for subsystem ¢ is given by,
Ne
x;(k+1) = Aixi(k) + Byw;(k) + Ba,d;(k) + > By, u;(k) (D)
j=1,j#i
yi(k) = CiXi(k), (12)

where y; is the total quantity of commodities at subsystem ¢ nodes, u; is the control
action for subsystem ¢ with length n, (n., + 1) belonging to set U4;, d; is the exogenous
input vector associated with subsystem i, A;, By, By, ; Bq, and C; are the state-
space matrices for subsystem 4. The last term in (II)) is responsible for the information
exchange between control agents, in particular regarding their future behavior, to avoid
that two or more control agents respond to the same demand. The complete subsystem
¢ model is obtained including constraints of nonnegativity of states and flows, storage
capacity, maximum transport capacity, and feasible flows to the state space (IT)—(12).

3 Supply Chain Operations Management

To limit the problem dimension to be solved at each time step, a control agent is as-
signed to each subsystem obtained from the supply chain using the flow decomposition
of the previous section. This approach leads to a scalable and modular control archi-
tecture. Adding new connections and nodes has as consequence the inclusion of more
control agents. In order to assure the cooperation between the different control agents
it is critical to assure or promote information exchange between control agents regard-
ing their current and predicted future decisions to avoid multiple agents to answer to
the same client demand. Control agents solve their problems, one after another, using
the information of the previous control agent but no communication iterations are per-
formed between control agents [10].

3.1 MPC Formulation for One Control Agent

Control agent ¢ will solve the operations management for subsystem ¢ following an
MPC strategy. MPC is an online optimization-based control approach that minimizes
an objective function subject to constraints at each time step.

The solution to the optimization problem is an optimal sequence of control actions
over the prediction horizon that give the best predicted performance. The controller
implements only the component corresponding to the first time step until the beginning
of the next time step, in a receding horizon fashion. At the next time step the MPC
controller searches for the solution of a new optimization problem, i.e., by obtaining
new information about the current state, available prediction information, and goals.

The cost function of a control agent is defined in accordance to the application field
and it is generally a function of the subsystem states and control actions that the agent
controls over the prediction horizon NV,

Np—1

Ti Rieis Oy Reeri) = f(xilk+ 1+ 1), wi(k +1), Xeeri(k)),  (13)
=0
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where Xj; is the vector composed of the state-space vectors for each time step

- . T - .
over the prediction horizon [x} (k4 1) ,..., %} (k+ Np)| ", Qg is the vector com-
posed of the control action vectors for each time step over the prediction horizon

[ul(k),...,u}f(k+ N, — 1)]T, Xref,; 18 the desired inventory level vector, Xyef ;

is the vector composed of the desired inventory level vectors for each time step over

the prediction horizon [Xg‘eﬁi(/{) e ,ef ;(k+ Ny )]T for control agent i. The
MPC formulation for control agent i can be stated as:

min J; (Rg,i, Uk,is Xref,i) (14)

Uk,

subject to x;(k+1+4+1) = Aixi(k+1) + By, ui(k+1) + Ba,di(k+ 1) +

S+ Y By u(k+10), (15)
J=1,5#i
yi(k) = Cix;(k), (16)
xi(k+1+ z) >0, (17)
wi(k +1) > (18)
vi(k 4+ 1) < Ymaxi, (19)
Puuiti(k 4+ 1) < Umax,i, (20)
Xi(k 4 1) > Pyuiwi(k + 1), (21

where yax,; 1s the maximum capacity for the nodes of control agent %, Umax, ; repre-
sents the available transport resources according to the network’s structural layout for
control agent ¢, Py, ; is the projection matrix from the control action set {{; into the
transport resource set for control agent 7, P, ; is the projection from the control action
set U; into the state-space set ;.

3.2 Multi-agent Control Architecture

The order in which the control agents solve their problems at each time step can be
fixed over time or depend on the current supply chain state and predictions. For the
sake of simplicity we consider that the order o(k) = [01 ... Op, ] with 1 < 0; < ne,
by which the control agents solve their problems is fixed over time and is a supply chain
configuration parameter set before the beginning of operations management. The order
of control agents is set following a pull-flow perspective: first the control agents related
to the end nodes solve their problems to keep the desired inventory levels. This will pull
commodities from the distribution center level. Then the control agents related to the
distribution centers solve their problems, pulling commodities from the consolidation
level and so on, until the control agents that pull commodities from the source nodes.

The starting control agent is responsible for setting the total amount of transport ca-
pacity that is available 79 = uy,ax for the current time step and the current prediction
for future decisions set P° = {Qk=1,005--, ﬁk—l,onc }. After the initial configuration
iterations are executed. The starting control agent (01) has all transport capacity avail-
able. Each control agent o; (i = 1,...,n.), one after another, performs the following
steps at an iteration (see Fig. B):
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Fig. 3. Multi-agent control architecture schematics at a time step

— the maximum admissible transport capacity for control agent o; is determined as
the minimum between the subsystem maximum transport capacity Umax,o, and the
transport capacity not yet assigned,

Umax,0; = min (Prnax,m 6t ; umax,oi) ) (22)

where P ,ax 0, 18 the projection matrix from the global transport capacity set Uy ax
to the maximum transport capacity set Umax o, for subsystem o;;

— the optimal control action Uept 0, is the first time step component of the control
agent optimal sequence over the prediction horizon Ups,0, found solving the MPC
problem (I4)—@1I) for control agent i;

— the available transport capacity to the next control agent 0,1 is updated:

Qo+l = g% — Pmu,oi(k)uopt,oi(k)’ 23)

where P, o, (k) is the projection matrix from control agent o; handling resource
set U,, to the control action set U ax;

— the predictions for future decisions are updated and denoted by P+ replacing the
control agent initial prediction @1 ,, by the new optimal sequence found topt, o, -

4 Simulation Experiments

The proposed architecture is applied to the supply chain presented in Fig. 2l We focus
on addressing the supply chain operations management as a flow assignment problem
using the multi-agent architecture presented in Section [3l The structural design of the
supply chain is out of the scope of this paper. For the sake of clarity we consider constant
inventory levels over time. The performance obtained with the multi-agent architecture
will be evaluated for three different configurations concerning the prediction accuracy
available to the control agents: exact prediction (Test A), constant prediction (Test B)
and no prediction (Test C).



102 J. Lemos Nabais et al.

Table 1. Connection details for the considered supply chain

Parameters C1 C2 €3 C4 C5 Cg C7 C8 C9 Cl0 C11 C12 C13 Cl4 C15 C16 C17
Transport [hours] 14 8 8 8 14 8 8 6 8 12 10 8 8 10 12 8 6
Source node 62 62 63 64 64 6565 66 66 66 66 66 67 67 67 67 67
End node 65 65 65 65 65 66 67 6869 70 71 67 66 69 70 T1 T2
Nodes (nc;) 6 3 3 3 6 33 23 5 4 3 3 4 5 3 2
Flows 7 4 4 4 7 44 34 6 5 4 4 5 6 4 3
Transport cost 15 5 5 1 55 55 5 5 5 5 5 5 5 5
Transport capacity 260 100 100 100 260 80 80 30 30 30 30 10 10 30 30 30 30

Table 2. Supply chain average demand for end nodes (quantity per time step)

Commodity end node 68 end node 69 end node 70 end node 71 end node 72

A 7.0 9.8 12.6 9.8 7.0

B 8.4 8.4 11.2 1.2 5.6

C 5.6 7.0 9.8 8.4 4.2

Total 15 18 24 21 12
4.1 Setup

The supply chain monitoring and management decision update is done every 2 hours.
All supply chain nodes work on a 24 hour daily basis. The end nodes are opened to
clients from 8 am to 10 pm. The first disturbance will be available at 10 am translating
the consumption per commodity type between 8 am and 10 am. The supply chain can
be delivering commodities to supermarkets or raw materials to industries for example.

Using 2 hours as time step size, the transport delay per connection is translated into
the required number of nodes to capture this phenomena (see Table [I). The supply
chain model has 61 nodes to capture the transport delay for all connections: transport
delays are assumed fixed. For end nodes 69, 70, and 71 commodities can be delivered
from both distribution centers using a master connection (less transport time) or a slave
connection (higher transport time). The supply chain demand is created as a random
demand per time step for all commodities at the five end nodes (center nodes 68 to 72,
for average values see Table 2). The inventory levels are set to support the associated
average demand during two, three and two complete days for the end nodes, distribution
centers, and consolidation center respectively. To increase the demand challenge applied
to the supply chain two demand peaks are set: one at the fourth day (a factor of 1.5) and
one at the eight day (a factor of 2).

Control agent ¢ is assigned to connection . All control agents solve the MPC problem
using a prediction horizon of 7 steps corresponding to the biggest connection transport
delay at the supply chain. As a cost function a linear penalty for deviations from the
desired inventory level and transport costs is used. The state weights for the objective
function are set in a pull perspective; in that sense the benefit for staying at a down-
stream node has to be bigger than the benefit staying at an upstream node. The order
by which the control agents solve their problems is the following: c;5, c19, €16, C11,
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Fig. 4. Inventory levels for exact demand prediction (test A)

Cy, C14, C17, C8, C6s C13, C7, C12, C1, C2, C3, 5 and c¢4. When multiple connections arrive
at the same center node priority was given to the closest or to the cheapest connec-
tion. The multi-agent architecture is solved at each time step of the simulation using
the MPT v2.6.3 toolbox [[L1] with the CDD Criss—Cross solver for linear programming
problems. The simulations are performed using MatLab R2009b on a personal com-
puter with a processor Intel(R) Core(TM) i7 at 1.60 GHz with 8 GB RAM memory in
a 64-bit Operating System.

4.2 Results Analysis

The computational burden can be associated to the control action matrices B,, and B, .
Using the proposed decomposition it is possible to reduce the matrix dimension from
50544 elements to 2736, this is a reduction of 94.4%. Naturally the ratio of nonzero
elements grows from 0.009 to 0.171. For test A, the average computation time for each
time step was 27.04 s, with a maximum time of 40.8 s and a minimum time of 17.1 s.

Increasing the accuracy of the available demand prediction the multi-agent architec-
ture is able to keep the desired inventory levels at the end nodes, see Fig. d(b)l The
architecture uses the available prediction to anticipate future events and start to move
commodities in advance. Although the inventory level at the end nodes remain constant
the other nodes face variation in their inventory levels (see Fig. f(a)). With an accuracy
decrease on the demand prediction the control agents do not have the necessary infor-
mation to anticipate correctly the future demand. As a consequence the inventory levels
at the end nodes start to face bigger oscillations and can run out of stock (see Fig. [3).
As is to be expected, the average deviation from the initial inventory level is smaller for
control agents that use exact demand prediction and is bigger for the case of no demand
prediction (see Table [3). Due to the supply chain structural design all demand predic-
tions show significant deviation at end node 68. The exact demand prediction concen-
trates all deviation in commodity C'. End node 70 has the worst indicators among the
exact demand prediction which is justified by the higher demand and transport delay
from the distribution centers associated.

Fig. 6l shows the state evolution for connection 10 which is the slave connection for
node 71. Commodities are only dispatched from the connection source node if they are
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Table 3. Inventory analysis for the entire simulation time (exact/close/none demand prediction),
bold values stands for out of stock

Deviation end node 68 end node 69 end node 70 end node 71 end node 72

max 4 0.0/9.5/39.5 0/26.8/68.0 12.5/34.3/126.0  0.0/39.0/67.5 0.0/5.3/34.7
maxp  0.0/31.7/73.6 0/12.1/84.0 11.8/18.0/112.0 0.0/28.6/112.0 0.0/6.2/30.2
maxc  46.0/17.1/33.6 0/14.8/62.1 8.3/23.4/98.0 0.0/25.0/78.0 2.1/4.3/21.7
mean 4 0.0/2.2/11.8 0.0/3.6/22.4  0.1/7.4/43.5  0.0/4.2/22.4 0.0/1.8/11.5
mean g 0.0/2.8/15.5 0.0/3.3/21.0  0.2/6.5/37.1  0.0/4.1/27.3 0.0/1.5/9.2

meanc 1.5/1.9/9.7 0.0/2.8/16.1 0.1/5.8/32.3 0.0/3.6/21.4 0.0/1.2/7.0
251 251
;
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Fig. 6. Quantity of commodities at first and last nodes for connection 10 (full line: x;,1, dash-dot
line: Xi,nci)

guaranteed to be accepted at the connection end node. There is no waiting queue at the
connection. Decreasing the accuracy in demand prediction makes the slave connection
to transports a lower volume of commodities leading to the decrease of inventory levels
at the end node. For exact prediction, commodities are delivered at node 70 using the
master connection with the ratios 1.00, 0.95, 0.77 for commodities of type A, B, and
C respectively. As no distinguish is made in terms of commodities the slave connection
has a higher impact for the last commodity type.
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5 Conclusions and Future Research

The tracking control problem for multi-commodity supply chains has been addressed
in this paper through a multi-agent control architecture using a pull-flow perspective.
When the demand prediction is accurate the control architecture is able to continuously
restore the inventory levels at the end nodes. This is the case in which the supply chain
is delivering commodities to clients that know their demands in advance. For situations
in which the demand is unknown by nature (as in the case of supermarkets) the control
architecture performance will be depending on the prediction accuracy.

In future research the proposed control architecture will be extended to consider the
inventory levels as a decision variable in the optimization problem. The question is to set
the best level of inventories over the supply chain such that the demand is still fulfilled
while minimizing storage costs. The case in which the supply chain is composed by
distinct economic actors will also be considered. In this case, the information exchange
between control agents is restricted and they may give conflicting objectives. Therefore,
negotiation between control agents has to be included into the proposed architecture.
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Abstract. The paper presents the results of conducted researches which concern
one of the major cargo operators in Poland. The researches focus mainly on im-
proving functioning cargo operator by developing a system for assisting the
process of making decisions relating to setting a draft of trains. In the paper the
requirements of the system assisting the dispatcher’s decision making in a com-
pany providing cargo transport services are defined and data necessary to create
a basis for decisions to be made are identified. Author proposes the idea of a
“freezable database” as a solution facilitating the system for assisting the deci-
sion-making using situated multiagent technology.

Keywords: Situated Multi-agent systems, database, supply chain, transport.

1 Introduction

The Council of Supply Chain Management Professionals [1] defines supply chain
management as follows: “Supply Chain Management encompasses the planning
and management of all activities involved in sourcing and procurement, conversion,
and all logistics management activities. Importantly, it also includes coordination and
collaboration with channel partners, which can be suppliers, intermediaries, third-
party service providers, and customers. In essence, supply chain management inte-
grates supply and demand management within and across companies. Supply Chain
Management is an integrating function with primary responsibility for linking major
business functions and business processes within and across companies into a cohe-
sive and high-performing business model. It includes all of the logistics management
activities noted above, as well as manufacturing operations, and it drives coordination
of processes and activities with and across marketing, sales, product design, finance
and information technology.”

The cooperation between companies that constitute a supply chain is one of the
most significant factors affecting lives of the whole communities.

The comparison of the crisis in the automotive industry and the so-called dot-com
bubble burst shows clearly that the impact of the automotive crisis on the world econ-
omy is much stronger. It is a clear example of how a supply chain influences the life
of a whole region. The complexity of cars nowadays calls for a great number of di-
verse components used in the process of production. The Motor & Equipment Manu-
facturers Association (MEMA) estimates this number to be about 3,800 components.
Given the fact that some components may have to be used more than once in a single

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 106-L17] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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car, their total number rises up to about 35,000. Such complexity and the general ten-
dency to reduce the time and cost of delivery has encouraged the Original Equipment
Manufacturers (OEMs) to seek different procedures in order to improve the design-
ing, preparation and production processes on the global scale. The main goal of
OEMs is to provide an offer that would base on the correlation between the product
and the consumer’s preferences by developing “build-to-order” products [2] which
provide a wide range of options to be selected by customers. OEMs have to develop
highly efficient manufacturing processes. Any optimization of material flows in
manufacturing requires both identification of supporting processes on the system
level, as well as a thorough analysis of operations involved. For contemporary manu-
facturing enterprises, which offer a rich portfolio of products and rely on vast net-
works of suppliers and customers, documenting the layout of these networks is both
an effort and time-consuming task. On the one hand, such an effort poses a challenge
capturing the complete picture of these networks on the process level, and on the
other, it also requires identifying the activities having most impact on the supply
chain effectiveness.

It is transport that makes it possible to implement the supply chain. In March 2011
the European Commission published the new White Paper on Transport. The new
transport policy supports also the development of multimodal transport. These goals
can be set into four main directions [3]:

1. reduction of the greenhouse gases emission by 60% by 2050 comparing to the
1990 level;

2. efficient core network for multimodal intercity travel and transport;

3. clear urban transport and commuting;

4. creating global hubs in the European Union for long-distance travel and interconti-
nental flights.

In order to achieve these goals, the European Commission states the following actions
should be taken [3]:

e Halve the use of ‘conventionally-fuelled’ cars in urban transport by 2030; phase
them out in cities by 2050; achieve essentially CO2-free city logistics in major ur-
ban centers by 2030;

e Reach 40% level of cow-carbon sustainable fuels in aviation by 2050; also by 2050
reduce EU CO2 emissions from maritime bunker fuels by 40% (if feasible 50%);

e 30% of road freight over 300 km should shift to other modes such as rail or water-
borne transport by 2030, and more than 50% by 2050, facilitated by efficient and
green freight corridors;

e By 2050, complete a European high-speed rail network. Triple the length of the
existing high-speed rail network by 2030 and maintain a dense railway network in
all Member States. By 2050 the majority of medium-distance passenger transport
should go by rail;

e Establish a fully functional and EU-wide multimodal TEN-T ‘core network’ by
2030, with a high quality and capacity network by 2050 and a corresponding set of
information services;
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e By 2050, connect all core network airports to the rail network, preferably high-
speed; ensure that all core seaports are sufficiently connected to the rail freight and,
where possible, inland waterway system;

e Deploy the modernized air traffic management infrastructure (SESAR) in Europe
by 2020 and complete the European Common Aviation Area; Deploy equivalent
land and waterborne transport management systems (ERTMS - European Rail
Traffic Management System, ITS — Intelligent Transport Systems for road trans-
port, RIS — River Information Services, SSN — the EU’s maritime information sys-
tems SafeSeaNet and LRIT — Long Range Identification and Tracking of vessels).
Deploy the European Global Navigation Satellite System (Galileo);

e By 2020, establish the framework for a European multimodal transport informa-
tion, management and payment system;

e By 2050, move close to zero fatalities in road transport. In line with this goal, the
EU aims at halving road casualties by 2020. EU should be a world leader in safety
and security of transport in all modes of transport.

The above mentioned actions support the optimization of the performance of multi-
modal logistic chains. They should also increase the efficiency of transport services
and infrastructure utilization with application of the new schemes for information
management.

The conducted investigations concern one of the major cargo operators in Poland
and they focus mainly on improving its functioning by developing a system for assist-
ing the process of making decisions relating to setting a draft of trains.

This papers highlights concentrate on:

e the requirements of the system assisting the dispatcher’s decision making in a
company providing cargo transport services,

¢ identifying data necessary to create a basis for decisions to be made,

e the idea of a “freezable database” as a solution facilitating the system for assisting
the decision-making,

e the proposal of a multi-agent technology, which makes it possible to manage the
operations of database freezing, especially on situated multi-agent system (SMAS)
where the agents and the environment as treated as the complementary parts of a
system, which can mutually affect each other.

The article is divided into six sections. Section 2 refers to the situation of PKP Cargo
and challenges the company has to face. Section 3 defines the problem of assisting
the dispatcher’s decision making and Section 4 focuses on the technology to be
applied. Section 5 presents solutions using agent technology for database freezing.
Finally, Section 6 provides conclusions and suggestion for the further stages of the
project.

2 Multimodal Transport in Supply Chain

The paper discusses issues related to the analysis of supply chains using multimodal
approach. A supply chain is actually a complex and dynamic supply and demand
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network [4]. This network is formed by suppliers and companies which are con-
nected using different kinds of transport. The identification of ineffective processes in
both internal and external flow chains requires proper tools for the analysis and
decision making.

Both logistic practice and literature on the subject provide various interpretations
of intermodal and multimodal networks and transport [5]. These notions are similar in
their scope and meaning, yet there are two significant differences between them. Ac-
cording to the Convention on International Multimodal Transport of Goods [6], the
multimodal system of transport is defined as an internally integrated system of carry-
ing goods along with accompanying services provided with use of at least two modes
of transport on the basis of a multimodal transport contract. The multimodal transport
contact is concluded by a multimodal transport operator who assumes responsibility
for the performance of the contract. In case of intermodal transport, also at least two
modes of transport are involved, however its specific feature is the fact that in the
whole freight lane only one unit load is used.

The advantages of limiting the use of intermodal transport are as follows [7]:

e the possibility of offering combined freight services so that benefits can be derived
from various modes of transport,

e the possibility of reducing the cost of moving goods without deteriorating the qual-
ity of freight services,

e the possibility of reducing damages and losses as well as handling and storage of
goods by using pallets and containers,

e increasing the elasticity of deliveries by providing customers with better availabil-
ity of services over time and space.

In simple words, we can assume that an intermodal chain of deliveries is a specific
kind of multimodal logistics, which is characterized by a unified load unit, constant in
the whole freight line. In the logistic practice the most commonly used multimodal
solutions are sea-air transport and rail-air transport. The multimodality in transport
results from the development of containerization: various modes of transport have
become more closely related due to fact that the modes of freight, storage and loading
of unified load units had to become similar[8].

One of the companies that implement transport between the elements of a supply
chain is PKP Cargo Logistics [9] — the operator of a rail cargo system in Poland. It is
one of the largest operators in Poland offering an extensive set of services that can be
tailored for the needs of individual customers. PKP Cargo Logistics provides all top
quality services within the transportation chain: from a given freight sender to re-
ceiver. The company specializes in rail, intermodal, motor and railroad-and-ferry
transport and offers a wide range of services for external partners, e.g. servicing rail-
way sidings. The potential of the group in the European market is reinforced by cer-
tificates allowing PKP Cargo Logistics for independent organization of transports in
the Czech Republic, Germany and Slovakia. Owing to fact that the company PKP
Cargo International was established, with its seat located in Bratislava, there are plans
to develop transport services entirely outside Poland, mainly in the countries of Cen-
tral and Southern Europe. The group possesses 2.7 thousand locomotives and almost
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Fig. 1. Logistics centers an terminals in Poland [9]

70,000 freight railway cars. Railway rolling stock is repaired by the company’s own
technical facilities. Moreover, the group has its own logistics centers and terminals in
the most important locations in Poland, e.g. on the land and sea borders (Figure 1)

Throughout the last ten years PKP Cargo provided a wide range of services, such
as:

e conventional transportation of consignments, such as full load trains or in the form
of distributed transportation, both domestically and internationally,

e intermodal transport, including extensive service of all freight units: containers,
semitrailers and swap bodies, full customer service in container terminals as well
as reloading and storage of goods in cargo handling areas in border regions,

e railroad-and-ferry transport on the route from Swinoujscie to Ystad,

e transport of cars,

e specialized transport services of extraordinary and dangerous loads.

3 Problem Definition

PKP Cargo Logistics has made investments into the monitoring of trains (drafts of
cars) in particular regions. Such an investment makes it possible to keep track of the
train courses, providing current information and technical data of individual locomo-
tives. The applied GPS technology allows for observing the status of particular
railway lines in an Internet browser: pointing to an object with mouse will display
information about a train, its timetable, delays, the technical data of a locomotive. On
the basis of the obtained information next steps, related with assisting the dispatcher’s
decisions, can be taken. The dispatcher’s decision making is about matching a loco-
motive, freight railway cars and engine driver so that the requested criteria are met in
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the best possible way. Current decisions are made by dispatchers whose experience
and intuition play a crucial role in the process. However, contemporarily, the amount
of available information goes far beyond human perception abilities and, therefore, it
is necessary to deploy an assisting system. In this context, the main objective of the
project is to develop an IT application assisting the dispatcher’s decision making. The
idea of the assistance is to generate a list of the best relations:

locomotive <> train <> engine driver

based on information obtained from monitoring train courses, status of locomotives
and status of engine drivers. The notion of the best relations refers to the main objec-
tive function, which is defined in the following way:

minimization of the number of locomotives in motion,
maximization of the number of locomotives awaiting allocation,
minimization of assignment-awaiting time of a locomotive,

and an additional objective function:

minimization of the number of employed engine drivers,
maximization of the number of engine drivers awaiting assignment,
minimization of assignment-awaiting time of an engine driver.

It should be emphasized that the objective function here is different than that defined,
for instance, for an airline, i.e. maximizing the number of planes in motion.

The developed application ought to be designed in such a way that it can be used as
a component assisting and improving the operation of the rail traffic management
system in a given area. The applied standards should be compatible with ERTMS —
European Rail Traffic Management System, the standard introduced in the European
Union.

As already mentioned, the application provides a list of the best relations. Yet, the
final decision is made by a dispatcher, who has to accept or reject the list in a given
period of time, e.g. within 30 minutes since it was issued. In case the list is rejected, a
reason must be given why there is a need to search for another best solution.

The application has to take into account limitations, where the set of limitations
can be defined. The possible limitations are, e.g.:

e train stoppage time no shorter than 90 minutes,

e return of a locomotive to the home station due to inspection — time limit no later
than 2 days before the inspection,

e time for “awaiting the best solution” between consecutive decisions — a quarter of
an hour.

At the same time, certain rules need to be obeyed and they also can be defined, for
instance:

Assign a locomotive to the a train closest in geographical terms.
Assign a engine driver to a train closest in geographical terms.
Match the right type of locomotive to the proper train and route parameters.

[ ]
[ ]
[ ]
e Now, the data have been defined that are the basis for searching the best relations:
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e Traction vehicle — a locomotive, i.e. one object; yet, there may possibly be two
locomotives for one train (this case is now ignored)
e Traction team — an engine driver, i.e. one object

The database of engine drivers includes the knowledge of routes by a driver and the
knowledge of a locomotive; therefore the following relationships are important:

Type of engine driver <-> type of route
Type of engine driver <-> type of locomotive

e Trains — the possible status of trains
AWAITING - number of trains awaiting a locomotive off the track
ON THE ROUTE - number of trains on the track
ARRIVAL at the destination
RUN WITHOUT locomotive change, yet with engine driver change
RUN WITH locomotive change and river change
ASSIGNED - number of trains with assigned locomotives
e Locomotives — possible states of locomotives
ON THE ROUTE - number of locomotives on the routes
ARRIVAL at the destination
PASSING - they continue running the same train (ON/OFF THE ROUTE)
NOT ASSIGNED locomotives — have no job to do
REPAIR SHOP — number of locomotives in a repair shop — completion time
is crucial — it affects decisions on the assignment
e Disturbances
Objective delays — types of delays
Breakdowns — types of breakdowns
Accidents — types of accidents
e Timetable in which routes are defined — the problem of route selection is not the
subject of the project, however, the project must be compatible with the current
timetable and decision module in the traffic management system.
e Locomotive parameters
e Train parameters
e Route parameters (or decision variables: in case of the project they will define
limitations and boundary conditions for the presented optimization problem)

It should be taken into consideration that the presented-above data change dynami-
cally in time, which is obviously related with rail traffic.

4 Situated Multiagent Technologies

For the designed application a situated multi-agent system (SMAS) idea will be used.
The main idea of a situated MAS (SMAS) is to define the agents and the environment
as complementary parts of a system, which can mutually affect each other [10]. A
classical MAS is usually defined as a loosely coupled network of problem solvers
(agents) that are autonomous, heterogeneous in nature and interact with each
other and with an environment they are situated in [11]. Each agent has incomplete
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information about the problem, access to local decentralized data and acts in an asyn-
chronous mode, which means that there is no global system control. Agents, thanks to
their capability of executing in a proactive way and reacting to the environment
changes, can easily adapt to the situated space dynamism, heterogeneity and unpre-
dictability. The agents’ sociality allows the scalable decomposition of the decentral-
ized agent organizations and enables autonomous interactions of agents from different
classes, as happens in the human real world [12].

Situated computing is viewed as a new activity-centered computational paradigm,
in which applications are increasingly embedded into a physical environment and can
understand the user’s behavior. The analysis of changes in the user context and activi-
ties is necessary to get information about the user’s situation independently of appli-
cations. This information is passed to applications to enhance interaction with them.
Dealing with the increasing applications is a big challenge for software engineers. In
the last 20 years, multi-agent systems (MAS) have been put forward as a key method-
ology to develop and to tackle the complexity of self-managing large-scale distributed
systems and can be applied in solving the problems with the social components.

As mentioned above, the main idea of a situated MAS (SMAS) is to define the
agents and the environment as the complementary parts of a system, which can mutu-
ally affect each other [13]. The situated environment determines the situated agents’
perception and influences their deliberation and actions. Contrary to knowledge-based
agents, situated agents do not use long-term prediction and planning of their actions.
They perform situated actions, which are determined by the current agent’s position
and the state of the environment. The actions of the agents in the situated computing
can be executed simultaneously and can interfere with one another. The environment
in this system is much more than just an infrastructure for message brokering and
transport systems. In SMAS both agents and environment can be extended to the first-
ordered application level, where application environment defines an abstract represen-
tation of the domain, in which situated agents operate. Thus, the SMAS is usually
modeled as a multi-layer heterogeneous system with different types of agents and
environment representation at each level.

The general concept of three-level model of situated MAS [14] is depicted in
Figure 2.

It is composed of the following three layers:

e MAS application layer, which usually consists of two-sublayers: the application
specific logic, where application agents and environment are situated, and a sup-
porting MAS framework. Agents in this layer are the autonomous entities which
can interact with the environment and other agents using some logical rules. The
application environment provides an application specific representation of the do-
main to the agents.

e Execution platform layer composed by a middleware and an operating system.
Middleware offers a software platform on which distributed applications can be
executed. It provides support for remote procedure calls, threading, load balancing,
communication, etc.

e Physical infrastructure layer built up of the processors, network, etc., on which the
execution platform is run.
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Fig. 2. Three-level model of situated MAS (based on [14])

The physical infrastructure in the model can be centralized or distributed, as a con-
straint of the application or a result of the well-considered architectural decision. In a
centralized setting, agents experience the environment as one shared entity that is
locally accessible. In a distributed setting, agents can be aware of distribution or dis-
tribution may be transparent to agents. Distribution of an environment is supported by
the generic middleware infrastructure. The agents and the environment in fact span all
three-layers of the model (depicted by dashed lines in Figure 2). Formally, a situated
agent is defined as an application agent, which is ‘separated’ from the agents’ infra-
structure. However, the implementation of the application agent is based on the MAS
framework model that exploits middleware and the operating system. Finally, the
agent’s software is executed on physical devices. The analogous characteristics can be
defined for the environment.

5 Proposed Solution

In the proposed solution the following process assumption has been made: a process
is assigned to an object, therefore as process we understand a specific train in motion
or awaiting. It is crucial here to determine the process boundaries: the beginning and
the end of a process. It isI assumed that the process boundaries are as follows:
for the process beginning — the moment a train enters a region or when it starts its run,
for the process end — the moments it leaves a region or when it finishes its run.
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to the structure of PKP Cargo.

The designed SMAS can contain two main types of agents, namely (a) sensor
agents responsible for managing information, and (b) effector agents performing ac-
tions on the ambient where they live. An environment is modeled as a 3D virtual do-
main. All information data is recorded in a database. The proposed solution is based
on the concept of “freezable database”, whereas two versions will be considered:

operation “on demand” and operation “in the background”.

In the version “application operating on demand” (Figure 3), the following sce-

nario of operations was applied:

e A dispatcher generates a signal informing of the intention to make a decision.

sources.

Processes

(trains, ,

locomoti
traction t

In the version “application operating in the background” (Figure 4) the following
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A contemporary database is created, as an effect of collecting data from available

Database is “frozen” for a specified period of time.

The algorithm of “resource allocation’ operates on the “frozen” database.
The “list of the best relations ” locomotive<->train<->engine driver is generated.
Data is deleted or copied to the database.
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Fig. 3. “Freezing” of database version 1

scenario of operations was applied:

e Software agent creates and freezes a database once in a while, for example in cy-

cles.

e In a given point in time there are two databases “frozen” and “freezable”. As a
result, operations should be faster — unless the time of “freezing”, consisting of

time of database making and data collecting, is significant.
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Additional information about the current state of the environment and the monitor-
ing of the whole system is provided by a web portal. The system is managed in a cen-
tralized way by an operating center. The interactions among the system components
are managed (and allowed) by the middleware layer, which plays a role of the service
provider in the system. The middleware can accept ‘raw data’ and ‘commands’ as the
input. The raw data come from the sensor agents and they are passed to the ‘conver-
sion logic’ module, which decides about the data storing and/or translation. Com-
mands are issued by the components to obtain a service. They are passed to the ‘core’
or to the ‘look-up table’ modules that contain information about all system compo-
nents. The whole system can be executed at a mobile ad hoc network (MANET)
infrastructure, physical p2p networks. JADE or multichannel adaptive information
system (MAIS) reflective architecture can be applied to support this model.

6 Conclusions and Further Investigations

The article presents the results of current investigations on developing an application
assisting dispatcher’s decision making with use of multi-agent technologies. A spe-
cial emphasis was put on deploying the idea of situated multi-agent system SMAS.
Another proposed solution was database system based on the concept of the so called
“freezable database”, which makes it possible to assign locomotives and engine driv-
ers (resources) in dynamically changing conditions. Further stages of investigations
will include:

e Determining the availability of data, their sources, rules, limitations and objective
function. The result will be a project of “freezable database” with data sources,
recommendations for obtaining data, determination of rules, detailed objective
functions.

e Developing an algorithm.
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Validation of the algorithm — both in a simulation system and a real system.

Project of implementation. The result will be documentation of the implementa-
tion, determination of milestones, definition of implementation parameters, deter-
mination of measuring instruments and methods.

References

11.

12.

13.

14.

. http://cscmp.org/about-us/supply-chain-management-definitions

(2012)

Holweg, M., Pil, F.K.: The Second Century. Reconnecting Customer and Value Chain
through Build-To-Order. MIT Press, Cambridge (2004)

Roadmap to a Single European Transport Area — Towards a competitive and resource effi-
cient transport system. COM, Brussels (March 28, 2011)

Wieland A., Wallenburg C.M.: Supply-Chain-Management in stiirmischen Zeiten, Berlin
(2011)

Golinska, P., Hajdul, M.: Agent-Based System for Planning and Coordination of Inter-
modal Transport. In: Corchado, J.M., Pérez, J.B., Hallenborg, K., Golinska, P., Corchuelo,
R. (eds.) Trends in PAAMS. AISC, vol. 90, pp. 99-107. Springer, Heidelberg (2011)

UNC - United Nations Convention on International Multimodal Transport of Goods, Ge-
neva, May 24 (1980)

Seidl, M., Simék, L.: Integracja transportu w systemach logistycznych, Zeszyty Naukowe.
Logistyka i Transport/Migdzynarodowa Wyzsza Szkota Logistyki i Transportu we
Wroctawiu 1(8), s.159-s.167 (2009)

Bocewicz, G., Banaszak, Z.: Declarative modeling of multimodal cyclic processes. In: Go-
linska, P., Fertsch, M., Marx-Gémez, J. (eds.) Information Technologies in Environmental
Engineering. Environmental Science and Engineering — Environmental Engineering,
vol. 3, pp. 551-568. Springer, Heidelberg (2011)
https://www.pkp-cargo.pl/adx/file/album_1l10latpkpcargo.pdf (2011)

. Weyns, D., Holvoet, T.: A Formal Model for Situated Multi-Agent Systems. Fundamenta

Informaticae 63, 1-34 (2004)

Wooldridge, M.: Intelligent Agents. In: Weiss, G. (ed.) Multiagent Systems: A Modern
Approach to Distributed Artificial Intelligence, ch. 1, pp. 27-77. The MIT Press, Cam-
bridge (1999)

Siebers, P.O., Macal, C.M., Garnett, J., Buxton, D., Pidd, M.: Discrete-Event Simulation is
Dead, Long Live Agent-Based Simulation! Journal of Simulation 4(3), 204-210 (2010)
Kolodziej, J., Xhafa, F.: Supporting situated computing with intelligent multi-agent sys-
tems. International Journal of ’Space Based and Situated Computing’ 1(1), 30-42 (2011)
Weyns, D., Vizzari, G., Holvoet, T.: Environments for Situated Multi-agent Systems:
Beyond Infrastructure. In: Weyns, D., Van Dyke Parunak, H., Michel, F. (eds.) EAMAS
2005. LNCS (LNAI), vol. 3830, pp. 1-17. Springer, Heidelberg (2006)



Simultaneous Scheduling of Machines and Mobile Robots

Quang-Vinh Dang and Izabela Nielsen

Dept. of Mechanical and Manufacturing Engineering, Aalborg University, Aalborg, Denmark
{vinhise, izabela}@m-tech.aau.dk

Abstract. This paper deals with the problem of simultaneously scheduling ma-
chines and a number of autonomous mobile robots in a flexible manufacturing
system (FMS). Besides capability of transporting materials between machines,
the considered mobile robots are different from other material handling devices
in terms of their advanced ability to perform tasks at machines by using their
manipulation arms. The mobile robots thus have to be scheduled in relation to
scheduling of machines so as to increase the efficiency of the overall system.
The performance criterion is to minimize time required to complete all tasks or
makespan. A heuristic based on genetic algorithm is developed to find the best
solution for the problem. A numerical example is investigated to demonstrate
results of the proposed approach. The implementation of the proposed approach
in a multi-agent system is also generally described.

Keywords: Scheduling, Mobile Robots, Genetic Algorithm, FMS.

1 Introduction

The automation technology in combination with advances in production management
has dramatically changed the equipment used by manufacturing companies as well as
the issues in planning and control. With these changes, highly automated and un-
manned production systems have become more popular in several industrial areas,
e.g., automotive, chemical, robot, and pump manufacturing. An automatic production
system consists of intelligent and flexible machines and mobile robots grouped into
cells in such a way that entire production of each product can be performed within
one of the cells. Mobile robots capable of moving around within their environment
and not fixed to one physical location are among various advanced material handling
techniques that are finding increasing applications in today manufacturing. However,
besides transporting a variety of part types from one point to another without human
intervention, mobile robots are more significantly advanced than automated guided
vehicles (AGVs) in the capability of performing various value-added tasks on differ-
ent machines (or workstations) based on their manipulation arms. The tasks include
such processes as machine tending, pre-assembly, and quality inspection. Moreover,
using mobile robots can lead to production efficiency gains such as less energy usage
or lower tool-changing costs than typical industrial robots. The advanced abilities of
the mobile robots pay the way for establishing transformable production systems that
combine the best features of both fully automated and strictly manual manufacturing

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 118-[128] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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environments. In this paper, a particular problem is taken into account. The problem
consists of a number of operations of different tasks which are processed on flexible
machines. The processes of the operations need the participation of the mobile robots
which not only transport parts of tasks from one machine to another where needed but
also perform the operations of tasks on the machines. In that context, mobile robots
play the role of agents, attempting to reach goals while following rules specific for a
given production system. The considered systems are thus treated as multi-agents
ones in which each robot can be seen as an autonomous object capable of undertaking
decisions about moving, feeding, and completing operations, etc. [6]. However, to
utilize the systems in an efficient manner requires the ability to properly schedule
operations of tasks on machines and agents. Hence, it is important to plan in which
sequence the machines and agents process the operations so that performance criteria
can be achieved while satisfying a number of practical constraints.

The problem of simultaneous scheduling of machines and mobile robots has been
modeled in several respects comparable to the problems of simultaneous scheduling
of machines and AGVs which have attracted interest of researchers in recent decades.
Ulusoy and Bilge [13] and Bilge and Ulusoy [2] propose an iterative heuristic based
on the decomposition of the master problem into two sub-problems. Ulusoy et al. [14]
describe a genetic algorithm (GA) approach for concurrent scheduling machines and
AGVs. Abdelmaguid et al. [1] introduce a hybrid method composed of a GA for
scheduling of machines and a heuristic for scheduling of vehicles. Jerald et al. [10]
deal with the problem of scheduling of parts and AGVs in an FMS environment using
adaptive GA. Reddy and Rao [12] present a hybrid multi-objective GA for scheduling
of machines and AGVs in FMS. Lin et al. [11] model an AGV system by using net-
work structure and propose an effective evolutionary approach for solving a kind of
AGYV problems. Deroussi et al. [8] develop a simple metaheuristic approach in which
a new solution representation based on vehicles rather than machines to solve the
problem of simultaneous scheduling of machines and AGVs. Bocewicz et al. [3-4]
deal with the problem of AGV operation synchronization mechanism in FMSs where
transport processes can be modeled as a system of cyclic concurrent processes sharing
common resources, €.g., machines. Bocewicz and Banaszak [5] present a new model-
ing framework enabling to prototype and evaluate multimodal cyclic processes, e.g.,
vehicles, which share common machines while comparing their cyclic steady state.

Although much related research has been completed, the problem of simultaneous
scheduling of machines and mobile robots has not yet been studied in the literature.
Furthermore, the surveyed genetic algorithms to agent-based solutions are not well
suited and cannot be directly used to solve this problem due to the lack of a suitable
mechanism to simultaneously assign tasks to machines and mobile robots while tak-
ing into account precedence and routing constraints. In this problem, the considered
mobile robots have not only the capability of transporting parts of tasks similar to
other material-handling devices but also the advanced capability of performing tasks
at destination machines by using their manipulation arms. In other words, after trans-
porting parts of the tasks to the destination machines, the mobile robots have to stay at
those machines and complete performing the tasks before moving to other places.
Moreover, this problem is composed of two interrelated decision problems that are
scheduling of machines and scheduling of mobile robots (or vehicles). Both problems
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are known to be NP-hard [8] resulting in a more complicated NP-hard problem when
they are taken into account simultaneously. In that context, our main contribution is to
develop a computationally efficient heuristic based on genetic algorithm, a promising
algorithm to this class of problems, so as to find the best solutions for the problem of
simultaneous scheduling machines and mobile robots. Compared to other optimiza-
tion methods, the major benefit of GA regards multiple directional search using a
set/population of candidate solutions which enables GA to search in several directions
simultaneously. In this way, many paths to the optimum are processed in parallel that
leads to a clear improvement in performance. Furthermore, since information from
many different regions is used, GA is resistant to remain trapped in a suboptimal solu-
tion and able to move away from it if the population finds better solutions in other
areas. In this paper, the best solutions achieved by the genetic algorithm-based heuris-
tic are useful for decision making at operational levels and the proposed approach
enables to model and evaluate scheduling tasks of multi-agent systems.

The remainder of this paper is organized as follows: in the next section, problem
description is presented while a heuristic based on genetic algorithm is developed in
Section 3. A numerical example is conducted to demonstrate results of the proposed
approach in Section 4. Section 5 generally describes how the proposed approach has
been implemented and interacted with other components in a multi-agent system.
Finally, conclusions and future research directions are drawn in Section 6.

2 Problem Description

The work is developed for an FMS which products parts or components for the pump
manufacturing industry at a factory. In the FMS, a set of independent tasks has to be
processed without pre-emption on a set of machine tools along with a set of identical
mobile robots (agents). Each task consists of a sequence of operations. Each machine
and each mobile robot can process only one operation at one time, and each operation
can be processed by only one machine and one mobile robot at the same time. Note
that in this FMS processing operations at machines has the participation of mobile
robots. This results from the mobile robots’ advanced abilities which enable them not
only to transport parts from one machine to another but also performing operations on
the machines to which the parts are transported. The considered FMS can be seen as a
multi-agent system.

To enable the construction of a simultaneous schedule for the machines and mobile
robots, assumptions are considered as follows:

e Each task is available at the beginning of the scheduling period.

e Each operation sequence of each task (the routing of each part type) is available
before making scheduling decisions.

e Each mobile robot can transport only one kind of parts at a time.

e There is sufficient output buffer space at each machine.

e Traveling time is only machine-dependent and deterministic. Processing time is
also deterministic.

e Such issues as traffic congestions, mobile robot collisions, machine failures, scraps
are not considered in this paper.
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Making decisions on scheduling machines and mobile robots simultaneously is a part
of the real-time activities of production planners. It means that the best solution must
be quickly obtained at the beginning of (re)scheduling periods. Furthermore, concern-
ing the problem belonging to NP-hard class, computation time exponentially grows
with the size of the problem, e.g., more number of tasks, machines, or mobile robots.
It is therefore necessary to develop a computationally effective algorithm, namely a
GA-based heuristic, which determines in which sequence the machines and mobile
robots should handle tasks so as to minimize time required to complete all tasks or
makespan while satisfying a number of practical constraints.

3 Genetic Algorithm-Based Heuristic

In this section a genetic algorithm, a broadly applicable search approach imitating the
evolutionary process in nature, is used to develop a heuristic which is allowed to con-
vert the mentioned problem to the way that best solutions could be found. In GAs,
each individual solution is represented in the form of a finite length string called a
chromosome. A chromosome is composed of a set of locations known as genes that
contain discrete values pertaining to a problem solution. Through the use of genetic
operators such as crossover, mutation, and selection to the chromosomes of selected
solutions are in a systematic fashion to generate a new generation of solutions moving
towards the optimization of certain criteria [9]. The GA-based heuristic shown in Fig.
1 consists of the following main steps: genetic representation; initialization; decoding
operator and fitness evaluation; genetic operators including selection, crossover, and
mutation; repair operator; termination criteria.

. T
s . Fitness e Yes Best
Initialization ~ —> Decoding > . —>»<_Termination? >—» .
Evaluation ~ _— solution
~_
T INU

. Crossover and .
Reparation  <«— ; | Selection
Mutation

Fig. 1. Flow chart of GA-based heuristic

3.1  Genetic Representation

One of the main concerns when applying GAs to an optimization problem is to find
an appropriate coding scheme that transforms feasible solutions into representations
amenable to genetic search and reversibly decode these representations [1]. For the
problem under consideration, a feasible solution can be encoded by a chromosome
representing both operation sequencing and mobile robot assignment. Consequently,
each gene in the chromosome is made up of two parts. The first part refers to an oper-
ation on a specific machine which is assumed to be scheduled at its earliest starting
time. The second part identifies the mobile robot that will transport parts from any
machine to that machine and then perform that operation on that machine. The chro-
mosome length is equal to the total number of operations of all tasks. Fig. 2 below
illustrates a feasible chromosome of an example problem with 5 operations of 2 tasks,
3 machines, and 2 mobile robots.
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Task 1 2
Operation 1 2 3 1 2
Machine 1\/‘11 1\/‘13 l\/‘IZ ]\/‘[1 ]\/‘[3
Chromosome 212 | | 222 | 122 ] 150 |

Fig. 2. lllustration of a feasible chromosome

3.2 Initialization

Random chromosomes are generated for providing solutions to the initial population.
A chromosome is constructed of gene by gene. Each gene is first assigned an eligible
operation (an operation is said to be eligible if all its predecessors are assigned). Then,
one of the mobile robots is randomly chosen to complete the gene. If the chromosome
is not yet complete, the eligible set of operations is updated and the process continues.
The pseudocode of the initialization method is given below.

Procedure: Initialization

Begin
D « {op,|op,: first operations of all tasks};
R« {1,...,n};//n: number of mobile robots;
Repeat

Select an operation op, € D;
Assign op, to a mobile robot mr B R;
D « D/{op,;};
If (successor of op, exists) Then
D « D U {successor of op,};
Until (D = @)
End

3.3 Decoding Operator and Fitness Evaluation

The decoding operator and fitness evaluation are described in the pseudocode below.

Procedure: Decoding and Fitness Evaluation
Begin
For i = 1 To chromosome_length
op « operation at location i in the chromosome;
mc « machine of op;
pd « predecessor of op in the task sequence;
mr « mobile robot of op;
If (pd := @) Then st — 0;
Else st — pd.completion_time;
ns « number of scheduled operations on machine mc;
If (ns > 0) Then
1l1s « last operation scheduled on machine mc;
ct « ls.completion_time;
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If (st < ct) Then st — ct;
Sr « mr.last_work_destination;
If (pd # @) Then md — machine of pd;
Else md — or;
et « travel time between sr and md;
1t « travel time between md and mc;
ft « Max(pd.completion_time, mr.last_work_ time) + et
+ 1t;
If (st < ft) Then st ~ ft;
op.completion_time « st + op.processing time;
mr.last_work_time « op.completion_time;
Schedule op on machine mc and mobile robot mr;
End
C,.. « Max(op .completion_time|op.: last operations of
all tasks);
End

3.4  Genetic Operators

Selection, crossover, and mutation are three main genetic operators. For selection,
various evolutionary methods can be applied to this problem. (ux + 4) selection is used
to choose chromosomes for reproduction. Under this method, ¢ parents and 1
offspring compete for survival and the x best out of the set of offspring and old par-
ents, i.e. the x lowest in term of the makespan, are selected as the parents of the next
generation. This selection method guarantees that the best solutions up to now are
always in the parent generation [6-7].

Crossover operator generates offspring by combining the information contained in
the parent chromosomes so that the offspring will have desirable features from their
parents. The Roulette-wheel selection is first used to select the parent chromosomes
based on their fitness values. Then, a uniform crossover operated with probability P,
will be used to generate offspring as follows. Starting from the first operations on the
parents, iteratively, one of the parents is randomly selected. The next unconsidered
operation of the selected parent becomes the next operation on the first offspring
while the next unconsidered operation of the other parent is the next operation of the
second offspring. If the mobile robot selected for that operation is the same on both
parents, then that selection is also made on the child; if not, one of the mobile robots
of the parents is randomly chosen. Fig. 3 below depicts the uniform crossover.

Mutation operator produces spontaneous random changes in various chromosomes.
For the current encoding method, there are two mutation operators, one for each part
of a gene and with a probability P,. The first mutation operator selects two random
positions on a chromosome and swaps the operations with respect to those positions.
Note that the chromosome may be infeasible in terms of precedence constraints after
the operation mutation. Hence it has to be adjusted by using the repair operator in
Section 3.5. The second mutation operator replaces the mobile robot assignment at a
gene with one of the mobile robots which is randomly chosen. This may lead to the
same mobile robot assignment for a particular gene, and aim to prevent the loss of any
good assignment.
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Parent1 | 212 | 101 | 222 [ 122 | 130 | Paent1 | 212 | 101 | 222 | 122 [ 131 |
A 4 A A 4 A A 4
Offspring 1| 211 | 101 | 122 | 222 | 13,1 | Offspring2 | 111 | 212 | 22,1 | 122 [ 131 |
P x x ,,fv A
L 3] 1§ 4 5
Parent 2 ‘ 12 ‘ 21,1 ‘ 122 ‘ 22,1 ‘ 13,1 ‘ Parent 2 ‘ 1.2 ‘ 21,1 ‘ 12,2 ‘ 2.1 ‘ 13.1 ‘

Fig. 3. Uniform crossover

3.5 Repair Operator

A repair operator is developed to validate chromosomes with any precedence viola-
tions after the mutation operators. This operator involves the exchange of locations of
operations belonging to the same task such that a valid sequence of operations is
achieved. The following pseudocode describes how the repair operator works.

Procedure: Repair Operator
Begin
For i = 1 To chromosome_length - 1
op, « operation at location i in the chromosome;
pd, — predecessor of op, in the task sequence;
ex « True
Repeat While (pd, # @) And (ex := True)
For j = 1 + 1 To chromosome_length
op; — operation at location j in the chromosome;
If (pd, = op,) Then
ex « True;
Exchange locations of op, and op;;
Update op, at location i and pd, of op,;
Exit For
Else ex — False;
End
End
End

3.6 Termination Criteria

Termination criteria are used to determine when the GA-based heuristic should be
stopped. Note that making decision on which sequence mobile robots and machines
should handle tasks is a part of real-time activities of production planners. Therefore,
on the one hand, if the best solutions over generations do not converge to a value, the
maximum generation G,, would be used to stop the run. On the other hand, if the best
solution does not improve over G, consecutive generations, it would not be valuable
to continue searching.
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4 Numerical Example

In this section, an example problem is generated to examine performance of the GA-
based heuristic. An FMS in the example problem has three machines M1, M2, and
M3. There independent tasks with a total of seven operations are to be carried out.
Two identical mobile robots are used to process the operations on three machines.
The processing times of the operations are given in Table 1. This table also gives the
precedence constraints among the operations in each task, e.g., the second operation
of task 1 can be carried out only after the first operation of task 1 is complete. The
traveling times of mobile robots from one machine to another are given in Table 2.

Table 1. Processing time of operations of tasks

Task Operation Machine Processing time
1 1 M1 30
2 M3 42
2 1 M2 24
2 M1 18
3 M3 36
3 1 M2 30
2 M3 24

Table 2. Traveling time of robots from one machine to another

From/To M1 M2 M3
M1 0 12 12
M2 16 0 20
M3 12 12 0

For GA parameters, the population size of 50 is used and probabilities of crossover
P, and mutation P,, are set to be 0.6 and 0.1, respectively. The termination is stop at
the generation G,, of 200 or if no improvement is made after G, of 50 generations.
The proposed heuristic has been programmed in VB.NET and run on a PC having an
Intel® Core 15 2.67 GHz processor and 4GB RAM. Fig. 4 shows the convergence of
the best solution of the proposed heuristic.

The best solution obtained is given as: 21,2 - 11,1 - 12,1 - 31,2 - 22,2 - 23,2 - 32,1.
The time required to complete all tasks or makespan is 160 time units and the computa-
tion time in this case is less than a second. The best solution of the example problem is
depicted graphically by a Gantt chart with a small modification made to represent the
schedules of the mobile robots. As shown in Fig. 5, a row is added to each mobile ro-
bot in order to show time intervals during which a mobile robot is transporting and
performing its assigned operations. These time intervals are illustrated by non-colored
bars and colored bars for transporting and performing the assigned operations to/at the
destination machines, respectively. Note that the time interval needed to complete
transporting may include part for an empty trip depending on the previous location of
the mobile robot. This part is represented in the Gantt chart by using a shaded area in
the non-colored bar, e.g., operation 32 is transported from machine 2 to machine 3 by
mobile robot 1 at machine 3.
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Fig. 4. Convergence of the GA-based heuristic
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Fig. 5. Gantt chart for the best solution of the example problem

5 Implementation of Proposed Approach in Multi-agent System

This section generally describes how the proposed approach has been implemented in
a multi-agent system and highlights the interactions between difference components.
The proposed genetic algorithm-based heuristic, the decision-making nucleus, is inte-
grated into the Mission Planning (MP) module of the Mission Planner and Controller
(MPC). At first, the input data is derived from an operator through a user interface
provided by the MPC or from Manufacturing Execution System (MES). Then, the MP
module uses the input data to generate the best schedule/plan which serves as an input
to the Mission Control (MC) module of the MPC (this best schedule is also shown to
the operator via the user interface). Next, the MC module uses XML-based TCP/IP
communication via a wireless network to command mobile robots to execute tasks in
succession according to the best schedule and feedback from these mobile robots. In
practice, there might be some unexpected events such as breakdown of machines or
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mobile robots. These events will be reported by MES or the mobile robots so that the
MC module is able to update current status of the shop floor and then call the MP
module to reschedule the machines and mobile robots if needed. The MP module will
in turn use the current status as new input, re-optimize to find an alternative schedule,
and send this schedule back to the MC module for execution. Fig. 6 below depicts the
aforementioned multi-agent system architecture.

Operator/MES Equipment information/status OPC Servers
J A&
A A
. Schedule/Plan .
Input data ) Equleent u ) Slgnal.
information/status Task feedback information
( rd 4 h ( 2
Schedule/ Task command ||
Plan P
Task feedback
Mission Mission v o
5 hOX & @
Planning Control
Task co d
L, Task feedback
. Mobile vo.. Mobile
Mission Planner and Controller L Robot 1 Robot n
J J

Fig. 6. Multi-agent system architecture

6 Conclusions

In this paper, a problem of simultaneous scheduling of machines and autonomous
mobile robots in an FMS environment is studied. To complete all tasks in minimum
possible time, it is important for production planners to determine in which sequence
the mobile robots and machines should transport and process operations of tasks
while satisfying a number of practical constraints. The main novelty of this research
lies in the consideration of the participation in performing tasks at machines of the
mobile robots. A genetic algorithm-based heuristic was developed to find the best
solutions for the problem. An example problem was generated to demonstrate the
efficiency of the proposed heuristic. The result showed that the proposed heuristic
was significantly fast to obtain the best solution. The solution is useful for decision
making at operational levels and the proposed approach provides a solid framework
that enables to model and evaluate scheduling tasks of multi-agent systems. The im-
plementation of the proposed approach and its interaction with other components in a
multi-agent system was also generally described and highlighted. For further research,
lot-sizing procedures for parts with respect to the capacity of the mobile robots should
be considered as integral part of the optimization process. Furthermore, rescheduling
mechanisms based on obtained schedules and feedback from the mobile robot fleet
and machines should be also developed to deal with real-time disturbances.
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Abstract. The main goal of this paper is to characterize the radio channel
propagation model of studying the impulse response. The observation points
have been located along two different areas in the city of Madrid, to analyse
LOS and NLOS paths. In order to obtain accurate results the geometry has been
modelled with NURBS surfaces, since these allow us to obtain very accurate
models of real objects. To perform this work, a deterministic electromagnetic
(EM) simulation tool, called NEWFASANT, has been used. This tool is able to
achieve this goal applying the Geometrical Theory of Diffraction and taken into
account multiple reflections and diffractions between the buildings.

Keywords: channel model, impulse response, GTD, radio localization.

1 Introduction

As a result of the increasing interest on the area related to radio localization and radio
coverage studies, powerful computer tools and algorithms are required to carry out the
characterization of radio propagation in urban areas. In previous researches [1-2],
basics approaches were used to perform this task. However, due to the geometrical
complexity of the scenarios and accordingly, the large number of ray paths, it was
very difficult if not impossible to analyze realistic environments with these proce-
dures. Therefore, new algorithms have been developed to achieve this goal.

Nowadays, thanks to the advances in computer technology, several software tools
provide the analysis of the radio propagation channel model in real scenarios. In par-
ticular, this work has been developed using NEWFASANT [3], a fast computer tool
that lets us obtain a 3-D ray-tracing propagation model of complex environments such
as buildings, urban areas, etc. Several features have been included in this tool to per-
form the analysis of the impulse response.

NEWFASANT is composed of several modules based on rigorous and asymptotic
methods, some of them are:

e FASANT module is based on the high frequency techniques Geometrical Theory
of Diffraction (GTD) and Uniform Theory of Diffraction (UTD) [4], addressing the
analysis of antennas on board complex bodies and the propagation at indoor or
outdoor environments.

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 129-[138] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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e MONURBS module is based on the Method of Moments combined with Charac-
teristic Basis Function Method (CBFM) [5] and a Domain Decomposition proce-
dure [6] to speed-up the computation of the electrical field, the radar cross section,
the analysis of reflectors and reflectarrays, radio propagation and the design of an-
tennas and radomes.

e POGCROS module is based on Physical Optics (PO) and Geometrical Optics (GO)
[7], to compute the monostatic or bistatic Radar Cross Section (RCS) of complex
targets, considering any number of interactions between the surfaces of the geome-

try.

In this paper, results of the EM simulations to characterize the channel propagation in
outdoor environment are presented using FASANT module, that is, applying high
frequency techniques. Thanks to the capabilities provided by this tool, the time delay
regarding a Dirac delta signal has been obtained. This task has been carried out keep-
ing in view the geometrical model of the city of Madrid, shown in figure 1. Several
observation points have been located in two different areas in order to analyse the
electrical field between the buildings.

Fig. 1. Geometrical model of the city of Madrid

2 Methodology

Thanks to the efficiency of FASANT as a software tool for the computation of the ray
tracing in complex scenarios [8], this module has been used to obtain the electrical
field considering multiple interactions between the different parts of the geometry. To
achieve this, FASANT applies a ray-tracing algorithm based on the Angular Z-Buffer
(AZB) and the Space Volumetric Partitioning (SVP) together with the A* heuristic
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search methods [9-10]. This fast ray-tracing algorithm speeds up the computation of
the electrical field, decreasing the CPU-time and memory resources required for these
calculations. The electromagnetic simulations have been accomplished modelling the
geometry presented in figure 1 with parametric surfaces. In particular Non-uniform
Rational B-Splines (NURBS) [11] surfaces are used. This kind of surfaces efficiently
describes the shape of the object using very little information and provides a useful
representation of the geometry.

Once the ray-tracing has been obtained, it is easy to perform a post-process in or-
der to analyse the radio channel characteristics. As all the information about the rays
have been obtained previously, the time at which each ray (direct ray, reflected ray or
diffracted ray) reaches each observation point can be calculated. In this way, a dis-
crete signal composed of Dirac deltas, each one depending on the time of arrival, is
built, as depicted in figure 2.

Dirac delta

CDMA .

Impulse response

convolution - Delay profile

9] %] 3 t4

Fig. 2. Convolution process

Before accomplishing the convolution, a specific observation point has to be se-
lected from the whole set of points considered in the previous analysis. Figure 3 illu-
strates how this information is retrieved.

Time Delay @

Component Freg Paint
o Ex 1
Ey

@ Ez

Rays Information File

orkshop_sesion4\RadioChannel_GTDYyadioChannel _GTD.ray Browse

Signal Cancel Ok

Fig. 3. Time delay definition
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Several input signals such as Dirac delta, Sinusoid, Tukey envelope or CDMA, as
shown in figure 4, can be convoluted with this signal obtaining the impulse response.

Signal Time Definition @

Signal Time

e D‘f Initial {usec): 0.0
Sinusaid End {usec): 0.0
Carrier Frequency (MHz): 0.0 Mumber of Samples: |0
Phase (deq):
Duration (usec):
Tukey Envelope
Alpha Parameter: 0.0
Pulse width (usec): 0.0 m T
CDMA
Length: 32

Pulse width (usec):

Fig. 4. Signal time definition

Hence, this is a simple process to obtain the different propagation times, due to
multi-path propagation, or to calculate the distance from the source to the place where
the observation point has been located.

3 Results

After modelling the city of Madrid with NURBS surfaces, the near field on the obser-
vation points shown in figure 1 is computed. Two cases have been studied:

e First situation: there is direct visibility between the source and the observation
points. An observation plane of 100 points has been placed over the line x = 370
m., in the same lane as the source (see figure 1). The dimensions of this plane are
50 m. x 750 m.

e Second situation: there is no direct visibility between the source and the observa-
tion points. A different observation plane of 100 points has been placed over the
line y = 750 m. that runs perpendicular to the source lane (see figure 1). The di-
mensions of this plane are 250 mx x 75 m.

This analysis has been performed at 2.4 GHz, taking into account multiple reflections
and diffractions until third order. The feed antenna is a vertical dipole located at
(420.0 m., 420.0 m., 30.0 m.).

On the one hand, figure 5 shows the near field obtained for the first situation. As
can be observed, the observations points which are closed to the dipole have the
greatest value of the electrical field (coloured in red).
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Fig. 5. Near field on the observation points for the first situation

On the other hand, figure 6 shows the near field obtained for the second situation
(no direct visibility from the source) with a colour scale.
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Fig. 6. Near field on the observation points for the second situation

The ray tracing provided by FASANT is shown in figure 7. The simple effects are
represented in yellow and the multiple effects are represented in pink. The informa-
tion about each ray can be visualize: the distance of the path followed by the ray, the
propagation time, the effect, the electrical field in the observation point, etc.
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Fig. 7. Ray-tracing representation

To compute the impulse response, Dirac delta and CDMA input signals have been
considered. Using the first one, in figure 8 it is shown the impulse response for an
observation point within the group with direct visibility, applying the post-processing
explained in previous section.

"8 3- Time Delay E=8 E=8 =
Time Delay

Amplitude

— Time Delay

Fig. 8. Time delay considering a Dirac delta for the first situation

Figure 9 shows the impulse response for an observation point without direct visi-
bility. It can be observed the displacement of the maximum amplitude, over the time
axis, due to the fact there is not direct ray.
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Fig. 9. Time delay considering a Dirac delta for the second situation

From figures 8 and 9 it can be concluded that the first contribution that reach the
observation point is the direct ray. Therefore, as in the case plotted figure 9 there is
not direct ray, the highest amplitude in this case has been shifted from 0.5 psec (at this
time the direct ray in the case shown in figure 8 reach the observation point) to 1.9
psec (at this time a multi-path contribution reach the observation point in the case
shown in figure 9).

If a CDMA signal is defined as shown in figure 10, the time delay spread presented
in figure 11 is obtained for an observation point with direct visibility (367.22, 275.0,
1.5). The highest contribution reaches the point at 0.9 psec.
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Pulse width {usec): 0.1

Fig. 10. Definition of the CDMA signal
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Fig. 11. Time delay spread considering a CDMA for the first case

However, for an observation point without direct visibility the highest contribution
experiments a shift from 0.9 psec to 2 psec approximately. Figure 12 shows the time
delay spread considering a CDMA signal for an observation point located at (241.6,
762.5, 1.5).
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Fig. 12. Time delay spread considering a CDMA for the second situation



Characterization of the Radio Propagation Channel in a Real Scenario 137

4 Conclusions

This paper presents a suitable process to compute the impulse response thanks of the
ray-tracing algorithm developed in FASANT tool based on GTD. Convoluting an
input signal, such us Dirac delta or CDMA, with a discrete series of contributions,
depending on time of arrival, it is easy to characterize the propagation channel model
of the city of Madrid. From the analysis of the delay time for the two different groups
of observation points, it can be concluded that the first contribution that reaches
an observation point is the direct ray. Therefore, when there is NLOS the maximum
amplitude suffers a shift over the time axis. FASANT is a suitable software tool for
applications like radio localization, pedestrian detection or collision avoidance, thanks
to the capability to determine the localization of an object within a complex scenario.
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Abstract. In order to satisfy the demand of the automotive industry about anti-
collision systems, related to the protection of pedestrians and drivers, this paper
proposes the development of an algorithm that achieves a dynamic analysis of
urban scenarios. Typically, some objects of these scenarios can have a transla-
tion and/or rotation movement. For each sample of time a new scenario is built
according to the information about the movements of the objects. Then, its cor-
responding simulation is performed using Geometrical Theory of Diffraction to
analyse the propagation in outdoor environments and thus, to determine the
position of obstacles.

Keywords: GTD, radio localization, anti-collision systems.

1 Introduction

Nowadays, security applications in the field of automotive industry are experiencing
significant advances [1]. This field has become of interest since travel safety is an
important issue to decrease traffic accidents. At the beginning of the development of
security systems, only passive technologies were performed such as airbags and seat
belts. Later on, the safety and protection of both pedestrians and drivers has turned to
be one of the most important objectives through the adoption of active security
mechanisms. In this regard, it is estimated that, within few years, every car will be
manufactured with an efficient and accurate anti-collision system. This will be possi-
ble thanks to the use of advanced software based on the prediction of the trajectory,
analysing a sequence of consecutive images of vehicles, pedestrians and cyclists in
urban scenarios.

In this sense, the presence of computers into modern vehicles has become very
common. These computers are able to analyse the environment of the vehicle in order
to obtain information about the position of possible obstacles, for instance pedestri-
ans, cyclists, etc. Hence, the automotive industry is developing several systems that
avoid collisions between the car and any obstacle. Certain factors have to be consid-
ered in this process:

e The analysis of the position of pedestrian or obstacles has to be done under
any meteorological conditions, such as fog, rain, snow, etc. and with NLOS

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 139-[148] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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(non-line-of-sight) between the transmitter and the receiver. Therefore, these sys-
tems will work at microwave or millimetre bands because in these frequency bands
it is possible to transmit in presence of adverse meteorological conditions or NLOS
and to use the information derived from the Doppler shift, due to the movement of
the car.

e As the velocity of the car can be very high, all of these analyses have to be done as
quickly as possible. For this reason, fast and efficient algorithms are needed.

In order to achieve these goals, the development of the dynamic analysis presented in
this paper is based on the use of the high frequency technique Geometrical Theory of
Diffraction (GTD) [2]. The application of this technique is very useful in this kind of
analysis since it provides the ray path from the source to the observation point in or-
der to analyse the time propagation and the distance [3].

The main goal of this paper is to describe a tool that accomplishes the dynamic
propagation analysis in realistic outdoor environments like the geometrical model of
the city shown in figure 1.

Fig. 1. Geometrical model of the analyzed city

2 Dynamic Procedure

The algorithm to analyze the radio propagation in urban scenarios is based on a
batch procedure. This procedure is being implemented within the NEWFASANT
tool [4], in the FASANT module [5], which applies the high frequency technique
GTD for the analysis of propagation in indoor and/or outdoor environments. A typi-
cal scenario in this kind of studies comprises multiple objects: buildings, vehicles,
cyclists, containers, urban furniture, etc. Some of them can have a translation and/or
rotation movement over time. These movements can be assigned to the object as
shown in figure 2.
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Selects the object with the mouse o the arrows left and right of the keyboard, then click here:
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Fig. 2. Assignment of a certain movement to an object

N

In the case of a variable movement, its characteristics are defined using the tables
shown in figures 3 and 4.

&1 Translation Information ==
Value: 0.0 Fill value to selection

Time (s) vel. x (m/s) vel. y (mfs) vel. z (mfs)
0.0 0.0 0.0 0.0

Fig. 3. Translation movement information

On the one hand, to describe the translation movement of an object, only the time
and its linear velocity are necessary to be specified, see figure 3. On the other hand, to
describe the rotation movement, besides the time and the angular velocity it is
necessary to define the rotation axis with two points, see figure 4.

With this information, a distinct scene is associated with each different position of
the moving objects. The whole scenes are created automatically once all the move-
ments have been defined. In this way, a dynamic analysis of the propagation over the
time can be done in order to study channel parameters. To perform this analysis an
efficient ray-tracing technique based on the combination of Angular Z-Buffer (AZB),
Space Volumetric Partition (SVP) and A* heuristic search, developed in recent works
[6-7], is applied.
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% Rotation Information ==

value: 0.0 Fill value to selection

Time {x) w fradjs) point 1) Point 1(y) Point 1(z) Paint 2(x) Paint 2(y) Point 2(z)
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0

05 0.0 0.0 0.0 0.0 0.0 0.0 0.0

06 0.0 0.0 0.0 0.0 0.0 0.0 0.0

07 0.0 0.0 0.0 0.0 0.0 0.0 0.0

08 0.0 0.0 00 00 oo 0.0 0.0

03 0.0 0.0 00 00 o0 0.0 0.0

L0 0.0 0.0 0o oo oo 0.0 oo |

Fig. 4. Rotation movement information

3 Results

The dynamic propagation analysis in a realistic outdoor environment, such as the
geometrical model of the city shown in figure 1 has been accomplished. This scenario
is composed of several buildings and containers over two perpendicular roads. The
car is describing a translation movement on the road over the y axis according to the
information shown in figure 5. As the dipole antenna considered in this analysis is
always over the car, it has the same translation movement.

Selects the objectwith the mouse orthe arrows left and right o the keyboard, then click here: ==

£ Moving definition =
(7] Translation [ Rotation
—
— 5 7 A
ety [0 -
Time (s) vel. x (m/s) vel. y (mfs) vel. z (mfs)

T

Fig. 5. Translation information movement of the car
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A plane of observation points has been located behind one of the containers, see
figurel, modelling a human person. This plane has a width of 0.5 m. and a high of
1.75 m.

As mentioned above, the dynamic simulation is achieved according to the transla-
tion information. In this particular case study only three time slots have been consid-
ered. For the first one, the car is located at (0.0 m., 10.0 m., 0.0 m.) and the dipole is
located at (0.0 m., 10.324 m., 1.6 m.). The near field on the pedestrian and the ray-
tracing is plotted in figures 6 and 7, respectively.
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Fig. 7. Image of the ray-tracing for the first time slot
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From the ray information it can be obtained its propagation time and the distance
of its path between the source and the observation point. Therefore, this information is
used to estimate the relative position of the pedestrian from the vehicle for each slot
of time.

For the second time slot (t = 5s.), the car has moved from (0.0 m., 10.0 m., 0.0 m.)
to (0.0 m., 0.0 m., 0.0 m.). Consequently, the dipole is placed at (0.0 m., 0.324 m.,
1.6 m.). Figures 8 and 9 show the near field and the ray-tracing for the second posi-
tion of the vehicle, respectively.
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Fig. 8. Image of the near field on the pedestrian for the second time slot
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Fig. 9. Image of the ray-tracing for the second time slot
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Finally, at the time 10 s., the car is located at (0.0 m., -10.0 m., 0.0 m.) and the
dipole is located at (0.0 m., -10.324 m., 1.6 m.). Figures 10 and 11 show the near field
and the ray-tracing for the third position of the vehicle, respectively.
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Fig. 10. Image of the near field on the pedestrian for the third time slot
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Fig. 11. Image of the ray-tracing for the third time slot

In order to analyze the variation of the near field over the pedestrian (plane of ob-
servation points) figures 13, 14 and 15 show the electrical field for three different
points. One of these points has been located at the bottom (-4.85, -0.25, 0.01), other
has been located in the middle (-4.85, 0.0, 0.78) and the last one has been located at
the top (-4.85, 0.25, 1.76) as shown in figure 12.
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Fig. 12. Observation points representation
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Fig. 13. Near field representation over the time for the observation point (-4.85, -0.25, 0.01)

In the case of point 1, the received value of near field at 0.0 s. is higher than
the rest ones since at this time the relative position of this point and the car has
direct visibility. When the car moves along the y axis, this point is shadowed by the
container.
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Fig. 14. Near field representation over the time for the observation point (-4.85, 0.0, 0.78)
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Fig. 15. Near field representation over the time for the observation point (-4.85, 0.25, 1.76)

From these figures it can be concluded that the total electrical field that reaches the
observation point located at the top (point 50) is higher than the electrical field that
reaches the other two points, because point 50 have direct visibility from the car dur-
ing the whole movement. However, point 25 has not this kind of contribution.

As a result, using this dynamic procedure it is possible to track the position of a
pedestrian over the itinerary of a car in outdoor urban environments. Similarly, the
same technique can be applied to track the position of any other vehicles or obstacles
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around the car, providing the necessary information to develop dynamic security me-
chanisms capable of warning the driver about the possible risk of collision in almost
real time.

This test case has been performed in a 2.0 GHz Quad Intel Xeon with 24 GB of
RAM, taking about 12 min. and 23 s. with 8 processors.

4 Conclusions

This paper presents a help for developing an anti-collision system based on the simu-
lation of consecutive images of an urban scenario. Once the movements of the objects
have been defined, one simulation for each time sample is achieved applying GTD. In
this way, the characteristics of the propagation in outdoor environments can be ana-
lysed over the time, providing the necessary information to create proactive security
systems to avoid any collision. This new feature has been included in the FASANT
module of the NEWFASANT software tool.
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Abstract. In the recent years, microblogging services, as Twitter, have
become a popular tool for expressing feelings, opinions, broadcasting
news, and communicating with friends. Twitter users produced more
than 340 million tweets per day which may be consider a rich source of
user information. We take a supervised approach to the problem, but
leverage existing hashtags in Twitter for building our training data. Fi-
nally, we tested the Spanish emotional corpus applying two different
machine learning algorithms for emotion identification reaching about
65% accuracy.

Keywords: Emotion Context, Emotion Recognition, Microblogging,
Twitter, Features extraction, Machine Learning.

1 Introduction

Affective Computing (AC) or Emotion-oriented computing is a branch of Artifi-
cial Intelligence (AI) that deals with the design of systems and devices that can
recognize, interpret, and process human affective states (moods and emotions).

In [I] Picard described three types of affective computing applications: 1)
systems which detect user emotions, 2) systems that express what a human would
perceive as an emotion (e.g., an avatar, robot, and animated conversational
agent), and 3) systems that can actually ”feel” an emotion. This paper we will try
to create a system which detect user emotions from text using Social Networks
Sites.

The question of how humans perceive emotions has become central for the
researchers of affective computing [2]. Emotions are fundamental to human ex-
perience, perception, and everyday tasks such as learning, communication, and
even rational decision-making. Hence, to create a systems able to recognize
emotions gives us new clues to understand people behavior.

Although human emotion sensing may be obtained from a wide range of be-
havioral cues: gestures, facial expression [3], movements [4], speech or physiolog-
ical signals (heart rate, salivation, ...). In this case, thanks to the rapid growth

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 149-[[57] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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of textual content, such as microblog posts, blog posts, forum discussions, and
social networks sites (SNS), we propose to develop an automatic tool for iden-
tifying and analyzing people’s emotions expressed through Computer Mediated
Communication (CMC), in concrete using Natural Language Processing Tech-
niques (NLP).

NLP is the application of computational models to tasks involving human
language text. NLP research has been active since the dawn of the modern
computational age in the early 1950s, but the field has grown in recent years,
thanks to the amazing development of the internet and consequent increase in
the availability of online text. Nowadays, following the trend, the research in
the field of emotion detection from textual data emerged to determine human
emotions from another point of view.

Previous works in emotion recognition using NLP methods used small datasets,
about thousands of entries, which makes difficult to well-define which emotion
is triggered by an events or situations. To overcome the lack of sufficient la-
beled data is possible to use Social Networks Sites where daily users share their
personal information [5]. SNS manage an uncountable gigabytes of useless user
information and it is possible to consider SNS’s as an emotional sensor [6].

There are different SNS; Twitter, Facebook, Instagram, etc; however not all
the SNS are well-fitted to retrieve Emotions from text content. Twitter contains
a very large number of short messages (140 characters) created by users. Twit-
ter’s audience varies from normal people to celebrities, company representatives,
politicians, etc. Relying on the twitter hashtags which are used to mark key-
words or topics in a Tweet, we automatically develop an user emotion-annotated
training dataset.

The paper deals with the topic of recognizing people’s emotion context by
analyzing data from Twitter (Microblogging platform).

2 Natural Language Processing

While express emotion through face-to-face channels is easy to recognize,
Computer-Mediated Communication (CMC) may be cause confusion. To un-
derstand nuances of the expressions, jokes, detecting subjective opinion docu-
ments or expressions, non-verbal cues may be an arduous task for humans and
an impossible task for computers.

Identifying the expressed emotions in text is very challenging for at least two
reasons. The first one is that emotions can be implicit by specific events or
situations. In the next sentence When I see a cop, no matter where I am or
what I’'m doing, I always feel like every law ['ve ever broken is stamped all over
my body, it is possible to infer that the person is scared or fear. Second one,
gathering distinction between different emotions purely on the basis of keywords
can be very subtle.

Although there is not any standard emotion word hierarchy, focus on the
related research about emotion recognition, normally emotion is expressed as joy,
sadness, anger, surprise, hate, fear according to the Ekman six basic emotions
[7].
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In the context of emotion detection NLP is normally based on finding certain
predefined keywords as happy, sad, anger, etc. A little overview about NLP
features extraction techniques is presented:

— Part-of-Speech (POS): In corpus linguistics, part-of-speech tagging is the
process of marking up a word in a text (corpus) as corresponding to a par-
ticular part of speech, based on its definition, as well as its context. It is also
called word class, a category into which words are placed according to the
work they do in a sentence. Commonly, there are 8 parts of speech (or word
classes) and they are divided into two groups:

e Open classes: nouns, verbs, adjectives, and adverbs.
e Closed classes: pronouns, prepositions, conjunctions, and interjections.

The most common way to classify using POS features is reduced to calculate
the percentage of words belonging to each POS in a tweet.

— LIWC Dictionary@: Linguistic Inquiry and Word Count3 (LIWC) is a text
analysis software which provides a dictionary covering about 4,500 words
and word stems from more than 70 categories. The software is available in
11 languages (Spanish is included).

In this case, the classification method counted the number of positive/
negative words based on the set of collected emotion words, and used the
percentage of words that are positive and that are negative as features.

— Adjectives: In sentiment analysis, adjectives are usually considered as effec-
tive features since they can be good indicators of sentiment. Some research
[8] shows that using adjectives alone produces competitive results with those
obtained by using n-grams in sentiment classification of movie reviews. In
order to classify each tweet adjective is included in a feature vector.

— Emoticons: Other way to face NLP is rely on the used emoticons. Some
recent work, however, notes that emoticons can provide emotion information
and improve CMC [9]. Emoticons are described as graphic representations
of facial expressions that are included in electronic messages.

— N-grams: In the fields of computational linguistics and probability, an n-
gram is a contiguous sequence of n items from a given sequence of text or
speech. An n-gram could be any combination of letters. However, the items
in question can be phonemes, syllables and letters, although using words give
more information to the developer.

2.1 Emotion Representation

As well as the emotion does not have a commonly agreed theoretical definition,
a categorization or representation model there is no consensus. Nowadays, there
exist two different ways to depict emotions: Categorical and dimensional.
Categorical model of emotion has its roots in the evolutionary theories which
claims that emotions are biologically determined, discrete and belong to one

! http://www.livc.net/



152 G.B. Gil, A.B. de Jesis, and J.M. Molina Lopéz

of a few groups. These groups are consider fundamental or basic. However, the
problem is which emotions are considered basic. In this case, according with [7]
definition of affective state the basic emotions are normally considered: happi-
ness, sadness, surprise, fear, anger and disgust.

Fig. 1. Emotion representation: Categorical @ and Dimensional model

This model reduce sharply the number of emotions. Some researchers think
that any basic emotion may be decomposed into secondary emotions. This pro-
cess is very similar to the way that any color is a combination of some basic
colors. Emotions are extracted by mixing and matching the basic emotional
labels as if in a palette of primary colors Palette theory as figure shows.

In contrast to categorical model, dimensional models do not fix a finite set
of emotions. Alternately, they attempt to find a finite set of underlying features
into which emotions can be decomposed, any combination of features give a
different affective state. Under this model, emotions are described in terms of
three components or dimensions [I0]. The first dimension aims to describe the
degree of pleasantness underlying the emotional experience. The second one
describes the level of activation of the emotion and finally the last one defines
the level of attention or rejection.

The three dimension approach is synthesized in figure @ where a concrete
emotion (e) is the result of the intersection between every different dimensions
(d) whose values are determined by pattern of signals (s).

3 Building a Data Set for Emotion Analysis in Twitter

Due to Twitter restrictions is not possible to use a previous Twitter emotion
dataset [I1] to compare machine learning techniques. We had to create our own
dataset to test NLP techniques in Spanish Tweets.

In this section, it is described how we automatically created a labeled emotion
dataset from Twitter SNS. Selected emotions were 6 (fear, anger, sadness, hap-
piness, surprise, and disgust.) according to the Ekman research [7], also called
six universal emotions.
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Table 1. Matching between emotion hashtags with six universal emotions

Emotion Hashtag Instances
Fear #Miedo, #terror and #aprension 19.39%
Disgust #Indignado, #asco and #repulsivo 23.74%
Sadness #Triste, #sad and #infeliz 18.80%
Happiness  #Feliz, #happy and #contento/a 36.28%
Surprise #Sorprendido, #sorprendida and #sor- 0.90%
persa
Anger #Furioso/a, #cabreado/a, #mosqueado/a 0.85%

and #enfadado/a
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We firstly collected at least 3 sets of emotion words for 6 different emotions

(e.g., word ”feliz” for emotion happiness) from existing psychology literature
[12]. Subsequently, we retrieved tweets that have one of these emotion words as
a hashtag (e.g, #feliz) using Twitter streaming API. Each collected tweet was
automatically labeled with one emotion according to its hashtag (See Table [2).

Full sentiment analysis for a given question or topic requires many stages,

including but not limited to:

1. Extraction of tweets using Twitter4dJ which is an unofficial Java library for

Twitter APIL.

2. Filtering out spam and irrelevant items from those tweets. The main filtering

steps the we follow are:

— Anonymized username: We anonymize the usernames since they do not

provide relevant emotional information and also in the way to avoid
malicious use of the data.

Manual retweets (also known as "RT”) are deleted because they do not
give us relevant information.

Tokenization is difficult in the social media domain, and good tokeniza-
tion is absolutely crucial for overall system performance. Standard tok-
enizers, usually designed for newspapers or scientic publications, perform
poorly because of the Twitter slang. However, we create a tokenizer
which treats hashtags, @-replies, abbreviations, strings of punctuation
and emoticons as tokens.

Removing stopwords we remove prepositions and conjunctions from the
set of words since they do not provide enough meaning to the Tweet.
Delete repeated characters: All repeated characters like spaces or re-
peated vowel are deleted in order to join words with the same meaning
and slang differences (e.g. holaaaaaaa -j hola).

Negation form: "no” word is attached to the word which follows it. For
example, th next sentence ”No quiero ir” will form two different tokens:
"no+quiero”, ”ir”. Such a procedure allows to improve the accuracy of
the classication since the negation change completely the meaning of
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the sentence since it plays a special role in an opinion and sentiment
expression [13] and [14].
3. Identifying subjective tweets. A set of filtering heuristics was developed to
select the most valuable tweets:

— We kept only the tweets with the emotion hashtags at the end. In pre-
vious works was proved that the most relevant words are at the end of
a Tweet [15].

— We discarded tweets which have less than five tokens, since they may
not provide sufficient context to infer emotions.

— URL del Tweets which contains URL links since the relevant information
is stored in the link (e.g. http://example.com).

After the filtering process was conclude, totally, we collected 21,991 relevant
tweets from a period spanning December 28th 2012 until January 8th 2012.

4 Emotion Classification Results

We train classifiers with unigram features for each emotion class using Multino-
mial Naive Bayes (MNB) for predicting the emotion category of the sentences
in our corpus. MNB provides good performance with a large-scale dataset and
has previously given good performance in sentiment classification experiments.

Table 2. Machine learning accuracy (ngrams)

Features Number of ngrams Accuracy
ngram(n=1) 2264 65.12%
ngram(n=2) 1381 47.64%
ngram(n=3) 164 36.40%
ngram(n=1,2) 3645 49.72%

According to the described features above, one of the best method to analyze
emotions in microblogging context is using N-grams. The most common sizes
for n are 2 (bigrams), 3 (trigrams) and 4 (four-grams) because unigrams are too
narrow a unit of analysis.

In each experiment, we represent every sentence by a features vector indicating
if a ngrams appears in the sentence or not. It is made a Boolean feature for each
n-gram, which is set to true if and only if the n-gram is present in the tweet.

Our main goal for these experiments is to compare different features in NLP
using Spanish Twitter Corpus. Taking into account microblogging text charac-
teristics which maximum text length is 140 characters, we chose small n values.
Hence, we decided to compare results between different values of n: Unigrams
(n=1), Bigrams (n=2), Trigrams(n=3) and the Unigrams and Bigrams (n=1, 2)
combination.
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In the first experiment, we use only corpus based unigram features. We obtain
high precision values for all emotion classes (as shown in Table[]). Besides, Table
[ shows the overall performance of MNB classifier (trained with all tweets) on
each emotion category.

Our experimental results show that unigrams yields better performance than
using unigrams alone. While the number of ngrams are increasing the accuracy
decreases (from 65.12% to 36.40%). The number of ngrams and the accuracy
show that unigrams provides the best performance to infer twitter user emotion.
This validates our previous premise since we consider unigrams can help learn
lexical distributions well using short sentences (AS Tweets) in order to accurately
predict human emotion categories.
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It is important to highlight that for the three most popular emotion (joy),
which account for 36.28% of all tweets, the classifier achieves precisions of over
75% (Unigrams). On the contrary, performance declines can be seen on less pop-
ular emotions (i.e., Surprise and Anger), which consist of 1.75% of all the tweets
in our dataset. The precisions of these two emotion categories are relatively high
(with lowest precision of 58.1%).

Interestingly, how is decreasing continuously the performance on the evalu-
ation data comes from using bigger n-grams together with the lexicon features
and the microblogging features.

Specifically, combining unigrams and bigrams decrease the accuracy to 49.72%.
Hence, further incorporation of trigrams was not implemented due to bad result
for using one of them alone. As well as existing works on NLP emotion recog-
nition [§] using unigrams alone is better than applying either bigrams, trigrams
or a combination of unigrams and bigrams.

5 Conclusions

In this paper, we investigate the utility of linguistic features for detecting the
sentiment of Twitter messages in Spanish. Besides, we evaluate whether our
training data with labels derived from hashtags is useful for training emotional
classifiers.

Moreover, we culled Spanish emotion tweets covering 6 emotion categories
for automatic emotion identification. The experimental results show that the
feature of unigrams presents better performance than, bigrams, trigrams and
the combination of both of them. We achieved the highest accuracy of 65.12%
with is more or less the same accuracy that other researchers have obtained in
previous works using English Twitter datasets.

Considering future works are to increase the accuracy of the classication,
we should discard common n-grams, measured using Chi-squared. For example
taking the top 1,000 n-grams. Besides, it is possible to reduce misspellings and
grammatical error in order to unify ngrams.
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MEyC TEC2012-37832-C02-01, MEyC TEC2011-28626-C02-02 and CAM CON-
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Abstract. Comparing the communication overhead of Multi-Agent Systems
(MAS) is a complex problem and it does not have a single form. Distributed
architectures of MAS are assumed to have greater robustness than centralized ap-
proaches. But the corresponding cost in terms of agents interactions is not often
quantified in order to fairly evaluate the relative benefits of them. The present
work focuses on evaluating interaction relevance (measured through the involved
concepts and produced reactions). So, in this paper, we describe the assignment
of evaluation values to agents interaction of a distributed and a centralized spe-
cific MAS architectures applied to the same context-aware domain. Due to the
dependant nature of the relevance of the messages, the evaluation had to be ad-
hoc, but here we provide an example of how interesting is this alternative in order
to evaluate any MAS architecture theoretically.

Keywords: Multi-Agent Systems, Evaluation, Context-Aware Architectures.

1 Introduction

Context-aware systems combine ubiquitous information, communication, with enhanced
personalization, natural interaction and intelligence. Context-aware systems should be
able to adapt their operations to the current context without explicit user intervention and
taking environmental context into account. Particularly when it comes to using mobile
devices, as context data may change so rapidly, it is desirable that programs representing
users react specifically to their current location, time and other environment attributes
and adapt their behaviour according to the changing circumstances as Agent technology
does.

The evaluation of context-aware MAS makes possible to understand the behaviour,
and to compare the various systems between them. There are several works address-
ing evaluation in MAS and are characterized i.e., for its architectural style [1]]; for its
agent-oriented methodologies based on the software engineering related criteria and
characteristics of MAS [2]]; [3] or for the complexity of interactions [4]. Evaluation

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 158-[165] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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of the distributed nature of agent systems and the complexity of the interaction inside
them make their evaluation a hard task. Interactions are the most important characteris-
tic of any complex software as autonomous agents according to []], as a problematic of
evaluation.

Interaction-based evaluations have been addressed by other researchers. These stud-
ies have verified that this kind of evaluation originates different types of problems [4].
Firstly, the effect of an interaction unit (a single message) in an agent system could
be equivalent to the definition of 7 units (messages) in another system. This way, the
weight assigned to the same interaction is / in the first system and is n in the second.
Secondly, the interaction units that are received and cannot be used by an agent could
be a bias in the measurement of interaction in MAS.

Our proposal is partially inspired on [4]. The first task is to classify the possible
received messages into specific sets sharing the same type. Then, a weight is associated
to a message according to its type. If two messages with the same type produce very
different effects on the agent, then this assignment does not provide a correct solution.
The effects of considering interactions as the main feature of the evaluation, consists
of initially processing a message and then deciding a responsive action. The message
processing consist of the memorization that deals with the change at the internal state
caused by the received message, and the decision concerns the choice of the action that
will be handled.

2 Distributed and Centralized MAS for Context-Aware Problems

The proposed agent-based architectures manage context information to provide per-
sonalized services by means of users interactions with conversational agents. As it can
be observed in Figure [1] the distributed architecture consists of five different types of
agents that cooperate to provide an adapted service. User agents are configured into mo-
bile devices or PDAs. Providers are implemented by means of Conversational Agents
that provide the specific services. A conversational agent includes a software that ac-
cepts natural language as input and generates natural language as output, engaging in
a conversation with the user. A Facilitator Agent links the different positions to the
providers and services defined in the system. A Positioning Agent communicates with
the ARUBA positioning system [[6] to extract and transmit positioning information to
other agents in the system. Finally, a Log Analyzer Agent generates user profiles that are
used by Conversational Agents to adapt their behaviour taking into account the prefer-
ences detected in the users’ previous dialogues.

The alternative MAS architecture involves two kinds of agents: User and System
Agent. While User agent has no changes, the System agent plays all the roles of Position-
ing, Facilitator, Conversational and Log Analyzer agents of the distributed alternative.

The free software JADE (Java Agent Development Frameworkﬂ has been used for
the implementation of both architectures. It that complies with the FIPA specifications
and the agent platform can be distributed across machines and the configuration can be
controlled via a remote GUI.

"'http://jade.tilab.com/
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Fig. 1. Schema of the distributed MAS architecture

We also defined an generic ontology for context-aware systems [6]]. It contains eight
concepts: Location (XCoordinate int, YCoordinate int), Place (Building int, Floor int),
Service (Name String), Product (Name String, Characteristics List of Features), Feature
(Name String, Value String), Context (Name String, Characteristics List of Features),
Profile (Name String, Characteristics List of Features), DialogLog (Log List of Features).

Our ontology also includes six predicates with the following arguments: HasLoca-
tion (Place, Position, and AgentID), HasServices (Place, Position, and List of Services),
isProvider (Place, Position, AgentID, Service), HasContext (What, Who), HasDialog
(DialogLog and AgentID), HasProfile (Profile and AgentID), and Provide (Product and
AgentID).

The interaction of User agents with the other agents in the distributed MAS follows
a protocol which consists of the several phases. Some phases involve an interaction,
we consider four possible interaction types: present, request, answer, and inform. Each
message of next phases is classified into one of them:

1. The ARUBA positioning system is used to extract information about the positions
of the different agents in the system. This way, it is possible to know the positions
of the different User Agents and thus extract information about the Conversational
Agents that are available in the current location. No message involved.

2. The Positioning Agent reads the information about position (coordinates x and y)
and place (Building and Floor) provided by the ARUBA Positioning Agent by read-
ing it from a file, or by processing manually introduced data. No message involved.
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3. The Positioning Agent communicates the position and place information to the
User Agent. Present message.

4. Once a User Agent is aware of its own location, it communicates this information
to the Facilitator Agent in order to find out the different services available in that
location. Request message

5. The Facilitator Agent informs the User Agent about the services available in this
position. Inform message.

6. The User Agent decides the services in which it is interested. No message involved.

7. Once the User Agent has selected a specific service, it communicates its decision
to the Facilitator Agent and queries it about the service providers that are available.
Request message.

8. The Facilitator Agent informs the User Agent about the identifier of the Conver-
sational Agent that supplies the required service in the current location. Inform
message.

9. The User Agent asks the Conversational Agent for the required service. Request
message.

10. Given that the different services are provided by context-aware Conversational
Agents, they ask the User Agent about the context information that would be useful
for the dialogue. The User Agent is never forced to transmit its personal informa-
tion and preferences. This is only a suggestion to customize the service provided
by means of the Conversational Agent. Request message.

11. The User Agent provides the context information that has been required. Inform
message

12. The conversational agent manages the dialogue providing an adapted service by
means of the context information that it has received. No message involved.

13. Once the interaction with the Conversational Agent has finished, the Conversational
Agent reads the contents of the log file for the dialogue and send this information
to the Log Analyzer Agent. Inform message.

14. The Log Analyzer Agent stores this log file and generates a user profile to per-
sonalize future services. This profile is sent to the Conversational Agent. Inform
message.

While centralized MAS architecture does not include phases 4 and 5, since they are
implemented internally by the System agent.

3 Evaluation Proposal Based on Agents Interaction

An evaluation that simply quantifies number of interactions brings up different types
of problems [4]]. First, the effect of an interaction unit (a single message) in an agent
system may be equivalent to n units (messages) in another system. The weight of the
interactions realizing the same work is 1 and it is # in the second. Later, the interaction
units that are received and cannot be used by an agent may be a bias in the measurement
of interaction in MAS. Therefore, we take the idea of [4] about how to overcome these
problems. The first idea is to classify the possible received messages into different types.
Then, a weight is associated to a message according to its type. But we also require to
measure the effects of interactions. They consist of the processing of the message and
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then a responsive action. The processing is realized by: memorization that treats the
part of change at the internal state caused by the received message, and the decision
that concern the choice of the action that will be handled. According to this model, two
kinds of functions are considered:

— A function Interaction associates weight to the message according to its type. Func-
tion Interaction can be computed adopting the primitives proposed by [7] to the
type of interaction. This work consists of the already defined four possibilities of
message types: present, request, answer, and inform. We note Mi{‘eceived as the set

of messages which may be received by agent A, and the function Interaction asso-

ciates a weight value for each received message by agent A:

Interaction = M%,;,,4 — weight of message type (1)

— This solution partially solves the problem and it works when two messages of the
same type have equivalent effects on the agent. So, we introduce @ that associates
weight to the message according to the change provoked on the internal state and
the actions triggered by its reception. This function evaluates the treatment of a
message in agent systems. For better understanding @ is divided into two functions:
one that evaluates Decision, DD and another that evaluates Memorization, MM“.
The function MM* associates a value to the variation of the internal state (caused by
message received). We note as So” the set of possible original internal states for the
agent A while Sf4 is the set of final internal states for agent A. To quantify, some
measurable characteristics of the internal state must be defined. The specification of
these characteristics is related to the application domain. Since these characteristics
have an associated weight, then the function MM is considered as the sum of these
weights:

MM = So* x SfA — sum of weights of state characteristics that changed (2)

Concerning DDA, this function associates a value to the triggered actions (results
of the message received). To quantify, certain type of actions must be defined. A
type of actions having a weight. Then, the value of the function DD is considered
as the sum of the weights of triggered actions where A* stands for the set of actions
may be done by agent A:

DD = A% — sum of weights of triggered actions 3)

Then, the function @ dependant of the change of internal state and of triggered
actions due to the message received, is then defined as the sum of these functions
DD* and MM*.

The approach then focuses on the evaluation of interactions in MAS based on this
function combination: Interaction + @. We have now to compute functions and assign
weights to each message for each agent interaction.
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3.1 Weights vs Type of Message: Function Interaction

First we compute function Interaction according to the exchanged messages of dis-
tributed and centralized architectures previously presented. The message types have
to be distinguished because of the different basic behaviors that they model from the
sender or the receiver points of view:

— A request includes a change of state of the sender, waiting for the answer.

— An inform includes no change of state for both the sender and the receiver. It might
generate other informs, and possibly answers.

— A present includes a possible change in the state of the sender and/or of the re-
ceiver. Typically, a present will enable entering a society and introduce itself to
other agents

3.2 Weights vs Treatment of a Message: Function @

Next we have to evaluate the function @ that computes the variation of internal state
caused by memorization step and decision step. Memorization is evaluated by function
MM?*, since we have an ontology described in Section 2 we can measure that changes
according to number of involved concepts and attributes. We could also consider the rel-
evance of attributes and concepts giving different weights to any of them. We consider
three levels of relevance: low, medium and high.

Then we need to compute DD? function that associate the variation of internal state
caused by decision step. This function associates a value to the triggered actions. To
quantify, certain type of actions must be defined. Each type of actions should have a
weight. The set of actions involved in our agent system can be classified as external
and internal. The external actions corresponds to the communicative responses to the
given message, where the weight of this reactive action is equivalent to the weight of
the content included in the responsive messages. Then, the value of the function DD is
considered as the sum of the weights of triggered actions. Again we classify the weight
in three categories: low, medium and high.

3.3 Context Aware Domain: An Airport Scenario

In order to define a case of use, we used a scenario inspired in the Airport domain which
uses the JADE implementation of centralized and distributed architectures previously
mentioned. Our airport scenario has six different rooms that do not overlap with each
other. In these rooms one or more services can be provided. Providing each of these
services involves filling a given number of concept attributes belonging to the airport
Ontology. The number of involved attributes is highly variable (from the simplest ser-
vices such as register and finger to the most complex ones in the commercial zone).
Rooms, services, and range of possible number of involved attributed per service are
defined in Table[dl

Each service of these paths involves a cycle of the 14 execution phases of our context
aware system as we defined it previously. As we also mentioned in Section 4.1, several
types of messages were distinguished. Now we proceed to associate adhoc numerical
values to these message types:
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Table 1. Initial setup of services in the Airport scenario

Service Service# Room  Room # Max Attributes x Service Min Attr. x Serv.

Register 1 Airport 1 4 2
Customs 2 Customs 2 3 1
Magazines 3 Commercial 3 4 2
Restaurant 4 Commercial 3 2
Spa 5 Commercial 3 3 2
Shop 6 Commercial 3 2 2
Office 7 Office 4 3 2
Checkin 8 Checkin 5 7 3
Finger 9 Finger 6 1 0
Table 2. Final weights of agents interactions
Phase Message type Internal processing Attributes Relevance Attributes involved Final weight
1 0 0 0 0 0
2 0 0 0 0 0
3 1.5 0 1.5 4 1.5+ 1.5%4
4 2 1 1.5 4 2+1+1.5%4
5 1 0 1.5 2%s 1+1.5%2%s
6 0 2 0 0 2
7 2 0 1.5 2 2+1.5%2
8 1 1 1.5 Service Overlapping 1+1+1.5*Service Overlapping
9 2 0 1.5 2 2+1.5%2
10 2 0 2 nay 2+2%nag
11 1 2 2 nag 1+2+2*nay
12 0 0 0 0 0
13 1 1 2 nas 1+1+2*nay
14 1 1.5 2 Y%overlappinglog  1+1.5+2*%overlappingLog*nag

— request: 2 (a change of state, a reaction produced)
— inform: 1 (no change of state)
— present: 1.5 (1 or 2 change of state)

Additionally we have to give specific values to the labels: maximum, medium and min-
imum. We consider weights of 1, 1.5 and 2 respectively. And we can then conclude the
final weight of each phase as it is shown in Table P] where nay stands for the number
of attributes involved in the corresponding agent interaction since it is not a constant
value, it is different for each service s (see Table [T).

If we consider that our Airport domain has no overlapping services, and that the num-
ber of services per room is one but in commercial zone, where it is 4, then we will have
the total weights for every step involved in these 14 phases of the distributed architec-
ture will be 29 + 3*s + 1.5*Service Overlapping + 2*%overlappinglLog*na; + 6*nay)),
in function of the interest of the particular user in each possible commercial service
(s). In our case if we asume that Service Overlapping=0 and %overlappingLog=1, then
total cost will be 29 + 3*s + 8*naj.
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Since centralized architecture did not include phases 4 and 5, with a corresponding
cost of 10+3*s, the relative benefits of using a centralized architecture in interactions
terms would be: (10 + 3%s) / (29 + 3*s + 8*na; ). Since this benefits are still depending
on values of variables s and na,, we plan to define a montecarlo simulation to obtain
aproximate values of this relative benefit of using a centralized approach.

4 Conclusions

Evaluation for Context-Aware agent systems needs to be conducted to compare archi-
tecture alternatives. In this paper, we have described one of these comparisons of Multi-
Agent Systems (MAS) based on their agents interactions. This approach based on the
weight of the exchanged messages by the agents opens a new way to compare and
evaluate the efficiency (in terms of communications overhead) of different MAS archi-
tectures. We have assigned evaluation values according to a Context-aware problem to
show how a final comparative measure can be obtained. Our approach allowed us to
experience the problems of giving values to such weights that are obviously ad hoc.
As future work we would aim to include more experimentation on different problem
domains and MAS architectures with this evaluation technique.
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Abstract. This paper describes a Recommender System that
implements a Multiagent System for making personalised context and
intention-aware recommendations of Points of Interest (POIs). A two-
parted agent architecture was used, with an agent responsible for
gathering POIs from a location-based service, and a set of Personal
Assistant Agents (PAAs) collecting information about the context and
intentions of its respective user. In each PAA were embedded four
Machine Learning algorithms, with the purpose of ascertaining how well-
suited these classifiers are for filtering irrelevant POlIs, in a completely
automatic fashion. Supervised, incremental learning occurs when the
feedback on the true relevance of each recommendation is given by
the user to his PAA. To evaluate the recommendations’ accuracy, we
performed an experiment considering three types of users, using different
contexts and intentions. As a result, all the PAA had high accuracy,
revealing in specific situations F} scores higher than 87%.

Keywords: information overload, machine learning algorithms,
multiagent systems, personal assistant agents, recommender systems,
user modelling.

1 Introduction

Nowadays, we are experiencing a huge growth in the quantity of information
available. This was mainly caused by the advent of communication technology
which humans cannot handle properly, and made critical the need for intelligent
assistance when browsing, searching or exploring for interesting information.
In order to cope with this superabundance, Recommender Systems (RS) are a
promising technique to be used, for instance in location-based domains [IJ2]. The
majority of RS’ approaches focus on either finding a match between an item’s
description and the user’s profile (Content-Based [3/45]), or finding users with
similar tastes (Collaborative Filtering [6U7U8]). These traditional RS consider only
two types of entities, users and items, and do not put them into a context when
providing recommendations — context, in ubiquitous and mobile context-aware
systems, can be defined as the location of the user, in order to identity people and
objects around him, and the changes in these elements [9]. However, the most

J.M. Corchado et al. (Eds.): PAAMS 2013 Workshops, CCIS 365, pp. 166-[[77] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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relevant information for the user may not only depend on his preferences and
context, but also in his current intentions [I0]. For example, the very same item
can be relevant to a user in a particular context, and completely irrelevant in
a different one. This is due to the fact that user’s preferences and intentions
change over time. For this reason, we believe that it is important to have
the user’s context and intentions in consideration during the recommendation
process [TTT2I2/T3IT4IT5].

In this work, our goal is to develop a RS that implements a Multiagent
System (MAS). Given the user’s context and intentions and the sources at our
disposal, it will be imperative to create a system capable of recommending POIs
in a selective fashion [16]. Additionally, we intend to ascertain how well-suited
different Machine Learning (ML) algorithms are to automatically filter irrelevant
POIs. After collecting a small set of POIs from a Web location-based service and
updating these manually with extra information, three different users’ models
via stereotypes are created by using a set of rules. Our assumption is that
the system will be able to understand the differences between each user, since
each one has unique preferences, intentions and behaviours, resulting in different
recommendations for different users, even if their context is the same. In order
to accomplish that, a MAS was embedded with the purpose of provide selective
information to the users [I7]. The recommendations’ accuracy will be evaluated
by correlating the recommendations outputs given by these algorithms, with
nine human judges.

The remaining of the paper starts with a presentation of the system’s
architecture (section[Z). Then, sectionBlprovides an overview of the experimental
set-up, and section [] describes the results obtained. Finally, section [l presents
the final remarks.

2 System Architecture

In this section, we present the system’s architecture and all its components used
in this work (see figure[I]). This architecture can be seen as a middleware between
the user’s needs and the information available.

More specifically, the Master Agent is responsible for starting, not only the
Web agents, but also the PAAs, described in figure[Ilas PAA; - - - PAA,. The system
is capable of retrieving POIs’ information from several location-based services.
However, for the purpose of this work it is only used the Foursquare service,
which explains why we used only one Web agent (Agentfourquare).

Agentsoursquare implements several methods available through the Foursquare
AP7 allowing it to start requesting for POIs in a pre-defined area (see section
BI). During this process, it filters all the POIs that do not belong to the
categories we will use in this experiment, and stores the remaining POIs in our
system’s database (presented in figure [I] as P0Is Database). This autonomous
agent is constantly searching for new information, and verifying if the data stored
in the database is up-to-date.

! https://developer.foursquare.com
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Fig. 1. System’s Architecture

Due to the fact that Foursquare service did not have all the information
needed for the experiment, we decided to gather more information about the
POIs on the field (e.g., POIs’ price, timetable, dayOff, as well as some of the
attributes missing). This allowed us to have more details about each POI in
order to fulfil the set-up requirements of the experiment (see section [B]). Thus,
this extra information was used to update the POIs’ attributes in the database.

As we can see in figure [Tl each user has a PAA assigned to him. This agent
expects the user to make a request, and, based on his context and intentions
(see section B2), recommends a list of nearby POIs. In order to improve its
recommendations, the PAA continuously learns from the user’s experiences.
Concretely, each PAA implements a probabilistic classifier to assign a probability
value to the relevance of each POI, given the current user’s context and intention.
Therefore, when the feedback of the true relevance of each recommendation is
given by the user to his PAA, the PAA updates its model (described in figure [
as user’s model). As a result, the agent learns every time the user decides to
make a request and give his feedback.

3 Experiment Set-Up

Our main objective is to demonstrate how we can face the information overload
problem in the location-based service domain by using a MAS architecture.
More precisely, it is our intention to take advantage of the multiple independent,
autonomous, and goal-oriented units, so called PAAs. In addition, we intend to
verify how accurate different ML algorithms perform the task of predicting the
user’s preferences, while taking his context and intentions into account.

To achieve this goal, an effectiveness evaluation of our system will be
performed in section @l But firstly, we start by explaining the experiment set-
up. In detail, the area where we will perform the experimentation is presented
in section Il Then, the main attributes used to define the user’s context and
intentions are presented in section Finally, section .3 presents the user
stereotypes considered in this work, as well as how their models were created.
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3.1 Area of Work

The experimentation was performed in Coimbra (Portugal). The number of POIs
existent in the city made it impossible to manually update all the POIs retrieved
with the extra information needed to this experiment. Thus, a smaller part of
the city that had more POIs density and diversity (Coimbra’s Downtown) was
used. Furthermore, the type of POIs used were restricted to {Food, Shopping,
Nightlife} (the categories that contain more POIs in this area). The number
of sub-categories for Food are 44, Shopping 8 and Nightlife 11, with 271, 10
and 84 different POIs, respectively. The extra information manually gathered
from these 365 places was the POI’s price, the day off and the timetable (the
possible values for each attribute is explained in the next topic).

3.2 Defining Context and Intentions

Context is the key to personalise the automatic recommendations made by the
PAAs for their users. Thus, a set of attributes need to be defined in order to
characterise the POI’s context, as well as the user’s context and intentions. Since
these attributes need to be combined, an interface was used to visualise current
user location, i.e., his context and intention. The main attributes used to define
the user, the POI and the information available in the interface are shown in
figure

POI user
distanceToPOI
day Off dayOfWeek
Tongitude
timetable timeOfDay

Fig. 2. Main attributes used to define the context of the user, POI and the interface

Possible values for each attribute of the POI’s context are:

o category = {food, shopping, nightlife}, actually we use the
sub-category, e.g., food = (sandwichShop, vegetarian, etc.),
shopping = (men’sApparel, women’sApparel, etc.) and
nightlife = (wineBar, disco, etc.)

¢ day0ff = {a day of the week or combinations}

o price = {cheap, average, expensive}, e.g., for lunch {cheap<5€;
5€>average<7€; expensive>T€}
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¢ timetable = {morning, afternoon, night, or combinations}

Possible values provided by the interface are:
¢ distanceToPOI = {near< 200m; 200m >average< 300m; far> 300m}
¢ currentTime = {current day of the week and period of the day
(morning, afternoon or night)}
Possible values for each attribute of the user’s context are:
¢ budget = {low, medium, high}, e.g., for lunch {low<5€;
5€>medium<7€; high>7€}
© dayOfWeek = {current day of the week}
¢ goal = {coffee, lunch, dinner, party}, e.g., drink coffee
in a {bakery, coffeeShop, etc.}, have lunch and dinner in {burgers,
BBQ, etc.} and party in a {bar, disco, etc.}
¢ timeOfDay = {morning, afternoon or night)}

After defining the main attributes considered in this work, we are now able to
explain how these were used to create the users’ models.

3.3 Datasets and Users Model Description

As one of the goals in this work is the study of different user’s profiles, we have
created three different types of users, which we believe to be very common in
our society:

- u; — a user which prefers POIs that are cheap and near

- ug — a user which prefers POIs that are near

- ug — a user which prefers POIs that are expensive

Another objective for this work is the analysis of different probabilistic classifiers
suitable for the task of filtering irrelevant POIs, in a completely automatic
fashion. For this purpose, two different Bayes classifiers (Naive Bayes and
BayesNet) and two versions of the C4.5 decision tree learner (J48 pruned and
unpruned), available through the Weka AP]E, were implemented.

However, the cold-start problem [I8] needs to be resolved. In order to overcome
this problem, a set of rules were used to create three datasets for the three
user stereotypes. In detail, the rules used (described in equation[Il) consider not
only the type of user, but also his goals (i.e., intentions) when given automatic
feedback to the POlIs in a specific situation. The values given by these rules are
binary, 1 if satisfies the user’s goal or ) if not. To create the datasets we simulated
420 runs, for each type of user. For the sake of clarity, a run (r) represents a
combination of the user’s context and goals with the POIs’ context (all the POIs
retrieved by the interface in the radius of 400m), i.e., a situation. The resulted
datasets, represented as di, do and d3, contain:

- d1 = 5844 instances, 1371 classified as 1 and 4473 as ()
- d2 = 6014 instances, 1774 classified as 1 and 4240 as ()
- ds = 6259 instances, 2590 classified as 1 and 3669 as ()

2 http://weka.sourceforge.net/doc
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The dataset number (d,,) correspond to the user type (uy,).

VGoal(u1) if (distance < 200m &&
price = cheap), R(ui) =1

(
(

R(Goal(un)) = { YGoal(uz) if (distance < 200m), R(uz) =1 (1)
VGoal(us) if (price = expensive), R(us) =1
otherwise, R(un) =10

4 Results

Our experiment can be divided into three different evaluations. Firstly, we
made a manual evaluation and calculated the exact agreement between the
human judges (section E.T]). Then, using the feedback of the judges about the
true correctness of the recommendations, a 10 times tenfold cross-validation
was performed with purpose of evaluating the ML algorithms’ performance
(section 2)). Finally, well-know metrics were used to compare and analyse the
recommendations given by the PAAs with manual evaluation (section F.3).

4.1 Manual Evaluation

To test our approach, it was used a set of scenarios from real situations. More
precisely, in this experiment it were used 3 locations (the ones that had more
POI density) in 5 different situations (i.e., considering different user’s contexts
and intentions). These combinations were named runs (). Next, it is presented
the first 5 runs (location, time of day, day of the week and goal).

r1 = [40.208934, -8.429067, Morning, Sunday, Coffee]

ro = [40.208934, -8.429067, Morning, Monday, Coffee]

rg = [40.208934, -8.429067, Afternoon, Wednesday, Lunch]

r4 = [40.208934, -8.429067, Night, Thursday, Dinner]
[40.208934, -8.429067, Night, Saturday, Party]

Then, these runs were manually evaluated by a set of human judges, whose
purpose was to analyse the exact agreement (EA) between them, as well as to
compare the PAAs’ recommendations with their evaluation.

In this experiment it was used 9 human judges (H), divided into three group
(G) of 3 people, to evaluate one of the 3 stereotypes (u), i.e., Gy=(u; — Hj, Ha,
Hs), Go=(ug — Ha, Hs, Hs) and Gz=(us — Hy, Hg, Hg). They were asked to give
their personal opinion for a list of scenarios (15 runs), but never contradicting
the user’s profile they were evaluating.

To perform this evaluation, we have created a user interface using Google
Map‘EI,D see figure Bl The blue icon represents the current user’s location, and
the other icons represent all the POlIs retrieved by the recommender system.
Clicking in each POT’s icon, the judges could see an information window

5

3 http://code.google.com/apis/maps/index.html
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Fig. 3. Manual evaluation example

describing the context of each situation, together with the user’s intention.
With this information, the judges could perform their evaluation, clicking in
the option they prefer. The POIs’ names were omitted to avoid that the judges’
personal opinion influenced the evaluation. It was important to do this to prevent
discrepancy between the judges preferences and the user’s profile that they were
evaluating. Each human judge was asked to assign one of the following values to
each POI, according to the current user’s context and POI’s context:

@ - if the POI does not satisfy the user’s context and his intention;
1 - if the POI satisfies the user’s context and his intention.

The EA among the judges (for the 15 runs) in the G; (group one) resulted in
99.4%, 100% for the Gy, and finally 99.4% for the Gs. Despite of the small set
of judges, the EA among them, means they have very similar opinions, for all
the stereotypes evaluated, validating the data that will be used in the following
sections.

4.2 Preleminary Results

To make the evaluation test, it was chosen the 10 times tenfold cross-validation
[19]. This test was performed over the instances used in the training with the
recommendations given by the algorithms for the 3 types of users, for the 15 runs.
Table [Tl presents the percentage of correctly and incorrectly classified instances,
and also the statistics for the classifiers used (BayesNet, J48 pruned, J48
unpruned and Naive Bayes, presented as BN, J48,,, J48,, and NB, respectively).

Table 2] shows in detail the accuracy of the classifiers for the user stereotype
ug. For each prediction class (Cl), it is presented the percentage of true positive
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Table 1. Classifiers’ statistics for the three user stereotypes

U1

Uz

Us

BN J48, J48, NB BN J48, J48, NB BN J48, J48, NB

Correctly classified 99.14 98.57 100 99.43 97.43 100
instances

Kappa statistic 0.98 0.97 1 0.99 0.95 1
Mean absolute 0.05 0.02 0 0.05 0.05 0
error

Root mean squared 0.10 0.11 0 0.11 0.14 0
error

Relative absolute 9.25 3.37 0 10.93 9.45 0
error

Root relative 21.18 23.05 0 22.60 28.43 0
squared error

Total number of 350

instances

350

100 97.71 99.71 99.43 99.43 99.71

1 095 0.99 0.99 0.99 0.99
0 0.06 0.03 0.006 0.006 0.03

0 0.15 0.08 0.06 0.06 0.08

0 11.09 5.92 1.36 1.36 6.90

0 30.53 15.98 12.60 12.60 16.73

350

Table 2. Cross-validation’s statistics for the user stereotype us

TP FP P R F,
99.50 0.49 100 99.50 99.75

BN

J48

J48

100 0.00 99.33 100 99.67

98.61 0.13 99.07 98.61 98.84
P 98.50 0.14 99.78 98.51 98.14

98.61 0.14 99.07 98.61 98.84
*98.51 0.15 97.78 98.51 98.14

99.50 0.49 100 99.50 99.75

NB

100 0.00 99.33 100 99.67

ROC A.Cl
99.85 0
99.85 1
99.29 0
99.29 1
99.29 0
99.29 1
99.85 0
99.85 1

(TP), false positive (FP), precision (P), recall (R), Fy score (F1) and ROC
Area (ROC A.). The results shows high accuracy for the classes () and 1, this is
due to the fact that the number of instances in the training dataset was balanced.

4.3 Performance

Evaluation

In order to observe the relation between the manual evaluation and the output
values given by the classifiers, the correlation coefficients between them were
computed using the Spearman’s coefficient, where p : —100 < p < 100 (see

equation [2).

> (mi —m)(z; — )

plmi,x) =

i

\/zm — m)(a: — )

(2)
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Table 3. Correlation coefficients’ results for the three user stereotypes

BN J48, J48, NB B

H;  48.50 49.00 49.00 48.50 100
H,  48.50 49.00 49.00 48.50 100
S Hs  49.25 49.72 49.33 49.25 98.78
EAg, 48.50 49.00 49.00 48.50 100
B 48.50 49.00 49.00 48.50 —

Hy 49.01 48.56 48.56 47.34 100
Hs  48.67 48.21 48.21 46.99 99.39

SHe 49.01 48.56 48.56 47.34 100
FAc, 49.01 48.56 48.56 47.34 100
B 49.01 48.56 48.56 47.34 —

H,  49.43 56.50 56.50 49.43 100
He  49.43 56.50 56.50 49.43 100
SHy 48.24 55.27 55.27 48.24 97.27
FAc, 49.43 56.50 56.50 49.43 100
B 49.43 56.50 56.50 49.43 —

To evaluate the predictions’ results, it was created a baseline (B) that classifies
each instance based on a set of rules (the same rules used to create the training
datasets, see equation [II). This baseline acts like a trusted base of comparison
with the ML algorithms predictions. Table [B] shows the correlation outputs for
the three user stereotypes, as well as the exact agreement for each group of
judges (EAg, , where ,, corresponds to the user stereotype).

The high correlation (100) between the judges (H,) and the baseline (B)
resulted in a perfect monotone increasing relationship, what can be seen as
an evidence of the trustiness of their feedback. Although the ML algorithms
have lower correlation compared with the baseline, as expected, all of them have
positive correlation, revealing in specific situations correlation scores higher than
56% (which can been seen as a good hint to support this approach).

To test the algorithms’ accuracy, F'; scores were calculated for the 3 types
of users (uy, ug, us). Table [ presents the results with the mean (x) and the
standard deviation (o) for the 15 runs. In order to avoid some of the ambiguity
that could arise when considering only the feedback given by one judge, F; was
calculated by using the EA of each group (i.e., the EAg, , where ,, corresponds to
user stereotype).

Again, it was used a baseline (B, see equation [I) to compare the accuracy
between the algorithms. For the sake of clarity, the runs represent different user’s
intentions, more specifically, runs: {r,, rs, 74, 77, 711, r12}= goal coffee; {rs, rs,
ris}= goal lunch; {r,, ry, ri,}= goal dinner; and {rs, r,, ris}= goal party. As
we can see, higher values are obtained for the goals lunch, dinner and coffee
(see the underline values in the r;, r, and r,;, respectively), and lower values
are obtained for the goal party (see for instance r;5). This happens because the
goal party is only valid at night and a lower number of POIs suits that goal,
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Table 4. F; results (%) for the three user stereotypes

BN J48, J48, NB B BN J48, J48, NB B BN J48, J48, NB B
ry 26.67 37.50 37.50 26.67 100 31.58 30.00 30.00 31.58 100 26.67 28.57 28.57 26.67 100
re 37.50 47.06 47.06 37.50 100 40.00 38.10 38.10 40.00 100 26.67 28.57 28.57 26.67 100
rg 76.19 76.19 76.19 76.19 100 78.57 78.57 78.57 78.57 100 81.82 85.71 85.71 81.82 100
ry 76.19 72.73 72.73 76.19 100 78.57 78.57 78.57 78.57 100 81.82 81.82 81.82 81.82 100
rs 15.38 13.33 13.33 15.38 100 21.05 21.05 21.05 11.11 100 26.67 26.67 26.67 26.67 100
rs 40.00 40.00 40.00 40.00 100 40.00 33.33 33.33 40.00 100 40.00 57.14 57.14 40.00 100
r7 40.00 40.00 40.00 40.00 100 33.33 33.33 33.33 33.33 100 40.00 57.14 57.14 40.00 100
rg 66.67 66.67 66.67 66.67 100 75.00 75.00 75.00 75.00 100 54.55 75.00 75.00 54.55 100
ryg 66.67 57.14 57.14 66.67 100 75.00 75.00 75.00 75.00 100 54.55 54.55 54.55 54.55 100
r10 66.67 57.14 57.14 66.67 100 57.14 57.14 57.14 57.14 100 66.67 66.67 66.67 66.67 100
ry; 72.73 69.57 69.57 72.73 100 75.00 75.00 75.00 75.00 100 87.50 87.50 87.50 87.50 100
r12 53.57 60.00 60.00 55.56 100 51.72 63.64 63.64 55.56 100 42.86 72.73 72.73 50.00 100
r13 60.00 60.00 60.00 60.00 100 57.14 57.14 57.14 57.14 100 36.36 44.44 44.44 36.36 100
ry; 60.00 57.14 57.14 60.00 100 60.00 57.14 57.14 60.00 100 36.36 36.36 36.36 36.36 100
ri5 60.00 57.14 57.14 60.00 100 63.16 57.14 57.14 63.16 100 71.43 71.43 71.43 71.43 100

(751 U2 Uug

T 54.55 54.11 54.11 54.68 100 55.82 55.84 55.84 55.41 100 51.59 58.29 58.29 52.07 100
o 18.56 16.31 16.831 18.56 0.00 18.96 19.65 19.65 20.36 0.00 21.43 21.29 21.29 21.30 0.00

which lead the classifiers to perform worse in these situations. Contrarily, the
goal coffee is valid in all times of day, resulting in a lot more instances and,
consequently, the classifiers’ improvement is faster. For example, for the r,;, us,
all the algorithms have 87.50%.

In general, the algorithms performed similarly, however some of them had
a higher mean, for a specific user stereotype. For instance, NB had better Fy
scores for u;, for up — BN, and for us — J48, and J48,,.

To sum-up, ML algorithms can be a powerful technique, in location-based
services, to predict which content will be interesting for a determined user.
Nevertheless, with more data and more usage the recommendations’ accuracy
could be improved.

5 Conclusions

In this paper, we discussed the combination of context and intention-awareness
with RS, applied in a location-based application. We pointed out what
advantages are earned in using, besides the context, the user’s intentions, and
how to integrate both into a location-based RS. We also presented our system’s
architecture and described its advantages. ML techniques were used to train
the classifiers, more precisely Naive Bayes, BayesNet and J48 (pruned and
unpruned).
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Additionally, we created an experimental set-up to evaluate the algorithms’
performance, for three types of users. Firstly, a 10 times tenfold cross-validation
test was made. Secondly, in order to observe the relation between the manual
evaluation and the output values given by the PAAs, the correlation coefficients
between them were computed. Finally, we performed an information retrieval
task consisting on the identification of correct recommendations, given by the
ML algorithms. All of them had high accuracy, revealing in specific situations
F1 scores higher than 87%.

In the future, we are planning numerous improvements to this work, such
as: the use of new information sources, as well as their aggregation; take into
account new attributes (e.g., POI’s quality by considering the number of check-
ins and the users’ reviews); implement and compare other ML algorithms;
analyse other users’ profiles; and allow the user to change what values fit
in each attributes (e.g., what price is considered cheap, as well as allow the
user to select his budget). We think that with more data and more usage the
recommendations’ accuracy could improve. Furthermore, we plan to analyse
the system accuracy when applying selective attention metrics, such as surprise
[20], in the recommendation outputs. Finally, we intend to make the application
available to the community in order to get more feedback and also to test our
system in other situations.
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Abstract. Nowadays, we are experiencing a huge growth in the
available information, caused by the advent of communication
technology, which humans cannot handle by themselves. Personal
Assistant Agents can help humans to cope with the task of selecting
the relevant information. In order to perform well, these agents should
consider not only their preferences, but also their mental states (such
as beliefs, intentions and emotions) when recommending information. In
this paper, we describe an ongoing Recommender System application,
that implements a Multiagent System, with the purpose of gathering
heterogeneous information from different sources and selectively deliver
it based on: user’s preferences; the community’s trends; and on the
emotions that it elicits in the user.

Keywords: information overload, multiagent systems, personal
assistant agents, recommender systems, user modeling.

1 Introduction

The recent explosive growth of information (e.g., in the World Wide Web)
has made critical the need for intelligent assistance when users browse, search
and explore for interesting information. With new data being created everyday
(e.g., in social networks as Facebook, Twitter and online newspapers), humans
continuously receive a superabundance of information, which they cannot handle
by themselves [I2]. Moreover, as the number of people and subjects being
followed increases, the time required to get through to the social updates they
emit also increases, causing a loss of productivity. Additionally, as social updates
are broadcast in real-time, humans are frequently interrupted, with can reduce
their ability to focus on a demanding task, especially when the social updates
are not relevant for their current task (i.e., the interruption could induce a costly
cognitive disruption).

In this context, Personal Assistant Agents (PAAs) can be used to retrieve,
filter and recommend only relevant information to the user [2/3/4]. Actually,
in the last years there has been a remarkable interest in the development
of PAAs. These agents have been successfully integrated in available mobile
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(© Springer-Verlag Berlin Heidelberg 2013
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devices and made their way to the general public. One of the most popular
is SIR, a PAA developed by the homonymous company bought by Apple
in 2010, and whose technology is now fully integrated into the iPhone 4S.
Google released “Google move” after buying CleverSenseE, a company that
developed ALFRED/Seymour PAA. More recently, Nuance, the company behind
the speech recognition technology in the Siri and dictation features on the
iPhone, iPad and OS X, has released a new Siri-like API called Nina3. Nina
virtual assistant persona, as the company calls it, enables natural conversation,
by understanding what users say and mean, and also remembers the context of
what is said to refine the results. Even chatbot technology has recently seen a
renewed and rising interest with Existoif] and the chatting software developed
by Cleverbotf] and Tayasuﬁ.

However, personalised, contextualised and emotional Recommender System
(RS), that implements a Multiagent System (MAS) and also integrates
heterogeneous sources, are still to come [2]. The user’s interests involves a
wide range of domains (e.g., politics, sport), which are physically or logically
distributed (in terms of their availability and sources). Consequently, it is
mandatory to have some kind of retrieval system capable not only of gathering
information, but also of filtering it selectively, according to the interests and
emotions that this information elicits in the user. For example, nowadays people
do not want, or do not have the necessary time, to read all the feeds subscribed,
catch up with all the events that will occur or all their friends social notifications
[B]. As far as we know, especially concerning the Portuguese language, the
literature approaches do not overcome the aforementioned problems. More
precisely, they do not take into consideration people’s intentions and desires,
combined with their social networking habits and also the community trends,
into real usable RS application. In order to accomplish that, a MAS will be
embedded with the purpose of provide selective information to the users [2].

We believe that it is possible to create an emotion-based RS application,
with individual users’ agents, capable of filter out irrelevant or emotionless
information [2]. Thus, the system needs to handle the people’s mental states
and also to understand that everyone is different from each other, i.e., everyone
has different desires, intentions, interests and motivations to read a specific
piece of information [G[7/3]. In order to overcome this information overload
problem [I], we identified five tasks that our system needs to be able to perform:
collect information from different sources; extract information from the news,
e.g., facebook notifications, tweets or daily news [§]; represent the extracted
information into a structured representation [9]; share information between
agents, e.g., users’ preferences and emotional features [I0]; deliver information
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based on the learned or expected human’s preferences, intentions and goals,
taking advantage of the structured knowledge and the agents community [7].

2 Related Work

Recommender Systems (RS) can be categorised into three main categories [I1]:
Collaborative Filtering (CF), Content-Based (CB), and Hybrid approach which
combines the previous two methods. The first experiments in the RS area
adopted pure CF approaches [12], which consist in calculating similarities among
users. Knowing the user’s neighbours (users with similar opinions or tastes), the
system recommends items according to the neighbours’ preferences. In fact, with
this approach, as more users rate items, more accurate the recommendations
become. There are two main paradigms in this approach: model-based and
memory-based techniques, being the latter one the dominant paradigm. In
contrast to memory-based CF, where it is used the entire user-item rating dataset
to generate a prediction, the model-based CF technique groups different users
from the training database into a small number of classes based on their rating
patterns.

Another possible approach in RS is CB recommendations, which consists in
giving recommendations to a user, based on his past data or personal preferences
[13], without involving data from other users. To make that possible, RS must
be able to extract content from the items, to verify which content correlates the
most with the user’s preferences [13]. For example, some works show promising
results in different domains, e.g., movies and books [I4JI5]. Both works used
Information Extraction (IE) and text categorisation to create descriptions of
products, with the purpose of analysing their similarities with the users’ profiles.

Both CB and CF approaches have advantages, but also some shortcomings.
Pure CB systems, in some domains, can have problems in the IE process, i.e.,
some content can be hard to be structured and classified [I6]. Another problem
that can occur is overspecialisation [16]. If the system is programmed to only
recommend items with high similarity to the user’s previous preferences, the user
will never receive recommendations of other types of items. On the other hand,
pure CF systems suffer from cold-start problems [I7]. Whenever a new item is
added to the system’s database, it does not have any rating, which makes it
impossible to be recommended to any user. If a user has unique tastes, and no
one has rated the ‘same’ items he did, he will not receive any recommendations.
A similar problem can also occur if the number of items in the database is much
larger than the number of users, which makes it difficult to find users that have
rated the same items [16].

All these problems led various authors to experiment hybrid RS that merged
CF and CB approaches [T6/T2I17]. These systems have been applied to various
domains, such as adaptive hypermedia, content personalisation and user profiling
[16/12]. Hybrid recommenders combine users’ ratings (CF) with meta-data about
the items (CB). Consequently, they overcame some of the problems that each of
the previous approaches had.
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More recently, several authors have been trying to use context in RS. However,
having the user’s context in consideration adds an additional dimension of
complexity to RS, hence ratings may be valid in only one particular context [I§].
Nevertheless, RS can be improved by enrichment with various sorts of contextual
information (e.g., relationship among users in social media sites, collaborative
tagging, background message of items, timestamp of user actions [I920]. In the
literature, context — for example in ubiquitous and mobile context-aware systems
— was initially defined as the location of the user, in order to identity people and
objects around him, and the changes in these elements [2I]. Therefore, other
factors have been added to this definition (e.g., date, season, and temperature)
[22]. Some associate the context with the user [23], while others emphasise how
context relates to the application [24]. An overview of the notions of context can
be found in Adomavicius et al. [25].

Despite of several approaches proposed and new dimensions added to RS, most
of the existing RS applications do not take information about human emotions
[26] into consideration when recommending information [27]. Consequently,
recommender applications are commonly unable to adapt to the constantly
changing and evolving users’ preferential states. This is partially caused by the
difficulty of categorising and representing emotional states [28//29].

Nevertheless, an innovative system, addressed to the restaurant domain, is
presented in [27]. In this work, a new approach to model users for RS based on
the emotional factor, is described. The model they developed takes into account
different attributes related to emotions, which purpose is capturing personality
features of a user, e.g., familiarity (confidence) in customer’s relationships; degree
of patience that a user has on waiting for being served; the efficiency the user
needs to feel; and the curiosity to know exotic restaurants. According to the
authors, by adding emotional features to the user profile, recommendations are
improved regarding the degree of acceptance from the user. It is important to
refer that this model is developed taking into account both a CB approach on
the information of an isolated user, and a CF approach based on the information
provided by the users’ community.

More recently, Mostafa et al. [30] presented the Emotion Sensitive News Agent
(ESNA), whose purpose is to categorise news stories from different RSS sources
into eight emotion categories, according to their emotional content. However,
in this approach the affective information conveyed through text is analysed
by using a rule based approach to assign a numerical valence (i.e., a positive
or negative value to assign positive or negative sentiment to the input text).
Additionally, the recommendation process considers the cognitive and appraisal
structure of emotions [31], and also takes into account the users’ preferences.

To sum up, there is a lack of research on applications that use emotion ‘in
context’, and this ability to detect emotions explicitly or even implicitly will add
a rich dimension to RS applications.
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3 Approach

Figure [l presents the proposed main components for the emotion-based RS.
This system architecture can be seen as a middleware between the user’s needs
(explicit or implicit [32]) and the available information. Its purpose is to deliver
information to the user in a selective fashion. As we know, user’s intentions
and actions are not usually isolated processes, but tend to be influenced by
their social environment [5]. However, identifying a user’s goals and intentions
is not a straightforward task, relying on complex plan recognition [33]. Thus,
besides considering the user’s model (i.e., preferences, intentions and emotions,
represented in the figure [l as individual knowledge and emotional features),
the agent (PAA) should also contemplate the social networking trends. In the
context of this work, trends consist of new data that elicits novelty, surprise or
even curiosity in the system community. For this matter, the implementation of
collaborative agents to share and discover new trends is imperative.

4 news, Notifications, e,

- knowledge representation /

- individual knowledge
- emotional features

Personal
Assistance Agent

L Master Agent J

recommendations

Fig. 1. Emotion-Based RS’s Architecture

The user’s agent will work as a selective recommender filter. It will compare
its user model with the others PAAs and infer new potentially interesting
information, even if not suitable for the user’s list of implicit preferences
[34]. Briefly, these agents will operate in an environment where some of their
individual knowledge is shared.

For the system to perform well, it will be necessary to create a structured
knowledge representation that these agents can take advantage of when
performing tasks. This structure needs to incorporate both the gathered
information and the social trends given from the users’ feedback [35] (e.g.,
number of views for a specific item and its emotional impact). The emotional
impact could be measure by asking the user what was the emotion that a specific
information causes in him.
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Another system requirement is the use of keyphrases to group sets of similar
items (represented in figure [l as k,, and C,,, respectively). Keyphrases provide
a brief summary of a document’s contents. More specifically, keyphrases are
a concise representation of documents. As large document collections, such as
news articles, become widespread and are created every second, the value of
such summary information increases. Thus, keyphrases are particularly useful
because they can be interpreted individually and independently of each other.
Moreover, keyphrases are usually chosen manually [36]. Despite less prone to
errors, this task is hardly repeatable, time-consuming and sometimes subjective.
Consequently, our system needs to extract keyphrases from heterogeneous Web
sources and represent it into a formal representation, in a completely automatic
fashion.

The approach we propose for extract information from heterogeneous sources
also needs to take into account the news’ polarity. A basic task in sentiment
analysis is classifying the polarity of a given text at the document, sentence, or
word level - whether the expressed opinion in a document, a sentence or word
is positive, negative, or neutral (presented in figure [Il as k,, in different color
tones). Commonly, this is done by determining the keyphrases polarity using
automated ML algorithms, such as latent semantic analysis or support vector
machines. More sophisticated methods can detect the holder of a sentiment (i.e.,
the person who maintains that affective state) and the target (i.e., the entity
about which the affect is felt) [37]. In the future, we intend to relate the user’s
model with the news’ polarity, for example by taking advantage of the SentiLexEI,
to recommend only news that satisfies the user’s emotional preferences.

The resulting knowledge base will make easy the retrieval by browsing
and searching. Furthermore, it will allow clustering information into broader
categories. To identify these domains, presented in figure [l as C,,, it will be
necessary to create associations between “close in context” objects. Specifically,
clustering algorithms will be used to classify similar objects into different groups
— more general topics than simple keyphrases — that will be used to send a list
of main topics to the user, in order to start modelling the user’s preferences and
solve the cold-start problem.

Another method in the knowledge representation process that we intend to
take advantage of, is collaborative keyphrasing, when available in the sources.
In order to understand the benefits and limitations of using social generated
keyphrases for indexing and retrieval purposes, it is important to investigate:
to what extent the community influences keyphrasing behaviour; their effects in
the represented knowledge; and whether this influence helps or hinders search
and retrieval in our knowledge base. Indeed, some Web sources already use social
keyphrasing (e.g., Twitter and Delicious) to identify topics of interest. Another
important system requirement is its aggregation feature, i.e., we need to develop
an aggregator component capable of gathering items from a wide number of
Web-sources, such as Facebook, Twitter and RSS feeds.

"http://dmir.inesc-id.pt/project/SentiLex-PT_02
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4 Experimentation and Evaluation

The experimentation phase starts with the definition of the evaluation process
that will be applied to the system described in the approach section. The
experimentation should be taken using data from real world usage with field
tests. The system must be evaluated taking into account the interaction of the
user with the system. Firstly, explicitly feedback given by the user will be used to
access the system accuracy. Then, the accuracy will be inferred by the system,
using an implicit feedback mechanism (like total reading time and past click
behaviour [38/39).

4.1 Information Extraction

The utility of the extraction methods and knowledge extracted must be evaluated
taking into account the quality and the quantity of the data extracted. The
quality depends on the amount of keyphrases that are correctly identified,
and the quantity depends on the number of keyphrases extracted among those
that should have been extracted. There exists two main evaluation approaches:
manual evaluation and the use of gold standard.

Manual Evaluation is the most classic type of evaluation. Due to its
complexity, it is sometimes easier to transmit the principles that should be
considered in the evaluation process to human judges, rather than encode a
system to automatically evaluate the resource according to these principles. Most
of the times, automatic evaluation can not be used, being the evaluation done
manually by relying heavily on time consuming work from domain specialists.
The disadvantages are: monotonous work, hard to repeat and also subjective to
the judge’s criteria. Gold Standard is a resource (e.g., could be another knowledge
base) that certainly is correct — possibly because it was manually created by
specialists. The new resource can be compared to a golden standard according
to some criteria in order to assess its accuracy. Usually there are used three
common measures in Information Retrieval, precision, recall and F}.

For the purpose of this work, if possible a golden standard will be used to
analyse the results’ reliability, Besides that, manual evaluation of a small but
representative part of the results need to be performed, in order to analyse the
various stages of the development.

4.2 Recommendations

As we already mentioned, the aim of a RS is to predict appreciable items to
the user. To do that we strongly believe in our approach to provide selective
recommendations according to the user’s preferences. However, the expected
results from this hypothesis are likely to be subjective, since it cannot be measured
accurately because their interpretation may vary under the user’s perspectives.
Nevertheless, the system must be evaluated taking into account the quality of
the data recommended through the PAAs according to several defined evaluation’
metrics, as well as in terms of the system’s performance and usability.
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Machine Learning

Manual Evaluation

Machine Learning
+ Emotional Features

Fig. 2. An example scenario of the evaluation process

The recommendations’ quality will depend on the amount of items that are
correctly recommended, which can be measured by analysing the users’ feedback.
To test the system’ accuracy, we intend to observe the relationships between the
manual evaluation and the output values given by both Machine Learning (ML)
and ML with emotional features. In figure Bl we present an example scenario
of the evaluation process. On the left, with label “News”, we have all the news
stored in the system, then, after choosing his preferences (with label “User’s
Preferences”) the user will receive only news from specific thematics. However,
this is not enough to prevent the users from receiving irrelevant information,
as we show on the right side of the figure, with label “Manual Fvaluation”,
where the green and red items represent interesting and not interesting items
to the user, respectively. But, accordingly to the scenario in the figure, our
assumption is that using ML and ML with emotional features it will be possible
to improve the system’ accuracy (labels “Machine Learning” and “Machine
Learning + Emotional Features”, respectively). After analysing the results from
the situation presented in figure[2l it is expected higher accuracy when using ML
with emotional features techniques, than without using them (see table [II). In
short, our assumption can be considered very promising, being a good starting
point.

The performance is commonly evaluated through the time the system
consumes while executing the expected tasks, but also relates to how the system
scales and keeps responding under different circumstances.

To evaluate the wusability, questionnaires will be wused to assess
users’ satisfaction. Still concerning usability, before starting the interface
implementation process, we intend to make questionnaires to humans in order to
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Table 1. Results from the scenario presented in figure

Precision(%) Recall(%) F1(%)
User’s Preferences ~43 100 ~60
Machine Learning 60 ~66 ~63

Machine Learning

Emotional Features

identify their needs. For instance, to understand how they would like to consult
the news, what is the better way to provide feedback and to recommend news
to others.

5 Expected Contributions

In this work, our goal is to develop a RS that delivers information in a selective
fashion. Given the user’s expectations and the sources at our disposal, it will
be imperative to create a system that performs near real time. To do that,
and taking advantage of the belief-desire theory of emotion [40], as well as of the
techniques developed in the fields of Artificial Intelligence, RS, Natural Language
Processing, MAS and Affective Computing, we will create an emotion-based RS
(described in the previews section). The expected outcomes are:

¢ Knowledge extraction from assorted sources and contexts into a structured
representation.

¢ Beyond the standard data available on the Web (e.g., daily news), we intend to
study how can RS benefit from social networking integration (such as friends
recommendations, i.e., facebook notifications and tweets). Moreover, we intend
to answer the question: — Will social networking integration increase the users
usage and contributions in our application?

¢ A comparative view of the most common algorithms used to identify keyphrases.
Study the most suitable metrics to weight keyphrases and how these metrics may
be used to identify clusters (crucial to learn main categories in the knowledge
base).

o Not only analyse for how long past information may be considered useful for the
system, but also for the users [41].

¢ Identify the best structure to represent all the knowledge produced, not only
the extracted data but also the information created by the agents (e.g., feedback
and emotional features).

¢ Create dynamic and automatic user’s models and study which are the most
suitable for the users’ demands.

¢ Analyse the impact of sharing information among the agents in order to answer
this question: — Does the introduction of collaborative recommendations improve
the system’s trust?

¢ Finally, and most important, analyse if the affect-based PAA avoid their human
owners from receiving irrelevant or emotionless information, outperforming
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the non-affect-based ones. Analysing the impact of affective features in the
recommendations’ accuracy.

Information overload has many negative implications, not only in personal life,
but also in organisations, business and in the world economy in general [1]. As
a result, this work intends to minimise some of these negative implications in
human life. Although this work is directed for Portuguese, we intend to perform
some experiments in English, in order to contribute and receive feedback from the
international community. Furthermore, it is our intention to apply the resulting
contributions in other application domains, such as navigation systems.

6 Concluding Remarks

The research proposal presented in this article is an answer to the growing
demand on RS. More precisely, it addresses the lack of emotion-based RS,
specially concerning real-time textual information. The importance of this kind
of systems has been shown and, as far as we know, there is no research in this
area for Portuguese or even for English.

This work will be focused in the development of a RS capable of filtering
irrelevant and emotionless news to the user, by using a MAS approach and
taking advantage of techniques developed in the fields of Artificial Intelligence,
RS, Natural Language Processing, MAS and Affective Computing. Firstly, it will
be implemented an aggregation module to acquire daily news from heterogeneous
sources. Then, information extraction techniques will be used to extract the
most relevant items. These items will be stored in a knowledge base that will
provide support to the user’s agent, when retrieving and storing information.
These PAA will take advantage of their model and the community trends when
recommending a new piece of information.
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Abstract. Mobile devices may be a powerful tool to help in case of emergency,
not only for the person or people in danger but also for those ones giving assis-
tance to them, professionally or not. In order to determine how mobile applica-
tions are currently being used in this area and the possibilities for innovation,
this paper gathers the result of a review of about more than 250 applications
commercially available. These applications have been featured to analyze their
value proposition (e.g. main service goal, target user or pricing approach) and
their operational features, with respect to their level of context-awareness and
the discovery and notification of emergencies. Additionally, the paper proposes
the functional design of a mobile application for Citizen Emergency Manage-
ment, which takes advantage of the gap of the available offer.

Keywords: mobile applications, emergency management, technology analysis.

1 Introduction

The generalization of smartphones and tablets has been key for the implementation of
ubiquitous computing concepts [1], in which information and communication tech-
nologies merge with daily environments to facilitate interaction with them. These
devices are nowadays easily accessible, usable and provide a wide amount of sensing
capabilities (e.g. detection of location and proximity, noise, light, activity, resource
consumption) that may be used to deliver highly adaptive services. From the develop-
ers’ point of view, a significant improvement has been the delivery of simple
application programming interfaces to facilitate gathering this sensor-based context
information. A wide range of applications, from location-based games to augmented
travel guides, has quickly flooded the market.

Mobile applications are also supporting people when dealing with emergencies or
risky unexpected situations in which anybody can be involved: road accidents, natural
disasters such as floods, health problems as heart attacks, personal safety danger or
fires. To date, there is a very diversified offer, which goes from providing escape
guidelines during a fire in a building [2] or during nuclear accidents [3] to help elderly
people when in a medical emergency [4]. Road accident detection through mobile
sensing is also available [5-7].
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This paper focuses on analyzing this offer, in order to find the innovation gap for
delivering value through an integrated mobile application that serves to strengthen the
link between citizens and public security authorities. In next sections, we include an
analysis for emergency applications that are currently available in Google Play. The
employed methodology for the analysis is detailed in Section 2. Afterwards, Section 3
contains the value proposition analysis, including information about the applications’
main service goals, their target users and their commercial approach. Section 4 con-
tains the operational analysis, taking into consideration what type of technology is
needed for the applications to work. Finally, Section 5 makes a proposal to develop a
Citizen Emergency Management 112/911-like mobile application, by gathering exist-
ing functionalities and adding new ones. Section 6 concludes the paper.

2 Methodology for Data Gathering

Nowadays, the consumer of mobile technology has a wide variety of options regard-
ing devices. In particular, the Operating System (OS) is a discerning feature: Android
(from Google), iOS (from Apple), Symbian OS (from Nokia), BlackBerry OS (from
RIM) or Windows Phone (from Microsoft) are the most popular options. Whereas
Apple with iOS holds the first position with respect to market share, including all its
devices (iPhone, iPad, iPod) [8], Android is on the top of smartphone sales [9]. Appli-
cation developers seem to prefer iOS for its facility to be monetized, because of the
commercial/service deadlock in which Apple users are closed after initiating the use
of this operative system. With respect to the number of available applications, iOS
outdoes Android, however Android provides an extensive set of free applications and
it is rapidly increasing the number of available ones, reaching more than 472.000 in
January 2013 [10]. When comparing the information that can be retrieved from the
application markets, it happens that data in ‘App Store’ (catalogue from Apple) do not
include particularities on technical aspects. On the contrary, Google Play reports
about the device’s resources that an application will need to work properly (permis-
sions).

All in all, Google Play from Android is thus a reasonable choice to gather informa-
tion about the available applications, providing equilibrium between quantity of
registries and functional variety, and access to relevant information.

Thus, our analysis is based on the set of emergency-related applications available
in Google Play. Google Play, the substitute of former Android Market since March
2012, is Google’s tool for digital distribution, the channel to provide several services
as music, movies or books, apart from applications for their devices. To extract the
records for our analysis, we have configured a search that has been executed on the
English language website, using the keyword ‘emergency’ with following filters: ‘All
prices’, ‘SafeSearch: off’, ‘Sort by: Relevance’. After a first screening of the results,
we selected the 250 applications at the top of the list as a representative sample of the
functional diversity (the resulting list was containing more than 1.000 applications). It
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is important to note that, on the initial dataset, filtering has been needed, as there are
applications where the ‘emergency’ word appears in their description but then is not
focused on providing any kind of emergency-related service. For instance, ‘City of
Friends’ application is a game for children, but its description contains ‘emergency’
word because it is based on emergency teams.

For each application in our list, we collected data such as description, required An-
droid version, Google Play ategories', installs, price, content rating, current Android
OS version, number of downloads, application size, developer, rating based on user
reviews, date of last update, and required permissions useful to infer information
about techniques and technologies on which the applications rely on. The gathered
registries were retrieved in April-June 2012.

On this data, together with the applications’ description and their websites (when
available), we extracted aggregated information about two main aspects: the applica-
tion value proposition and its technical operational features. Table 1 shows the
analysis model, summarizing the info sources, the specific features of interest and the
feature description for each main aspect.

Table 1. Model for analysis. The marketplace refers to Google-Play

General aspects | Info source | Specific features to analyze Features description
to consider
Category in | General application scenario Classification in user scenarios
marketplace from Google-Play categories
Application | Main service goal Functional value proposition
Value proposition L. .
descnptlon Target user Victims, rescue teams, volunta-
ries, witnesses, general public
User revenue model Paid vs. free applications
Permissions | Level of context-awareness Use of location information
Operational in market- | Emergency detection method Proactive or automatic
features place Emergency notification me- | Phone call, SMS, social network,
thod email, sound&light alarm

3 Analysis of the Value Proposition for the Existing Mobile
Emergency Application Offer

All the 250 applications that were collected are related to emergency detection, notifi-
cation or management, but designed to wo