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Abstract. With the recent advancements in distributed systems, Cloud
computing has emerged as a model for enabling convenient, on-demand
network access to a shared resource pool of configurable elements such
as (networks, servers, storage, applications, and services). Various appli-
cations are developed and deployed into the Cloud following the layered
architecture. The layered approach includes infrastructure, virtualiza-
tion, application, platform and client tiers. Provenance (the meta-data),
is the information that helps cloud providers and users to determine the
derivation history of a data product, starting from its origin. Each layer
in the Cloud has its own provenance data and generally, provenance data
for each layer address different audience. For example, Cloud providers
are interested in the infrastructure provenance data to verify the high
utilization of resources through audit trials. Cloud users on the other
hand are interested in the performance of the deployed application and
the verification of experiments. In this paper, we present various queries
regarding the provenance data for different layers of Cloud. Hereby, we
integrate the provenance data from individual layers and highlight the
importance of integrated provenance. We also outline the relationship
between various layers of the Cloud by using the integrated provenance.

1 Introduction

Cloud computing is generally defined by its distributed model of utility comput-
ing which offers virtualization of resources (storage, computation, networking)
and provisioned to users “on demand” and “pay as you go” basis. This new
paradigm attracted the research community and businesses to host and execute
their complex scientific applications 1 [1, 2]. In this model, applications are de-
ployed and executed by using the type of service offered in the Cloud. These
services reside on various layers or tiers of the Cloud architecture. For instance,
Cloud providers are interested in the IaaS (Infrastructure as a Service) 2 layer
of the Cloud, which supports virtualization of resources to enable computation,
storage and communication. These resources are utilized by Cloud applications
e.g., getting email 3 or for sharing documents, often termed as SaaS (Software
as a Service). To fill the gap between IaaS and SaaS, the PaaS (Platform as a

1 http://aws.amazon.com/swf/ 2 www.eucalyptus.com 3 www.gmail.com
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Service) layer is used by developers to customize and easily develop, deploy and
manage Cloud-aware applications e.g. salseforce.com 4, WSO2 5 and/or provid-
ing Enterprise Service Bus (ESB) 6 as a service.

Provenance is the metadata which describes the derivation history of an ob-
ject. This data includes the source and intermediate datasets and processes in-
volved to create the object [3]. In computing science, provenance is an important
ingredient for the verification and reproduction [4, 5] of scientific experiments.
The architecture of Cloud computing is divided into various components and
these components are placed on top of each other [6]. IaaS, PaaS and SaaS are
the types or layers which are mostly used in the Cloud environment. The develop-
ment and execution of Cloud-aware applications follow this layered architecture
and each layer contributes specific metadata (provenance) for the overall applica-
tion. Subsequently each layer in the Cloud has its own provenance and specific
importance to that particular layer. For example, the provenance data at the
IaaS layer is important to the Cloud provider for resources utilization and fault
tracking [7]. Cloud users (research community) are more interested in the execu-
tion of their deployed applications; the datasets which are produced/consumed,
and the processes used for the production of the result.

Moreover, the provenance collection at individual layers e.g., for IaaS it can
ensures the appropriate allocation and usage of the resources. Similarly, in case of
faults and errors appropriate actions can be taken to resolve them accordingly by
using the provenance [8]. When provenance is integrated from individual layers,
it provides the in-depth details of the relationships which exist among various
layers of the Cloud while executing a particular application. The integrated
provenance data provides multiple views and enables Cloud providers to keep
track of their resource usage, application and service collaboration for users and
deployment/testing usage for developers.

For understanding the Cloud layered approach and the overall provenance
data at each layer, in this paper we have developed a Content Relationship
Management (CRM) application. With this particular CRM application, we dif-
ferentiate between various layers of Cloud and their corresponding provenance
data. We provide detail of the CRM application and its various parts from the
users perspective, the Cloud provider and application developer. Following are
the key contributions of this paper:

– to provide an overview of the Cloud layered technology and the presentation
of provenance data for each layer.

– to present various queries and their visualization for the individual layers of
the Cloud and for the collective provenance data.

– to highlight the importance of integrated provenance using an example.
– to evaluate the overhead for provenance collection at individual layers.

The rest of the paper is organized as follows. Section 2 provides the related work
of provenance in the field of e-Science. Section 3 discusses the requirements
for building a CRM application in the Cloud and its individual components.

4 www.salesforce.com 5 www.wso2.com 6 http://www.mulesoft.org/
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Section 4 provides a brief overview of layers in Cloud computing and Section 5
present the various quires for the provenance data on individual layers, their visu-
alization and discusses the importance of integrated provenance data. Section 6
evaluate the collection of provenance data from different layers and section 7
concludes this paper.

2 Related Work

Application level provenance has been the major attraction in grid, distributed
and workflow computing [5]. The techniques used in these environments are
to capture provenance in Service Oriented Architecture(SOA) e.g., PASOA [9].
Recently, the research community focused on the usage of provenance for Cloud
computing while describing and addressing the various challenges offered by this
new paradigm [10, 11].

Previously [12], we proposed a framework which addresses the various chal-
lenges offered by Cloud technology and present the mechanism to incorporate
the collection and storage of provenance for the Cloud IaaS. On the development
layer of the Cloud, e.g., in mule ESB and WSO2 carbon platforms, various parts
of application are integrated together that communicate based on different pro-
tocols and languages. Integration of provenance into the development layer will
clearly identify the current status of any application, changes made by different
developers of a group or team and information about the old and current version
of the services and applications. There are other work which consider provenance
at the layers like a web browser [13] and virtual machine [14].

To establish the importance of integrating provenance data from different
layers, Muniswamy Reddy et. al. [15] discussed the layering of provenance data
for workflow execution. However their work focused on combining the provenance
data from a workflow engine, web browser and the python wrapper by extending
the Provenance Aware Storage System (PASS) [16]. For Cloud environment, a
short survey about various techniques from Grid and distributed computing are
discussed to track the data in Cloud by using a layered architecture [17]. In this
paper, we extend our provenance framework [18] for the platform and software
layers of the Cloud.

3 Scenario Description (Components of CRM
Application)

In this scenario the objective is to automate the installation of a sample CRM
application. The sample CRM application consists of three main components
which are: 1) the web server 2) the database server and 3) the client application.
Component 1 is the web server where we have two different web services. Web
service 1 takes the data from the user and submit or sync it to the database
server. This sync can be performed either for one particular item e.g., contacts
or for over all data e.g., contacts, appointments and tasks. Web service 2 takes
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the data from the server and sync it to the client application. Again, the sync
process is for one particular item or overall data.
Component 2 is the database server. It is mySQL database with various ta-
bles containing the information about an organization or a group e.g., contacts,
appointments and tasks. The contacts table contains first name, last name, job
title, group name etc. Appointments table contains information like place, time,
appointment with, number of people attending, topic and location. Tasks table
contains information like sender, receiver, title, subject, description etc.
Component 3 is the client application for a user to to see the tasks assigned to
him/her and list the appointments. This also includes, who assigned the tasks,
meetings and appointments time, members involved and location.
Summary: To link all these resources with each other, a script is required which
deploys the application on Cloud and host the various components. Such a scrip
will be passed to Cloud controller via user data. The end result would be a de-
ployment of CRM system. Figure 1 presents the steps involved in deployment
of such an application to the Cloud. We consider three resources to host web
services, database server and client application. Each installed components re-
quires some prerequisite and those need to be installed and configured. While
deploying CRM, we observe and provide the details of the various components
of Cloud and related provenance data.
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Fig. 1. Steps involved in deployment of CRM application to Cloud

4 Cloud Layered Architecture

The Cloud architecture is perceived differently by various research community
and businesses [19, 20]. Mainly we consider the following layers/components.

– Infrastructure layer: provides physical and virtual resources for storage, com-
munication and computation e.g., Eucalyptus.

– Platform layer: provides tools and libraries to ease the development cost and
effort for building Cloud aware application e.g., WSO2.
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– Software layer: The applications which are provided by various organizations
to vast number or users e.g. web application (gmail).

Figure 2 presents the main components in Cloud computing from the view point
of a user, developer and Cloud resources provider. To connect the layers, there is
always a middle-ware in between. We collect the provenance data on that mid-
dleware level. Previously we explained the mechanism to collect IaaS provenance
data in [12] by using the interceptor mechanism and why such data is impor-
tant. For this work, we extend the same mechanism, guideline and architecture
of provenance towards PaaS and SaaS layers of Cloud computing.

Cloud Applications
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Cloud Software Developement

PaaS

Communication

Storage

Computation

Cloud Software Infrastructure
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Virtualization

User
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OpenNebula

Nimbus
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Programming

(JAVA,ASP,PHP)
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Fig. 2. Layered architecture of Cloud
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4.1 Query and Visualization

The presentation of the collected provenance data is very important for users,
administrators and application developers in Cloud and it depends on the sub-
mitted query. For a particular query, we may analyze the provenance data of one
particular layer or integrated provenance. For example, when an administrator
submit the following query:
Visualize the instance types from cluster1, requested by various users where the
number of request are more than 100
This query requires the analysis of the infrastructure provenance. This prove-
nance data is stored in a well defined xml file where the nodes represent the
individual objects and the edges represent the relationship which exists in the
provenance data. The numbers of relationship varies for the submitted query.
For this particular query, the following relationships can be defined: i) request
of instances types for cluster1 ii) relation of instances to various users iii) and
relation of users to the cluster and instances. For analysis of this query and defin-
ing the relation, we apply pull based mechanism for the extraction of data from
provenance. After the analysis of the submitted query and defining the relation-
ships, we present the results in the graph form. These graph can be changed on
run time and the results can be visualized in line, bar and pie forms.
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5 Provenance and Cloud Layers

Following the layered architecture of Cloud, provenance is also divided into dif-
ferent layers. Each layer presents a different application domain for the usage of
provenance data. The sections below investigate the provenance data and various
queries which require individual and/or the integrated provenance.

5.1 IaaS Provenance and Queries

The infrastructure layer provides computational, storage and communication
resources for the application deployment and services execution. Various param-
eters are considered when defining provenance data for IaaS Cloud e.g., 1) types
of resources 2) types of instance 3) information about users 4) time taken by
users for instances 5) data submitted by users before running a resource 6) infor-
mation about cloud, clusters and node services. In the CRM application, these
parameters maps to user (admin), resource types (R1, R2, R3), instance types
(small, medium and huge), data (java jdk, tomcat, axis2 and mySQL versions).

Many applications can be defined depending on the granularity of the prove-
nance data e.g., 1) to use the provenance data for auditing the usage of resources
in Cloud. Provenance data can clearly mark the usage of resources from vari-
ous clusters and nodes according to time, users, and resources types. 2) to find
the similar requests in Cloud which are based on the instance types and user
data. These similarities define patterns and are used for the efficient utilization
of Cloud resources. The efficient utilization is achieved by reusing the existing
running resources and predicting the upcoming requests. 3) the provenance data
of various images is used for tracking malicious images uploaded in public Cloud
and managing the access rights to various images [21]. Following are few example
queries which can be generated for the Cloud infrastructure:

(i) visualize the instance types from last 24 hours (ii) visualize the standard
instances from last 48 hours (iii) visualize the memory request from last week
(iv) visualize the request for resources from most used to least used (v) list the
prerequisite (user data) from R1 (vi) list the deployment time for resource R1,
R2 and R3 (vii) validate the setup of CRM application.

The combination of the infrastructure provenance data with physical machine
provenance e.g., memory, CPU utilization and the disk usage can further elab-
orate the provenance query:

– visualize the disk and memory usage for the most requested resources type.

These queries provides the administrator with an overview of the resources usage,
instance types and data requested by users. Left side of the figure 4 present the
memory requests for a particular cluster grouped for various users and right side
of the figure 4 present the memory requests from various users in time by using
the visualization module. Due to limited space, we will not present visualization
of the provenance data for other layers.
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Fig. 4. Memory requests for a Cluster from various users

5.2 PaaS Provenance and Queries

Platform layer in Cloud provides the functionality for the development of new
applications. This layer enables and manges the delivery of services that uses
various communication protocol e.g. HTTP, XML and SOAP etc. The designer
of these applications is responsible for assets availability and the management
of application services pool. For example, Cloud is a favorable environment in
stress testing, where a lot of resources are required just for a particular period
of time. For this work, we consider WSO2 platform and it’s various components.

WSO2 Carbon is the award winning PaaS and it provides many features to
developers for building Cloud aware applications e.g., Enterprise Service Bus
(ESB), Business Process management (BPM) and more. While developing ap-
plications using WSO2, the complex application is divided into various parts.
Members of a team/s work on different components of a complex application.
In the CRM application various parameters which are considered for the prove-
nance data of platform layer are: 1) composition of the web services 2) the inter-
action mechanism between web services, database and web service engine, that
is utilized by various protocols of communication 3) the interaction mechanism
between web services and client application 4) composition of the database and
corresponding tables and their structure. When one developer makes a change
in a web service, other members will be able to find that particular change using
the provenance data. Any change on platform layer e.g., uploading a new version
of the web service will create a new node in the provenance data and hence the
status will be updated. Some important queries on platform layer are following:

(i) visualize the components of the application where most bugs are found
(ii) the identity of a person who made a change in CRM and the time when
the change was made (iii) display the changes made to web services in last one
month (CRM)

Consider a situation where the infrastructure is changed e.g, mySQL server
is updated. The updated version does not support the existing communication
mechanism with the deployed web services. This requires a change in the web
services at the platform layer. This relation which exists between platform and
infrastructure layer is exposed by integrating the provenance data from individ-
ual layers. The integrated provenance data and the corresponding relation will
highlight the reason for any communication failure.
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5.3 SaaS Provenance and Queries

SaaS is the application running on a Cloud platform. Various types of applica-
tions are deployed and executed on Cloud e.g., workflow, CRM and web appli-
cations. The provenance data of this layer depends on the type of application.
In general, applications are deployed by using Service Oriented Architecture
(SOA) in distributed computing. The important provenance parameters in SOA
architecture and related queries are following:

(i) time taken by a particular application to generate the result (ii) time
taken by individual services and components of the application (iii) tracking the
dataset which are consumed and produced during the process (iv) information
about the users who are invoking the services (v) the query about services or
components taking part while executing the application e.g., services involved
in executing a workflow (vi) input and output parameters passed to a particular
service and/or method.

In the CRM application, the analysis of various events is an important aspect
for organizations. The provenance data about users, time, and events is used for
analysis and to get important informations like; the locations of the event, total
time for the event, members who joined the event, the organizers of the event
etc. There are other aspects of the provenance data for software layer e.g., trust,
reliability and authenticity.

Considering a situation where changes are made to the web services on plat-
form layer. This will require appropriate changes to the client application. If the
client application is not updated, any sync process from database to the client
application will result in failure. The provenance data from the client application
will highlight the failure. User can use the provenance chart to find the failure,
but it’s reason is not clear until we layer the provenance data from platform to
the software layer. Layering the provenance data will further explain the reason
of failure and related data for changes made on platform layer.

5.4 Advantage of Integrated Provenance Data

In the above sections, we deployed the CRM application into the Cloud environ-
ment. We collected the provenance data on individual layers, provided various
parameters, queries and the relations which exists between layers. Considering
the fact that Clouds are abstract and the various layers are hidden from the
user, we present the example in figure 3. Users request for the current weather
information using a particular city and country. The client application randomly
chooses one of the weather web services which are provided by different orga-
nizations. The selected service returns the current weather information. Since,
these services use different datasets for the calculation of the weather, the result
is not always the same. In scientific environment, it is important to know why
the results differs from each other.

Without layering: Each layer of provenance gives valuable information. The
software layers provides the provenance data for the selected web service and
methods. The platform provenance provides the information regarding the
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datasets which are consumed and the algorithm which is used for the calcu-
lation. The infrastructure layer provenance data gives information regarding the
Cloud provider and the location of the computation, storage, and communication
devices.

With layering: The integrated provenance data from software, platform and
infrastructure layer identifies the datasets which are used, the web service which
is consumed and information about the Cloud provider. These information pro-
vides the relation between various layers and hence highlight the reason that
why different results are not always the same.

6 Overhead Evaluation

The integrated solution of provenance into Cloud infrastructures particularly
for e-Science applications causes extra overhead of calculation and storage. The
calculation overhead is the extra time needed for the collection, parsing and
storage of the provenance data. In our experiments, the overhead is calculated
for the individual layers of Cloud using the CRM application. The calculation is
performed for the various components of the CRM application which correspond
to Cloud layers. At the infrastructure layer, we tested the eucalyptus Cloud
with node controller and cluster controller services. Platform layer is tested
with WSO2 application service and enterprise service bus. The software layer is
evaluated for the web services snyntodatabase and syncfromdatabase in CRM.

Table 1 presents the performance overhead of provenance from various com-
ponents in Cloud and CRM application. The maximum times are the excep-
tional cases and therefore average time was calculated from multiple runs (50)
of components and layers. The average time presents the overhead for collection,
parsing and storing of the provenance. Formula 1 is used to calculate the over-
all overhead by summation of individual overhead from software, platform and
infrastructure layer.

Depending on the granularity and storage mechanism, time required for prove-
nance may slightly vary. The very low overhead explains the utility of our
provenance collection technique which follows the interceptor based approach
for collection and link based approach to store the data [12]. Given the overall
advantages of provenance, this extra overhead is negligible.

Total Overhead =
n∑

i=0

(S)i+
n∑

i=0

(P)i +
n∑

i=0

(I)i (1)

7 Conclusions

In this paper we emphasis on the provenance data at the various layers of Cloud
infrastructures for the applications deployed there in. To achieve this, first, we
identified individual layers in Cloud computing and presented the related prove-
nance data for each layer. Then various queries were explored that could be an-
swered using the hierarchical architecture of Cloud and deployed applications.
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Table 1. Calculation time overhead for provenance in milliseconds

Cloud layers Max time(ms) Min time(ms) Avg time(ms)

Software (CRM application) 18 2 7

Platform (WSO2 AS) 22 1 3
Platform (WSO2 ESB) 12 1 2.5

Infrastructure (Eucalyptus NC) 15 2 4
Infrastructure (Eucalyptus CC) 20 7 12

Combined 26 ms

These queries utilized the provenance of individual layer or the integrated prove-
nance data. Further, the identification of relations is provided which exists for
one particular layer or in the integrated provenance data. By exploiting the
Cloud architecture, we divided the provenance into various layers and presented
the mechanism to query and visualize different requests from the perspectives of
various stakeholders including users, developers and Cloud providers themselves.
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