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Preface

Welcome to the 8" International Conference on Grid and Pervasive Computing
(GPC 2013), held in Seoul, Korea, during May 9-11, 2013. GPC-13 was the most
comprehensive conference focused on the various aspects of grid and pervasive
computing. GPC 2006, GPC 2007, GPC 2008, GPC 2009, GPC 2010, and GPC
2011 took place in Taichung (Taiwan), Paris (France), Kunming (China), Geneva
(Switzerland), Hualien (Taiwan), and Oulu (Finland), respectively, and GPC
2012 in Hong Kong, China.

The papers included in the proceedings cover the following topics: cloud,
cluster and grid computing; grid and cloud computing economy and business
models; security and privacy in grid, pervasive and cloud computing; embed-
ded and pervasive computing; social network and services; machine to machine
communications; service-oriented computing, mobile, peer-to-peer and pervasive
computing. Accepted and presented papers highlight the new trends and chal-
lenges of grid and pervasive computing. The presenters showed how new research
could lead to novel and innovative applications. GPC 2013 provided an oppor-
tunity for academic and industry professionals to discuss the latest issues and
progress in the area of GPC. In addition, the conference published high-quality
papers that are closely related to the various theories and practical applications
in GPC. Furthermore, we expect that the conference and its publications will
be a trigger for further related research and technology improvements in this
important subject.

For GPC 2013, we received many papers submission from more than 12 coun-
tries. Out of these, after a rigorous peer-review process, we accepted 65 papers of
high quality for the GPC 2013 proceedings, published by Springer. All submitted
papers underwent blind reviews by at least two reviewers from the Technical Pro-
gram Committee, comprising leading researchers from around the globe. Without
their hard work, achieving such high-quality proceedings would not have been
possible. We take this opportunity to thank them for their great support and
cooperation. We thank the organizers of the International Workshop on Ubig-
uitous and Multimedia Application Systems (UMAS 2013), the International
Workshop DATICS-GPC 2013: Design, Analysis and Tools for Integrated Cir-
cuits and Systems, the International Workshop on Future Science Technologies
and Application (FSTA 2013), and the Workshop on Green and Human Infor-
mation Technology (GHIT 2013). The goal of the workshops was to provide
a forum for researchers to exchange and share new ideas, research results, and
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ongoing work on advanced topics in grid and pervasive computing. Finally, we
would like to also thank all the authors, reviewers, and Organizing Committee
Members.

May 2013 James J. (Jong Hyuk) Park
Hong Shen

Hamid R. Arabnia

Cheonshik Kim

Weisong Shi

HeonChang Yu
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Message from the UMAS 2013 Chair

Welcome to the proceedings of the 2013 International Workshop on Ubiquitous
and Multimedia Application Systems (UMAS 2013), jointly held with GPC 2013
in Seoul, Korea, during May 9-11, 2013.

The fast developments in the electronics industry and the emerging conver-
gence of the triple (video, voice, and data) signal services have allowed media
communications and computing to increase ubiquitously. Meanwhile, the em-
bedded systems, i.e., computers inside products, have been widely adopted in
many domains including multimedia communications, traditional control sys-
tems, medical instruments, wired and wireless communication devices, aerospace
equipment, human—computer interfaces, and sensor networks. These services cre-
ate our consumer and brand environment and have been contributing extensively
and more closely to our life experience, especially the applications in mobile and
other embedded devices. With the increasing number of customers who would
like to own a ubiquitous multimedia service because of the convenience, the re-
quirements for this kind of service from customers are increasing, such as the
quality, speed, and electric consumption. Therefore, the UMAS technologies have
become state-of-the-art research topics and are expected to have an important
role in the future.

UMAS 2013 aimed to advance ubiquitous multimedia techniques and embed-
ded software and systems research, development, and design competence, and to
enhance international communication and collaboration. The workshop covers
traditional core areas of media and embedded systems in architecture, software,
hardware, real-time computing, and testing and verification, as well as new ar-
eas of special emphasis: pervasive/ubiquitous computing and sensor networks,
HW/SW co-, wireless communications, power-aware computing, security and
data protection, and multimedia.

UMAS 2013 was supported by many people and organizations. We would also
like to express our appreciation to the organizers of GPC 2013, especially James
J. Park, for their constant support and kind help in the related items of UMAS
2013. Thanks to all the Program Committee members for their valuable time
and effort in reviewing the papers. Without their help and advice, this program
would not have been successful.

Ching-Nung Yang
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DATICS-GPC 2013: Design, Analysis and Tools
for Integrated Circuits and Systems

The International Workshop DATICS-GPC 2013: Design, Analysis and Tools
for Integrated Circuits and Systems at the 8*" International Conference on Grid
and Pervasive Computing took place in Seoul, South Korea, May 9-11, 2013.

The DATICS workshops were initially created by a network of researchers
and engineers both from academia and industry in the areas of design, analysis
and tools for integrated circuits and systems. Recently, DATICS has been ex-
tended to the fields of communication, computer science, software engineering
and information technology.

The main target of DATICS-GPC 2013 was to bring together software/
hardware engineering researchers, computer scientists, practitioners and people
from industry to exchange theories, ideas, techniques and experiences related to
all aspects of DATICS.

The International Program Committee (IPC) of DATICS-GPC 2013 con-
sisted of about 150 experts in the related fields both from academia and industry.
DATICS-GPC 2013 was partnered with CEOL: Centre for Efficiency-Oriented
Languages (Ireland), Minteos (Italy), KATRI (Japan and Hong Kong), Dis-
tributed Thought (UK), ASIC LAB - Myongji University (South Korea), Baltic
Institute of Advanced Technology - BPTI (Lithuania), Solari (Hong Kong), Tran-
scend Epoch (Hong Kong) and Xi’an Jiaotong-Liverpool University — XJTLU
(China — UK).

The DATICS-GPC 2013 technical program included seven papers that were
organized into lecture sessions. On behalf of the IPC, we would like to welcome
you to the proceedings of DATICS-GPC 2013.

Ka Lok Man
Nan Zhang
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Message from the FSTA 2013 Symposium Chair

Welcome to the proceedings of the 2013 International Workshop on Future Sci-
ence Technologies and Applications (FSTA 2013).

The Internet as well as cellular and wireless systems are now converging, thus
giving birth to the future Internet. The International Workshop on FSTA 2013
brought together scientists, engineers, computer users, and students to exchange
and share their experiences, new ideas, and research results on all aspects (theory,
applications and tools) of computer and information science, and to discuss the
practical challenges encountered and the solutions adopted. The Workshop on
Future Science Technologies and Applications aims to serve as an international
forum for researchers and practitioners willing to present their early research
results and share experiences in the field.

FSTA 2013 contained high-quality research papers submitted by researchers
from all over the world. Each submitted paper was peer-reviewed by reviewers
who are experts in the subject area of the paper. Based on the review results,
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Abstract. Cloud Computing shapes the IS Outsourcing landscape and enables
new flexible delivery models. It has become a fast growing and non-transparent
market with many providers, including heterogeneous service portfolios and
business models, especially for Software as a Service (SaaS). Many researchers
focus exclusively on the technical aspects of Cloud Computing and ignore the
business perspective. Unfortunately, the terms Cloud Computing and SaaS are
not defined clearly and face customers with several challenges related to the de-
cision-making process. This article explores the nature of SaaS from a business
point of view and examines 100 providers in order to gain new insights about
the transparency of their service offerings. A cluster analysis is conducted to
examine dependencies between different provider information. The results indi-
cate that only basic data like contact information, provider profile and service
functionality are provided by all vendors, whereas pricing, support and security
information are only covered by half of the providers.

Keywords: Cloud Computing, Vendor Evaluation, Software as a Service,
Service Transparency, Cluster Analysis.

1 Introduction

Cloud Computing has emerged as a new IT paradigm that promises elastic and flexi-
ble deliverance of IT resources provided by pooled resources through a network [1].
Foster et al. (2008) add that “[...] Cloud Computing is a specialized distributed com-
puting paradigm [...]” where the physical infrastructure is normally distributed over
virtual layers/multiple machines and/or data centers, and the customer does not know
the exact data location [2].For many, it has the potential to change the way organiza-
tions and individuals use IT resources [3]. Yet, uncertainty about benefits and risks
still prevent companies from making use of Cloud Computing [4]. Cloud Computing
enables a shift of the software market and related business models towards mass-
customized and on-demand services. Instead of purchasing licenses, the software is
provided as a service over the Internet, owned and managed remotely by the vendor
[5]. The Software as a Service (SaaS) model evolved from the application service
providing (ASP) with a revenue worldwide of $22.1 billion in 2012[6]. This

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 1-10] 2013.
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continuous growth within the enterprise application markets leads to an increased
amount of SaaS vendors. Currently, the market of SaaS contains over 650 different
small and large providers (see also market research in chapter 3). For future research,
especially methodologies for assessing Cloud services and comparing offerings from
different providers will become important [7].

This article examines the transparency of SaaS offerings and the access to relevant
information. Section 2 starts with a definition of Cloud Computing, presents the state
of art regarding Cloud provider evaluation and summarizes the SaaS evaluation di-
mensions used for this article. The next section describes the research approach used
to evaluate the SaaS vendors. The results are presented in section 4 and close up with
a discussion of implications in section 5.

2 Characteristics of Software as a Service

Despite being a relatively young paradigm, several definitions exist for Cloud Com-
puting so far, varying in scope and precision. However, recently the definition pro-
vided by the American National Institute of Standards and Technology (NIST) [8] is
accepted by many practitioners and researchers (e.g.[9]).

2.1  Characteristics of Cloud Computing

Cloud resources (e.g. networks, servers, storage, applications and services) are offered
in a scalable way via the Internet without the need for any long-term capital expendi-
tures and specific IT knowledge on the customer’s side. It is possible to obtain com-
plete software applications or the underlying IT infrastructure in the form of virtual
machine images. Basically, Cloud Computing consists of three levels: Software as a
Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service
(IaaS).The National Institute of Standards and Technology defines five essential cha-
racteristics of Cloud Computing, which are applicable to assess the Cloud capability
of SaaS [8]:

e On-Demand Self-Service (computing capabilities, such as server time and network
storage, can be booked automatically without requiring human interaction with the
service provider)

e Broad Network Access (capabilities are available over the network and accessed
through standard mechanisms)

e Resource Pooling (computing resources are pooled using a multi-tenant model with
different physical and virtual resources)

e Rapid Elasticity (ability to increase or decrease computing resources at an unli-
mited scale)

e Measured Service (to automatically control and optimize resource-use by leverag-
ing a metering capability)
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2.2  Evaluation of Cloud Providers

Cloud Computing has become a fast growing and non-transparent market with many
small and large providers, each of them having their specific service model. Unfortu-
nately, this makes it difficult to compare the providers with each other as well as their
service offerings. In the majority of cases the service portfolios are heterogeneous and
complex. In current literature there are attempts to classify the characteristics of
Cloud vendors and to evaluate them (e.g. [10], [11], [12], [13]).

Martens et al. (2011) define a maturity model for the quality assessment of Cloud
Computing services and describe the relationships between Cloud services, SLAs,
technical implementation and provider characteristics[13]. The evaluation criteria are
limited, focused on the maturity level of the provider and do not cover relevant cha-
racteristics like pricing or provider reputation.

Kaisler et al. (2012) study the service migration into the Cloud Computing envi-
ronment by examining security and integration issues associated with service imple-
mentation [12]. The presented framework addresses 15 decision categories divided
equally into three groups: application architecture, system architecture and service
architecture. Unfortunately, the decision categories are based on a literature review
and are not evaluated. Nevertheless, the presented framework covers most of the gen-
eral provider characteristics.

Hetzenecker et al. (2012) develop a model for assessing requirements of Cloud
providers based on literature analysis and expert interviews [11]. The model consists
of 41 requirements grouped by the categories information security, performance and
usability, costs, support and cooperation, as well as transparency and organization of
the provider. Most of the provider characteristics are covered but the model does not
show the relationship to the Cloud service models (SaaS, PaaS and IaaS) and their
relevance.

Mabhesh et al. (2011) provide a framework to evaluate Cloud Computing [14] and
to discuss cost savings, technology insurance and security risks. However, the article
focuses on the general make-or-buy decision and does not provide any criteria to eva-
luate a Cloud provider.

Aparicio et al. (2012) present a methodology to compare and choose cloud services
[15]. The provided categories describe the suitability, the economic value, the control
mechanisms, the usability, the reliability and the security of the service, including a
total of 29 criteria. The criteria cover the general provider characteristics but are not
evaluated regarding their completeness.

Repschlaeger et al. (2012) present a Cloud requirement framework which concen-
trates on relevant requirements for adopting Cloud services, targeting all three service
models (SaaS, PaaS, TaaS) [10]. The framework consists of six target dimensions
(costs, scope & performance, IT security & compliance, flexibility, reliability &
trustworthiness, Service & Cloud Management) to group and to structure provider
characteristics. Each target dimension represents a general objective from a custom-
er’s point of view. The provider characteristics are summarized by 21 abstract re-
quirements and 62 evaluation criteria which are assigned to the target dimensions.
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2.3  Evaluation Criteria for SaaS

For this article the research framework by Repschlaeger et al. (2012) is used due to its
maturity and extent. This chapter provides an overview of the six main evaluation
categories. For further information see [10].

Evaluation Dimension: Flexibility

A common advantage of Cloud Computing, identified in science and industry, is the gain
in flexibility compared to traditional solutions. Flexibility describes the ability to respond
quickly to changing capacity requirements. Resources can be allocated and de-allocated
as required and the provisioning time is shorter compared to traditional outsourcing such
as ASP. Additionally, the contract duration with a Cloud vendor is shorter. This evalua-
tion dimension contains operationalized criteria important for the NIST criteria “On
Demand Self-Service”, “Broad Network Access” and ‘“Rapid Elasticity”.

Evaluation Dimension: Costs

The decision to choose Cloud Computing and a particular provider is often guided by
monetary considerations and linked with the slogan "pay-as-you-use". Customers who
decide to use Cloud services mostly benefit by small capital commitment, low acquisi-
tion costs for required servers, licenses or necessary hardware space and reduced com-
plexity of IT operations. However, the pricing and billing models often differentiate
between each provider, making it difficult for comparison. This evaluation dimension
contains operationalized criteria relevant for the NIST criterion “Measured Service”.

Evaluation Dimension: Scope and Performance

This target dimension describes the scope of services and the performance of a Cloud
provider. In order to select the appropriate provider which meets the requirements
best, knowledge about their service and performance is of crucial importance. The
manageability (usability) of services and the degree of customization (to which extent
the service can be adapted), especially in a distributed IT architecture, are essential
features. This evaluation dimension contains operationalized criteria important for the
NIST criterion “On Demand Self-Service”.

Evaluation Dimension: IT Security and Compliance.

The decision on selecting a provider in the Cloud is also influenced by company and
government requirements in the areas of security, compliance and privacy. Customers
must be assured that their data and applications, even operated in the Cloud, meet
both compliance guidelines required and are adequately protected against unautho-
rized access. This evaluation dimension contains operationalized criteria important for
the NIST criterion “Resource Pooling”.
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Evaluation Dimension: Reliability and Trustworthiness.

This target dimension summarizes criteria regarding the availability and conditions of
Cloud services, for instance, Service Level Agreements (SLAs). The liabilities given by
the provider and the reliability to keep these conditions are important. In contrast to the
commitment the trustworthiness describes the provider's infrastructural features, which
may be the evidence of a high reliability. These include disaster recovery, redundant
sites or certifications. This evaluation dimension contains operationalized criteria impor-
tant for the NIST criteria “Broad Network Access” and “Resource Pooling”.

Evaluation Dimension: Service and Cloud Management

The service & Cloud management includes features of the provider that are substan-
tial for appropriate Cloud service operations. These include the support offered by the
provider, e.g. consulting services during the implementation phase or support during
service operation. Additionally, the monitoring of Cloud services is covered by this
dimension. This evaluation dimension contains operationalized criteria important for
the NIST criteria “On Demand Self-Service” and “Measured Service”.

3 Research Approach

This article follows a behavioral research approach using a quantitative analysis. By
means of market studies, business publications of the Cloud market and an extensive
Internet search 651 providers for SaaS are detected. The providers are located mostly
in the U.S. (44%) followed by Germany (23%) and the UK (13%). Based on the crite-
ria from Repschlaeger et al. (2012) 100 providers are evaluated. Therefore, a gradual
approach is chosen. The evaluation process starts with an evaluation of the informa-
tion provided on the provider’s website. The websites are examined regarding the
availability of information of the Cloud vendor and its services. Secondly, Cloud
services from the providers are tested for several hours as long as there are free or
trial-accounts available to gather further information. Finally, missing information are
requested directly (via email) from the provider. All responses from the vendors are
collected and evaluated for a period of two weeks.

The SaaS market offers a wide range of services for several business needs. Most
popular SaaS types are for collaboration and personal productivity purposes (overlap-
ping market share 30%, e.g. ClickMeeting or Podio), customer relationship manage-
ment (23%, e.g. MaximizerCRM or SalesCloud), project management (20%, e.g.
ProWorkflow or InfoFlo) and content management (20%, e.g. Curata or Backbase).!
The detailed examination of 100 providers covers at least 10 of these SaaS types.

The data is analyzed using a clustering approach. A cluster analysis is a quantita-
tive method of classification in order to group objects based on the characteristics
they possess [16]. During the analysis of data sets, it is attempted to maximize the

Based on the conducted market analysis (n=651).
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homogeneity of objects within the clusters while maximizing the heterogeneity be-
tween the clusters [16]. Several researchers propose to use a combination of hierar-
chical and non-hierarchical clustering techniques in a two-stage procedure where a
hierarchical algorithm is used to define the number of clusters and the results serve as
the starting point for a subsequent non-hierarchical clustering [16]. Therefore, a hie-
rarchical cluster analysis using the Ward’s algorithm followed by the non-hierarchical
clustering procedure of k-means is used.

The information transparency is described by three levels. The first level of informa-
tion represents unavailable data. The second level describes general but not detailed
data, for instance marketing statements or press releases. Third level information are
more detailed and provide the customer with sufficient data to evaluate one criterion,
e.g. most pricing information are of third level type. Since the cluster analysis requires
alpha-numeric values the information level is transformed into suitable values.

4 SaaS Business Transparency

4.1 First Evaluation Step: Information on Provider Website

In order to get information about a service, usually, the first step is to visit a provider’s
website. Depending on the complexity of the website, this process is more or less time
consuming, but a fast way to get relevant information. Unfortunately, the results of the
first evaluation step provide only information for 20% of the criteria, and 5% of this
information are only second level type. Despite a high standardization degree of SaaS
and the self-service principle the information on the website is scarce. The lack of cru-
cial information makes it difficult for a customer to compare and to evaluate services
and providers. Nevertheless, all providers contain data about their contact possibilities,
their general company profile and their service functionality. These basic data enable
customers to get in touch with the provider and get a first impression. Additionally, half

Table 1. Information provided by SaaS vendor’s website

Availability Provider information

100% contact, provider profile, functional coverage
50% data protection, price transparency, price granularity, time based costs, account based
costs, communication security, support
25% external integration degree, transparency & documentation, contract flexibility,
customizability
15% compatibility (browser), payment method, volume based costs, availability, liability, data
center redundancy
10% time of payment, internal integration degree, network redundancy, disaster recovery
management, reporting, internationality
5% portability of data, migration, scalability, add-on services, service management (monitoring
and operations)
<5% set-up time, renewal of contract, price resilience, auditing, consulting
0% set-up usage limits, automatic resource booking, usability, booking concept, service-

portability, service bundles, customer recommendations, service optimizing (user
recommendation, maintenance cycles)
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of the evaluated SaaS vendors provide information about their pricing, service billing
and support (see Table 1). Due to its relevance for the customer further information is
given about the data protection mechanisms and communication security.

A correlation analysis is conducted to reveal information dependencies between the
criteria. Correlations can be found between 18 criteria (see Table 2). Some correla-
tions are not surprising and can be explained due to the similarity of the criteria. For
instance, when a provider offers information about the contract flexibility, they also
provide information about the renewal conditions. The same applies for the price
transparency and the price granularity.

The costs for the usage of SaaS can be charged in different ways. The most popular
one is a usage independent charging based on accounts. Alternatively, the services
can be charged by the used volume or the time period. The correlation analysis shows
that providers which offer a time based charging also provide the user with detailed
pricing information. An account based model does not require very detailed pricing
information due to its simplicity of charging whereas volume based or time based
charging models are more complex and often not self-explanatory.

Table 2. Significant correlations between available information

Evaluation dimension Correlation type Service Criterion A Service Criterion B
Flexibility Positive, bilateral internal integration degree transparency & documentation
Flexibility Positive, bilateral contract flexibility renewal of contract
Costs Positive, bilateral price transparency price granularity
Costs Positive, bilateral time based costs price transparency
Costs Positive, bilateral time based costs price granularity
Scope & Performance Positive, bilateral customizability add-on services
T Sec_urlty & Positive, bilateral data protection communication security
Compliance
Reliability & Positive, bilateral network redundancy disaster recovery management
Trustworthiness
Service & Cloud - . service management .

Positive, bilateral h consulting
Management (operations)

4.2  Second Evaluation Step: Trial Account and Testing

The concept of SaaS is an easy to use and on-demand access to the service. There is
no need to download a client and only a browser with common plug-ins for java or
flash is required. The possibilities for a new customer are threefold and offer a service
completely for free (18%), for a free trial period (42%) or provide only a demonstra-
tion on the website (40%). The second evaluation step is more time consuming and
requires much more effort by the customer. However, this evaluation is necessary to
get information about several criteria the vendor cannot provide. This way, especially
information of the flexibility and scope&performance dimension is recorded. During
the test period, information for the following criteria could be found: usability, com-
patibility, documentation, interoperability (internal and external integration), set up
time, provisioning time, functionality, add-on services, and customizability.
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4.3  Third Evaluation Step: Direct Contact Request

The last evaluation step involves a direct contact to the provider. Therefore, an email
is sent to the provider requesting further information about criteria, which were not
covered during previous evaluation steps.

Only answers within a two week period are considered. The willingness to respond
to the requests is low. Only 30% of the providers reply, and this without providing
any relevant information. This low response rate can be explained by the principle of
SaaS, which does not comprise a deep customer-provider relationship. This may be
one elementary difference to IS outsourcing. The priority of SaaS providers lies on
supporting their current customers and users instead of helping potential customers
within their decision-making process. The author assumes that the willingness to
communicate may be higher if the request comes from a large company.

4.4  Clustering of SaaS Providers

Based on the availability of information the providers are grouped by using a cluster-
ing procedure. The final cluster solution shows five clusters and their characteristic
information (see Table 3). Each cluster provides information regarding functionality,
provider profile and contact data. Cluster one, cluster two and cluster four provide the
customer with the most relevant information, but represent only 27% of SaaS provid-
ers. The largest groups are cluster three and cluster five. These clusters provide
information either related to the costs dimension or regarding the IT security and
compliance dimension.

Most of the information available is related to costs and security issues. As long as
a customer takes these two dimensions into account for his decision, the information
level is sufficient. However, for more specific information requests, for instance re-
lated to service interoperability, much more effort is required, because this informa-
tion is not available on the provider’s website.

Table 3. Providers grouped by information availability

Cluster  Cluster Size Provider information available
#1 69% Time based costs, Account based costs, Time of payment, Compatibility, Data protection,
° Communication security
Network redundancy, Data center redundancy, Internal integration degree, Price
#2 8% transparency, Price granularity, Data protection, Communication security, Time based
costs, Account based costs, Volume based costs
#3 44% Data protection, Communication security
44 13% Internal integration degree, Price transparency, Price granularity, Account based costs,
° Time based costs, Customizability, Availability, Support
#5 29% Time based costs, Volume based costs, Price transparency, Price granularity

5 Conclusion

The objective of this article is to obtain new findings about the transparency level of
SaaS providers. Therefore, the information availability on the websites, via service
tests and provider requests is examined. Especially the possibility to get up-front
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information directly from the provider is low. Five groups of providers are derived
based on available information. The results show that basic data like contact informa-
tion, provider profile and service functionality are provided by all vendors. However,
much of the relevant information is not provided. For instance, information regarding
interoperability, set-up time or contract conditions is scarce. Pricing and security in-
formation is covered by only half of the providers. This lack of transparency makes it
challenging for customers to compare SaaS and to decide. An appropriate decision is
possible as long as only costs and security aspects are considered.

As with any research, this study does have some limitations. First, to specify the
level of detail for the information was challenging. To differentiate between helpful
information and general marketing news was sometimes difficult. Furthermore, the
response rate during the third evaluation was very low. The reason for that may be
due to the fact that the email sent requested too much information. Especially the
provider responses may be an interesting future research topic. In which way are res-
ponses from Cloud providers influenced?

SaaS has been one of the fastest growing markets and is characterized through
many providers with differences in quality and transparency. Due to the self-service
concept it will be important for providers to offer easy to use and transparent services
as well. The author expects that providers which remain non-transparent for the cus-
tomer will not succeed in this highly dynamic and customer-driven market. The trans-
parency is not the only success factor but it is important to inspire trust and win over
the customer to choose the service provided. Therefore, the author recommends fur-
ther research in the fields concerning the influencing factors of trust in Cloud Compu-
ting or the relevance of provider information and the impact on the customer decision.
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Abstract. Accounting is an essential part of distributed computing infrastruc-
tures, regardless whether these are more service-driven like Clouds or more
computing oriented like traditional Grid Computing environments. Those infra-
structures have evolved over more than the last decade and additional. beside
the further development towards service-oriented architectures, the business as-
pect of especially Cloud Computing solutions becomes more and more relevant.
In this paper we focus on user-centric aspects like privacy preserving methods
to hide the users behaviour and to collect only necessary information for billing,
under the assumption that an accounting system has to be integrated in the
computing infrastructure and that a central interface is still desirable for billing
and financial clearing.

1 Introduction

Nowadays, it is a quite common to pay just for metered services (pay-per-use) which
are consumed for a specific task but having potentially a large resource share on hand.
The payment is usually done by spending money, but could also realized by giving
services in return or the promise that the work is relevant for a scientific community
or a wider society. Meanwhile, different payment options in terms of pricing models
have been developed, from simple flat rates (pay once and take what you need) to pay
per request depending on the answer of the request and the number of requests.

As long as services of a single resource provider are used the payment has to be
done straightforward. The provider logs what users or customers are using and tells
them what they have to pay. If services have to be combined from different providers,
or even service brokers, the accounting and billing issues are getting more compli-
cated. It is obvious, that in such cases the billing of individual operators in a long
service chain is not very comfortable, since in the common case direct contract be-
tween resource operators and users is needed.

Usually in an accounting and billing service in a distributed environment such as
Grid, all accounting data are collected and transferred from all service providers to a
central place. Based on this data pile bills are written and statistic information are
created. The danger in this approach is that the operator of the accounting and billing
service has a lot of sensitive information by hand, and it has to be guaranteed
that privacy preserving issues for the users hold (usually done by contracts ore
agreements).

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 11-2] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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Our approach of an accounting concept is based on the prevention of such a central
component to store all accounting information in a centralised manner. The account-
ing data are kept in the domain of the service operators and accumulate only coarsely
granular data. In this way we realise billing and accounting without a need on trans-
parent users.

2 Related Architectures

Accounting and billing is already done by various systems. The field of research we
are working on are mainly covered by Grids and Clouds. Grid services are usually
offered to a Virtual Organisation (VO) which allows its users to access services in its
domain. Often the VO cares also of scheduling, billing and user support. The account-
ing systems tend to use centralised accounting databases, such as LUTS [1] or DGAS
[2]. Accounting data are read e.g. from the batch system and are transferred to a cen-
tral database. Afterwards the rights to access parts of the data are assigned to the users
of the accounting system. SGAS [3] stores accounting data on VO servers to improve
scalability. Common for all these systems is that accounting data are moved from the
resource provider, which are the creator of the data, to a central component.

A quite new and emerging field of interest are federated Clouds, for which more
advanced accounting concepts are needed in terms of privacy preserving. This kind of
cooperating Cloud is not yet a way of Cloud usage, beside direct services or infra-
structure utilization. In most cases, there are isolated Cloud provider [4], which can
led to the widely discussed vendor-lock problem [5]. The manifold drawbacks (e.g.
proprietary data formats which hinder exporting data and unexpected price changes or
closing down of essential services) are already known [6] and different concepts were
developed to overcome this limitations.

One initiative towards an Open Cloud is developed by the Open Cloud Manifesto”,
which is a loose group of companies and projects to communicate demands and solu-
tions for an Open Cloud.

In recent years more and more Open Source Cloud middlewares evolved, e.g
OpenNebula [7] or Eucalyptus [8], to name only some prominent projects. Those
enterprise solutions also support interfaces to established commercial cloud service
providers, such as the EC2 interface introduced by Amazon. On the other hand they
also follow the recent Open Cloud Computing Interface (OCCI)?, which represents a
RESTful protocol and development API. The development of this interface is driven
by community users and has some history in distributed computing and particular in
grid computing. By introducing a flexible interface the interoperability between dif-
ferent cloud providers can be increased. Therefore, the migration of applications or
services from one provider to a different one becomes relatively easy, which is a huge
step avoiding the vendor locked-in problem on the way towards a common Cloud
Computing standard.

' Details via the Open Cloud Manifesto: http: //www.opencloudmanifesto.org

Listed projects and details can be found on their website: http://occi-wg.org/
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A Hybrid Cloud [9] combines different cloud resources (in most cases a local or
private Cloud and a public Cloud). This allows to schedule the users requests (e.g. to
run a job or to access a service) based on the job description and a set of rules (con-
straints where to run the job, available budget for external resources etc.) on one of
the Cloud resources. The decision which cloud is used can be delegated to a Cloud
broker [10]. In this case a user (e.g. a company or a scientific community) asks a so
called broker, which is the best Cloud provider to run a specific job at a given time.
Therefore, the broker gets the actual service description of different Cloud providers
and ranks them according to the needs of the users. The user has to sign at least two
contracts. The first with the broker and the second with the Cloud provider. If more
then one Cloud provider is needed to complete a task (e.g. one for storing data and
one for computing) additional contracts have to be closed. Additional conditions to
drive such an architecture is to use compatible APIs to access the different Cloud
providers and to offer similar services. This can be achieved by standardisation of
services and their description. A wildly accepted framework to compare services is
not yet established but there is already research (e.g. [11]) how service comparison
can be realised. Also a standardisation of describing Cloud services and their per-
formance has to be found and an automatic way of closing contracts has to be intro-
duced. The service description could be given by Service Level Agreements (SLAs)
which are automatically signed for using a service as described by [12].

A federated Cloud creates a market for resources and potentially deals accounting
and billing issues. This means every user and resource provider has a contract with
the federation instance for providing or utilising resources, but it is not necessarily
needed that the user has a contract with a resource provider. This allows supplier
which use services or resources of other providers to offer more complex products or
to provide services independent of resources and to select different resources for a
service depending on the kind of data (related to real persons, anonymized data or
data publicly available) to process [13]. In such a system the billing and financial
clearing has to be done by the federation and accounting data has to be recorded on
the resource provider. The general demands on such an accounting system are pre-
sented by [14] and [15] the specifics of federated Clouds are covered by [16].

The specific concept of federated Clouds with a widely accepted use case are so
called Government Clouds. A Government Cloud is a Cloud-based systems to handle
the computing and storage needs of administrative agencies. The resources could be
public Clouds, private Clouds driven by the government or a Cloud provider, or local
data centres of agencies, which form a federation to share there resources with other
agencies. The advantage of such a concept compared with the direct use off local
resources at each agency is that local peak demands can be resolved by using re-
sources of other agencies. This allows to reduce the overall amount of resources,
which are needed to process the given governmental tasks. One of the challenges for a
Government Cloud is to respect several juristic limitations. This limitations depend on
the data which has to be processed, and therefore the according service requests have
to be categorised, e.g. if specific data needed for a service execution are not allowed
to be transferred to a different site. Such restrictions can be constraints on the security
level, e.g. this is a common requirement of legislation in federal states like Germany
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or the European Union. This shall ensure that data handling stays in the same juristic
domain and that the data douse not leave the domain of governmental controlling
authorities. For instance the Japan Kasumigaseki Cloud® has to deal with this juristic
limitation. Some data have to be processed at the district the agency is located. This
demands that a computing centre has to be located at each district. To realise a com-
pensation between the agencies an accounting system has to be established. The con-
cept of our accounting system could be deployed to such an infrastructure. Similar to
the Kasumigaseki Cloud a computing infrastructure could be deployed for India [17].
For both Clouds our accounting approach can be considered.

3 Data Minimisation and Privacy Preserving

Data minimisation and privacy preserving for users is not a major topic of common
accounting systems on a technical level. Data minimisation is a concept to protect
privacy of users by reducing data to a minimal level, which is essentially needed to
realise the accounting service. This can be realised by deleting data, which is not
longer needed or by storing data only in a non-personal way. This can be illustrate by
the following examples:

e Someone prefers to by products of a special brand from an online seller, which
could result in a handicap, if the particular person tries to apply for a job in a com-
pany of an competing brand.

e The information of that someone buy food that is considered unhealthy, or that this
person buys medicine, could be used by an insurance company to tend to increase
the insurance rate.

e To do overtime can be interpreted as health risk, or that persons are not very good
in their particular job.

e Buying products or searching for keywords which categorise someone in your
family as pregnant could influence the credit rating, or could turn into a handicap
to apply for certain jobs.

All those information could be extracted from your daily behaviour by operators of
third-party services. In most cases the information are not simply to spy users, since
there is usually a trustworthy relation between the users and the information holder.
But there are situations in which these collected information could eventually passed
to a different authority, even without the knowledge of the users, either by simply
selling them to other companies, or if a company is sold or goes out of business. In
the later cases the originally trustworthy relation has ended, but the sensitive user data
are still present.

The given example describes a complex problem with a few words. Users leave
digital footprints, which are individually not meaningful, but by combining all these

*  More information on Kasumigaseki Cloud:

http://www.cloudbook.net/directories/gov-clouds/
gov-program.php?id=100016
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single footprints valuable information might be eventually extracted with profiling
techniques at a later stage. Furthermore, this profiling can even led to the categorisa-
tion of users to groups with similar behaviour by so called group profiling [18].

The categorisation could be even more problematic than to extract single informa-
tion, because the ranking of individuals is therefore typically dependent on group
parameters. In other words, the individual might get disadvantaged by sharing this
group, whose parameters are based on specific algorithms but eventually effected by
statistical fluctuations. Additionally, this process is not transparent to users of the
system. In an extreme example, the credit-risk of a person for a contract could be
based on those group characteristics for which the person is member of, such as its
place of residence or age [19]. In a similar manner to the given example the account-
ing data of the daily work of users can be interpreted to get information about their
behaviour, including daily work habits, e.g. how the work proceed or simply that
overtime is needed each second weekend. If users are not informed about the profiling
they have no chance to check the results and have to live with the consequences.

More generally, there is a need to deal with the right to informational self-
determination in an appropriate manner. In short, informational self-determination is
the right of an individual to control which personal information are used under which
circumstances. This right was first formulated as a discrete right [20] by the German
Bundesverfassungsgericht [21]. Nowadays, similar rights are established e.g. for the
European Union and United States of America [22].

In case of scientific communities, there is no direct commercial interest of catego-
rising people. E.g. the D-Grid (the German Grid community) uses resources of data
centres of universities, which are in principal operated in the same way and therefore,
the universities as resource providers have to respect the right to informational self-
determination. This means there is the demand to avoid that detailed personal or pro-
ject related information can be extracted out of the users behaviour, in particular if an
external provider is used.

In the academic domain the user groups are rather manageable, limited in number
and not highly dynamic. But there is also the trend to combine computing infrastruc-
tures over institutional boundaries (e.g. in Grids) or incorporate other service providers.

In this context, accounting data are again sensitive information and could poten-
tially be used to analyse the users behaviour by third parties. To minimise the danger
that users are traced, the accounting information have to be reduced to a minimal
level, which is only needed to operate a billing service. This reduction mechanism is
what we call data minimisation. We will show that data minimisation can be easily
introduced for various systems (in the following we will show this for accounting
systems).

4 Accounting Using Data Minimisation and Anonymisation

In the following we consider an architecture which allows the federation of services
across different providers. By combining services from different providers it is possi-
ble to create work-flows or high level services. To ease this process it is handy to
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introduce an abstraction high-level access layer, where all services are presented
within a global address space.

In such a service infrastructure we still expect that the basic services are operated
by distinct operators but have to be registered at a central point, usually available via
service repositories (e.g. [23,24,25]). The basic model assumption is schematically
visualised in fig. 1.

Global Access Layer to Services

o CCLLRTTITeT

Accounting User

Fig. 1. General architecture of an accounting system. The solid lines show the access to data
and services, while the dotted lines show the transfer of monitoring information.

In this paper we only consider accounting as a separate component which can be op-
erated independently from any generalised global access layer, in our abstract sce-
nario provided by the federation services. The global access layer (shown as separate
component in fig. 1) can include a global name-space, management of user accounts
and enabling Single Sign on (SSo) to all services.

Especially in federated systems, to bring together all relevant user data for neces-
sary financial clearing, a central management component to access accounting data is
demanded to realise an easy to use accounting and billing system. This component
does not directly access the providers data store, but only indirectly via so called
“views”. Properties of these views are explained more in detail in section 4.2.

4.1  Aspects of a General Accounting Architecture

The main components of our approach are connectors to the local storage systems, in
which the relevant accounting data are stored at each service provider. This way, the
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storage systems from each provider remain clearly separated and from the central
management unit only the relevant aggregated information can be accessed. This
ensures that the users behaviour is potentially only still gettable by the local provid-
ers. It is therefore not directly possible to combine the knowledge of multiple provid-
ers by a central unit to rank or profile users. This minimal management unit provides
the central access point to regulate accounting and access reports for statistical analy-
sis, billing or financial clearing by using an aggregation service (view), which is un-
der control of the service providers. This architecture is shown in fig. 1.

The accounting management unit provides a user interface for easy configuration
and adaptation of price and billing models. It also provides a central interface to get
all data needed for billing and financial clearing based on the SLAs which signed by
the resource providers and users, which might belong to companies or organisations.

As can be seen in fig. 1, the accounting system is not integrated in the global ac-
cess layer. This means the transfer of the aggregated accounting data is triggered by
the management unit. Also, the addresses to the views (provided by the service pro-
viders) and the corresponding logins have to be registered at the management unit.

In comparison to the accounting concepts of the systems mentioned in section 2,
we introduce a concept of data minimisation. This is done by aggregation and ano-
nymisation of the accounting data. The complete accounting data are only accessible
for the local service provider. In a federated system it is of course not desired to make
them visible for providers of other services® within the same environment or even the
management unit. To restrict this direct access the management unit can not address
the providers sensible accounting data as a whole. In order to realise a billing service,
only the summed up information are transferred to the management unit, which are
provided by the views.

4.2  Views

To transfer only relevant billing data, our approach to realise a data minimalistic access
to this sensitive user data, is based on so called views. A view is a transformation of
the accounting data to a report. This transformation only considers the needed minimal
set of available user data to provide necessary information for the billing service.

The service provider is responsible for collecting the local accounting data. Ac-
counting data for other services are completely out of scope for this provider, even if
the operated service is part of a complex service orchestration. To be responsible for
local accounting means to define which events and parameters for each service re-
quest have to be recorded. Therefore, the concrete realisation strongly depends on the
provided service. E.g. a service for storing data probably needs to record the time
stamp, the local account name of the user, the file size and whether the file was writ-
ten or read, while a search service probably needs to record how much computing
power was used to perform the request or how many data sets are read to give an
result.

*  Even if multiple service providers are needed to fulfill a single user request each provider

has only access to the accounting data of the work processed on his service.
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In the responsibility of the service provider is the safety and security of the ac-
counting data, which are strongly related to individual persons. This also includes not
to give information about users to other parties, or only in an anonymous way if nec-
essary for billing purposes. A view can periodically be created (e.g. once a month)
and contains the information which resources are used and how much has to be paid
for this usage. The depth of detail which is required for such a report is low in most
cases. To illustrate this let us give some examples:

1. The utilisation of a service can be calculated by knowing the number of requests to
the service. It is not needed to know at which particular time or who triggered the
request.

2. To bill a user, only the aggregated price information over the billing period is
needed and not the individual services used.

3. A more detailed report is also possible (if demanded by the user). This could be the
number of uses and the price individually for each service and each time slice with
a special price. Such a report could contain the number of files stored during rush
our (period with high price), stored during normal working time and during periods
with low system utilisation (at night and weekend). The data are still aggregated
and it is not reported at which exact time a service was used by the user.

4. Often it is not needed to bill single users. If users are part of a company or an or-
ganisation the report dos not contain the users identity. The report can be structured
like in the examples above with the expect that only the summed up usage of all
user of a group are presented. This results in an anonymity of individual users
within the group.

These reports are based on SLAs between users, user groups or their representatives
(e.g. VOs) and resource providers and describe the information. As already mentioned
the accounting data are recorded by the resource providers and stored locally, e.g in a
database (shown in fig. 1). Accessible by the central management unit are only the
views. Technically a view provides a report which is an aggregation of accounting
data. Depending on the particular aggregation process it can also anonymise by sim-
ply hiding information with directly link to individual users, like exemplified given by
example 4. The view represents the instructions how the data are aggregated and how
the price is calculated on the basis of this informations.

In the example 1 from above, selected are all records of the accounting data (the
limitation to the reporting interval is automatically added by the system). Based on
this view a report is created which hides the records itself and just contains the over-
all usage for the billing period.

Lets consider example 3, where a view for each price category is needed. One spe-
cific view selects all accounting data of the user for which the rush hour price has to
be paid and calculates the price for a billing period (e.g. number of requests multi-
plied by the price per request). The views for the other pricing models are used in the
very same way. Taking that example 1 and example 3 rely on the same price model
like in example 1 only one view is sufficient for both cases. This way it is hidden
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whether the user performed many requests in a time period, for which a low price is
active, or less during rush hour with a higher prize per service utilisation. In example
1 the view has to select all records of the user and the price calculation has to respect
the individual price model for each record type. Thus, the complexity of the price
calculation is slightly larger compared to example 3, but to the management compo-
nent only the result of this calculation is reported.

If many users are combined in one view (example 4) the selection has to opt out
the users e.g. by their account or group names. The price calculation is done similar to
example 1. In this way the view combines the records of many users which results in
anonymity within the group.

The views are created on the central management unit. The request for changing
views are automatically transferred to the resource providers which have to check and
implement the views. Once the view is active the central unit can get the reports. Al-
tering or deleting a view is the same procedure like creating a new one. In this case it
has to be ensured that deleted or overwritten views can still be checked by the re-
source providers. All requests from the central unit to alter a view are logged by the
resource provider.

5 Reference Implementation

The accounting concept presented in this paper was developed for the knowledge
infrastructure WisNetGridS, which offers a uniform access layer to data, information
and knowledge. The access layer can connect sources from different providers using
technically different storage and access systems and solutions for authentication and
authorisation. By combining different sources of data, information and knowledge it
is possible to use services for knowledge processing and knowledge generation.

The reference implementation of the presented accounting concept is part of a fed-
eration system and consists of components for user management, authentication and a
web portal, which allows the use of services, such as searching and browsing of data,
or tools for service management and workflow composition.

The accounting concept is implemented by following the concepts introduced in
section 4.2. The accounting data are recorded by the operators of the potentially dis-
tributed resources. Within WisNetGrid we have realized a specialized federation en-
tity to different types of data sources, such as databases, or Grid storage systems,
which are necessary to create the common access layer. Each operator of a connected
system stores the recorded accounting data in a separate accounting database. For this
we use a H2 database® because this allows to drive the database as part of the resource
federation entity, which is implemented using Java.

> The WisNetGrid Project is funded by the German Federal Ministry of Education and

Research (BMBF), more information at: http: //wisnetgrid.org/
For more information about H2, see: http://www.h2database.com
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The interface for billing is a central component within the WisNetGrid architec-
ture. It offers different visualisation features to get an overview which price models
had been used and how much has to be charged. A comparison to actual price models
can also be made and visualised if desired. To use the results of this centralised ac-
counting component in other programs (e.g. for the process of financial clearing) the
data can be exported as CSV files. CSV is a common format and can be used by vari-
ous programs for further processing.

The accounting component offers a restricted database access, which is realised by
the views introduced in section 4.2. In this specific implementation the addresses and
logins to the views are part of the configuration of the resource federation. This in-
formation is automatically transferred to the accounting component by registering a
resource federation entity as part of the global access layer. If the resource provider
offers accounting, the aggregated accounting information are automatically integrated
to the central billing interface.

The management of the views is done in two steps. The accounting component of-
fers a graphical user interface which can be accessed via a browser (by users author-
ised as accounting users) to delete, create or alter views. For this the selection and
price calculation parts have to be specified. This is done by filling a form with SQL
syntax. After submitting the form the accounting component extracts the information
and stores them in a database at the resource federation instance. The second step is
done manually by the operator of the resource federation or automatically by imple-
menting a trigger on the database. Which mechanism is used depends on the configu-
ration of the resource federation entity. Based on the request a SQL statement is build
to create, alter or delete a database view. The “WHERE” clause is based on the selec-
tion part and the price column is based on the price field information from the filled
form of the first step. Additionally, a “GROUP BY” clause over the reporting interval
is added (e.g. “GROUP BY year, month” where year and month are fields of the ac-
counting data). Afterwards the new view can be used by the portal to visualize ac-
counting results according to the selected view.

6 Conclusion

We have presented a concept for accounting with privacy preserving for users, which
is taking also data minimisation and anonymization into account. This was presented
on a concrete implementation for the knowledge infrastructure WisNetGrid. This
accounting concept allows to perform billing and financial clearing in a similar way
compared to common centralized accounting systems, which are usually not designed
with a strong focus on privacy preserving. A valuable field of application outside of
the concrete implementation can be spotted for Grid and Cloud Computing, which
was shortly discussed throughout this paper. Furthermore, we hope to inspire readers
to further strengthen the user right of informational self-determination for all kinds of
projects, which combine services from different partners or providers, where user data
and behaviour are always sensitive information.
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Abstract. Existing popular virtual machine monitors like Xen, VMware, etc.
are mostly for virtualization of one single physical node. There are few re-
searches on virtual machine monitor for distributed cross-node cloud computing
resources integration. This paper introduces a novel distributed virtual ma-
chine monitor (CloudDVMM). We present its theoretical model, architecture
and key technologies. Experiments and comparisons with existing researches
show that our CloudDVMM achieves merits in architecture, extensibility, etc.
and is promising for meeting the integration requirements of distributed virtual
computing and cloud computing environments.

Keywords: MIPS, cloud computing, sever virtualization, memory
virtualization.

1 Introduction

With the wide application of cloud computing, it becomes an urgent problem that how
to integrate the distributed cross-nodes resources to improve the distributed resources’
utility and reliability.

However, existing distributed nodes integration is traditionally based on non-
virtualization technologies. Moreover, existing popular virtual machine monitors
(VMM) like Xen, KVM, etc. focus more on single physical node virtualization. There
are only few virtual machine based researches which focus on distributed cross-node
resources integration for cloud computing, and practical VMMs are much fewer. This
paper introduces a novel distributed virtual machine monitor (CloudDVMM) for dis-
tributed cloud computing nodes integration.

2 System Architecture

The system has three layers (Fig. 1): hardware layer, CloudDVMM layer and OS layer.
CloudDVMM’s running process is that (1) we create CloudDVMM above the SMP
servers based on the hardware assisted virtualization support. CloudDVMM is consti-

tute of VMMs distributed on each node, and each VMM is totally symmetric; (2) we

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 23-B1] 2013.
© Springer-Verlag Berlin Heidelberg 2013



24 L. Ruan et al.

run OS, which supports cc-NUMA, above CloudDVMM;(3)CloudDVMM percepts
physical resources in distributed system, classifies, integrates, creates global physical
resources information , virtualizes global physical resources, creates global virtual re-
sources information and demonstrates it to OS; (4) OS creates, schedules and executes
the processes, manages, assigns resources based on the virtual resources set. All these
operations are transparent to CloudDVMM,; (5)CloudDVMM hi-jacks and acts as an
agent of OS to execute resources accessing operations, implement virtual resources to
physical resources’ mapping, operates physical resources and gains execution results,
feedback execution results to OS.

Cloud Computing Applications

Guest 0S

Virtual machine with characteristics of cc-NUMA architecture

Distributed Virtual
Machine Moni tor (DVMM)

Distributed Cloud
Computing Node

Distributed Cloud

Computing Node

Distribut

Computing Node

ed Cloud

Ethernet

SMP Cluster

Fig. 1. Distributed Cloud Computing Nodes Integration based on CloudDVMM

3 System Modules

CloudDVMM has three layers (Fig.2): (1) The infrastructure layer is responsible for
the provision of services to the above layers. It includes CloudDVMM startup mod-
ule, eBIOS module, CloudDVMM communication module etc. (2)The middle layer
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will virtualize the resources, integrate and create global resources information based on
the information based on the eBIOS module, virtualized resources. It includes processor
virtualization module, storage virtualization module, software DSM module, interrupt
virtualization module and I/O virtualization module. (3) The OS interface layer is re-
sponsible for the demonstration global virtual resources information to OS and interac-
tion of CloudDVMM and OS. It includes vBIOS module and VMCS control module.

The interaction among modules and running process is shown in Fig. 3.The instruc-
tion set virtualization module is the entry point and the exit point of CloudDVMM.

4 Implementation and Experiments

4.1 System Implementation

CloudDVMM is implemented on Xen and includes four kernel modules of processors
virtualization, memory virtualization, devices virtualization and communication mod-
ules and the extended modules of eBIOS, Xend, Qemu-dm and scheduler, etc..

4.2  Function Test

Test environment is as shown in Fig. 4. The two server nodes are connected through
the high speed network. Each node’s configuration is (1) CPU: AMD Opte-
ron(tm)2350 Quad-Core Processor; (2) Memory: 4 X 1G DDR2 800;(3)Hard disk:
250G; (4) Network address configuration: 192.168.5.*. (5) CloudDVMM is installed
on each node.

As is shown in Fig. 5 , the client OS which boots processor 1/16 eip 2000 shows
that CloudDVMM is successfully started from node cpu. The information that a total
of 2 processors are activated proves that two cpus are started up successfully. The
processor information in / proc / cpuinfo after client OS started with processor: 0 and
processor: 1 proves that current client OS started two cpus. The information on the
customers OS shows that CloudDVMM successfully launched two perceived VCPUs.

As is shown in Fig. 5 , the client OS which boots processor 1/16 eip 2000 shows
that CloudDVMM is successfully started from node cpu. The information that a total
of 2 processors are activated proves that two cpus are started up successfully. The
processor information in / proc / cpuinfo after client OS started with processor: 0 and
processor: 1 proves that current client OS started two cpus. The information on the
customers OS shows that CloudDVMM successfully launched two perceived VCPUs.
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Fig. 4. Test environment
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Fig. 5. customer OS multiprocessor starting Fig. 6. Processor information in / proc /
process cpuinfo after client OS start

4.3 Performance Test

4.3.1 The Unixbench Performance of CloudDVMM

Table 1 and Table 2 show the Unixbench-4.1.0’s average performance data.

Table 1. The performance data with single-node

TEST BASELINE RESULT INDEX
Dhrystone 2 using register variables 376783.7 18656301.6 495.1
Double-Precision Whetstone 83.1 1110.0 133.6
Execl Throughput 188.3 15697.9 833.7
File Copy 1024 bufsize 2000 maxblocks 2672.0 185840.0 695.5
File Copy 256 bufsize 500 maxblocks 1077.0 48055.0 446.2
File Read 4096 bufsize 8000 maxblocks 15382.0 2077483.0 1350.6
Pipe Throughput 111814.6 6234174.2 557.5
Pipe-based Context Switching 15448.6 341053.6 220.8
Process Creation 569.3 31673.6 556.4
Shell Scripts (8 concurrent) 44.8 2938.5 655.9
System Call Overhead 114433.5 11076033.0 967.9
FINAL SCORE 533.9

Table 2. The performance with dual-nodes

TEST BASELINE RESULT INDEX
Dhrystone 2 using register variables 116700.0 1087027.4 93.1
Execl Throughput 43.0 454.8 105.8
File Copy 1024 bufsize 2000 maxblocks 3960.0 188424.0 475.8
File Copy 256 bufsize 500 maxblocks 1655.0 187113.0 1130.6
File Read 4096 bufsize 8000 maxblocks 5800.0 43608.0 752
Pipe Throughput 12440.0 274099.1 220.3
Pipe-based Context Switching 4000.0 2960.2 74
Process Creation 126.0 1277.3 101.4
Shell Scripts (8 concurrent) 6.0 103.2 172.0
System Call Overhead 15000.0 307844.9 205.2

FINAL SCORE 137.0
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The experimental results show: (1) Unixbench benchmark program can operate
normally on the prototype system; (2) in the same case containing two VCPU, the
prototype system Unixbench scores below the virtual machine on the stand-alone.

4.3.2 The Ubench Performance of CloudDVMM

Table 3 and Table 4shows the average Ubench performance data on both platforms.

Table 3. The performance under single-node

Ubench CPU 181914
Ubench MEM 209674
Ubench AVG 195794

Table 4. The performance under dual-node

Ubench CPU 136954
Ubench MEM 81021
Ubench AVG 108987

The experimental results show that the: (1) Ubench benchmark program can run
normally on CloudDVMM,; (2) The scores from Ubench program with two VCPS is
higher than that with only one VCPU virtual machine, which prove that the VCPU in
two servers can work properly.

4.3.3 SPLASH-2 Test Performance of CloudDVMM

SPLASH-2 is used for evaluating the performance of shared memory systems which
are mainly for the evaluation of the SMP, CC-NUMA, DSM shared storage architec-
ture performance of the computer system. Table 5 and Table 6 show the test perfor-
mance under a single node, Tables 7 and 8 show the performance under two-nodes.

The results show that: (1) Under the SPLASH-2, the test program can operate
normally on the prototype system; (2) The performance of CloudDVMM containing
two VCPUs is lower than that of the virtual machine on the stand-alone.

Table 5. The performance under single-node (sub-process statistics)

PROCESS STATISTICS
Proc Total Time Multigrid Time Multigrid Fraction
0 189448 71880 0.379
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Table 6. The performance under single-node (phased Statistics)

Time
Start time 405812431
Initialization finish time 405966330
Overall finish time 406155781
Total time with Initialization 343350
Total time without initialization 189451

Table 7. The performance under dual-node (sub-process statistics)

PROCESS STATISTICS

Proc Total Time Multigrid Time Multigrid Fraction
0 150002 60000 0.400
Table 8. The performance under dual-node (phased Statistics)
TIMING INFORMATION

Start time 1379157799

Initialization finish time 1379387803

Overall finish time 1379537805

Total time with Initialization 380006

Total time without initialization 150002

4.3.5 The Linux Command Execution Performance

The average time performances of the linux commands like 1s, make, gcc commands
with 50 times each are as shown in Table 9 and Table 10.

Table 9. The command execution performance under single node and dual nodes

Execution time Execution time Execution time

Name Description (Physics)/s ( single node (cross node overh'ead
HVM )/s HVM )/s ratio

Is Display 0.005 0.130 0.800 160
bonnic++-1.03¢
directory

make Compile 0.020 0.050 1.050 52.5

install bonnic++-1.03¢

gec zx.c  Compile 0.065 0.090 0.280 43

zx.c file
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Table 10. The OS performance of Virtual Multiprocessor client

Name Descripton Execution time Execution time Overhead
(physical) (virtual) ratio
Is List information  about 0.03 6.64 255

hundreds of files

gcc Compile a C program 0.14 0.98 6.81
80
60 OCross—nodes HVM
40
20 BVirtual
Multiprocessor Gos

1s gce

Fig. 7. The performance comparison between CloudDVMM and Virtual Multiprocessor

As can be seen from Fig.7, the CloudDVMM'’ls and gcc overhead is superior to
Virtual MultiProcessor.

4.4  Test Results Summary

From the test results, we have verified CloudDVMM ability to achieve a distributed
nodes’ SSI, the distributed resources integration, virtualization to a single resource space
form to the OS, and that OS can use perceived cluster resource like single resource.

5 Related Work

Existing distributed cloud computing nodes integration technologies are traditionally
based on non-virtualization technologies implemented on the hardware layer[1-3],
those on system software layer like MOSIX!4-7],Sun Solaris-MC[8], SCO UnixWare
NonStop Clusters[9], those on middleware lay like IVY[10], Mirage, etc. and those
on application layer. Existing popular virtual machine monitors like Xen, VMware
ESX Server, etc. are mostly for single physical node. There are only few researches
based on virtualization except Virtual Multiprocessor and vNUMA which focus on
distributed cross-node resources integration, and practical systems are much fewer
[11-13]. By comparison results from implementation hierarchy (Hier.), Technolo-
gy(Tech.) , Implememtation Difficulty(Diff.), Transparency(Transp.), Performance
(Perform.), SMP nodes Supports(SMP nodes Sup.) and Architecture Supports
(Arich.) in table 16, we can see that CloudDVMM is running above the hardware and
beneath the OS , has a hierarchy and modular architecture and can provides a single
system image for Cloud computing cluster. It also show that CloudDVMM achieve
merits in architecture, extensibility, etc. and is promising for meeting the require-
ments of distributed virtual computing and cloud computing environments.
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Table 11. Comparisons with related work

Re- Hier. Tech. Diff. Transp. Perf.. SMP Arich.
searches Sup.
Multi- Application  Para-virt. High Low Low N IA-32
processor Lay
vNUMA System Pre- moderate Good Mod- N IA64
Software virtual. erate
Layer
Cloud System Hardware Low Good high Y 1A-32
DVMM Software virt.
Layer

6 Conclusions

In this paper, a novel distributed virtual machine monitor was introduced for distri-
buted cross-node cloud computing resources integration. We are now trying to apply it
to practical industrial applications and improve CloudDVMM’s performance.
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Abstract. Cloud Computing can be viewed as a computing model containing a
pool of resources and Internet based application services. Cloud makes on-
demand delivery of these computational resources (data, software and
infrastructure) among multiple services via a computer network. An
infrastructure-as-a-service cloud system provides computational capacities to
remote users. In present scenario, most of the Infrastructure as a Service (IaaS)
Clouds use simple resource allocation policies like immediate and best effort. In
private cloud, since the resources are limited, maximizing the utilization of
resources and giving the guaranteed service for the user are the ultimate goal.
Hence efficient scheduling is needed which is a major challenge in satisfying
the user’s requirement (QoS). In this paper, we propose an advanced reservation
technique with backfilling in scheduling policy that aims at serving the user
requests by satistying the required QoS, achieving the guaranteed service for
the request by making an efficient provisioning of cloud resources.

Keywords: Cloud computing, Job scheduling, Queue model, Reservation,
CloudSim.

1 Introduction

The increasing demand of computational resources has led to new types of cooperative
distributed systems, such as the grid [1] and cloud computing [2]. In IaaS cloud the
resources (compute capacity and storage) are provided in the form of virtual machines
to users. A scheduler can be used to decide when and where to place these virtual
machines on a pool of resources. Scheduling jobs in a cloud environment is a difficult
task because of its dynamic nature. Various researchers have dealt with the challenges
in scheduling in a Cloud [3][4][5]. Perhaps the primary challenge of scheduling is the
allocation of available resources efficiently. Therefore in cloud, job scheduling and
resource management are related to the efficiency of the whole cloud computing
facilities. Presently, most of the cloud providers rely on simple resource allocation
policies like immediate and best effort [3]. Though advanced reservation technique is
well studied in Grid environment and applied, due to the dynamic nature of incoming
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request in Cloud immediate and best effort provisioning is preferred so for in public
clouds [3]. In general, usage pattern of cloud requests are not predictable because of its
dynamic nature. Hence advanced reservation technique commonly used in grid is not
appropriate for public cloud. However, for organizational cloud (private cloud) the
usage pattern is predictable to an extent and can be defined in advance. Private Cloud
is one which is owned by the organization and thus, maintained by same. The
characteristics and scheduling challenges in a private cloud (Institutional Cloud) is
discussed in [6]. Scheduling in private cloud environment poses a unique situation
where job scheduling can benefit by taking advantage of policy based provisioning for
different set of job request with different queues will lead to maximize utilization of
resource and guarantees the service for a request. This technique avoids the
fragmentation of resources when simply advanced reservation is used. The fragmented
resources can be utilized by other policy of other queue of jobs. In this paper we
exploit this factor and propose a technique in private cloud scheduling.

In Section 2, related works in this area are discussed. Section 3 analyzes the
various system parameters used in the system model. Section 4 describes the proposed
cloud architecture and the scheduling policy. Simulation model and performance
evaluation in Section 5 brings forward the benefits of the research work. Finally, in
Section 6, we conclude our work and discuss possible future work.

2 Related Work

Ningning Gao [7] has given a reservation algorithm with Multi-Parameters called
MPRAR which consists of global queue to store reservation requests called FIFO and
another queue named Heap which arranged in the order of weight to determine whether
the reservation request would be accepted. But this suffers with fragmentation of
resources. Algorithms proposed in [8] [9] are to schedule advance reservation with
laxity considers non-preemptive tasks request in a grid environment. Preemption of job
is not considered in these works. Sabitha Rani B.S [10] proposed a relaxed resource
advance reservation policy (RARP) with trust factor to improve the utilization at both
low and high reservation. Cao [11] a backfilling based gang scheduling mechanism is
incorporated into the share based co-scheduling job (SCOJO) scheduler. The simulative
results show that it can mitigate the negative effects of advance reservation. Kaushik
[12] et al. proposes a flexible reservation window scheme. It concludes that when the
size of the reservation window is equal to the average waiting time in the on-demand
queue, the reservation rejection rate can be minimized close to zero but does not address
the issue of low resource utilization rate by advance reservation. All the above
mentioned works didn’t consider a differentiated policy for workload which will lead to
maximization of resource utilization.

3 Problem Formulation

The problem of job scheduling in a cloud environment essentially consists of a
dynamic set of j independent tasks to be scheduled on set of n computational nodes
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located in m datacentres (resources pool). In general the requests are handled by a
resource manager which takes the request and sends to the dispatcher. The dispatcher
dispatches the request in first come first serve mode for renting the capacities of a
resource. To get a guaranteed service in a private IaaS Cloud where the capacity is
limited we propose to include advanced reservation technique in this model. Here we
have considered three different modes of renting the computing capacities as follows:

[0 Advance Reservation (AR- mode): Resources are reserved in advance. They
must be made available at the specified time.

[J Immediate (I-mode): When a client submits a request, based on the resource
availability, either the required resources are provisioned immediately, or the
request is rejected.

[J Best effort (BE-mode): Jobs are kept in a queue and resources are provided
when available. It can be batch jobs also.

The best-effort jobs are preemptable and they do not have any time constraints.
Immediate and advance reservation jobs are non-preemptable and have time
constraints, such as start time and end time. It will preempt best-effort mode
whenever the resources are required for advance reservation or immediate mode.
There is no guarantee that a submitted best-effort mode will get resources for
completion within a certain time limit. We assumed that best-effort jobs are splittable,
all jobs are independent and the scheduling algorithm assumes that there is no
communication among jobs.

To identify the mode of the job, request is described as (JobID, UserID, N, M, D,
B, timestamp, ST, FT),where N is number of CPUs, M is memory in megabytes, D is
disk space in megabytes and B is the network bandwidth in megabytes per second,
timestamp contains date, month, year, time. ST is start time and FT is finish time. For
I-mode the request has information about current date, time, how long the execution
lasts, but not the start time of execution. For BE-mode the request has information
about how long the execution lasts, but not the start time of execution and date. For
AR mode the request includes date, start time, finish time. The proposed architecture
is shown in Fig. 1. Incoming jobs are placed in 3 different queues based on their
arrival pattern by the CMS (Cloud Management System) and sent to the different
datacentre. For an AR- mode the required capacity of the service request (say i mips)
is calculated aperiori from their request and datacentre for that is assigned by the
CMS Hence the immediate request is sent to the datacentre of ((m* pj ) -i) mips by
the CMS where p; is the processing capacity of a datacentre. This assures the
guaranteed service for the AR- mode jobs.

CMS continuously monitors the capacity utilized by the datacentres and keep
checking for any rejection on the AR-mode. If any job is not taken at prescribed time
of AR- mode the capacity allotted for that is taken for the current I- mode jobs. Local
schedulers know the current status of VMs in their own datacentre. These schedulers
communicate with CMS and pass the message regarding the processing of jobs and
availed resources. CMS calculates the remaining capacity and based on this, further
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Fig. 1. Overview of the Scheduling Process

admits or rejects incoming I-mode request. Jobs with BE-mode are kept in a separate
queue to process later or during the idle time of the resources.

4 System Model

We propose a queuing model namely ADQ model. In this model we considered
different queue groups of service-requests in the cloud computing environment as
M/G/S queue, and all the queues together make a queuing network, thus applying
multiple server queuing system [13] for this model. Each resource in a data centre is

Table 1. Parameters considered for the queuing system model

Model
Parameter Definition
Ci Capacity of datacentre (Data Centre)
Expressed as ) P; of hosts in single datacentre.
Ts Service time taken by a single request.
TT, Total Service time taken by the request
A Mean arrival rate of the request.
Wi Total service time taken by the request in each queue+ waiting
time in the queue.
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characterized by processing capacity pj and processing availability aj. Both pj and aj
are related to the resource capacity as regards its current availability (i.e. service time,
waiting time) which are sufficient to process the job in each datacentre. Table I shows
the parameters used in this model. We define three queues as QAD- Queue with AR-
mode request, QIM- Queue with [-mode request, and QB- Queue with BE-mode Jobs
to keep job requests.

We define the ADQ model as follows:

a. Every user must submit a request to the cloud management system. Broker in
the cloud manager breaks the jobs into three queues based on the request
pattern.

b. Requests arrival pattern: The user‘s request arrivals occur randomly
according to a Poisson distribution with A arrivals per unit time.

c.  Queue behavior: Request is selected from one of the three queues based on
the available capacity of each datacentre and total estimated time to process a
request.

Di= (DLi - CTi) (1)

Where DLi =Deadline given by ith request, CTi =Current time. Di=Delay threshold
for request.

Ci=X{ Xt Di 2

Where m is the no.of datacentre, n is the number of host in a single datacentre.

TTs= Y0, Ts 3)

Where TTs is total service time required by requests in each queue.

To allocate BE-mode and I-mode request CMS calculates the service time Ts
required completing the request and the availability of resources. For these job
requests, if delay threshold is tolerable then it is kept in the queue otherwise rejected
if the resources are not free. TTs are calculated to backfill the BE-mode jobs to
allocate resources during its idle time. Di is used to allocate the resource on reserved
datacentre for other mode request when it is not utilized by the advanced reservation
request. If Di greater other than of Immediate mode request‘s service time then that
IM request is allotted in reserved datacentre to execute before AD request.Otherwise
not allocated in reserved datacentre.

5 Simulation and Results

In our model, we used CloudSim [14] to simulate our proposed technique. Cloudsim
used to perform this as a single simulation where all jobs are submitted as cloudlets to
the broker. In general CloudSim toolkit supports First Come First Serve (FCFS) for
scheduling jobs with single queue. We used this as our baseline to compare our
proposed model. We extended the CloudSim to support our proposed model as having
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a single cloud with group of 6 datacentres. We fixed the number of processors
elements to 2, the number of virtual machines with 2, the number of Cloudlet with 4
per user and we varied the number of the users from 5 to 15 per step of 5 of each
mode of job request. As CMS cannot have a control over the resources at a datacentre
and the full set of jobs submitted to the resources, we implemented a low-level local
scheduler to perform efficient job scheduling in cloud environment. In CloudSim,
Datacentre Broker component randomly selects the datacentre irrespective of their
heterogeneity in hardware; we have proposed a CMS that selects the datacentre, based
on user defined QoS specifications given as (JobID, UserID, N, M, D, B, timestamp,
ST, FT) and splits that job request as any one of the queue as QAD,QIM,QB. Broker
component is used to identify the request into three groups by the date timestamp
introduced in the request for advanced reservation. CIS (Cloud Information Service)
is used to get available resource information, resource utilization and used to make
the decision of request execution.

Fig. 2 shows that in the proposed algorithm, the reserved jobs have success rate
almost 99.9%, which shows the QoS of guaranteed service. Fig. 3 shows the
comparison of traditional algorithm FCFS and proposed algorithm. In FCFES success
rate decreases as number of jobs increases. This indicates no guaranteed service for
needy jobs and all requests are consider as same and put on a single queue and no
guarantee is assigned to any job.

If the system is flooded with lots of advance reservation and immediate jobs then
best effort jobs will not have enough resources to run on. In order to avoid this there
will be admission control through (UserID, JobID) is provided to CMS for the user.

100 100

95 80

70
90 50 Q—%
50

10AD

Successrate
Success rate

0 N ——FCFS
A J

L [ol]

M 30 =-ADQ
80 . 20

75 0
5 10 15 5 10 15 2 25 30 35 40 45

Number of jobs Number of Johs

Fig. 2. Success rate of ADQ algorithm Fig. 3. Success rate of ADQ algorithm and
FCFS

6 Conclusion and Future Work

The recent efforts to design and develop cloud technologies focuses on defining novel
methods, policies and mechanisms for efficiently managing cloud infrastructures.
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We have used advanced reservation technique by keeping different queues for jobs
arriving in a private cloud. We studied the performance of this proposed approach
from a point of view of enhancing the QoS by giving guaranteed service. This
approach with the proposed cloud architecture has achieved very high (99%) service
completion rate with guaranteed QoS for the reserved jobs over the traditional
scheduling policy which does not consider any priority [FCFS] for incoming jobs. An
algorithm can be developed to enhance the response time of best-effort jobs. The
backfilling algorithm proposed is not implemented and tested and it can be considered
as a part of future work. We are planning to extend this model where resources can be
hired from other clouds (public, private) when need arises (at the times of peak load).
This will help us to attain100% guaranteed service to all requests by employing multi
agent system to negotiate between the clouds.
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Abstract. Recommender system can help users to effectively identify interested
items from a potentially overwhelming huge collection of items, and it has been
shown to be very useful in many e-commerce applications. Collaborative filtering
(CF), which assumes that similar users may have similar tastes, is one of the most
widely used Recommender system techniques. However, one of the major
weaknesses for the CF mechanism is the computational cost in computing
pairwise similarity of users. This paper attempts to tackle the computational
problem of all pairs similarity using the MapReduce technique in the Hadoop
framework. We give an overview of our development on using a parallel filtering
algorithm to improve the performance of a personal ontology based recommender
system for digital library. The experimental results show that the proposed
algorithm can indeed scale out the recommender systems for all pairs search.

1 Introduction

Libraries collect a large volume of media including books, films, newspapers, and so on.
Traditionally, libraries codify all their collections hierarchically, and try to help users
query and find the physical locations of books based on codifications. Users need to be
well-trained to submit correct keywords for cross-discipline or multi-dimensional surveys.

Recently, libraries have begun to provide recommender services to improve user
satisfaction. Most library recommender services use a collaborative filtering
technology to suggest books to users. It assumes that those who preferred something in
the past tend to prefer the same thing again in the future [1]. That is, when a user gives
feedback, the recommender service suggests items for the user that like-minded users
preferred in the past. Collaborative filtering requires explicit information to describe
user profiles. Like-minded users will have similar profiles, and their previous rating for
each book will be used to compute the rate of suggested items [2]. Unfortunately, it is
difficult to collect such explicit information for library systems. Users are usually not
interested in giving ratings when they loan books and are asked to rate books, so the
collaborative filtering recommender system is not easy to implement in digital
libraries.
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During the last few years, a personal ontology-based recommender system has
been applied in many diverse application domains [3]. Liao et al. incorporate
collaborative filtering techniques with a personal ontology model for digital libraries
to recommend English sources and solve the problem of making effective
recommendations for users [4]. Also, they propose that implicit ratings can be
inferred from the loan records because keywords extracted from the user’s loan
records indicate the preferences of user. This methodology proposed by Liao et al. has
been implemented and this system called the personal ontology recommender (PORE)
system [5]. This kind of recommendation method is effective for extracting potential
preferences but it has a long runtime for each recommendation phase. To solve the
time-consumption problem of the digital library recommendation system, much
research adopts parallel computing such as MapReduce. MapReduce, designed in a
parallel computing model, has been proposed by Google to process massive amounts
of data. It has been proven that MapReduce is highly scalable, efficient, and reliable
in big data computing [6]. However, these studies only focus on how deal with
parallel programming; they don't integrate the characteristics of parallel computing
and the data of a personal ontology.

To improve performance in computing personal ontology similarity in a library
recommender system, we use a parallel filtering algorithm based on the characteristics
of parallel computing and a personal ontology. The workflow of a parallel filtering
algorithm is a two-phase MapReduce job to find no like-minded users and compute the
similarity between like-minded users. To demonstrate the feasibility of the proposed
method, we implement a library recommender system based on PORE. This research
provides an alternative solution to create a more efficient library recommender system.

In section 2, this paper will introduce a related recommender system and
MapReduce application. Section 3 describes our design concepts and the system.
Section 4 shows the results of the implementation of our methodology. Finally,
section 5 presents conclusions and future research directions.

2 Related Work

MapReduce is a programming model and an associated implement for processing and
generating large datasets. MapReduce provides an abstraction that involves the
programmer defining a mapper and a reducer function. A brute force approach is
usually used in large collections with MapReduce [7]. A MapReduce implementation
of the inverted index approach was presented by Elsayed et al. [8]. The proposed
algorithm consists of two consecutive MapReduce jobs. The first job is to group the
keywords as key, and a value consisting of the document ID and the term weight. The
second job is to pair documents on the basis of a keyword in the map function and
compute similarity in the reduce function , as follows:

Indexing. Given a document d;, for each term, the mapper emits the term as the key,
and a tuple consisting of the document ID and weight as the value. MapReduce
groups these tuples in the shuffle phase, and then passes these inverted index lists to
the reducers. The reducer accepts them and writes out to disk.
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summed up.

{t-'[{:Jdi[ﬂ}fﬂjfdj[ﬂ}-'“l]} —_ [{{I’.-_i}.-w=ti1;[ﬂ'ﬁ_;[ﬂ} |:’=_ﬂ

map

reduce : {1, W =Lugmwyld — Mpholdud) =D wil

oA

3 Computing Personal Ontology Similarity Using a Parallel
Filtering Algorithm

In the following, we describe two approaches used to scale out the pairwise similarity
comparison for all users’ personal ontologies using the MapReduce technique in the
PORE. The first approach, called Brute Force, is an intuitive sense of how the
pairwise similarity comparison works in PORE. For brute force, we implement the
pairwise ontology similarity algorithm of PORE using MapReduce framework. The
second approach, called parallel filtering, is a parallel filtering algorithm that exploits
an inverted index.

3.1  Personal Ontology Recommender System

The PORE system uses reference ontology to build a personal ontology for each user
by mining the user’s loan records. Dewey Decimal Classification (DDC) is used as
the reference ontology to recommend English collections, and the Classification
Scheme for Chinese Libraries (CCL) is used to recommend Chinese collections.
Interested categories and keywords are two major impact factors as the personal
preferences, and are used to build the personal ontology.

Interested Categories. The PORE system identifies the favorite categories by
analyzing a user’s loan records and loan times. The favorite value of category i for a
user, denoted as Fi, is as follows:

m

1 ..
F = z(aij X (E)(}_l)) (D

j=1

Let a;; denote the frequency of loaned items in category i.
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Interested Keywords. After building the personal ontology of a user, interested
keywords can be found in each favorite category. The interest level of keyword j in
the category i for a user can be estimated by Equation (2), where b;; denotes the
frequency of keyword j that appears in the category i of the loan records of a user.
The distinctness level of keyword j in this specific category, denoted as W;;, considers
that each keyword should be given different weights in different categories. Details of
the formula W;; are given in [5].

Iij = bl] X Wl] (2)

After building the personal ontology, the PORE system can compute the cosine-based
similarity between users and then select the most similar users as the like-minded
users. The similarity between user A and B, sim(A, B), is measured with Equation (3),
where ksim; and ssim; are the keyword similarity and structural similarity,
respectively, in the category i between them. Let Ojand Ogdenote the ontology of
user A and B, respectively. The union of the personal ontology for user A and B is
denoted as C.

sim(0,4, 0g) = Yicc((1 — a)ksim;(A, B) + a ssim;(4, B)) 3)

The keyword similarity and structural similarity between user A and B are measured
with Equation (4) and Equation (5), respectively, where K is the union of the
keywords in the category i between A and B, and N; is the union of the specific
category i and its sub categories.

ZjEK 1;;(A) X I;;(B)

\/Zjeklii(A)z X\/szKIij(B)Z

kSimi(A, B) = (4)

Zjezvi I;;(4) X I;;(B)
[T el @?x [2 0,107
For finding like-minded users, the pairwise similarity comparison for all users is a

large scale problem. This paper uses a parallel filtering algorithm based on the
characteristics of parallel computing and a personal ontology in the Hadoop.

SSimi(A, B) == (5)

3.2 MapReduce Brute Force

Measuring similarities between users’ personal ontologies is an all pairs problem. The
pair set is like a NxN symmetric matrix where N is the number of users. To improve the
large-scale computing problem of the brute force approach, we only compute the upper-
triangular part of the all-pairs matrix and write out both symmetric pairs. The map
function emits the personal ontology similarity of every pair. The reduce function sorts
the similarities to find out the top K of like-minded users for a particular user.
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Each map function picks candidate pairs based on the upper-triangular part and
computes the similarity score of candidate pairs with a particular user. The map
function emits the symmetric user pairs after completing similarity computing. The
reduce function accepts all similarity scores associated with a particular user ID and
emits the top K results as the output by implementing a priority queue to sort
similarity scores. The function ComputeSimilarity of the map function consists of
keyword similarity and structural similarity.

To optimize the brute force approach we tune the number of users for one map
task. That is, every map task reads at least one user from the input data. We use this
method in our experiment.

3.3 MapReduce Parallel Filtering

For pairwise similarity computations of PORE on the personal ontologies, we propose
the parallel filtering algorithm for evaluating all pairs that have one more preference
in common with the inverted index.

The parallel filtering algorithm can be expressed as two modes: keyword similarity
and structural similarity. The process of keyword similarity is different from the
process of structural similarity because the hierarchical structure of the reference
ontology affects the computation in the structural similarity. In the following we
describe both modes in detail.

3.3.1 Keyword Similarity

The basic idea is to use an inverted index to filter the pairs without any interested
keyword in common. The pseudocode for building an inverted list using MapReduce
is shown in Fig. 1.

1 procedure Map (*,U,)

2 C e+ FetchCategorySet (U,)

3 for all £t € C do

4 K e« FetchKeywordSet(t,U,)

5 for all e € K do

6. s ¢ FetchKeywordLevel (e, U,)

7 ck o <t,e>

8 Emit (ck, <U,, s>)

1 procedure Reduce (ck, [<U,, s,>,<U,, s,>,..1)
2 Define ArraylList G

3 for all <U, s> £ [<U,,s,>,<U,, s,>,..] do

Fig. 1. Pseudocode of building an inverted list for the keyword similarity of the PORE using
MapReduce

In the process of keyword similarity this can be expressed as two separate
MapReduce jobs, the first to build an inverted index and the second to compute
similarities. For each interested keyword in the personal ontology, the mapper emits
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the set of category and keyword as the key, and a tuple consisting of the user ID and
interested level of the keyword as the value. i.e. <U;, s>. These tuples are grouped by
the set in the shuffle phase. The reducer writes them to generate the inverted lists.

3.3.2 Structural Similarity

For the structural similarity of PORE, the relationship between a category and its sub-
categories is considered to be the level of structural similarity.

According to Equation 5, whether the category nodes of both personal ontologies
are the same affects their structural similarity, because PORE adopts cosine-based
similarity to compute structural similarity. Fig. 2 shows that we can first merge
ontologies of two users by matching the reference ontology and then computing its
similarity. For example, for category 312 of user A and category 312.6 of user B,
category 312 and category 312.6 are of the parent-child relationship, although their
IDs are different. Finally, the structural similarity between user A and user B is SS; +
SS, when ontologies are merged.

Therefore, we use a hybrid method to scale out the structural similarity of PORE.
The first step is to use an inverted index to filter out the pairs that are without any
interested categories in common as shown in Fig. 3.

4 8

L

Fig. 2. Computing structural similarity by merging the ontologies of both user A and B in
PORE

1 procedure Map (*,U,)

2 C e« FetchCategorySet (U,)
3 for all £t € C do

4. Emit(t,U,)

1. procedure Reduce(t, [U,,U,,..])
2 for all U, € [U,U,,..] do
3 Emit (t, U,)

Fig. 3. Pseudocode of the inverted index for the structural similarity of the PORE using
MapReduce
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The second step is to apply the third user-defined MapReduce job to all the pairs
generated through parallel computing as shown in Fig. 4.

procedure Map (t, U;)
for all U; € [U;, Uz, ..] do
if U; !'= U; then
P <UilUj>
Emit (P, NULL)
procedure Reduce([P;, P,,..],NULL)
for all <U;,U;>» € P do
Emit (*,<U;, U;>)

WN P U WN R

Fig. 4. Pseudocode of pairwise users for the structural similarity of the PORE using
MapReduce

4 Experimental Results

Experiments were run on a cluster with 16 machines. Each machine had one quad-
core processor (2.4 GHz), 8GB memory, and two hard disks of 1.5TB as HDFS and
about 640GB as MapReduce temporary. We improve the existing PORE system for
pairwise personal ontology similarity. In June 2012 we collected 206,012 books with
approximately 1,357,000 keywords, 51,454 user accounts, and 663,619 loan records
from National Chung Hsing University (NCHU). We retrieved 10,000 user accounts
from the dataset as experimental data to implement the proposed algorithm, and
utilized the same dataset to compare against an equivalent run on a laptop with a dual-
core 2.4GB processor, 4GB memory, and a 500GB hard disk.

The computation time of the parallel filtering algorithm consists of keyword
similarity and structural similarity that can be run in parallel. Therefore, we chose the

—e—Standalone

| —=—Brute Force
Parallel Filtering #ksim
1 —=—Parallel Filtering #ssim

binary logarithm of running time{minutes)
5 - 1%}

00 2000 10000
number of personal ontologies

Fig. 5. Computation time of the algorithms for the PORE system



Scaling Out Recommender System for Digital Libraries with MapReduce 47

maximum computation time for these as the computation time of the parallel filtering
algorithm. Fig. 5 shows that the process with standalone for 2000 users is completed
in approximately 1260 minutes.

Computing similarity is very effective using MapReduce. This means that parallel
computing is effective for the all pairs problem. The algorithm, parallel filtering, is
more effective than the brute force approach when the number of users is 10,000. We
need one more day to estimate the recommended information in the original library
recommender system. However, the system can only take several hours for
recommendation using our proposed algorithm.

5 Conclusions and Future Work

Finding like-minded users in a digital library is an all pairs problem and is also
challenging for large collections of items. We investigate the problem of all pairs for
personal ontology and introduction two MapReduce algorithms: brute force and
parallel filtering. The parallel filtering algorithm, consisting of keyword similarity and
structural similarity, is based on the inverted index approach using MapReduce. Also,
we implement this algorithm in the PORE system.

Experimental results show that the parallel filtering algorithm is more effective,
and solves the problems of finding like-minded users and the personal ontology
comparison using MapReduce.
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Abstract. With the recent advancements in distributed systems, Cloud
computing has emerged as a model for enabling convenient, on-demand
network access to a shared resource pool of configurable elements such
as (networks, servers, storage, applications, and services). Various appli-
cations are developed and deployed into the Cloud following the layered
architecture. The layered approach includes infrastructure, virtualiza-
tion, application, platform and client tiers. Provenance (the meta-data),
is the information that helps cloud providers and users to determine the
derivation history of a data product, starting from its origin. Each layer
in the Cloud has its own provenance data and generally, provenance data
for each layer address different audience. For example, Cloud providers
are interested in the infrastructure provenance data to verify the high
utilization of resources through audit trials. Cloud users on the other
hand are interested in the performance of the deployed application and
the verification of experiments. In this paper, we present various queries
regarding the provenance data for different layers of Cloud. Hereby, we
integrate the provenance data from individual layers and highlight the
importance of integrated provenance. We also outline the relationship
between various layers of the Cloud by using the integrated provenance.

1 Introduction

Cloud computing is generally defined by its distributed model of utility comput-
ing which offers virtualization of resources (storage, computation, networking)
and provisioned to users “on demand” and “pay as you go” basis. This new
paradigm attracted the research community and businesses to host and execute
their complex scientific applications [1, 12]. In this model, applications are de-
ployed and executed by using the type of service offered in the Cloud. These
services reside on various layers or tiers of the Cloud architecture. For instance,
Cloud providers are interested in the IaaS (Infrastructure as a Service) A 1ayer
of the Cloud, which supports virtualization of resources to enable computation,
storage and communication. These resources are utilized by Cloud applications
e.g., getting email [ or for sharing documents, often termed as SaaS (Software
as a Service). To fill the gap between IaaS and SaaS, the PaaS (Platform as a

! lhttp://aws.amazon.com/swf/| 2 [www.eucalyptus.com ° [www.gmail.com

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 48-p8] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Service) layer is used by developers to customize and easily develop, deploy and
manage Cloud-aware applications e.g. salseforce.com H, wso20 and/or provid-
ing Enterprise Service Bus (ESB) [ as a service.

Provenance is the metadata which describes the derivation history of an ob-
ject. This data includes the source and intermediate datasets and processes in-
volved to create the object [3]. In computing science, provenance is an important
ingredient for the verification and reproduction |4, 5] of scientific experiments.
The architecture of Cloud computing is divided into various components and
these components are placed on top of each other |G]. IaaS, PaaS and SaaS are
the types or layers which are mostly used in the Cloud environment. The develop-
ment and execution of Cloud-aware applications follow this layered architecture
and each layer contributes specific metadata (provenance) for the overall applica-
tion. Subsequently each layer in the Cloud has its own provenance and specific
importance to that particular layer. For example, the provenance data at the
TaaS layer is important to the Cloud provider for resources utilization and fault
tracking |7]. Cloud users (research community) are more interested in the execu-
tion of their deployed applications; the datasets which are produced/consumed,
and the processes used for the production of the result.

Moreover, the provenance collection at individual layers e.g., for TaaS it can
ensures the appropriate allocation and usage of the resources. Similarly, in case of
faults and errors appropriate actions can be taken to resolve them accordingly by
using the provenance |§]. When provenance is integrated from individual layers,
it provides the in-depth details of the relationships which exist among various
layers of the Cloud while executing a particular application. The integrated
provenance data provides multiple views and enables Cloud providers to keep
track of their resource usage, application and service collaboration for users and
deployment/testing usage for developers.

For understanding the Cloud layered approach and the overall provenance
data at each layer, in this paper we have developed a Content Relationship
Management (CRM) application. With this particular CRM application, we dif-
ferentiate between various layers of Cloud and their corresponding provenance
data. We provide detail of the CRM application and its various parts from the
users perspective, the Cloud provider and application developer. Following are
the key contributions of this paper:

— to provide an overview of the Cloud layered technology and the presentation
of provenance data for each layer.

— to present various queries and their visualization for the individual layers of
the Cloud and for the collective provenance data.

— to highlight the importance of integrated provenance using an example.

— to evaluate the overhead for provenance collection at individual layers.

The rest of the paper is organized as follows. Section 2] provides the related work
of provenance in the field of e-Science. Section [3 discusses the requirements
for building a CRM application in the Cloud and its individual components.

4 www.salesforce.coml ° [www.wso2.com © http://www.mulesoft.org/


www.salesforce.com
www.wso2.com
http://www.mulesoft.org/

50 M. Imran and H. Hlavacs

Section @ provides a brief overview of layers in Cloud computing and Section
present the various quires for the provenance data on individual layers, their visu-
alization and discusses the importance of integrated provenance data. Section
evaluate the collection of provenance data from different layers and section [1]
concludes this paper.

2 Related Work

Application level provenance has been the major attraction in grid, distributed
and workflow computing [5]. The techniques used in these environments are
to capture provenance in Service Oriented Architecture(SOA) e.g., PASOA [9].
Recently, the research community focused on the usage of provenance for Cloud
computing while describing and addressing the various challenges offered by this
new paradigm [10, [11].

Previously |12], we proposed a framework which addresses the various chal-
lenges offered by Cloud technology and present the mechanism to incorporate
the collection and storage of provenance for the Cloud IaaS. On the development
layer of the Cloud, e.g., in mule ESB and WSO2 carbon platforms, various parts
of application are integrated together that communicate based on different pro-
tocols and languages. Integration of provenance into the development layer will
clearly identify the current status of any application, changes made by different
developers of a group or team and information about the old and current version
of the services and applications. There are other work which consider provenance
at the layers like a web browser [13] and virtual machine [14].

To establish the importance of integrating provenance data from different
layers, Muniswamy Reddy et. al. [15] discussed the layering of provenance data
for workflow execution. However their work focused on combining the provenance
data from a workflow engine, web browser and the python wrapper by extending
the Provenance Aware Storage System (PASS) |16]. For Cloud environment, a
short survey about various techniques from Grid and distributed computing are
discussed to track the data in Cloud by using a layered architecture [17]. In this
paper, we extend our provenance framework [18] for the platform and software
layers of the Cloud.

3 Scenario Description (Components of CRM
Application)

In this scenario the objective is to automate the installation of a sample CRM
application. The sample CRM application consists of three main components
which are: 1) the web server 2) the database server and 3) the client application.
Component 1 is the web server where we have two different web services. Web
service 1 takes the data from the user and submit or sync it to the database
server. This sync can be performed either for one particular item e.g., contacts
or for over all data e.g., contacts, appointments and tasks. Web service 2 takes
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the data from the server and sync it to the client application. Again, the sync
process is for one particular item or overall data.

Component 2 is the database server. It is mySQL database with various ta-
bles containing the information about an organization or a group e.g., contacts,
appointments and tasks. The contacts table contains first name, last name, job
title, group name etc. Appointments table contains information like place, time,
appointment with, number of people attending, topic and location. Tasks table
contains information like sender, receiver, title, subject, description etc.
Component 3 is the client application for a user to to see the tasks assigned to
him/her and list the appointments. This also includes, who assigned the tasks,
meetings and appointments time, members involved and location.

Summary: To link all these resources with each other, a script is required which
deploys the application on Cloud and host the various components. Such a scrip
will be passed to Cloud controller via user data. The end result would be a de-
ployment of CRM system. Figure [I] presents the steps involved in deployment
of such an application to the Cloud. We consider three resources to host web
services, database server and client application. Each installed components re-
quires some prerequisite and those need to be installed and configured. While
deploying CRM, we observe and provide the details of the various components
of Cloud and related provenance data.

Install pre-

User R1 (instance type: huge) ,‘ requisite(JAVA JDK)

. . . Install pre-
R2 (instance type: medlum)%{ reqU|S|te(JAVA JRE) ‘
R3 Install pre-
[% requisite(JAVA JRE)

Instance type: small

Install web-
server(tomcat)
I

Install database server
(mySQL)
1

Install axis2
suppon tomcat)

Deploy CRM

Create database
(Organ|zat|on)

‘ Deploy client application

Request for
resources —
(R1,R2,R3)

Deploy web service
(sync from database)

Appomtments Tasks)

Start database server

Start web server

‘ Run resource R3 ‘

‘ Deploy web service
(sync to database)
‘ Create tables (Contacts, ‘ ‘

Run resource R2
Run resource R1

Fig. 1. Steps involved in deployment of CRM application to Cloud

4 Cloud Layered Architecture

The Cloud architecture is perceived differently by various research community
and businesses |19, 120]. Mainly we consider the following layers/components.

— Infrastructure layer: provides physical and virtual resources for storage, com-
munication and computation e.g., Eucalyptus.

— Platform layer: provides tools and libraries to ease the development cost and
effort for building Cloud aware application e.g., WSO2.
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— Software layer: The applications which are provided by various organizations
to vast number or users e.g. web application (gmail).

Figure 2 presents the main components in Cloud computing from the view point
of a user, developer and Cloud resources provider. To connect the layers, there is
always a middle-ware in between. We collect the provenance data on that mid-
dleware level. Previously we explained the mechanism to collect TaaS provenance
data in |12] by using the interceptor mechanism and why such data is impor-
tant. For this work, we extend the same mechanism, guideline and architecture
of provenance towards PaaS and SaaS layers of Cloud computing.

User

CRM

Web Service
Cloud Applications User

Developer SaaS Email service(gmail) /—F’W
i} Infrastructure layer

Apache
Software layer
. Weather I

Cloud Software Developement
PaaS Tomcat

Q

Py
)
o
<
Programming é' dataset . s
Cloud Software Infrastructure }‘ (JAVA,ASP,PHP) 3 Service (url1) Computation
laaS = ~
WSO2 stratos z Weather P i >
@ . dataset? e
3 9 Service (url2) =y
Provider Eucalyptus 3 Process/es
OpenNebula Weather e

Service (url3) dataset? SO

L

Client
Application

Comon Communication Nimbus \ Infrastructure/
Fig. 2. Layered architecture of Cloud Fig. 3. Weather request from Cloud

4.1 Query and Visualization

The presentation of the collected provenance data is very important for users,
administrators and application developers in Cloud and it depends on the sub-
mitted query. For a particular query, we may analyze the provenance data of one
particular layer or integrated provenance. For example, when an administrator
submit the following query:

Visualize the instance types from clusterl, requested by various users where the
number of request are more than 100

This query requires the analysis of the infrastructure provenance. This prove-
nance data is stored in a well defined xml file where the nodes represent the
individual objects and the edges represent the relationship which exists in the
provenance data. The numbers of relationship varies for the submitted query.
For this particular query, the following relationships can be defined: i) request
of instances types for clusterl ii) relation of instances to various users iii) and
relation of users to the cluster and instances. For analysis of this query and defin-
ing the relation, we apply pull based mechanism for the extraction of data from
provenance. After the analysis of the submitted query and defining the relation-
ships, we present the results in the graph form. These graph can be changed on
run time and the results can be visualized in line, bar and pie forms.
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5 Provenance and Cloud Layers

Following the layered architecture of Cloud, provenance is also divided into dif-
ferent layers. Each layer presents a different application domain for the usage of
provenance data. The sections below investigate the provenance data and various
queries which require individual and/or the integrated provenance.

5.1 TaaS Provenance and Queries

The infrastructure layer provides computational, storage and communication
resources for the application deployment and services execution. Various param-
eters are considered when defining provenance data for IaaS Cloud e.g., 1) types
of resources 2) types of instance 3) information about users 4) time taken by
users for instances 5) data submitted by users before running a resource 6) infor-
mation about cloud, clusters and node services. In the CRM application, these
parameters maps to user (admin), resource types (R1, R2, R3), instance types
(small, medium and huge), data (java jdk, tomcat, axis2 and mySQL versions).

Many applications can be defined depending on the granularity of the prove-
nance data e.g., 1) to use the provenance data for auditing the usage of resources
in Cloud. Provenance data can clearly mark the usage of resources from vari-
ous clusters and nodes according to time, users, and resources types. 2) to find
the similar requests in Cloud which are based on the instance types and user
data. These similarities define patterns and are used for the efficient utilization
of Cloud resources. The efficient utilization is achieved by reusing the existing
running resources and predicting the upcoming requests. 3) the provenance data
of various images is used for tracking malicious images uploaded in public Cloud
and managing the access rights to various images [21]. Following are few example
queries which can be generated for the Cloud infrastructure:

(i) visualize the instance types from last 24 hours (ii) visualize the standard
instances from last 48 hours (iii) visualize the memory request from last week
(iv) visualize the request for resources from most used to least used (v) list the
prerequisite (user data) from R1 (vi) list the deployment time for resource R1,
R2 and R3 (vii) validate the setup of CRM application.

The combination of the infrastructure provenance data with physical machine
provenance e.g., memory, CPU utilization and the disk usage can further elab-
orate the provenance query:

— visualize the disk and memory usage for the most requested resources type.

These queries provides the administrator with an overview of the resources usage,
instance types and data requested by users. Left side of the figure @ present the
memory requests for a particular cluster grouped for various users and right side
of the figure @ present the memory requests from various users in time by using
the visualization module. Due to limited space, we will not present visualization
of the provenance data for other layers.
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Fig. 4. Memory requests for a Cluster from various users

5.2 PaaS Provenance and Queries

Platform layer in Cloud provides the functionality for the development of new
applications. This layer enables and manges the delivery of services that uses
various communication protocol e.g. HTTP, XML and SOAP etc. The designer
of these applications is responsible for assets availability and the management
of application services pool. For example, Cloud is a favorable environment in
stress testing, where a lot of resources are required just for a particular period
of time. For this work, we consider WSO2 platform and it’s various components.

WSO2 Carbon is the award winning PaaS and it provides many features to
developers for building Cloud aware applications e.g., Enterprise Service Bus
(ESB), Business Process management (BPM) and more. While developing ap-
plications using WSO2, the complex application is divided into various parts.
Members of a team/s work on different components of a complex application.
In the CRM application various parameters which are considered for the prove-
nance data of platform layer are: 1) composition of the web services 2) the inter-
action mechanism between web services, database and web service engine, that
is utilized by various protocols of communication 3) the interaction mechanism
between web services and client application 4) composition of the database and
corresponding tables and their structure. When one developer makes a change
in a web service, other members will be able to find that particular change using
the provenance data. Any change on platform layer e.g., uploading a new version
of the web service will create a new node in the provenance data and hence the
status will be updated. Some important queries on platform layer are following;:

(i) visualize the components of the application where most bugs are found
(ii) the identity of a person who made a change in CRM and the time when
the change was made (iii) display the changes made to web services in last one
month (CRM)

Consider a situation where the infrastructure is changed e.g, mySQL server
is updated. The updated version does not support the existing communication
mechanism with the deployed web services. This requires a change in the web
services at the platform layer. This relation which exists between platform and
infrastructure layer is exposed by integrating the provenance data from individ-
ual layers. The integrated provenance data and the corresponding relation will
highlight the reason for any communication failure.
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5.3 SaaS Provenance and Queries

SaaS is the application running on a Cloud platform. Various types of applica-
tions are deployed and executed on Cloud e.g., workflow, CRM and web appli-
cations. The provenance data of this layer depends on the type of application.
In general, applications are deployed by using Service Oriented Architecture
(SOA) in distributed computing. The important provenance parameters in SOA
architecture and related queries are following:

(i) time taken by a particular application to generate the result (ii) time
taken by individual services and components of the application (iii) tracking the
dataset which are consumed and produced during the process (iv) information
about the users who are invoking the services (v) the query about services or
components taking part while executing the application e.g., services involved
in executing a workflow (vi) input and output parameters passed to a particular
service and/or method.

In the CRM application, the analysis of various events is an important aspect
for organizations. The provenance data about users, time, and events is used for
analysis and to get important informations like; the locations of the event, total
time for the event, members who joined the event, the organizers of the event
etc. There are other aspects of the provenance data for software layer e.g., trust,
reliability and authenticity.

Considering a situation where changes are made to the web services on plat-
form layer. This will require appropriate changes to the client application. If the
client application is not updated, any sync process from database to the client
application will result in failure. The provenance data from the client application
will highlight the failure. User can use the provenance chart to find the failure,
but it’s reason is not clear until we layer the provenance data from platform to
the software layer. Layering the provenance data will further explain the reason
of failure and related data for changes made on platform layer.

5.4 Advantage of Integrated Provenance Data

In the above sections, we deployed the CRM application into the Cloud environ-
ment. We collected the provenance data on individual layers, provided various
parameters, queries and the relations which exists between layers. Considering
the fact that Clouds are abstract and the various layers are hidden from the
user, we present the example in figure Bl Users request for the current weather
information using a particular city and country. The client application randomly
chooses one of the weather web services which are provided by different orga-
nizations. The selected service returns the current weather information. Since,
these services use different datasets for the calculation of the weather, the result
is not always the same. In scientific environment, it is important to know why
the results differs from each other.

Without layering: Each layer of provenance gives valuable information. The
software layers provides the provenance data for the selected web service and
methods. The platform provenance provides the information regarding the
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datasets which are consumed and the algorithm which is used for the calcu-
lation. The infrastructure layer provenance data gives information regarding the
Cloud provider and the location of the computation, storage, and communication
devices.

With layering: The integrated provenance data from software, platform and
infrastructure layer identifies the datasets which are used, the web service which
is consumed and information about the Cloud provider. These information pro-
vides the relation between various layers and hence highlight the reason that
why different results are not always the same.

6 Overhead Evaluation

The integrated solution of provenance into Cloud infrastructures particularly
for e-Science applications causes extra overhead of calculation and storage. The
calculation overhead is the extra time needed for the collection, parsing and
storage of the provenance data. In our experiments, the overhead is calculated
for the individual layers of Cloud using the CRM application. The calculation is
performed for the various components of the CRM application which correspond
to Cloud layers. At the infrastructure layer, we tested the eucalyptus Cloud
with node controller and cluster controller services. Platform layer is tested
with WSO2 application service and enterprise service bus. The software layer is
evaluated for the web services snyntodatabase and syncfromdatabase in CRM.

Table [ presents the performance overhead of provenance from various com-
ponents in Cloud and CRM application. The maximum times are the excep-
tional cases and therefore average time was calculated from multiple runs (50)
of components and layers. The average time presents the overhead for collection,
parsing and storing of the provenance. Formula [Tl is used to calculate the over-
all overhead by summation of individual overhead from software, platform and
infrastructure layer.

Depending on the granularity and storage mechanism, time required for prove-
nance may slightly vary. The very low overhead explains the utility of our
provenance collection technique which follows the interceptor based approach
for collection and link based approach to store the data [12]. Given the overall
advantages of provenance, this extra overhead is negligible.

Total Overhead = i(S)z + zn:(P)z + zn:(l)z (1)
i=0 i=0

=0

7 Conclusions

In this paper we emphasis on the provenance data at the various layers of Cloud
infrastructures for the applications deployed there in. To achieve this, first, we
identified individual layers in Cloud computing and presented the related prove-
nance data for each layer. Then various queries were explored that could be an-
swered using the hierarchical architecture of Cloud and deployed applications.
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Table 1. Calculation time overhead for provenance in milliseconds

Cloud layers Max time(ms) Min time(ms) Avg time(ms)
Software (CRM application) 18 2 7
Platform (WSO2 AS) 22 1

Platform (WSO2 ESB) 12 1 2.5
Infrastructure (Eucalyptus NC) 15 2 4
Infrastructure (Eucalyptus CC) 20 7 12
Combined 26 ms

These queries utilized the provenance of individual layer or the integrated prove-
nance data. Further, the identification of relations is provided which exists for
one particular layer or in the integrated provenance data. By exploiting the
Cloud architecture, we divided the provenance into various layers and presented
the mechanism to query and visualize different requests from the perspectives of
various stakeholders including users, developers and Cloud providers themselves.
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Abstract. In this paper, we propose a new OpenCL toolkit called JCL for hete-
rogeneous clusters. Using this toolkit, users can make use of multiple remote
heterogeneous processors including CPUs and GPUs for the execution of their
OpenCL programs. Since load balance is an important issue for the perfor-
mance of the user programs executed by heterogeneous processors, the
proposed toolkit provides users with a set of load-balancing functions to auto-
matically adjust the amount of data assigned to each processor according to
processor’s computation power. We have evaluated the performance of the pro-
posed toolkit in this paper. Our experimental result shows that the proposed
toolkit really can enable the test programs to effectively exploit heterogeneous
processors for enhancing their execution performance.

Keywords: heterogeneous cluster computing, GPU, OpenCL, load balance.

1 Introduction

Recently, NVidia and AMD have proposed their own general-purpose graphic
processing unit (GPGPU, simply called GPU [1] later) for scientific computing. Since
GPU has a high density of computational cores and consumes less energy per instruc-
tion, it is more powerful for data computation and is more helpful for energy saving
and carbon reduction than CPU. Accordingly, more and more cloud-service providers
such as Amazon and Google start to provide not only CPU but also GPU resources for
users to resolve data-intensive or massive-computation problems.

However, the proposed GPU programming toolkits such as CUDA [2] and Brook
[3] are very different from OpenMP [4] or Pthread [5], which are popularly used for
multi-core CPUs. This problem is a big barrier for simultaneously exploiting CPU and
GPU to resolve the same problem since programmers have to learn different pro-
gramming interfaces, and use them in the same program. Fortunately, Khronos Group
has proposed a standard called OpenCL[6] for resolving this problem. The OpenCL
programs can be executed by different processor architectures including CPU, GPU,
CELL [7], and FPGA [8] etc. Consequently, OpenCL successfully reduces the pro-
gramming complexity of heterogeneous processors. However, most of the implemen-
tations of OpenCL do not support cluster computing. When users intend to make use

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 59-f72] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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of cluster resources, they still need to combine OpenCL with MPI [9] in their pro-
grams to distribute data over loosely-coupled resources for concurrent computation.
This is not convenient for users to exploit the resources of heterogeneous clusters.

To resolve this problem, we propose an OpenCL programming toolkit called JCL
for heterogeneous cluster computing in this paper. With the support of JCL, users can
transparently make use of CPUs and GPUs available in computer networks for paral-
lel computation while they don’t know the location of resources. From the viewpoint
of users, they feel that their programs are executed on a computer with many
OpenCL-compatible devices since they don’t have to use MPI for data distribution
any more. Consequently, the programming of heterogeneous clusters can be effective-
ly simplified. Moreover, JCL supports load balance. That is, user programs can auto-
matically self-adjust their data partition by calling the load balancing functions of JCL
to achieve load balance among heterogeneous processors, and thereby enhance their
execution performance.

The rest of this paper is organized as follows. Section 2 is background of OpenCL.
Section 3 and Section 4 briefly describe the framework and implementation of JCL,
respectively. Section 5 discusses the performance of JCL. Section 6 compares JCL
with related programming toolkits. Finally, section 7 gives a short conclusion for this
paper and our future work.

2 Background

OpenCL is a standard proposed by Khronos for programming on heterogeneous pro-
cessor architecture. The user applications developed by using OpenCL can be ex-
ecuted with CPU, GPU and processors of other types. As a consequence, users need
not learn a particular programming toolkit dedicated for each type of processors. The
interfaces of OpenCL basically can be classified into platform layer and runtime
layer. The functions of the platform layer are used for platform control while the func-
tions of the runtime layer are used for executing kernel functions on the target device.
User programs usually use the functions listed in Table 1.

Table 1. OpenCL APIs

Query Platform clGetPlatformIDs()
clGetPlatformInfo()

Query Devices clGetDevicelDs()
clGetDevicelnfo()

Contexts clCreateContext()

Cc d Queues clCreateCommandQueue()

Memory Objects clCreateBuffer()

clEnqueueReadBuffer()
clEnqueueWriteBuffer()

Program Objects clCreateProgramWithSource()

clBuildProgram()
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Table 1. (Continued)

Kernel Objects clCreateKernel()
clSetKernelArg()

Executing Kernels clEnqueueNDRangeKernel()

Event Objects clCreateUserEvent()

clSetUserEventStatus()
clWaitForEvents()

Here we give an example program of vector addition to briefly introduce the
OpenCL functions as shown in Fig.1 and Fig.2. Basically, this program is partitioned
into two parts: host and device. The host program is responsible for device allocation,
creation and submission of kernel functions, and data communication between the
host and the device. The device program is a kernel function executed by the device
for processing problem data pending in the device memory.

int mainQ)
{
/* Variable Declaration */
/* Allocate memory buffer & Initialize the buffer */

//The following function is OpenCL call

ciErr = clGetPlatformIDs(...);

ciErr = clGetDevicelDs(...); .
cXGPUContext = clCreateContext(...); _keme' V°|d VECtOI‘Add
cqCommandQueue = clCreateCommandQueue(...);

cmDevSrcA = clCreateBuffer(...);

cmDevSrcB = cICreateBuffer(..; —global const float 2,
cmDevDst = clCreateBuffer(...); _g|oba| const f|°at* b‘
cSourceCL = oclLoadProgSource(...);
cpProgram = clCreateProgramWithSource(...); _9|0ba| float* <
ciErr = clBuildProgram(...); int iNumElements
ckKernel = clCreateKernel(...);
ciErr = clSetKernelArg(ckKernel, 0, sizeof(cl_mem), (void*)&cmDevSrcA); )
ciErr = clSetKernelArg(ckKernel, 1, sizeof(cl_mem), (void*)&cmDevSrcB); |
ciErr = clSetKernelArg(ckKernel, 2, sizeof(cl_mem), (void*)&cmDevDst); v .
CiErr = clSetKernelArg(ckKernel, 3, sizeof(cl_int), (void*)&iNumElements); intiGID = get_global_id(0);
ciErr = clEnqueueWriteBuffer(...); HIH _ .
ciErr = clEnqueueWriteBuffer(...); If(IGID >= !NumEIerr]ents) return;
ciErr = clEnqueueNDRangeKernel(...); C[IGID] = a[IGID] + b[IGID],
ciErr = clEnqueueReadBuffer(...); }
}
Fig. 1. Host Code of VectorAdd Fig. 2. Kernel Code of VectorAdd

The execution of this program is described as follows. First, the host program que-
ries the platform information by clGetPlatformIDs(), and then obtains a device from
the platform by clGetDevicelDs(). Second, it creates a program context for executing
a kernel function with the device, and builds a command queue for sending com-
mands to the device. Third, it calls clCreateBuffer() to allocate device memory for
data communication between the host and the device, and invokes clLoadProg-
Source(), clCreateProgramWithSource() and clBuildProgram() to create the kernel
function. Forth, it calls clSetKernelArg() for setting the arguments of the Kernel func-
tion, and then it copies data from the host memory to the allocated device memory by
clEnqueueWriteBuffer(), and launches the kernel function into the device for
processing the problem data by clEnqueueNDRangeKernel(). Finally, it copies the
execution result from the device memory to the host memory by clEnqueueReadBuf-
fer() after the execution of the kernel function is finished. When users intend to simul-
taneously exploit multiple OpenCL-compatible devices within a computer for data
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computation, they have to distribute data over a group of threads and make threads
dispatch their assigned data and the same kernel function to different devices for con-
current computation.

3 JCL

JCL is compatible for the OpenCL standards 1.0. When users intend to execute their
OpenCL on a heterogeneous cluster, the only thing they have to do is to recompile
their programs and link with the JCL runtime library instead of the original OpenCL
one. When the threads of a user program execute, the JCL client will transparently
redirect the OpenCL functions invoked by the program threads to remote JCL servers
for concurrent execution. As a result, users feel their programs are executed on a
stand-alone machine with many devices. Moreover, JCL supports dynamic load bal-
ance for iteration applications. User programs can easily adjust the amount of data
assigned to processors to achieve load balance, and thereby increase their execution
performance.

The framework of JCL is based on a client-and-server model as shown in Fig. 3.
The JCL client is responsible to catch the OpenCL functions issued by program
threads, and then redirect the functions to remote JCL servers for execution via
TCP/P sockets [10]. In addition, it keeps track of track the execution time of each
thread, and calculating the amount of data assigned to the thread based on its compu-
tational power whenever the thread calls the load-balancing function of JCL. On the
other hand, the JCL server is responsible to manage OpenCL-compatible devices
within a computer, and execute the OpenCL function calls coming from the JCL
clients on the local devices. For transparent resource allocation, the JCL server gets
the handles of all the devices within the local host by calling the OpenCL functions of
getting device identifier, and registers its platform information and location to the
resource broker in a computer cluster before it starts to serve the JCL clients. In the
JCL framework, the client and the server can be executed on the same machine while
the mapping between clients and servers is one-to-many. In other words, one client
can be served by many servers while one server cannot serve multiple clients at the
same time.

Client

—‘ 4 2. Get IC
3. Reply Available
v

T by
o Nvidia OpenCL
|| Hetos Device AP

Load Balance:

Socket Client API

Host 08

JCL Server Program |

Sacket Server
APL

Host 08 |
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Fig. 3. Framework of JCL

JCL Computing Resoure

Fig. 4. Control flow of JCL
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The scenario of program execution in the JCL framework is simply described as
follows. When a user program starts to execute, the JCL client will ask the resource
broker for allocating a group of free JCL servers according to user’s resource re-
quirement. After receiving the location and platform information of the servers allo-
cated by the resource broker, the JCL client will ask the allocated servers for getting
their device handles and will build a schedule table for mapping program threads to
devices. Currently, the way of thread-to-device mapping is round robin. After re-
source allocation, the user program can continue to create a number of working
threads according to the total device number, and evenly distributes data over the
working threads for concurrent computation. When the program threads invoke
OpenCL functions, the JCL client will look up the mapping table of threads to devic-
es, and then redirect the invoked functions with the device handles to the mapped JCL
servers for concurrent execution.

As previously described, JCL allows user programs to transparently exploit mul-
tiple heterogeneous resources including CPUs and GPUs at the same time. However,
load balance is a big problem for the execution performance of user programs since
the computational power of each processor is not identical, and the performance gap
between CPU and GPU is very big. For resolving this problem, user programs can
create more threads than devices, and then the JCL client dynamically allocate the
threads onto the devices when idle JCL servers ask for more threads. As a result, the
devices with higher computational power can get more threads than the others to
achieve load balance. However, this method induces a significant overhead to affect
the performance of high-speed GPUs since the JCL servers have to ask the JCL client
for more pending threads many times. Therefore, JCL adapts data repartition instead
of thread redistribution for load balance. To achieve this goal, JCL provides a set of
load-balancing functions for users to partition their problems according to the compu-
tational power of processors. When user programs call the load-balancing functions,
they can automatically adjust their data partition to achieve load balance among
processors.

#define NODE8 //The number of paralle| for(int k=0;k <ITERATION;k+ +){
#define NUM_BODY //The amount of computing data
void *calculateNewlnfo(void *sendInfo){ IbGetPartSizeOffset(&count,&start, N\UM_BODY,row);
/* Variable Declaration */ IbGetNDkernelCoreSize(&GlobalWorkSize,&LocalWorkSize)

* itiali #
/* Allocate memory buffer & Initialize the buffer */ IbProfileTimeStart(;

ciErrl = clSetKernelArg(..., (void*)&start);

/{The following function is OpenCL call ciErrl = clSetKernelArg(..., (void*)&count);
ciErrl = clEnqueueWriteBuffer(...);
Iblnitial(NODE); ciErrl = clEnqueueWriteBuffer(...);
ciErrl = clEnqueueWriteBuffer(...);
. ciErrl = clEnqueueWriteBuffer(...);
cikrr = clGetPlatformiDs(..); ciErrl = clEnqueueNDRangeKernel(.., &GlobalWorkSize,
ciErr = clGetDevicelDs(...); &LocalWorkSize, ...);
cxGPUContext = cICreateContext(.); ciErrl = clEnqueueReadBuffer(..., sizeof(float) * start,
cqCommandQueue = clCreateCommandQueue(..); i sizeof(float) * count,...); .
DevNewVX = clCreateBuffer(.); ciErrl = :IEnqueuleReadBuffer(m, sizeof(float) * start,
i J sizeof(float) * count,...);
cSourceCL = oclLoadProgSource(..; ciErrl = clEnqueueReadBuffer(..., sizeof(float) * start,
cpProgram = c|CreateProgramWithSource(..); sizeof(float) * count,...);
ciErr = clBuildProgram(.); ciErrl = clEnqueueReadBuffer(..., sizeof(float) * start,

sizeof(float) * count,...);
IbProfileTimeEnd();
}pthread_exit(0);

ckKernel = clCreateKernel(...;
ciErr = clSetKernelArg(..);
ciErr = clEnqueueWriteBuffer(..); )

Fig. 5. Nbody with using the load balancing functions of JCL
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Here we give a working function of the threads in the N-body application to explain
how to use the load-balancing functions of JCL as shown in Fig. 5. Nbody is an iteration
application to simulate the motion of bodies under the effect of gravitation. At the begin-
ning of each iteration, each thread calls 1bGetPartSizeOffset() to obtain the amount of
assigned data, and the address offset of the first one of the assigned data within a memory
buffer. In addition, each thread calls IbProfileTimeStart() and IbProfileTimeEnd() to
record the execution time of the current iteration for next-iteration data partition. Since the
global working size must be dividable by the local working size based on the specification
of OpenCL, each thread performs IbGetNDKernelCoreSize() to obtain the best size of the
cores used to execute the kernel function for processing the assigned data.

4 Implementation

The implementation of JCL is based on Linux operation system and the TCP/IP pro-
tocol. We briefly describe how to implement the function redirection and load balance
of JCL in this paper.

4.1 Redirection of Function Calls

Because of the length limit of the paper, here we describe the implementation of only
three different OpenCL functions as follows.

cl_intclGetPlatformIDs(cl_uint num_entries,cl_platform_id *platforms, cl_uint*
num_platforms).

This function is used to get the platform information. The num_entries argument is
the number of platform. The platforms argument is the list of platform. The
num_platforms argument is the number of platforms returned. The process of this
function is shown in Fig. 6.

ICL client JCL server et 5
JCL client ICL server
ICL libeary JCL library

‘cl[}c\l’lalfwm[Ds[) ‘ ‘ Case cGetPlatfromIDs: ‘ User Application “ ‘ ‘ Case ¢Eng) it fer: ‘ ‘ Device ‘
T T '
! T :
| i % |
i | 5

‘ User Application
T

P ———

iCallelGetPlfomiDy

Send fune_path

flum_entries Call clGetPlatfromI Ds() 3
- |

7 dIGelPlatfomiDs()

T ellinguenoWrieBuflert)

7| *pliforms,
'] plaiforms | !
chesul_code

platforms,
num_platforms
clresult_code

Fig. 6. Process of clGetPlatformIDs Fig. 7. Process of clEnqueueWriteBuffer()

When a user program calls this function, the JCL client will redirect this function
to each of the JCL servers allocated to this program as shown in Fig.6. Each JCL
server will generate a array which can store N cl_platform_id values, and a cl_unit
variable called num_platform for calling clGetPlatformIDs(), and then return the
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cl_platform_id values and the num_platform value obtained by calling clGetPlatfor-
mlIDs() to the JCL clinet. Finally, the JCL client will integrate all the cl_platform_id
values coming from the JCL servers.

clEnqueueWriteBuffer (cl_command_queue command_queue, cl_mem buffer,
cl_bool blocking_write, size_t offset,size_t

size,const void *ptr,cl_uint num_events_in_wait_list,

const cl_event *event_wait_list, cl_event *event).

This function is used for copying data from the host memory to the device memo-
ry. Buffer and ptr respectively denote the address of the host memory and the device
memory. Size is the length of data. Blocking_write is a flag to specify the operation is
blocking or non_blocking. The other augments are used to set waiting events. The
process of this function is shown in Fig.7. When a program thread calls this function,
the JCL client will send the values of command_queue, blocking_write, offset, size,
and number_events_in_wait_list to the JCL server. The JCL server will allocate a
buffer according to the value of size for receiving the data coming from the JCL client
later. After sending the data to the JCL server, the JCL client will send the value of
ptr to the JCL server. Next, the JCL server will copy the data from the buffer to the
device memory from the prt+offset address to the prt_offset+size-1 address, and will
return clresult_code to the JCL client. Finally, the JCL client will transfer the received
clresult_code to the calling thread.

cl_intclSetEventCallback (cl_event event, cl_int command_exec_callback_type,
void (CL_CALLBACK *pfn_event_notify(cl_event event, cl_int
event_command_exec_status, void * user_data), void *user_data).

This function is used for program threads to register a callback function for calling a
given OpenCL function. When the execution status of the called OpenCL function
matches the registered event, the registered callback function will be invoked to handle
the event. Accordingly, the event argument is used to specify the registered event.
Command_exec_callback_type is the condition of triggering the callback function.
Pfn_event_notify is a function pointer, which points to the callback function. User_data
is the argument of the callback function. The process of this function is shown in Fig. 8.

ICL client JCL server

clSetEventCallback() Callback tn

elselivemCallback() L

I
Path-eStoveniCallback - [7]

Send Userl

of | poumeer | i
Create thread il Wait for the. :
s i

Wit eultback func| | - Coresull_gode
Curesull_code

Curesult_code

Touch Event

Creple n new link

Return Originul parameter [l

Fig. 8. Process of clSetEventCallback()
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The JCL client will allocate a communication port for the callback function, and
will create a thread to listen at the port in order for waiting a trigger signal from the
JCL server. Next, the JCL client will sent the argument values and the port number to
the JCL servers. The JCL server will create a dummy callback function for the speci-
fied event, and then will call clSetEventCallBack() with the received argument values,
and the dummy callback function. When the execution status of a called OpenCL
function matches the registered event, the dummy callback function will be invoked
to send a signal to the JCL client for handling the event. The thread listening to the
communication port created for the event will wake up to call the real callback func-
tion to handle the event.

4.2  Load Balancing Functions

void lbInitial(int thread_num).

This function is used for the initialization of dynamic load balance. The argument
of thread_num is the number of program threads. When this function is called, the
JCL client will allocate an time array, called ftime for storing the execution time of
threads in each iteration, and will create a barrier for thread synchronization in IbGet-
PartSizeOffset().

void IbProfileTimeStart().
When a thread calls this function, the JCL client will record the current time into
ttime[id] where id is the identifier of the thread.

voidlbProfiletimeEnd().

When a thread calls this function, the JCL client will record the current time and
store the time interval between the current time and ttime[id] into ttime[id] for later
use in IbGetPartSizeOffset().

void IbGetPartSizeOffset(size_t *getsize, size_t *get-offset, size_t problemsize,
size_t rowsize).

The arguments of getsize and getoffset are the memory addresses of the variables
used for storing the amount of data and the position offset of the first one of the data
assigned to the calling thread. The arguments of problemsize and rowsize are the total
amount of data pending for computation, and the number of data in a partition unit,
respectively. When a thread calls this function, the JCL client will process this func-
tion call as follows.

First, the JCL client calculates the power factor of the calling thread as follows.

datasize
power, =———— & — ey
executiont ime,

Assume the identifier of the calling thread is i. In the above equation, the parameters
of datasize, and executiontime; denote the amount of data computed by the calling
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thread, and the execution time of the thread at the kth iteration. Second, the JCL client
calculates the average load factor of program threads, and then estimates the relative
power factor of the calling thread at the kth iteration as follows.

average_ power, = ZZI power, | N,N =thread NO. )

relative_ power, = power, | average_ power,.  (3)

Finally, the JCL client calculates the amount of data assigned to the calling thread,
and the offset of the first assigned data as follows.

. roblemsiz e .
datasize, ., = PIOOIMSIZE + relative _ power, “)
N
i-1 .
offset 41, = zi:O datasize (5)

void IbGetNDkernelCoreSize(size_t*GlobalWorkSizesize_t *LocalWorkSize).

This function is used to get the maximal number of cores available in a working
group. The value of the GlobalWorkSize argument usually is equal to the amount of
data assigned to the calling thread. Since the global work size must be evenly divida-
ble by the local work size according to the specification of OpenCL, the JCL client
sets the LocalWorkSize as the maximal integer which is not bigger than
CL_DEVICE_MAX_WORK_GROUP_SIZE, and can evenly divide GlobalWork-
Size. The two arguments of GlobalWorkSize and LocalWorkSize are used for calling
EnqueueNDkernel() later.

5 Performance Evaluation

We have implemented two OpenCL applications including Nbody and Matrix Multip-
lication for evaluating the performance of JCL. We compiled the test programs with
linking the runtime library of JCL, and then executed them with a cluster of comput-
ers connected with 1Gbps Ethernet, as shown in Table 2. In this performance evalua-
tion, we did three experiments for evaluating the performance of JCL. The first is to
estimate the overhead of JCL. The second is to measure the speedup of JCL. The third
is to evaluate the effectiveness of load balancing of JCL.

Table 2. Experimental environment

Device type Device & Memory
CPU Intel Xeon 5500, 16GB RAM
JCL servers GPU NVidia GT9800, 1IGB VRAM
GPU NVidia 550Ti, 1IGB VRAM
GPU ATI HD5570, 1GB VRAM
JCL client CPU Intel Q6600, 2GB RAM
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5.1 Overhead of JCL

This experiment is aimed at comparing the cost of JCL runtime time library with that
of the original OpenCL runtime library for several OpenCL functions, and estimating
the communication overhead of exploiting a remote JCL server. The test program
used in this experiment was the Nbody application or 100 iterations. The JCL server
was executed on the host with the Xeon 5500 processor. The experimental result is
shown in Fig. 9.
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Fig. 9. Breakdown of the execution time of Nbody

It can be found that the overhead of the JCL library is low compared to the origi-
nal OpenCL runtime library. The cost difference of the two libraries happens in the
functions of clEnqueueWriteBuffer() and clEnqueueReadBuffer(). The main reason
for this cost difference is that the JCL client exchange data with the JCL server
through network when it executes the two functions. Although this communication
cost increases as well as the amount of data, however it is necessary and unavoidable
while it is reducible by higher speed networks. Fortunately, most of execution time is
spent on the function of clEnqueueNDRangeKernel(), i.e., data computation. Conse-
quently, the total execution time of the test program has no obvious difference al-
though the program is linked with two different libraries.

5.2  Speedup

In this experiment, we intend to evaluate the effectiveness of JCL on the performance
of the test programs, which are executed by multiple GPUs in a cluster. In order to
control performance factors, we ran the test applications with using four NVidia
550Ti GPUs, and then estimated the speedup of the test programs by using the one-
node case to be baseline. The speedups of the two test programs are shown in Fig. 10
and Figure 11, respectively. The experimental result shows that the speedups of the
two test programs are effectively increased when the number of used GPUs increases
in most of cases. However, the network speed is much slower than the computation
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speed of GPUs. Consequently, the speedup is not linearly increased with the number
of used GPUs especially when the problem size is small. That is why the MM appli-
cation with 1024x1024 float-point numbers cannot obtain a speedup because the
communication cost of distributing data over GPUs cannot be compensated by the
computation cost saved by parallel computation with the GPUs. Fortunately, higher
speed networks can improve this problem. This problem will disappear and the spee-
dup of the test programs will become more obvious when the problem size becomes
large enough as shown in the experimental result.
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Fig. 10. Speedup of MM Fig. 11. Speedup of Nbody

5.3  The Effectiveness of Load Balance

In this experiment, we used four different-speed processors including Intel Xeon
5500, NVidia 9800, 550Ti and ATI 5570HD for executing the kernel functions of the
test programs. We ran the test applications respectively with and without the load
balancing functions of JCL, and evaluated the performance of the test applications in
the two different cases. The experimental results are depicted in Fig. 12 and Fig. 13. It
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can be found that when the test programs don’t use the load balancing functions of
JCL, the execution times of NVidia 550Ti and ATI 5570HD are much less those of
Intel 5550 and NVidia 9800 since the former two is more powerful in data computa-
tion than the latter two. By contrast, all the execution times of the four processors
become very average when the test programs use the load balancing functions of JCL.
Consequently, the performance of the test programs is successfully improved due to
load balance. As previously discussed, the load-balancing function of JCL is really
effective for increasing the performance of user programs.

6 Related Work

Some programming toolkits like JCL had been proposed in past studies. For example,
rCUDA [11] is aimed at resource sharing for minimizing the number of high-end
GPU-compatible devices in clouds because of considering resource utilization and
energy consumption. This toolkit is implemented also based on TCP/IP socket. With
the rCUDA client, the CUDA functions issued by user programs can be redirected to
remote CUDA-compatible GPU for execution. However, this toolkit supports only
NVidia GPU, and does not support parallel computing. vCUDA [12] is a toolkit dedi-
cated to enabling virtual machines to support user programs for accessing physical
CUDA-compatible devices through the software boundary. This toolkit is imple-
mented based on XML-RPC. As a result, the communication cost of vVCUDA is high-
er than that of rCUDA. Hybrid OpenCL [13] is aimed at providing an abstraction of
different implementations of OpenCL over network. With the support of this toolkit,
user programs can connect multiple runtime systems of OpenCL over network. The
goal of Hybrid OpenCL is as same as that of JCL while it does not support load bal-
ance and callback functions. Virtual OpenCL (VCL) [14] is a cluster platform, which
allows OpenCL programs to make use of multiple GPU in a cluster. The framework
and implementation of VCL is similar to JCL while it currently does not support load
balance and provides only GPUs but CPUs for data computation. Compared to rCU-
DA and vCUDA, JCL is focused on parallel computing but not resource sharing or
virtualization. Moreover, JCL supports not only NVidia GPU but also AMD GPU and
x86 CPUs proposed by any vendors. Different to Hybrid OpenCL and VCL, JCL
allows users to simultaneously exploit both of CPUs and GPUs in a cluster for resolv-
ing the same problem while they are not aware of resource location, and data commu-
nication between the local host and remote servers. In addition, JCL supports load
balance for enhancing the performance of user programs.

7 Conclusion and Future Work

We have successfully developed an OpenCL programming called JCL for heteroge-
neous cluster computing in this paper. With the support of JCL, users can write pro-
grams by means of the same programming interface, i.e., OpenCL, and make use of
multiple heterogeneous processors including GPUs and CPUs distributed in computer
networks for the execution of their OpenCL programs while they are not aware of
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resource location, and data communication between the local host and the remote
servers. Consequently, JCL successfully reduces the programming complexity of
heterogeneous cluster computing. Our experimental result has shown that the over-
head of the proposed toolkit is negligible. User programs indeed effectively exploit
the computational power of processors with using the load balancing functions of
JCL, and thereby enhance their performance.

In addition to CPU and GPU, the processors of embedded systems such as ARM
and FPGA can support OpenCL. Therefore, we will extend the framework of JCL to
aggregate FPGAs and ARMs with CPUs and GPUs together for minimizing the time
of resolving data-intensive or massive-computation problems. In addition, we will
build a cloud program development environment based on JCL for users to make use
of heterogeneous resources in clouds for parallel computing [15].
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Abstract. MapReduce is an effective tool for processing large amounts of data
in parallel using a cluster of processors or computers. One common data
processing task is the join operation, which combines two or more datasets
based on values common to each. In this paper, we present a network aware
multi-way join for MapReduce(NAMM) that improves performance by redi-
stributing the workload amongst reducers. NAMM achieves this by redistribut-
ing tuples directly between reducers with an intelligent network aware
algorithm. We show that our presented technique has significant potential to
minimize the time required to join multiple datasets.

Keywords: MapReduce, Hadoop, Multiway Join, Workload Redistribution.

1 Introduction

MapReduce [1] is a flexible programming model proposed by Google for processing
and creating data sets over a cluster of computers. The MapReduce model hides
extraneous details inherent in distributed programming such as parallelization, fault
tolerance, data distribution and load balancing within a library. This simplifies the
process of writing distributed programs, which is an advantage MapReduce has over
other distributed programming models such as MPI that requires the programmer to
explicitly handle the data flow [2].

Programmers who use the MapReduce library need to write two functions a map
function and a reduce function. The purpose of the map function is to take the input
key/value pairs from an input source, process it and then outputs a set of intermediate
key/value pairs. The intermediate key/value pairs it generates is then fed into a reduce
function which processes the key/value pairs and then generates as output its own set
of key/value pairs.
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Parallelism is achieved by running multiple map and reduce functions on multiple
processors or machines. The intermediate key/value pairs produced by each of the
map functions are partitioned so that intermediate key/value pairs that share the same
key are all sent to the same reduce function to be processed.

Since its conception by Google the MapReduce model has inspired others to adopt its
paradigm. One of the most well known adopters was Yahoo, who developed an open
source implementation known as Hadoop [3] which operates under the Apache license.
Hadoop is a Java-based implementation and by default runs on its own distributed file
system (HDFS). Because Hadoop is open source, well documented and easy to use, the
tool has gained prominence in the distributed programming community. For this reason,
we use Hadoop as our reference platform for MapReduce in this paper.

The MapReduce model is effective at processing large amounts of data or datasets. A
dataset is essentially a set of tuples stored in a file. In this paper, we look at one of the
most common data processing operations called a join, which combines two or more
datasets together based on some common value. There are many possible ways to im-
plement a join. The efficiency of a join implementation depends on how many data sets
there are and how large the data sets are. A MapReduce join can be implemented as a
map-side join or a reduce-side join and multiple datasets may be handled either as suc-
cessive two-way joins known as a cascade of joins or with a multiway join [4].

Multiway joins have certain advantages and disadvantages over cascade joins.
First, it avoids considerable overhead since it does not to setup multiple jobs. Second,
it can save space on the network since it does not need to store intermediate results.
However, there are some drawbacks to multiway joins. When a multiway join is per-
formed it needs to buffer tuples. This can lead to memory problems, especially if the
data is skewed. Therefore, the number of datasets and size of datasets are limited by
the memory resources available.

The main idea of NAMM is to improve processing time of a multiway join by redi-
stributing the workload between reducers. The main contributions of our work are as
follows. First, we present a model to redistribute tuples amongst reducers on the Ma-
pReduce framework for a multiway join. Second, we show how the NAMM redistri-
bution algorithm can reduce job response times for a multiway join by considering
network distance and reducer workload. Third, we compare our method to an alterna-
tive method, which does not take into account these factors.

The rest of this paper is organized as follows. Section 2 explains our research mod-
el and presents the proposed techniques on multiway joins and tuple redistribution.
In Section 3, the simulation results and performance analysis are given to weigh the
pros and cons of the proposed method. In Section 4, we discuss related work. Finally,
the conclusion and future work are presented in Section 5.

2 Research Model

2.1 Network Model

The research model for this study is presented in Figure 1, which shows a network
environment consisting of switches, racks and nodes. The two-level tree topology
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shown in Fig 1(a) is a common network layout used by Hadoop. Each rack contains a
set of servers (nodes) all interlinked by a switch. The racks themselves then uplink to
a core switch or router. It is important to note that the total bandwidth between nodes
on the same rack is much greater than that between nodes on different racks. The
nodes are used to run map or reduce tasks as shown in Fig 1(b). In this paper, map
tasks and reduce tasks are also referred to as mappers and reducers respectively.

> B

Switch

(" Rack 1 N (" Rack 2 N Disks

Task Task Task

Reducer 1 Reducer 2 Reducer 3
(a) (b)

Fig. 1. Research model in this paper (a) a tree network consisting of racks and nodes (b) A node
running a set of reduce tasks

2.2 Join Algorithms

Join algorithms have been studied extensively over the years, with many different
variants existing for each type of algorithm. Many join algorithms in academia pre-
date the invention of MapReduce, due to their ubiquitous use throughout the database
community. The multiway join algorithm presented in this paper is a hybrid join
based on pre-existing MapReduce join model for reduce-side joins and a hash-join
which handles joins locally on the reducer.

2.2.1 Reduce-Side Join

Reduce-side joins are based on the MapReduce programming model which is com-
posed of a map phase and a reduce phase. In the map phase, the datasets are read by a
map function by each map task, one tuple at a time. The purpose of the map function
is only to pre-process the tuples and sort them by the join key. Before tuples are parti-
tioned based on their join key, they are tagged so that the reduce function can know
which table the tuple originated from. The tuples are then sent to their respective re-
ducer where they are to be joined. Each tuple is then joined by the reducer based on
which table they came from.
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2.2.2 Hash Join

A hash join is a traditional algorithm used by databases for joining two datasets to-
gether. A hash join consists of two distinct phases a ‘build’ phase and a ‘probe’ phase.
In the build phase the smallest dataset is inserted into a in-memory hash table. In the

probe phase the largest dataset is scanned and joined with the appropriate tuple(s)
stored in the hash table.

2.2.3 NAMM Multiway Join

In this section we present our proposed multiway join. The purpose of a multiway join
is to join multiple datasets together. Our proposed join improves performance of the
multiway join by redistributing the workload amongst reducers. Unlike other schemes
that redistribute the workload using a distributed queue [5], our methodology redistri-
butes the workload directly between reducers with help of a mediator service, as
shown in fig 2.
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Fig. 2. Multiway Join Tuple Redistribution with NAMM

The reduce-side join and the hash join algorithms are both examples of a two-way
join. Two-way joins are joins that involve only two tables. Multiway joins are joins
involving more than two tables. The multiway join presented in this paper uses a re-
duce-side join to join the two largest datasets and a hash join on the reducer side to
join that result with several smaller datasets. The two largest datasets are partitioned
and sent to the various reducers using the typical reduce-side join mechanism.

Unlike the typical multiway join mechanism [6], the smaller datasets are sent to all
the reducers. This can be done by duplicating tuples in the mapper phase so that a
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copy is sent to each reducer or in Hadoop by using its distributed cache mechanism.
Therefore, this method is appropriate in situations where the aggregate size of the
smaller datasets can fit in the memory of each node used to execute a reduce task.

Once the mappers have sent the reducers all the tuples, the reducers are able to
process the tuples. The two largest datasets are then joined with a traditional reduce-
side join. After completing the initial primary join, the reducer registers with the me-
diator. The mediator is provided details from the reducer about the number of tuples it
has, and details on which node it resides.

From the list of reducers already registered, the reducer will attempt to send a
batch of tuples to another reducer. For the sake of clarity in this paper, we define two
types of reducers, senders and receivers. Senders are those reducers that still have
tuples to join and receivers are idle reducers that already processed their workload.
The sender makes a request to the mediator to find a receiver on the network. It then
prepares a batch of tuples to send from the initial primary join. The size of the batch
depends on memory size of reducers and number of tuples being processed. The me-
diator then finds the reducer closest on the network in terms of network distance. If
the mediator is unable to find a suitable receiver, the sender hash joins the batch of
tuples it prepared instead. Network distance in this study is based on the same concept
used in Hadoop [3] and is calculated based on the number of switches that exist be-
tween two nodes. There are three different scenarios that may occur in a data center.
Given a node n/ on rack r/ in data center d/. This can be represented as /d1/rl/nl.
Using this notation, here are the distances for the three scenarios:

e distance(/d1/r1/nl, /d1/r1/n1) = O (processes on the same node)

e distance(/d1/r1/nl, /d1/r1/n2) = 2 (different nodes on the same rack)

e distance(/d1/r1/nl, /d1/r2/n3) = 4 (nodes on different racks in the same data
center)

Once a sender has sent all its tuples to a receiver it prepares another batch of tuples. If
the sender has less tuples to process than other senders, it processse these tuples itself.
Otherwise, the sender makes another redistribution request to the mediator.

3 Evaluation

3.1 Experiment Configuration

To evaluate the performance of the proposed technique, we implemented the NAMM
multiway join method and tested its performance on a simulated MapReduce envi-
ronment. We then evaluated its performance against a network unaware method.
Overall, the network unaware method is the same as the NAMM method but sends its
tuples to the first available receiver. We then tested both algorithms using various
workloads using 200, 600 and 1000 million tuples. These workloads represent low
loading (LL), medium loading (ML) and high loading (HL), respectively. For the sake
of clarity, the experimental parameters used in this study are presented in Table 1.
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Table 1. Experimental Parameters

Parameter Definition Description
LL Low Loading 200M tuples
ML Medium Loading 600M tuples
HL High Loading 1000M tuples
n n Loading nM tuples

In order to test our proposed algorithm the MapReduce environment was setup to
emulate a small cluster of computers. The cluster for our test environment consisted
of two racks, with two nodes per rack and three reducers per node as shown in Fig 1.
In total, 18 cases were used to test the performance of NAMM. These test cases are
presented in Table 2.

Table 2. Test Cases

Rack Rack 1 Rack 2
Node Node 1 Node 2 Node 3 Node 4
Reducer 1 2 3 4 5 6 7 8 9 10 11 12

1 ML ML /ML ML ML ML ML ML ML | ML | ML ML

2 LL HL LL | LL | LL | LL LL LL | LL | LL LL LL
3 ML HL |ML /ML | ML ML ML | ML | ML | ML | ML ML
4 HL LL HL | LL | LL | LL LL LL | LL | LL LL LL
5 LL HL LL | LL | HL | LL LL LL | LL | LL LL LL
6 LL HL LL | LL | LL | LL LL LL | HL | LL LL LL
7 HL ML HL /ML | ML ML | ML | ML | ML | ML | ML ML
o 8 ML HL |ML ML | ML ML | ML ML | ML | ML | ML ML
S 19 ML HL | ML ML ML ML ML | ML | HL | ML | ML ML
Z 10 LL LL LL | HL | HL | HL | HL | HL | HL | HL HL HL
&= 11 LL LL LL | LL | LL | LL | HL | HL | HL | HL HL HL

12 LL LL LL | LL | LL | LL LL LL | LL | HL HL HL
13 ML ML | ML | HL | HL | HL | HL | HL | HL | HL HL HL
14 ML ML | ML | ML | ML | ML | HL | HL | HL | HL HL HL
15 ML ML | ML | ML | ML | ML | ML | ML | ML | HL HL HL
16 0 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800 | 900 | 1000 | 1100
17 | 1100 | 1000 | 900 | 800 | 700 | 600 | 500 | 400 | 300 | 200 100 0

18 LL HL LL | HL | LL | HL | LL | HL | LL | HL LL HL

3.2  Experiment Results

In this paper, we compare five different redistribution methods using the test cases
from Table 2. The redistribution methods considered in this study use a combination
of the redistribution features shown in Table 3.

Table 3. Redistribution Features

Undistributed no tuple redistribution

Network Unaware network distance between reducers not considered

Network Aware network distance between reducers considered

SingleSend reducers redistribute tuples to only one receiver each hash join

Multisend reducer with heaviest load attempts to redistribute tuples to mul-
tiple receivers before executing a hash join
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The workload of a reducer is the total number of reduce-side joins and hash joins
performed by that reducer. A MapReduce job does not complete until all mappers and
reducers have completed their tasks. Therefore, the redistribution method that has the
best performance is the redistribution method whose worst-case reducer has the least
number of joins. We consider the worst-case reducer to be whichever reducer per-
formed the most number of joins.

2500
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Work Load (million joins)
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BUndistributed ~ MUnaware SingleSend =~ BUnaware Multisend B Aware SingleSend B Aware Multisend

Fig. 3. The results for workload distribution on the worst-case reducer

In Fig 3, we compare the performance of the worst-case reducer for each redistri-
bution method. In majority of test cases NAMM using network aware and multisend
methods is able to significantly reduce the workload on each reducer, compared to
other redistribution techniques covered in this study. The efficiency of NAMM is
more apparent in test cases when the workload among reducers is less evenly distri-
buted. In test case 1, all the reducers had exactly the same workload and consequently
no redistribution takes place. In test case 13, and test case 14 the workload was distri-
buted amongst reducer in such a fashion that there was no opportunity for multiple
batch sends to occur. Test case 18 shows that in some instances multiple tuple redi-
stributions from the same reducer can interfere with the overall time taken to com-
plete a job. Overall, NAMM technique was able to improve workload redistribution
by up to 12% when using the single send technique, and up to 21% improvement
when compared to other network unaware methods assessed in this study.

4 Related Work

Joins have been studied in detail by many sources. Investigations and descriptions of
the various joins have been collated by other works [6] [9]. One such work that dis-
cusses handling joins using a mediator over a network is presented by [7]. This sys-
tem employs a balanced network utilization metric to optimize the use of all network



80 K. Slagter et al.

paths in a global-scale database federation. It uses a metric that allows algorithms to
exploit excess capacity in the network, while avoiding narrow, long-haul paths. A
work similar to our paper is presented by [5] uses a distributed queue [8] rather than
using peerwise network connections to perform multiway joins and does not take into
account network distance when redistributing tuples.

5 Conclusion and Future Work

In this paper, a network aware multiway MapReduce join (NAMM) technique is pre-
sented for redistributing workload for MapReduce. The simulation results show that
NAMM can significantly improve tuple redistribution with Mutiway Joins for Ma-
pReduce applications. NAMM'’s has shown up to 21% improvement over other net-
work unaware methods.

NAMM is designed for users who intend to use to perform a multiway join be-
tween two large datasets and several smaller datasets with MapReduce. In future work
it would be desirable to explore how this system could be extended to handle more
than two large datasets and how to improve its performance on different network
topologies or hardware configurations. We leave these tasks for future work.

References

[1] Dean, J., Ghemawat, S.: MapReduce: simplified data processing on large clusters. Com-
mun. ACM 51, 107-113 (2008)

[2] Hoefler, T., Lumsdaine, A., Dongarra, J.: Towards Efficient MapReduce Using MPI. In:
Ropo, M., Westerholm, J., Dongarra, J. (eds.) PVM/MPI. LNCS, vol. 5759, pp. 240-249.
Springer, Heidelberg (2009)

[3] White, T.: Hadoop the definitive guide, 2nd edn. O’Reilly, Sebastopol (2010)

[4] Afrati, F.N., Ullman, J.D.: Optimizing Multiway Joins in a Map-Reduce Environment.
IEEE Transactions on Knowledge and Data Engineering 23, 1282-1298 (2011)

[5] Lynden, S., Tanimura, Y., Kojima, I., Matono, A.: Dynamic Data Redistribution for Ma-
pReduce Joins. In: 2011 IEEE Third International Conference on Cloud Computing Tech-
nology and Science (CloudCom), pp. 717-723 (2011)

[6] Chandar, J.: Join Algorithms using Map/Reduce, Master of Science, School of Informatics,
University of Edinburgh (2010)

[7]1 Wang, X., Burns, R., Terzis, A., Deshpande, A.: Network-aware join processing in global-
scale database federations. In: IEEE 24th International Conference on Data Engineering,
ICDE 2008, pp. 586-595 (2008)

[8] Hunt, P., Konar, M., Junqueira, F.P., Reed, B.: ZooKeeper: Wait-free coordination for In-
ternet-scale systems. In: USENIX ATC (2010)

[9] Palla, K.: A Comparative Analysis of Join Algorithms Using the Hadoop Map/Reduce
Framework, Master of Science, School of Informatics, University of Edinburgh (2009)



Automatic Resource Scaling for Web Applications
in the Cloud

Ching-Chi Lin"?, Jan-Jan Wu', Pangfeng Liu®, Jeng-An Lin’, and Li-Chung Song®

! Institute of Information Science Research Center for Information Technology Innovation
Academia Sinica, Taipei, Taiwan
{deathsimon,wuj}@iis.sinica.edu.tw
? Department of Computer Science and Information Engineering Graduate
Institute of Networking and Multimedia National Taiwan University, Taipei, Taiwan
{pangfeng,r99944038,r00922089}@csie.ntu.edu. tw

Abstract. Web applications play a major role in various enterprise and cloud
services. With the popularity of social networks and with the speed at which in-
formation can be disseminate around the globe, online systems need to face ev-
er-growing, unpredictable peak load events.

Auto-scaling technique provides on-demand resources according to work-
load in cloud computing system. However, most of the existing solutions are
subject to some of the following constraints: (1) replying on user provided scal-
ing metrics and threshold values, (2) employing the simple Majority Vote scal-
ing algorithm, which is ineffective for scaling Web applications, and (3) lack of
capability for predicting workload changes. In this work, we propose an effec-
tive auto-scaling strategy, called Work-load Based scaling algorithm, for Web
applications. Our proposed scaling strategy is not subject to the aforementioned
constraints, and can respond to fluctuated workload and sudden workload
change in a short time without relying on over-provisioning of resources. We
also propose a new method for analyzing the trend of workload changes. This
trend analysis method provides useful information to the scaling algorithm to
avoid unnecessary scaling actions, which in turn shortens the response time of
requests. The experiment results show that the hybrid Workload Based and
trend analysis method keeps response time within 2 seconds even when facing
sudden workload change.

Keywords: Cloud Computing, Auto-Scaling, Web Applications, Resource
Provisioning, Trend Analysis.

1 Introduction

Web applications play a major role in various enterprise and cloud services. Many
Web applications, such as eBanking, eCommerce and online gaming, face fluctuating
loads. Some of the loads are predictable, such as the workload around a holiday for
eShopping services. However, with the popularity of social networks and with the
speed at which information can disseminate around the globe, online systems need to
face ever-growing, unpredictable peak load events.
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Auto-scaling is a solution that not only maintains application service quality but al-
so reduces wasted resources while facing fluctuating loads. The basic idea of auto-
scaling is to estimate the load for short window of time, and then be able to up-scale
or down-scale the resources when there is a need for it. Many cloud services, such as
Amazon EC2 [1] and Google App Engine [2], have proposed auto-scaling service.
Other software such as Scalr [3] and RightScale [4] provide auto-scaling mechanism
that can apply to cloud environments. However, most of the existing solutions are
subject to some of the following constraints: (1) replying on user-provided scaling
metrics and threshold values, (2) employing the simple Majority Vote scaling algo-
rithm, which we will show in this paper to be ineffective for scaling Web applica-
tions, and (3) lack of capability for predicting workload change, and thus may result
in unnecessary scaling actions.

We develop an auto-scaling system, WebScale, which is not subject to the afore-
mentioned constraints. WebScale monitors the behavior of the applications and the
system, and based on the collected metrics, decides in real time whether the number
of VMs for an application needs to be increased or decreased. Because of page limit,
in this paper, we focus on the new algorithms we propose for scaling resources for
Web applications.

The main contributions of this work are as follows. (1) We show that the incoming
requests from the clients (instead of standard metrics) and the HTTP response time
can characterize the workload/performance behavior of Web applications more accu-
rately. Based on this observation, we devise an effective scaling algorithm called
Workload-Based algorithm for Web applications. (2) We propose an algorithm to
analyze the trend of workload change in a Web application. This trend analysis algo-
rithm can significantly reduce the number of peaks (longer than 2 seconds) in
response time caused by workload fluctuating. (3) Our experiment results with work-
load generated by httperf [5] demonstrate that our scaling strategy can keep the aver-
age response time of Web applications within 2 seconds even when facing sudden
load change.

The rest of the paper is organized as follows. Section 2 presents the Workload-
Based scaling algorithm and the Trend Analysis algorithm. Section 3 presents and
analyzes experiment results. Section 4 describes related work. Finally, Section 5 gives
some concluding remarks.

2 Scaling Algorithms

In this section, we first give a brief overview of the widely used scaling algorithm,
Majority Vote. We then present our Workload-Based scaling algorithm. Finally, we
present our Trend Analysis technique, which co-works with the scaling algorithm to
achieve better performance.

2.1  Overview of Majority Vote

Majority Vote selects the choice with the most properties among all choices. There are
three choices, scale in, scale out, and no scale, for a VM when making decision.
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Each VM makes their choice according to their current loading, and a final scaling
decision will be made by majority vote.

Each VM makes its choice according to a chosen metric, such as CPU load or
memory usage. For each chosen metric, there are two thresholds, threshold H and
threshold_L, which represent the high threshold and low threshold respectively. If the
chosen metric of a VM is greater than threshold_H, the VM will choose scale out. On
the other hand, if the chosen metric is smaller than threshold_L, the VM will choose
scale in. Otherwise, the choice will be no scale.

2.2 Workload-Based Algorithm

The Workload-Based Algorithm determines the number of running VMs needed for
the business-logic tier and the number of database servers needed for the data-access
tier, based on the incoming workload. The latter is the number of requests per second
for the business-logic tier, and the number of SQL queries per second for the data-
access tier. In real world web applications, requests sent by clients will be received by
the front-end load balancer, and then distributed to the back-end VMs. Since each VM
has a capacity limitation, e.g. maximum number of requests per second a running VM
can handle simultaneously, we can calculate the number of VMs needed to process
the current workload, and make scaling decisions based on the number of current
running VMs. The same applies to the number of database servers.
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Fig. 1. Relationship between requests per second, average response time, CPU load, and
memory usage

The reason that we choose requests per second instead of standard metrics to cha-
racterize workload of Web applications is that standard metrics fail to indicate “how
busy” a VM is. Figure 1 shows the relationship between requests per second, two of
the standard metrics, and the average response time. The average response time dra-
matically increases if the workload is over 30 requests per second. However, the stan-
dard metrics, CPU load and memory usage, in this example, remains constant when
the number of requests per second is larger than 35. The standard metrics fail to
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characterize the workload, thus cannot provide accurate information to decide the
number of VMs needed. On the other hand, using requests per second as the metric
can avoid this problem. With this metric, we can calculate the number of new running
VMs needed to make the average response time decrease to an acceptable range.

The assumption that a VM has a capacity limitation; that is, it can only process a
fixed number of requests per second simultaneously, is reasonable because of
the need to maintain QoS. It has been shown in many previous works [6, 7, 8] that the
types of requests to a Web application are bounded by a small constant, and that the
percentage of each kind of requests to a Web application can be estimated. With such
information, we can determine the capacity limitation of a VM.

We propose a variation of parameter selection scheme [9] to determine the capaci-
ty limitation of a VM. Our parameter selection scheme collects the system and per-
formance information of a VM under different workload. This information is stored in
a list, sorted by workload in ascending order. We can choose the maximum workload
value from the list such that the corresponding performance satisfies the QoS re-
quirement. This workload value is used as the capacity limitation of the VM. The
following is an example on how to decide the capacity limitation of a VM or database
server.

Table 1. Average response time(ms) under different workload combination

reg/s | 100% Q1 [ 75% Q1| 50%Ql | 100% Q2
+25% Q2 | +50% Q2

15 140.6 237.6 326.7 503.5

20 159.0 251.4 3672 | 18714.5

25 157.7 6964.0 | 140824 | 22805.6

30 82223 | 138602 17525.5| 22552.0

We use Table 1 to illustrate how we determine the capacity limitation of a VM us-
ing the parameter selection scheme. We use MediaWiki [10] as the web application.
We assume that there are two kinds of requests, Q1 and Q2. Q1 requests a static Wiki
page and Q2 requests a dynamic page which lists the links of top 100 articles in the
database, sorted in descending order. Q2 has longer processing time than Q1. This
table shows that the average response time dramatically increases if the request per
second grows beyond a certain value under different workload combinations. Fur-
thermore, the capacity limitation decreases when the percentage of more expensive
requests (i.e., Q2 in this example) increases.

w

S= i R (1)
Our Workload-Based algorithm works as follows. For every fixed time interval, or
“monitor interval”, our WebScale scaling system collects the current workload infor-
mation. By dividing the current workload W by the VM capacity C, we have the num-
ber of VMs needed. Then we subtract the current number of running VM R from this
number, and get S, the amount of VM to be scaled. If S is positive, the decision will
be scale out; on the other hand, if S is negative, the decision will be scale in. The
same strategy applies to the scaling of database servers.
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2.3  Trend Analysis

Some workloads exhibit periodic behaviors, e.g. stock market, enterprise applications,
which we can take advantages while making scaling decisions. Periodic behavior
means that similar behavior of the workload shows up every fixed length of time, thus
we can predict the coming workload by historical data. Workload prediction has been
studied by some previous works [11, 12]. Several different strategies have been pro-
posed to predict application workload.

Instead of accurately predicting the workload value, for auto-scaling, it suffices to
only predict the trend of workload change. Trend is the direction of workload chang-
ing in a fixed size of time, or “trend interval”. There are three possibilities, up, down,
or constant. The workload frend of an application can be acquired from historical
workload data. For most web applications that exhibit periodic behaviors, the pattern
length is usually one day or one week. Given the pattern length, we can divide the
historical data into pieces, each with length equals to the pattern length, and determine
the trend of the pattern.

A pattern consists of several trend intervals, which can be further divided into
monitor intervals. Figure 2 shows the relationship between the pattern of workload,
trend interval, and monitor interval. Scaling decisions are made in every monitor in-
terval and compared with the trend of the trend interval from previous pattern. For
example, monitor interval 2-1.2 makes a decision “scale out”. This decision is then
compared with the trend of trend interval 1-2 for confliction. Trend 2-1 will be up-
dated after all the monitor intervals (2-1.174) make their decisions.

The trend analysis technique works as a helper to the scaling algorithms by provid-
ing workload trend information to the scaling algorithms to make more ‘“correct”
decision while handling workloads with periodic behaviors. If a scale in decision
“conflicts” with the trend, i.e., the decision is scale in while the trend is scale out,
then the decision will be canceled and no scale will be the new decision. The rationale
is to avoid removing VMs during workload increasing.

3 Experiment Results

3.1 Experiment Setting

Our experiment environment consists of 24 physical servers, each with the following
hardware specifications: quad-core X5460 CPU * 2 with hyper-threading, 16 GB
memory, and 250 GB disk. The hypervisor is Xen 4.1 and the OS of domain O is
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Gentoo. There are three kinds of VMs: the auto-scaling master (which manages the
running VM cluster), the running VMs, and the data storages that runs MySQL serv-
ers. All the VMs use Gentoo OS. The configurations are as follow: Auto-scaling mas-
ter: 2 core, 2G memory, and 4G disk space; Running VM: 4 core, 4G memory, and
4G disk space; Data storage: 1 core, 4G memory, 100G disk space.

MediaWiki [10] is used as the application benchmark in our experiments. Media-
Wiki is an open source wiki package originally for use on Wikipedia. We set up Me-
diaWiki and create web pages to simulate a web application uploaded by a user. The
contents are the dumps from Wikipedia. The web pages are set to read-only mode.

We use httperf [5] as our performance measuring tool. Httperfis a robust and well-
known tool for measuring web server performance. It can generate various HTTP
workloads, and measure the performance such as average response time.

The workload we used in the experiment is PREDICTABLE. PREDICTABLE is
the workload from the log of Judgegirl, an online grading system for teaching pur-
pose in department of CSIE, NTU. In the record, each data point represents the load
in fifteen minutes. We shrink this length into thirty seconds and the result is shown in
Figure 3. There is a pattern that appears four times in Figure 3, each of which is simi-
lar but is slightly different from the others. Also there are some sudden workload
changes within a pattern.
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Fig. 3. PREDICTABLE workload

3.2  Comparison of Scaling Algorithms

For some web applications, such as stock market or enterprise applications, there exist
periodic behaviors. In this experiment, we use PREDICTABLE workload, which has
repeated behavior patterns, to test our auto-scaling algorithm. Figure 3 shows the
workload. The load interval is two minutes. We compare three scaling strategies:
majority vote with scaling threshold (30, 70), workload-based, and workload-based
with trend analysis. The monitor intervals for all three algorithms are one minute. The
number of database servers is fixed to one in the experiment.
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Fig. 4. Majority vote under PREDICTABLE workload

Figure 4(a) and Figure 4(b) are the results of majority vote. Even though the num-
ber of running VMs changes with workload, the average response time suffers a lot.
The results show that majority vote is not an effective scaling algorithm for web ap-
plications with frequently changing workloads.
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Fig. 5. Workload-based under PREDICTABLE workload

Figure 5(a) and Figure 5(b) depict the number of running VMs and average re-
sponse time using workload-based as scaling algorithm. Workload-based outperforms
majority vote. Furthermore, workload-based with trend analysis has better perfor-
mance than without trend analysis. In Figure 5(b), there are five peaks (longer than 2
seconds) in the response time without trend analysis. These increasings are caused by
sudden large workload changes. For example, in time 108, the workload drops, and
the number of running VM decreases with it. However, in time 110, the load suddenly
increases. Even if workload-based can respond to sudden workload increase, it still
takes time to balance the load to these newly added VMs. Thus the average response
time increases for a short period of time until the load is balanced.

On the other hand, workload-based with trend analysis takes the historical trend in-
formation into consideration while making scaling decisions. When there is workload
fluctuating, it will not invoke scaling action. Therefore, it results in only two peaks in
the response time (at time 50 and 80).
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In summary, for workloads with periodic behavior, using workload-based algo-
rithm with trend analysis performs the best among all three strategies. Slight sudden
workload change will not affect workload-based algorithm with trend analysis. How-
ever, the cost of wrong analysis may be high.

3.3  Scaling Data Access Tier

In this section, we study the effect of auto-scaling on the data access tier. We add a
backend VM with Round-Robin DNS. This VM also monitors the queries per second
to the database servers, and make database scaling decisions using workload-based
algorithm. The auto-scaling algorithm for running VMs is workload-based. Other
settings are the same as previous section.
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Fig. 6. Database tier

Figure 6(a) shows the performance result. The purple line is the workload. The red
line shows the average response time of using only one database server. The response
time drastically increases while the workload increases. On the other hand, the aver-
age response times of using two database servers always remain short no matter how
workload changes.

As can be seen from Figure 6(a), auto-scaling with workload-based algorithm can
always maintain low average response time. When the response time increases to
almost 4 seconds at the fourth minute, the large amount of workloads trigger the auto-
scaling system and a new database server is added to share the workload. The average
response time decreases and remains short after then.

Figure 6(b) shows the number of database servers used. It is clear that the number of
database servers is dynamically adjusted according to the workload. The experiment
result shows that by applying auto-scaling to the data access tier, we can maintain low
average response time while using the right amount of active database servers. By keep-
ing fewer number of active database servers, energy consumption can be reduced.

4 Related Work

The auto-scaling feature has been provided in several cloud service providers and
cloud computing systems, such as Amazon EC2 [13] and Google App Engine [2].
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Auto scaling in Amazon EC2 is enabled by Amazon CloudWatch, which monitors the
resource usage on user instances. Google App Engine [2] provides a very simple auto-
scaling strategy. If the volume of incoming requests exceeds the capacity of the in-
stances currently available, they will have to wait in the Pending Queue. When the
number of pending requests exceeds a threshold value, a new instance will be created
to share the workload.

Many softwares such as Scalr [3] and RightScale [4] provide auto-scaling mechan-
ism that can apply to cloud environments like Eucalyptus [14] or Amazon EC2. Both
Scalr [3] and RightScale [4] scales the number of VMs based on the workload on each
back-end server. The scaling algorithms are presumed to be majority vote. In this
paper, our empirical study has shown that majority vote is not effective for scaling
workloads with periodic behaviors.

All of the above existing solutions do not address the issue of workload trend pre-
diction. Most of them use majority vote to deal with workloads even if the workload
is predictable. In contrast, our auto scaling system provides trend analysis algorithm
and can scale out quickly.

The scaling decision algorithm plays a critical role in an auto scaling system. Chieu
et al. [15] proposed an architecture for scaling based on predefined thresholds for
Web applications. The algorithm scales out when all VM session numbers exceed the
threshold. This approach is simple but insensitive to workload change. Our algorithm
is more responsive to workload change since the decision is based on requests per
second and HTTP response time and thus can accurately characterize Web application
behavior. Mao et al. [16] presented a scaling approach to deal with batch jobs. Ac-
cording to the deadline of each job, it decides whether using current number of VMs
is sufficient to meet the deadline. Since Mao’s algorithm only considers batch jobs, it
is not applicable to Web applications.

Another way to make scaling decision is by workload prediction. Caron et al. [11]
used KMP algorithm to find patterns from history data based on N previous time in-
terval. Gmach et al. [12] used an ARMA scheme to find periodgram function. The
two prediction algorithms aim to predict the precise workload. However, their results
show that it is difficult to make accurate prediction of precise workload. In contrast,
our analysis algorithm only predicts the trend of workload change for two reasons.
First, predicting workload trend requires much less time complexity than predicting
precise workload. Second, our experiments demonstrate that workload-trend guided
scaling is very effective.

5 Conclusion

Auto-scaling technique provides on-demand resources according to workload in cloud
computing system. In this work, we propose an effective scaling algorithm, Workload
Based algorithm, for 3-tier web applications. We compare the effectiveness of two
scaling algorithms — majority vote and workload-based. Majority vote, a simple scal-
ing strategy used in most existing systems, makes scaling decisions according to the
load of each running VM, while workload-based uses the incoming workload, which
is requests per second in our work, as the criteria for making scaling decisions.
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A helper algorithm, Trend prediction, is devised to deal with workloads that exhibit
periodical behaviors.

We conduct experiments to evaluate the performance of different scaling algo-
rithms. We compared the performance of these algorithms under actual workload with
periodical behavior. The results show that for workloads with periodical behavior,
using workload-based algorithm with trend analysis performs the best among all three
strategies. Slight sudden workload change will not affect workload-based algorithm
with trend analysis. We also show that applying auto-scaling to data access tier can
reduce the total database server used while maintaining the performance.

References

Amazon elastic compute cloud, http: //aws.amazon.com/ec2/

Google app engine, https://developers.google.com/appengine/

Scalr, http://www.scalr.net/

Rightscale, http: //www.rightscale.com/

Mosberger, D., Jin, T.: httperf - a tool for measuring web server performance.

SIGMETRICS Perform. Eval. Rev. 26(3), 31-37 (1998)

6. Urdaneta, G., Pierre, G., van Steen, M.: Wikipedia workload analysis for decentralized
hosting. Comput. Netw. 53(11), 1830-1845 (2009)

7. Arlitt, M., Krishnamurthy, D., Rolia, J.: Characterizing the scalability of a large web-based
shopping system. ACM Trans. Internet Technol. 1(1), 44-69 (2001)

8. Davison, B.D.: Learning web request patterns (2004)

9. Wang, H., Li, B.: Shrinking tuning parameter selection with a diverging number of para-
meters. Journal of the Royal Statistical Society 71(3), 671-683 (2009)

10. Mediawiki, http://www.mediawiki.org/

11. Caron, E., Desprez, F., Muresan, A.: Forecasting for grid and cloud computing on-demand
resources based on pattern matching. In: Proceedings of the 2010 IEEE Second Interna-
tional Conference on Cloud Computing Technology and Science (CLOUDCOM 2010),
pp. 456463 (2010)

12. Gmach, D., Rolia, J., Cherkasova, L., Kemper, A.: Workload analysis and demand predic-
tion of enterprise data center applications. In: Proceedings of the 2007 IEEE 10th Interna-
tional Symposium on Workload Characterization (IISWC 2007), pp. 171-180 (2007)

13. Amazon auto scaling, http://aws.amazon.com/autoscaling/

14. Nurmi, D., Wolski, R., Grzegorczyk, C., Obertelli, G., Soman, S., Youseff, L., Zagorod-
nov, D.: The eucalyptus open-source cloud-computing system. In: Proceedings of the 2009
9th IEEE/ACM International Symposium on Cluster Computing and the Grid (CCGRID
2009), pp. 124-131 (2009)

15. Chieu, T., Mohindra, A., Karve, A., Segal, A.: Dynamic scaling of web applications in a
virtualized cloud computing environment. In: Proceedings of the 2009 IEEE International
Conference on e-Business Engineering (ICEBE 2009), pp. 281-286 (2009)

16. Mao, M., Li, J., Humphrey, M.: Cloud auto-scaling with deadline and budget constraints.

In: Proceedings of the 11th IEEE/ACM International Conference on Grid Computing

(GRID 2010), pp. 41-48 (2010)

M



Implementation of Cloud-RAID:
A Secure and Reliable Storage above the Clouds

Maxim Schnjakin and Christoph Meinel

Hasso Plattner Institute, Prof.-Dr.-Helmert-Str. 2-3, 14482 Potsdam, Germany
maxim.schnjakin, meinel@hpi.uni-potsdam.de

Abstract. Cloud Computing as a service-on-demand architecture has grown in
importance over the previous few years. One driver of its growth is the ever in-
creasing amount of data which is supposed to outpace the growth of storage ca-
pacity. In this way public cloud storage services enable organizations to manage
their data with low operational expenses. However, the benefits of cloud com-
puting come along with challenges and open issues such as security, reliability
and the risk to become dependent on a provider for its service. In general, a
switch of a storage provider is associated with high costs of adapting new APIs
and additional charges for inbound and outbound bandwidth and requests. In
this paper, we describe the design, architecture and implementation of Cloud-
RAID, a system that improves availability, confidentiality and integrity of data
stored in the cloud. To achieve this objective, we encrypt user’s data and make
use of the RAID-technology principle to manage data distribution across cloud
storage providers. The data distribution is based on users’ expectations regard-
ing providers geographic location, quality of service, providers reputation, and
budget preferences. We also discuss the security functionality and reveal our
observations on the utility and users benefits from using our system. Our ap-
proach allows users to avoid vendor lock-in, and reduce significantly the cost of
switching providers.

1 Introduction

Cloud Computing is a concept of utilizing computing as an on-demand service. It
fosters operating and economic efficiencies and promises to cause a significant
change in business. Using computing resources as pay-as-you-go model enables ser-
vice users to convert fixed IT cost into a variable cost based on actual consumption.
Therefore, numerous authors argue for the benefits of cloud computing focusing on
the economic value [11], [6].

Among available cloud offerings, storage services reveal an increasing level of
market competition. According to iSuppli [9] global cloud storage revenue is set to
rise to $5 billion in 2013, up from $1.6 billion in 2009. One reason is the ever increas-
ing amount of data which is supposed to outpace the growth of storage capacity. Cur-
rently, it is very difficult to estimate the actual future volume of data but there are
different estimates being published. According to IDC review [14], the amount of
digital information created and replicated is estimated to surpass 3 zettabytes by the
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end of 2012. This amount is supposed to more than double in the next two years. In
addition, the authors estimate that today there is 9 times more information available
than was available five years ago.

However, for a customer (service) to depend on solely one cloud storage provider
(in the following provider) has its limitations and risks. In general, vendors do not
provide far reaching security guarantees regarding the data retention. Users have to
rely on effectiveness and experience of vendors in dealing with security and intrusion
detection systems. For missing guarantees service users are merely advised to encrypt
sensitive content before storing it on the cloud. Placement of data in the cloud re-
moves many of direct physical controls that a data owner has over data. So there is a
risk that service provider might share corporate data with a marketing company or use
the data in a way the client never intended. Further, customers of a particular provider
might experience vendor lock-in. In the context of cloud computing, it is a risk for a
customer to become dependent on a provider for its services. Common pricing
schemes foresee charging for inbound and outbound transfer and requests in addition
to hosting the actual data. Changes in features or pricing scheme might motivate a
switch from one storage service to another. However, because of the data inertia,
customers may not be free to select the optimal vendor due to immense costs asso-
ciated with a switch of one provider to another. The obvious solution is to make the
switching and data placement decisions at a finer granularity then all-or-nothing. This
could be achieved by replicating corporate data to multiple storage providers. Such an
approach implies significant higher storage and bandwidth costs without taking into
account the security concerns regarding the retention of data.

A more economical approach which is presented in this paper is to separate data in-
to unrecognizable slices, which are distributed to providers - whereby only a subset of
the nodes needs to be available in order to reconstruct the original data. This is indeed
very similar to what has been done for years at the level of file systems and disks. In
our work we use RAID-like (Redundant Array of Independent Disks) techniques to
overcome the mentioned limitations of cloud storage in the following way:

1. Security. The provider might be trustworthy, but malicious insiders represent a
well known security problem. This is a serious threat for critical data such as medi-
cal records, as cloud provider staff has physical access to the hosted data. One so-
lution might be to encrypt data before the transmission to providers and to decrypt
data when receiving those. This requires users to handle the distribution of crypto-
graphic keys when the data needs to be accessed by different users. For each poten-
tial customer, it is both expensive and time consuming to handle these security and
usability concerns. We tackle the aforementioned problem by encrypting and en-
coding the original data and later by distributing the fragments transparently across
multiple providers. This way, none of the storage vendors is in an absolute posses-
sion of the client’s data. Moreover, the usage of enhanced erasure algorithms
enables us to improve the storage efficiency and thus also to reduce the total costs
of the solution.

2. Service Availability. Management of computing resources as a service by a single
company implies the risk of a single point of failure. This failure depends on many
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factors such as financial difficulties (bankruptcy), software or network failure, etc.
However, even if the vendor runs data centers in various geographic regions using
different network providers, it may have the same software infrastructure. There-
fore, a failure in the software in one center will affect all the other centers, hence
affecting the service availability. In July 2008, for instance, Amazon storage ser-
vice S3 was down for 8 hours because of a single bit error [25]. Our solution ad-
dresses this issue by storing the data on several clouds - whereby no single entire
copy of the data resides in one location, and only a subset of providers needs to be
available in order to reconstruct the data.

. Reliability. Any technology can fail. According to a study conducted by Kroll On-
track' 65 percent of businesses and other organizations have frequently lost data
from a virtual environment. A number that is up by 140 percent from just last year.
Admittedly, in the recent times, no spectacular outages were observed. Nevertheless
failures do occur. For example, in October 2009 a subsidiary of Microsoft, Danger
Inc., lost the contracts, notes, photos, etc. of a large number of users of the Sidekick
service [20]. Most of the data could be recovered within a few weeks, but the users
of Ma.gnolia® were not so lucky in February of the same year, when the company
lost half a terabyte of data [17]. We deal with the problem by using erasure algo-
rithms to separate data into packages, thus enabling the application to retrieve data
correctly even if some of the providers corrupt or lose the entrusted data.

. Data lock-in. By today there are no standards for APIs for data import and export
in cloud computing. This limits the portability of data and applications between
providers. For the customer this means that he cannot seamlessly move the service
to another provider if he becomes dissatisfied with the current provider. This could
be the case if a vendor increases the fees, goes out of business, or degrades the
quality of the provided services. As stated above, our solution does not depend on a
single service provider. The data is balanced among several providers taking into
account user expectations regarding the price and availability of the hosted content.
Moreover, with erasure codes we store only a fraction of the total amount of data
on each cloud provider. In this way, switching one provider for another costs mere-
ly a fraction of what it would be otherwise.

The main contribution of this paper is: we present a design of an application that can
be used to overcome the limitations of individual clouds by using encryption, erasure
codes and by integrating various cloud storage providers.

Architecture Overview

The ground of our approach is to find a balance between benefiting from the cloud’s
nature of pay-per-use and ensuring the security of the company’s data. The goal is
to achieve such a balance by distributing corporate data among multiple storage

http://www.krollontrack.com/resource-library/case-studies/
http://gnolia.com/
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providers, automizing big part of the selection process of a cloud provider, and re-
moving the auditing and administrating responsibility from the customer’s side. As
mentioned above, the basic idea is not to depend on solely one storage provider but to
spread the data across multiple providers using redundancy to tolerate possible fail-
ures. The approach is similar to a service-oriented version of RAID. While RAID
manages sector redundancy dynamically across hard-drives, our approach manages
file distribution across cloud storage providers. RAID 5, for example, stripes data
across an array of disks and maintains parity data that can be used to restore the data
in the event of disk failure. We carry the principle of the RAID-technology to cloud
infrastructure. In order to achieve our goal we foster the usage of erasure coding tech-
nics (see 3.3). This enables us to tolerate the loss of one or more storage providers
without suffering any loss of content [26], [13]. Our architecture includes the follow-
ing main components:

— User Interface Module. The interface presents the user a cohesive view on the
data and available features. Here users can manage their data and specify re-
quirements regarding the data retention (quality of service parameters).

— Resource Management Module. This system component is responsible for an
intelligent deployment of data based on the user’s requirements.

— Data Management Module. This component handles data management on be-
half of the resource management module.

Interested readers will find more background information in our previous work
[24],[21]. The system has a number of core components that contain the logic and
management layers required to encapsulate the functionality of different storage pro-
viders. The next section gives an overview on the implementation of our system on a
more detailed level.

3 Design

Any application needs a model of storage, a model of computation and a model of
communication. In this section we describe how we achieve the goal of the consistent,
unified view on the data management system to the end-user. The web portal is de-
veloped using Grails, JNI and C technologies, with a MySQL back-end to store user
accounts, current deployments, meta data, and the capabilities and pricing of cloud
storage providers. Keeping the meta data locally ensures that no individual provider
will have access to stored data. In this way, only users that have authorization to
access the data will be granted access to the shares of (at least) k different clouds and
will be able to reconstruct the data. Further, our implementation makes use of AES
for symmetric encryption, SHA-1 and MDS5 for cryptographic hashes and an
improved version of Jerasure library [18] for using the Cauchy-Reed-Solomon and
Liberation erasure codes. Our system communicates with providers via ”storage con-
nectors”, which are discussed further in this section.
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3.1 Service Interface

The graphical user interface provides two major functionalities to an end-user: data
administration and specification of requirements regarding the data storage. Interested
readers are directed to our previous work [22] which gives a more detailed back-
ground on the identification of suitable cloud providers in our approach. In short, the
user interface enables users to specify their requirements (regarding the placement
and storage of user’s data) manually in form of options, for example:

— budget-oriented content deployment (based on the price model of available
providers)

— data placement based on quality of service parameters (for example
availability, throughput or average response time)

— storage of data based on geographical regions of the user’s choice. The restric-
tion of data storage to specific geographic areas can be reasonable in the case of
legal restrictions.

3.2  Storage Repositories

Cloud Storage Providers. Cloud storage providers are modeled as a storage entity
that supports six basic operations, shown in table 1. We need storage services to sup-
port not more than the aforementioned operations. Further, the individual providers
are not trusted. This means that the entrusted data can be corrupted, deleted or leaked
to unauthorized parties [16]. This fault model encompasses both malicious attacks on
a provider and arbitrary data corruption like the Sidekick case (section 1). The proto-
cols require n = k + m storage clouds, at most m of which can be faulty. Present-day,
our prototypical implementation supports the following storage repositories: Amazons
S3 (in all available regions: US west and east coast, Ireland, Singapore and Tokyo),
Box, Rackspace Cloud Files, Azure, Google Cloud Storage and Nirvanix SND. Fur-
ther providers can be easily added.

Service Repository. At the present time, the capabilities of storage providers are
created semi-automatically based on an analysis of corresponding SLAs which are
usually written in a plain natural language [5]. Until now the claims stated in SLAs
need to be translated into WSLA statements and updated manually (interested readers
will find more background information in our previous work [22] ). Subsequently the
formalized information is imported into a database of the system component named
service repository. The database tracks logistical details regarding the capabilities of
storage services such as their actual pricing, SLA offered, and physical locations.
With this, the service repository represents a pool with available storage services.

Matching. The selection of storage services for the data distribution occurs based on
user preferences set in the user interface. After matching user requirements and pro-
vider capabilities, we use the reputation of the providers to produce the final list of
potential providers to host parts of the user’s data. A provider’s reputation holds the
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Table 1. Storage connector functions

Function Description
create(ContainerName) creates a container for a new user
write(ContainerName, ObjectName) writes a data object to a user container
read(ContainerName, ObjectName) reads the specified data object
list(ContainerName) list all data objects of the container
delete(ContainerName, ObjectName) removes the data object from the container
getDigest(ContainerName, ObjectName) returns the hash value of the specified data
object

details of his historical performance plus his ratings in the service registries and is
saved in a Reputation Object (introduced in our previous work [3], [2], [4]). By read-
ing this object, we know a provider’s reputation concerning each performance para-
meter (e.g. has high response time, low price). With this information the system
creates a prioritized list of repositories for each user. In general, the number of storage
repositories needed to ensure data striping depends on a user’s cost expectations,
availability and performance requirements. The total number of repositories is limited
by the number of implemented storage connectors.

3.3 Data Management

Data Model. In compliance with [1] we mimic the data model of Amazon’s S3 by the
implementation of our encoding and distribution service. All data objects are stored in
containers. A container can contain further containers. Each container represents a flat
namespace containing keys associated with objects. An object can be of an arbitrary
size, up to 5 gigabytes (limited by the supported file size of cloud providers). Objects
must be uploaded entirely, as partial writes are not allowed as opposed to partial
reads. Our system establishes a set of n repositories for each data object of the user.
These represent different cloud storage repositories (see figure 1).

Encoding. Upon receiving a write request the system splits the incoming object into k
data fragments of an equal size - called chunks. These k data packages hold the origi-
nal data. In the next step the system adds m additional packages whose contents are
calculated from the k chunks, whereby k and m are variable parameters [18]. This
means, that the act of encoding takes the contents of k data packages and encodes
them on m coding packages. In turn, the act of decoding takes some subset of the
collection of n = k + m total packages and from them recalculates the original data.
Any subset of k chunks is sufficient to reconstruct the original object of size s [19].
The total size of all data packets (after encoding) can be expressed with the following

equation: (% * k) + (% * m) =s+ (% * m) =5x* (1 + %) With this, the usage of
erasure codes increases the total storage by a factor of m k . Summarized, the overall

overhead depends on the file size and the defined m and k parameters for the erasure
configuration. Figure 2 visualizes the performance of our application using different
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erasure configurations. Competitive storage providers claim to have SLAs ranging
from 99% to 100% uptime percentages for their services. Therefore choosing m =1 to
tolerate one provider outage or failure at time will be sufficient in the majority of
cases. Thus, it makes sense to increase k and spread the packages across more provid-
ers to lower the overhead costs.

Physical Data Unit Generic Database View Data Unit Implementation
Local Directory Working Directory FileObject Nirvanix Box
Original File Data Packages Criginal File Metadata Data Packages Folder user_x TreeNode user_x
name tile size Name | Hash valus i
|_hashvalue | coding method fle_k1 Xz FileObject FileObject
oo Gonfiguration . - Nama Name
Repository | fem] | file_kk ey Hash vaive Hash value
assignment bufer size X Data Data
block size flomi | zyx
[ tte_k1 | provider X || .
| file_k2 | provider Y | file_mm 2y
[ .. .|
Amazon Rackspace
Bucket user_x Container user_x
FileObject FileObject
Name Narme
Hash value Hash value
Data Data

Fig. 1. Data unit model at different abstraction levels. At a physical layer (local directory) each
data unit has a name (original file name) and the encoded k+m data packages. In the second
level, Cloud-RAID perceives data objects as generic data units in abstract clouds. Data objects
are represented as data units with the according meta information (original file name, crypto-
graphic hash value, size, used coding configuration parameters m and k, word size etc.). The
database table "Repository Assignment” holds the information about particular data packages
and their (physical) location in the cloud. In the third level, data objects are represented as
containers in the cloud. Cloud-RAID supports various cloud specific constructions (buckets,
treenodes, containers etc.).

In the next step, the distribution service makes sure that each encoded data package
is sent to a different storage repository. In general, our system follows a model of one
thread per provider per data package in such a way that the encryption, decryption,
and provider accesses can be executed in parallel.
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Fig. 2. The average performance of the erasure algorithm with data objects of varying sizes
(100kB, 500kB, IMB, 10MB and 100MB)
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However, most erasure codes have further parameters as for example w, which is
word size’. In addition, further parameters are required for reassembling the data
(original file size, hash value, coding parameters, and the erasure algorithm used).
This metadata is stored in a MySQL back-end database after performing a successful
write request.

Data Distribution. Each storage service is integrated by the system by means of a
storage-service-connector (in the following service-connector). These provide an
intermediate layer for the communication between the resource management service
(see section 3.4) and storage repositories hosted by storage vendors. This enables us
to hide the complexity in dealing with proprietary APIs of each service provider. The
basic connector functionality covers operations like creation, deletion or renaming of
files and folders that are usually supported by every storage provider. Such a service-
connector must be implemented for each storage service, as each provider offers a
unique interface to its repository. As discussed earlier in this chapter all accesses to
the cloud storage providers can be executed in parallel. Therefore, following the en-
coding, the system performs an initial encryption of the data packages based on one of
the predefined algorithms (this feature is optional).

Reassembling the Data. When the service receives a read request, the service com-
ponent fetches k from n data packages (according to the list with prioritized service
providers which can be different from the prioritized write-list, as providers differ in
upload and download throughput as well as in cost structure) and reassembles the
data. This is due to the fact, that in the pay-per-use cloud models it is not economical
to read all data packages from all clouds. Therefore, the service is supported by a load
balancer component, which is responsible for retrieving the data units from the most
appropriate repositories. Different policies for load balancing and data retrieving are
conceivable as parts of user’s data are distributed between multiple providers. A read
request can be directed to a random data share or the physically closest service (laten-
cy-optimal approach). Another possible approach is to fetch data from service provid-
ers that meet certain performance criteria (e.g response time or throughput). Finally,
there is a minimal-cost aware policy, which guides user requests to the cheapest
sources (cost optimal approach). The latter strategy is implemented as a default confi-
guration in our system. Other more sophisticated features as a mix of several complex
criteria (e.g. faults and overall performance history) are under development at present.
However, the read optimization has been implemented to save time and costs.

3.4 Resource Management Service

This component tracks each user’s actual deployment and is responsible for various
housekeeping tasks:

*  The description of a code views each data package as having w bits worth of data.
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1. The service is equipped with a MySQL back-end database to store crucial informa-
tion needed for deploying and reassembling of users data.

5. Further, it audits and tracks the performance of the participated providers and en-
sures, that all current deployments meet the corresponding requirements specified
by the user.

6. The management component is also responsible for scheduling of not time-critical
tasks.

Further details can be found in our previous work [21].

4 Related Work

The main idea underlying our approach is to provide RAID technique at the cloud
storage level. In [8] the authors introduce the HAIL (High-Availability Integrity
Layer) system, which utilizes RAID-like methods to manage remote file integrity and
availability across a collection of servers or independent storage services. The system
makes use of challenge-responce protocols for retrievability (POR) [15] and proofs of
data possession (PDP) [15] and unifies these two approaches. In comparison to our
work, HAIL requires storage providers to run some code whereas our system deals
with cloud storage repositories as they are. Further, HAIL does not provide confiden-
tiality guarantees for stored data. In [12] Dabek et al. use RAID-like techniques to
ensure the availability and durability of data in distributed systems. In contrast to the
mentioned approaches our system focuses on the economic problems of cloud compu-
ting described in chapter 1.

Further, in [1] authors introduce RACS, a proxy that spreads the storage load over
several providers. This approach is similar to our work as it also employs erasure code
techniques to reduce overhead while still benefiting from higher availability and du-
rability of RAID-like systems. Our concept goes beyond a simple distribution of us-
ers’ content. RACS lacks the capabilities such as intelligent file placement based on
users’ requirements or automatic replication. In addition to it, the RACS system does
not try to solve security issues of cloud storage, but focuses more on vendor lock-in.
Therefore, the system is not able to detect any data corruption or confidentiality
violations.

The future of distributed computing has been a subject of interest for various
researchers in recent years. The authors in [10] propose an architecture for market-
oriented allocation of resources within clouds. They discuss some existing cloud plat-
forms from the market-oriented perspective and present a vision for creating a global
cloud exchange for trading services. Further, our service acts as an abstraction layer
between service vendors and service users automatising data placement processes. In
fact, our approach enables cloud storage users to place their data on the cloud based
on their security policies as well as quality of service expectations and budget prefe-
rences. Furthermore, the usage of erasure algorithms for data placement is more effi-
cient than a native replication (in terms of storage and costs).



100 M. Schnjakin and C. Meinel

5 Conclusion

In this paper we outlined some general problems of cloud computing such as security,
service availability and a general risk for a customer to become dependent on a ser-
vice provider. In the course of the paper we demonstrated how our system deals with
the mentioned concerns. In a nutshell, we stripe users’ data across multiple providers
while integrating with each storage provider via appropriate service-connectors.
These connectors provide an abstraction layer to hide the complexity and differences
in the usage of storage services.

We use erasure code techniques for striping data across multiple providers. The
first experiments proved, that given the speed of current disks and CPUs, the libraries
used are fast enough to provide good performance, reliable storage system. The aver-
age performance overhead caused by data encoding is less than 2% of the amount of
time for data transfer to a cloud provider [23]. With this, encoding is dominated by
the transmission times and can be neglected. Here, the storage overhead can be varied
to achieve higher availability values depending on user requirements. It is up to each
individual user to decide whether the additional cost caused by data encoding with
higher availability due to determination of higher m parameter are justified. By
spreading users data across multiple clouds our approach enables users to avoid the
risk of data lock-in and provide a low-level protection even without using security
functionality.

However, additional storage offerings are expected to become available in the next
few years. Due to the flexible and adaptable nature of our approach, we are able to
support any changes in existing storage services as well as incorporating support for
new providers as they appear.

6 Future Work

In the last month, we deployed your application using seven commercial cloud sto-
rage repositories in different countries in order to conduct a comprehensive test of our
system. This includes the predictability and sufficiency of response time and through-
put, the overall performance as well as the validation of file consistency.

The results of the experiment are being analysed currently an will be addressed in
our next publication. Whilst our system is still under development at present, we will
have to use the results of the conducted experiment to improve the overall perfor-
mance and reliability. This includes for instance the predictability and sufficiency of
response time and throughput as well as the validation of file consistency.

In the next step in the development of our registry service we will have to look at
ways in which we are able to verify that providers have retained data without retriev-
ing it from the storage repositories and without having to access the entire data. Read-
ing an entire archive, even periodically, is expensive in upload and download costs
and limits the scalability of networks. Existing approaches as PDP [7] require service
providers to run some code, which is not suitable with our solution.
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In addition, we are also planning to implement more service connectors and thus to

integrate additional storage services. Any extra storage resource improves the perfor-
mance and responsiveness of our system for end-users.
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Abstract. Supercomputer prices on one hand and the need for vast
computational resources on the other hand, led to the development of network
computing resources were under name Grid. For optimal use of the capabilities
of large distributed systems, the need for effective and efficient scheduling
algorithms 1is necessary. For reduction of total completion time and
improvement of load balancing, many algorithms have been implemented. In
this paper, we propose new scheduling algorithm based on well known task
scheduling algorithms, Min-Min. The proposed algorithm tries to use the
advantages of this basic algorithm and avoids its drawbacks. To achieve this,
the proposed algorithm firstly like Min-Min estimating of the completion time
of the tasks on each of resources and then selects the appropriate resource for
scheduling. The experimental results show that the proposed algorithm
improved total completion time of scheduling in compared to Min-Min
algorithm.

Keywords: Grid, resource, task scheduling algorithm, Min-Min, completion
time.

1 Introduction

Reduction of Makespan is a fundamental objective of optimizing task scheduling
algorithm in distributed systems. In this field, a lot of efforts have been made and
huge projects such as Globus [1] and Condor [2] for the development of
computational resources in computer networks is presented. The Grids use of
resources of connected- computers to the network and using the outcome of these
resources to easily do complex calculations. They do this with fragmenting of
resources and allocation of them to a computer in the network. Resource allocation is
done in two stages: Resource discovery and resource selection.

Stage 1 (Resource discovery): In this stage, List of all available resources is
prepared. Actually, resource discovery generates a list of potential resources.
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Stage 2 (Resource selection): this stage involves collecting information of
resources and selecting the best set to match the application requirements. After this,
the task is executed.

To make effective use of the huge capabilities of the computational grids, efficient
task scheduling algorithms are required [9]. Many Grid task scheduling algorithms
such as [9, 10] have some features in common, that are performed in multiple steps to
solve the problem of matching application needs with resource availability and
providing quality of service. Also we know that solving the matching problem to find
the choice of the best pairs of jobs and resources is NPcomplete problem [17]. The
well known example of algorithms is Min-min [17]. This algorithm estimate
completion times of each of the tasks on each of the grid resources. Estimating the
execution time of each task on different resources, the Min-min algorithm selects
the task with minimum completion time and assigns it to the resource on which the
minimum execution time is achieved. The algorithm applies a same procedure to the
remaining tasks [8]. The Min-Min algorithm seems to do worse operation, whenever
the number of small tasks is much more than the large ones. So, proposing a new
algorithm to resolve the above mentioned problem is required.

This paper offers a new task scheduling algorithm to resolve this problem with
applying the Min-Min or Max-Min algorithms to scheduling. To select the algorithm
for first scheduling, we propose new Makespan. The most important of factor that can
be improved by our algorithm is total completion time. The remainder of this paper is
organized as follows. Related works are presented in section 2. In section 3, existing
task scheduling algorithms is presented. In section 4, a new scheduling algorithm is
proposed and the proposed the algorithm is depicted through an illustrative example.
In section 5, the experimental results are presented and discussed. Finally, section 6
concludes the paper and presents future works.

2 Related Works

For optimal use of available resources in the network and getting the less execution
time, needs to provide a new scheduling algorithm is crucial. These algorithms assign
tasks to the resources and provide the best conditions of quality of services.

F. Dong et al. have proposed an algorithm called QoS priority grouping scheduling
[8]. This algorithm, considers deadline and acceptation rate of the tasks and the
makespan of the wholes system as important factors for task scheduling.

S. Parsa et al. also have proposed an algorithm called RASA [9]. RASA begins
with Min-Min algorithm if the number of available resources is odd and starts with
Max-Min algorithm if the number of available resources is even. The remaining tasks
are assigned to their appropriate resources by one of the two strategies, alternatively.

K. Etminani et al. have proposed a new algorithm which uses Max-min and Min-
min algorithms [10]. The algorithm determines to select one of these two algorithms,
dependent on the standard deviation of the expected completion times of the tasks on
each of the resources. These algorithms have some advantages and disadvantages.
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For example in RASA [9], if number of available resources be odd, the Min-Min
strategy is applied to assign the first task, otherwise the Max-Min strategy is applied.
The remaining tasks are assigned to their appropriate resources by one of the two
strategies, alternatively. Now, if we have odd resources and the Max-Min strategy
have better situation than Min-Min, we should select Min-Min instead of Max-Min.

3 Existing Task Scheduling Algorithms

Generally, the scheduling algorithms are divided into two basic categories:
immediate mode scheduling and batch mode scheduling. In Immediate mode task is
mapped onto a resource as soon as it arrives at the scheduler. For this mode we can
mentioned MET and MCT algorithms. The MET (minimum execution time) heuristic
assigns each task to the machine that performs that task’s computation in the least
amount of execution time [17]. MET deployed in SmartNet [6] and have O(R) time
complexity when we have R resources. The MCT (minimum completion time)
heuristic assigns each task to the machine so that the task will have the earliest
completion time [17]. Also MCT deployed in SmartNet [6] and like the MET have
O(R) time complexity when we have R resources. In the batch mode, tasks are not
mapped onto the resources as they arrive; instead they are collected into a set that is
examined for mapping at prescheduled times called mapping events. The independent
set of tasks which is considered for mapping at the mapping events is called a meta-
task [14]. Min-Min, Max-Min and Sufferage Algorithm are examples of this type.

3.1 Min-Min Algorithm

Min-Min algorithm starts with a set of all unmapped tasks. The machine that has the
minimum completion time for all jobs is selected. Then the job with the overall
minimum completion time is selected and mapped to that resource. The ready time of
the resource is updated. This process is repeated until all the unmapped tasks are
assigned. Compared to MCT this algorithm considers all jobs at a time. So it
produces a better makespan. Time complexity of Min-Min algorithm when we have R
resources and T tasks is O(T’R).

3.2 Max-Min Algorithm

Max-Min is very similar to Min-Min algorithm. Like the Min-Min, the machine that
has the minimum completion time for all jobs is selected. Then unlike the Min-Min,
the job with the overall maximum completion time is selected and mapped to that
resource. The ready time of the resource is updated. This process is repeated until all
the unmapped tasks are assigned. The idea of this algorithm is to reduce the wait time
of the large jobs. This algorithm takes O(T?R) time, when we have R resources and T
tasks. The pseudo code of Min-Min and Max-Min algorithm is depicted in Fig.1.
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(1) for all tasks t; in MT

2) for all machines mj

(3) CTIJ = ETlJ + 7

@) do until all tasks in MT are mapped

5) for each task t; in MT

(6) Find minimum CT;}; and resource that obtains it.
7 Find the task # with the minimum CTj;

t)) Assign t, to resource m; that

9 Delete t, from MT

(10) Update
(11)  Update CT};for all i
(12) Enddo

Fig. 1. The pesudo code of Min-Min (Max-Min) algorithm

Note: In Max-Min algorithm replace the underlined word in Fig.1 minimum with
maximum.

As shown in Fig.1, firstly it computes the amount of task completion time CT;; for
all tasks in MT on all resources from the following equation:

CT;jis completion time and ETj;is expected execution time of task ith on resource jth,
and r; is the ready time for resource jth (r; is the ready time or availability time of
resource j after completing previously assigned jobs). After that, the set of minimum
expected completion time for each task in MT is found (resource discovery), then the
task with the overall minimum expected completion time from MT is selected and
assigned to the corresponding resource (resource selection).

4 The Proposed Algorithm

The Min-Min algorithm seems worse in the cases when the number of short tasks is
much more than the long ones. For example, if there is only one long task, the Max-
Min algorithm executes many short tasks concurrently with the long task. In this case,
the makespan of the system is most likely determined by the execution time of the
long task. However, since the Min-Min algorithm attempts to assign the short tasks
before the long one, the makespan increases compared with the Max-Min. On the
other hand, mapping the longest task to the fastest resource provides a better
opportunity for concurrent execution of the small tasks on different resources. In this
certain situation, the Max-min provides a better mapping which supports load
balancing across the grid resources more than the Min-Min [7]. Our proposed
scheduling algorithm is presented in Fig.2. Firstly all the tasks should be sorted
ascending. It means tasks with minimum completion time are in the front of queue
and tasks with maximum completion time are in the rear of queue. Secondly this
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algorithm like the Min-Min algorithm, computes minimum completion time of all
tasks on available resources. After that, the resource according to the appropriate
condition should be chosen. For choosing a task for scheduling, firstly we computes
average of completion time and standard deviation of existing tasks. According to
[16] average of completion time (ACT) and standard deviation (SD) of tasks can be
calculated by using the following relations:

ACT = Z=1T4 )
r

Y7_, (CTij+ACT)?
T

SD = 3)
(Where r denotes number of resources).

After, the proposed algorithm compares values of ACT and SD. By applying this
heuristic, two cases might happen:

1. If ACT is less than SD, it means the length of all tasks in MT is in a small
range, so we will select from front of queue to assign the next task (line 13).
2. Otherwise, we will select from rear of queue to assign the next task (line 15).

4.1 Time Complexity of Proposed Algorithm

The order of this algorithm is depending to two for loop that mentioned in line (3) and
(4) and also it's should be operable on all tasks (line (2)). In lines 3-5, two nested for
loops takes O(T.R) time: internal for loop runs R times (number of resources) and
external for loop runs T times (number of tasks). This process is done for all tasks in
MT and runs R times. Therefore, lines 2-17 take O( TZR) time. So, this algorithm,
likes the Min-Min and the Max-Min algorithm takes O( T°R) time, when we have R
resources and T tasks.

(1) Sort all tasks in MT ascending // MT=Meta-Task

(2) While there are tasks in MT

(3) for all tasks t; in MT

(4)  for all machines m;

5 CTy=ETsr; I/ r; = Ready Time

6) for all tasks t; in MT

7 Find the minimum CTij and resource m;

8 if there is more than one resource that obtains it.

) Select resource with least usage so far // for load balancing

(10) Calculate average completion time & standard deviation of all tasks in MT.
(11) IfACT > SD then // ACT = average of Completion Time, SD = standard deviation
12) Assign t; to resource my that obtains CTx // ty = thom

(13) Else

14) Assign t, to resource my that obtains CT ., // t, = tyear

(15) Endif

(16) Delete assigned task from MT.

(17) End While

Fig. 2. The pesudo code of proposed algorithm



108 S. Anousha and M. Ahmadi

4.2  An Illustrative Example

As a simple example, assume there is a grid environment with two resources. The
completion time of the tasks are depicted in Table 1.

Table 1. Completion time of the tasks on the resources

Resources
Tas R] Rz
ks
T, 2 4
T, 6 10
T; 10 20
T, 45 90

Fig.3(a) includes one Gantt charts representing the results of applying Min-Min
algorithms according to the values of completion time that described in Table 1. Also
Fig.3(b) shows Gantt charts of our algorithm with the conditions of Table 1.
Comparing the two figures shows that the proposed algorithm could obtains a better
time unlike the Min-Min. Also the proposed algorithm uses Resource 2 and helps load
balancing. As you see in Fig.3(a), Min-Min gives a makespan of 63, but in Fig.3(b)
proposed algorithm gives a makespan of 45. Also, in proposed algorithm, two
resources had been working throughout this assignment, but in the Min-Min
algorithm, the resources R1 that obtains better completion time, is busy all the time
but R2 is free. So here, proposed algorithm has better makespan and load balancing
level than Min-Min algorithm.

70 70
60 - 60
§ 50 - § 50
S N
§ 20 - % 20 A
10 10
0 0 -
R/ rR2 R/ r2
(a) (b)

Fig. 3. Makespan of Min-Min algorithm and proposed algorithm

Also Fig.4 shows that how proposed algorithm selects tasks for scheduling,
according to the values of completion time that described in Table 1.
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Tasks T, T, Ts Ty Tasks T, 1, T
CT; 2 6 10 45 CT;, 2 6 10
* ®
ACT =15.75 , SD=17.12 ACT=6, SD=2.83
ACT <=SD ACT > SD
( Select task from rear of queue ) (a) ( Select task from front of queue ) (b)
Tasks T, T; Tasks T3
CT; 2 10 CT, 10
ACT=8 , SD=2 *
ACT >SD ( Select last task of queue )
( Select task from front of queue ) (o) (d)

Fig. 4. Selection of tasks in proposed algorithm

In Fig.5.a, there exists one long task and three short tasks, the case where proposed
algorithm unlike the Min-Min algorithm (that select 7 for first step), select long task
for scheduling (7,). As it can be seen, the value of ACT is less than of SD, so we
should select task from the rear of queue.

5 Simulation and Experimental Results

To compare and evaluate the proposed algorithm with other algorithms such as Max-
Min and Min-Min, a simulation environment known as GridSim toolkit [13] has been
used. Our experimental testing performed in three assumptions:

1. Assumption I: A few short tasks along with many long tasks; i.e. the case where
Min-Min outperforms Max-Min.

2. Assumption II: A few long tasks along with many short tasks; i.e. the case
where Max-Min outperforms Min-Min.

3. Assumption III: With random tasks.

Number of resources is chosen to be 10. Three different numbers of tasks has been
chosen: 1000 for light load and finally 5000 for heavy load. Result of this simulation
as follows:

In Fig.5(a) and Fig.5(d), which Min-Min outperforms Max-Min, the proposed
algorithm acts like Min-Min, and also In Fig.5(b) and Fig.5(e), which Max-Min
outperforms Min-Min, the proposed algorithm acts like Max-Min. But in Fig.5(c) and
Fig.5(f), with random tasks, we see that the proposed algorithm outperforms both
Min-Min and Max-Min algorithm.

In Fig.6, which show the average resource utilization rate for 1000(Fig.6(a,b,c))
and 5000 (Fig.6(d,e,f)) tasks respectively, you can see that, again, the proposed
algorithm perform like the best algorithm in each assumption. Even, in the third
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Fig. 5. Makespan for 1000 tasks (light load)

assumption, it acts better than both Min-Min and Max-Min algorithm. Average
resource utilization rate is one of the metrics that is used in [16] and the most efficient

is achieved if average resource utilization rate equals 1.

O Max-Min O Min-Min [l Proposed algorithm
0.338 035 0.289 0.34
0331 + 0.201 4 0338 4
] 0288 .
0.337 0.345 0336 |
0.199 0287 4 -
0.329 0336 ’ 0334
034 -
0.197 0.286 1 0332 4
0327 0335
0165 0.335 0.285 0.33
: 0.334
| 0328
0325 L 0.284
033
0.193 0333 0.326
0283
0324
0323 + N
0.191 0.332 0.325 H
0.282 032 1§
0.321 0.189 0331 032 0.281 0.32
A jon I A jon I1 A ption II1 A ption I A ption II A ption III
(a) (b) (c) (d) (e) ®

Fig. 6. Average resource utilization rate for 5000 tasks (heavy load)

For load balancing, in Fig.7, for 2000 tasks respectively, the proposed algorithm
acts like the best algorithm. The best and most efficient load balancing level is
achieved if load balancing equals 1. It is the other metric that is used in [16].

Here, in load balancing level metric, Max-Min has better load balancing level than
Min-Min because, Min-Min assigns the task with the earliest completion time in each
phase, results in some resources becoming busy all the time and others becoming free
most of the time. Therefore, it has less load balancing level than Max-Min where it
assigns the task with maximum completion time and lets other tasks executes along
on the other resources, therefore have better load balancing level [10].
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Fig. 7. Load balancing for 2000 tasks and makespan
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Finally, in Fig.8, we compared makespan of Min-Min, Max-Min and proposed
algorithm with 1000 tasks, when we have 2, 4, 6, 8 and 10 resources. As we see, the
proposed algorithm outperforms both Min-Min and Max-Min algorithm and have
minimum makespan.

21500

——&— Min-Min

Max-Min  —#— Proposed algorithm

19500

17500 +

15500

13500

11500

9500

7500

5500
3500

1500

Fig. 8. Makespan of 1000 tasks for 2, 4, 6, 8 and 10 resources respectively
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Conclusion and Future Works

To overcome the limitations of the Min-Min algorithm, in this paper an improved task
scheduling algorithm based on well-known task scheduling algorithm, Min-Min was
presented. This algorithm proposed new condition for selection of the task for
scheduling. The proposed Algorithm uses the advantages of Min-Min algorithm and
covers their disadvantages. The experimental results obtained by applying our
algorithm within the GridSim simulator, shows that the proposed algorithm is
outperforms better makespan than Min-Min and also helps load balancing . This study
concerned task execution time and load balancing. For future works, we can apply
other issues like deadlines on tasks and resources.
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Abstract. Nowadays, cloud computing has become one of the major issues on
the progress of computer science. Applying Diskless Remote Booting (DRB)
System to cloud computing has potential to reduce energy consumption and
enhance Maintainability. Previous research has introduced homogeneous DRB
system which consists of compute nodes with the same hardware and software
configuration. However, in the homogeneous DRB system, adding a new node
requires the same hardware and software configuration. In this paper, we
propose a heterogeneous DRB system that allows compute nodes to have
various hardware and software configurations. Moreover, the proposed scheme
is equipped with hypervisor to each compute node, so that every compute node
provides a virtual environment for its end-users. The experiment results show
our approach can run a number of compute nodes with various hardware and
software configurations concurrently. Furthermore, the proposed scheme has
outstanding benefits to energy saving with negligible performance loss.

1 Introduction

Diskless Remote Booting (DRB) system consists of a number of compute nodes with
no disks, and each node boots up its operating system by accessing local disks of
sever over network. With diskless technique, it has potential to be adopted in cloud
computing to meet the requirements of low maintenance cost and energy consump-
tion. In other words, the power consumption of local disks on a compute node is elim-
inated. On the other hands, storing all data in a server helps system administrator to
maintain system easily. Nowadays, DRB system has been used on real-world scena-
rios widespreadly, including distance education for off-campus students, system of
computer classroom and cybercafe.

Virtualization offers a compute node to run a number of different and concurrent
operating systems inside a diskless system. With multitudinous advantages, such as
high flexibility, isolation, resource utilizing rate, easy management, power saving,
etc., virtualization has become a well-known technique to offer various execution
environments from cloud computing vendor [2]. In virtualization system, resource
virtualization of hardware and concurrent execution virtual platform are operated by a
software called virtual machine monitor (VMM) or hypervisor [9]. Typically, VMMs

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 114-123] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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are categorized into four types: Operating system-level virtualization, Full-
virtualization, Para-virtualization and Hardware-assisted virtualization.

Early research puts effort on the methods of building dislkess High Performance
Computing (HPC) cluster and virtualization environment [6][11][12][14]. Much work
has reported the performance of different types of virtualization, including execution
time, kernel compiling time, memory bandwidth, I/O access, network traffic, context
switch overhead and throughput [2][3][4][5][8][13]. And few researchers deal with
applying diskless HPC cluster and virtualization in real-world scenarios, such as bio-
medical information and DNA issues, distance education environment and green
computing [1][7][10].

Although the DRB system has been widely used on the diskless HPC cluster, it has
much potential to be applied in cloud computing to improve energy efficiency and
maintainability. The objective of this paper is to apply the DRB system in green cloud
computing. By eliminating local disks from compute nodes, energy consumption can
be reduced with less performance degradation. Previous research concerns the Homo-
geneous DRB system, i.e., every compute node has the same processor architecture,
operating system and softwares [12]. However, it requires that a new added compute
node needs the same hardware and software configurations. In this paper, we propose
a heterogeneous DRB system, where compute nodes can use variety of different types
of hardware, software and operating system. Furthermore, the proposed system en-
compasses a VMM to provide end-users a number of different virtual machines as a
cloud computing platform.

The experiment results show that the proposed scheme runs compute nodes with
different hardware and software configuration concurrently. Compared with diskfull
system (system with local disks), the proposed scheme pays little performance loss for
booting up. Furthermore, it reduces 10-25% energy consumption with less perfor-
mance degradation.

The rest of the paper is organized as follows. Section 2 describes related work.
Section 3 presents our heterogeneous diskless system. Section 4 provides the detail of
implementation of our work. Section 5 shows our experiment results and Section 6
summarizes our conclusion.

2 Related Work

In recent years, studies have investigated methods to construct the DRB system which
consists of a number of compute nodes without local disks [6][11][12][14]. T. Victo-
ria and A. V. Nestor Waldyd [12] implemented a homogeneous diskless HPC cluster
using Linux as operative system. K. Salah et al. [11] implemented a large-scale Infi-
niband-based diskless cluster which consists of 126 compute nodes with RedHat En-
terprise Linux Server 5.3. C.-T. Yang and Y.-C. Chang [14] built an SMP-based PC
cluster with a number of diskless slave nodes on Linux environment. J. H. Laros III
and L. H. Ward [6] implemented a diskless cluster using the Network File System
(NFS) that scales to thousands of compute nodes.
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Virtualization allows compute nodes to run a certain number of different and concur-
rent operating system instances inside a system. Much research has demonstrated perfor-
mance evaluation for various virtualization technologies, including operating system-level
virtualization, para-virtualization and full- virtualization [2][3][4][S][8][13]. J. Che et al.
[2] measured and analyzed the performance of operating system-level virtualization, para-
virtualization and full-virtualization, and presented several comparison results, such as
execution performance, kernel compiling time, memory bandwidth, I/O access, network
traffic and context switch overhead. A. Chierici and R. Veraldi [3] presented the perfor-
mance comparison of computing, network and I/O access between para-virtualization and
full-virtualization. J. S. White and A. W. Pilbeam [13] analyzed the throughput of full-
virtualization. M. Fenn et al. [5] showed the performance penalty of full-virtualization on
different operating systems. D. Petrovic and A. Schiper [8] investigated the fault-tolerance
issue on para-virtualization and full-virtualization. T. Deshane et al. [4] compare the per-
formance isolation and scalability between para-virtualization and full-virtualization.

Several researchers have applied the DRB system and virtualization on real-world
scenarios [1][7][10]. S. M. Sait et al. [10] focussed on biomedical information and
DNA issues, and evaluated the Basic Local Alignment Search (BLAST) algorithms
onto a large Infinibandbased diskless Cluster. L. Liu et al. [7] applied virtualization to
reduce data center power consumption. B. R. Anderson et al. created a virtualized lab
environment in distance education, and provided off-campus students to utilize the
same environment as on-campus students [1].

3 Proposed Scheme

Virtual Machine Monitor (VMM) provides a virtual environment that allows multiple
OS images to operate on a computer hardware concurrently. Applying the VMM to
the DRB system can run a number of different OS images of end-users on a compute
node to reduce the amount of hardware usage and energy consumption. Moreover, it
provides an energy efficiency machine with no local disks on a compute node to meet
the requirement of energy saving of green cloud computing.

Figure 1 illustrates the concept of the VM-based homogeneous DRB system in
cloud computing. In the DRB system configuration, the clone node is a typical server
with hardware and operating system, each compute node has the same hardware,
which is nearly the same as the hardware of the clone node except with no local disks,
and the server node is functioned as Dynamic Host Configuration Protocol (DHCP)
server, Trivial File Transfer Protocol (TFTP) server and Network File System (NFS)
server. The boot-up procedures are described as follows:

1. The server node acquires the booting configuration and the OS image from the
clone node.

2. The server node offers these files to compute nodes so that a compute node can
remotely boot up via network connection.

3. Each compute node maintains its own virtual machine structure and provides a
cloud computing environment to end-users.
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Fig. 1. The illustration of a homogeneous diskless system using the Xen
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Fig. 2. The illustration of a heterogeneous diskless system

In homogeneous DRB system, each compute node retrieves the same configuration
and OS image from the server node, which means each compute node requires the
same hardware and software configurations (i.e., the configurations of clone node). It
could constrain the hardware expandability and become a problem to system vendor.
Hence, we introduce a heterogeneous DRB system that allows compute nodes to use
variety of different types of hardware and software configurations. The major change
of the heterogeneous technology is to use a set of clone nodes. It offers a number of
different OS images and hardware configurations as an image pool. In the other
words, compute nodes can retrieve various OS image and hardware configuration
from image pool. With the heterogeneous technology, vendor can easily add new
compute nodes without using the same configuration.

Figure 2 shows the illustration of the heterogeneous DRB system, where the clone
set is composed of three types of clone nodes. As shown in this figure, compute node
1 retrieves the OS image and hardware configuration from the type 1 in the clone set,
compute node 2 gets the files from the type 2 in the clone set, and so on. System ven-
dor can add new compute node with different hardware or change hardware device of
certain compute node flexibly. Moreover, system vendor can easily assign users into
different compute nodes based on its priority (i.e., Gold Member, Silver Member or
Free Member).
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4 Implementation

To implement our approach, a PXE booting Environment (PXE) is required for com-
pute nodes. In addition, certain tools have to be installed in the server node, including
Dynamic Host Configuration Protocol (DHCP), Trivial File Transfer Protocol (TFTP)
and Network File System (NFS). To provide cloud computing environment for end-
users, Xen hypervisor is applied to each compute node as the VMM. Following de-
scribes the detail of implementation.

allow booting;

allow bootp;

subnet 192.168.2.0 netmask 255.255.255.0 {
range 192.168.2.xxx 192.168.2.xxXx;
option broadcast-address 192.168.2.255;
option routers 192.168.2.xxx;
option domain-name-servers 192.168.2.xxx;

filename "/pxelinux.0";

host pxe_client {
hardware ethernet XX:XX:XX:XX:XX:XX;
fixed-address 192.168.2.xxx;

Fig. 3. An example of DHCP configuration

PXE booting Environment (PXE) is a technology to boot up system from a net-
work interface, it has been applied to many system architectures, such as Intel IA-64
and DEC Alpha. In our work, each compute node requires a PXE network interface
controller to acquire the PXE configuration over network. In Linux system, the PXE
configuration is defined in pxelinux.0 file.

Dynamic Host Configuration Protocol (DHCP) configures devices on network
so that they can communicate with an IP. With the DHCP protocol, a device retrieves
network information, such as IP address, default route and DNS server addresses from
the DHCP server. In our work, the server node is configured as the DHCP server. And
the configurations, such as network address range, router address, DNS address, and
MAC address of compute nodes are defined in /etc/dhcp/dhcpd.conf file. As mention
before, our heterogeneous DRB system creates a set of clone nodes, which means,
the configuration of a compute node is from one of these clone nodes. Consequently,
the DHCP configuration defines fixed IP address to each compute node so that the
corresponding configuration and the OS image can be transferred to. Figure 3 gives
an example of the DHCP configuration. While a compute node boots up, it sends
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a DHCP request to the DHCP server, and waits for DHCP response to get its IP
address.

Trivial File Transfer Protocol (TFTP) is a technology that transfers files be-
tween network devices. Generally, it is widely used for transferring little files, such as
configuration files or boot images. UNIX-like OS has initially installed typical ready-
to-use TFTP tools, for example, tftpd, tftp-hpa and tftp-server. Hence, the server node
can start up the TFTP service immediately with following command:

# chkconfig --level 345 xinetd on --level 345 tftp on During booting process, the
compute node gets PXE configuration pxelinux.0, /pxelinux.cfg/default and OS image
/kernel/initrd by tftp.

Network File System (NFS) allows a compute node to access files over network
connection. After retrieving the PXE configuration and the OS image, the compute
node decompresses its OS image, and mounts the kernel on the NFS server. After-
ward, a compute node can operate as a diskless system. To support the NFS service
for compute nodes, the administrator needs to create NFS share directories in the
server node to share with. Then a compute node can access its files in the share direc-
tories as in a "virtual" disk. Figure 4 gives the procedures of diskless remote booting.

Xen hypervisor is a para-virtualization VMM that requires modification of virtual
operating system to access privileged system calls. Figure 2 shows the VM structure
of the Xen. The Xen runs the operating system of compute nodes in Domain 0 (DO0),
and maintains operating systems of different end-users in VM 1 to VM n. The Xen
takes a full control on hardware resource and forbids each VM to execute sensitive
privileged instructions. Instead, the Xen controls most device drivers in DO, and han-
dles system calls from other VMs, such as CPU execution, memory allocation and I/O
access. The Xen offers communication ways between the hypervisor and VMs, those
are synchronous call by using hypercall and asynchronous event by using virtual in-
terrupt [2]. In this work, the configurations of D0 are defined in /etc/xen/xend-
config.sxp, and the configurations of other VMs are defined in /etc/xen/, such as VM
kernel, virtual memory size, virtual CPU count, virtual network interface, etc. After
setting VMs for end-users, the VMs can be started up by following command:

# xm create -c VM_NAME

5 Experiment Results

In this section, we first evaluate the performance of the proposed diskless RDB sys-
tem, such as file transfer speed and boot-up time. Then, we compare runtime and
energy consumption between the proposed DRB system and the system with local
disks (following refer as diskless system and diskfull system respectively). All the
experiments were executed on real cloud computing server with hardware configura-
tions as shown in Table 1.

Figure 5(a) shows the comparison of file transfer speed of the diskless system with
different compute node counts, where Type A, B and C are the hardware configura-
tions listed in Table 1, and the OS image used in this comparison is CentOS 5.5.
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Fig. 4. The procedures of diskless remote booting

Table 1. The Hardware Configurations

Server Intel Xeon E5620 2.4GHz 499G RAM

A. Intel Core 15 3.2GHz 12G RAM

Client B. Intel Core 2 Duo E6750 2.66GHz 4G RAM
C. Intel Xeon E5620 2.4GHz 499G RAM

The experiment transferred files from the NFS server to compute nodes. As shown in
Figure 5(a), with the increasing number of compute nodes, the transfer speed de-
grades progressively. The is due to the bandwidth contention of network, the more
compute nodes, the slower transfer speed.

Figure 6(b) presents the boot-up comparison between the diskfull system and the
diskless system. To enhance security, the proposed scheme is equipped with Security-
Enhanced Linux (SELinux). The result shows that the booting time of the diskless
system with SELinux is from 115s to 355s as compute nodes are increased from 1
node to 10 nodes. And the booting time of the diskless system without SELinux is
from 110s to 347s. Compared with the diskless system without SELinux, the diskless
system with SELinux enhances security with little overhead on booting time. The
result shows the booting time of the diskfull system from 1 node to 10 nodes are
about the same, this is due to each node loads the OS image from its local disks. Al-
though the diskfull system avoids contention of bandwidth, a large number of local
disks could cause considerable energy consumption.

Figure 6(a) presents the comparison of runtime between the diskfull system and
the diskless system with modern benchmarks, including the boot-up testing, the
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Fig. 5. The comparison of file transfer speed and boot-up

CPU-intensive testings (make and gcc) and I/O-intensive testing (dd). Also, we com-
pared the proposed schemes with Che's work [2] named Gen in Fig. 6. In this compar-
ison, the hardware configuration is type C. For the diskfull system, the OS image is
CentOS 5.5. For the diskless system, the OS images are CentOS 5.5, Ubuntu 6.2 and
Redhat 9. In the CPU-intensive testings, the runtime of the diskless system is less than
that of the diskfull system. However, in I/O-intensive testing, the runtime is dominat-
ed by data access of hard drive. For instance, benchmark dd creates a 1.5GB image in
hard drive, running it on the diskless system brings a longer runtime due to data is
accessed over network. On the other hands, the diskfull system executes the I/O-
intensive benchmark on its own local disk and eliminates the overhead of network
data transferring. For the boot-up testing, the diskfull system takes about 79 seconds
to boot up the system, the boot-up time of the diskless systems are 105 seconds for
CentOS, 102 seconds for Ubuntu and 110 seconds for RedHat. The results show that
diskless system takes less performance degradation in boot-up. Moreover, the results
also show that our schemes have better performance on runtime than that of Gen.

Figure 6(b) demonstrates the comparison of energy consumption between the dis-
kfull system and the diskless system. The results show that the diskless system per-
forms less energy consumption in the CPU-intensive testings and boot-up testing. For
I/O-intensive benchmark, the diskless systems have higher energy consumption. This
is due to diskless systems take a long time for execution. On the other hand, the pro-
posed schemes have less energy consumption than that of Gen.

In previous work [11], a compute node is equipped with two network interface
adapters to handle (1) the communication with NFS server and (2) the communication
with end-users. Using a network interface for the communication with the NFS server
can avoid compute node losing its file structure in the NFS server while the internet is
disconnected unexpectedly. However, it could cause the lack of IP address and in-
crease hardware cost. Our work merges file structure of compute node into the OS
image so that compute node stores its own file structure in RAM memory. In this
way, compute node can avoid losing file structure without using two network inter-
face adapters. Moreover, the usage of IP address and hardware cost can be reduced.
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Fig. 6. The comparison of the diskfull system and the diskless systems

Conclusion

This work presents a heterogeneous Diskless Remote Booting (DRB) system which
allows a number of compute nodes with different hardware and software configura-
tions to run concurrently. With heterogeneous DRB system, a compute node with
different hardware and software configurations can be joint flexibly. Also, system
vender can add/update/remove devices inside a certain compute node without chang-

ing

other compute nodes. The experiment results show that the proposed scheme

reduces energy consumption and enhances system security with little performance
degradation, which meets the requirement of green cloud computing. Moreover, com-
paring with previous work, the hardware cost and the usage of IP address are reduced.

References

Anderson, B.R., Joines, A.K., Daniels, T.E.: Xen Worlds: Leveraging Virtualization in
Distance Education. In: Proceedings of the 14th Annual ACM SIGCSE Conference on In-
novation and Technology in Computer Science Education, pp. 293-297 (2009)

. Che, J., Yu, Y., Shi, C., Lin, W.: A Synthetical Performance Evaluation of OpenVZ, Xen

and KVM. In: Proceedings of the 2010 IEEE Asia-Pacific Services Computing Confe-
rence, pp. 587-594 (2010)

. Chierici, A., Veraldi, R.: A quantitative comparison between xen and kvm. In: The 17th

International Conference on Computing in High Energy and Nuclear Physics. Journal of
Physics: Conference Series, vol. 219(4) (2010)

Deshane, T., Shepherd, Z., Matthews, J.N., Ben-Yehuda, M., Shah, A., Rao, B.: Quantita-
tive Comparison of Xen and KVM. In: Proceedings of the Xen Summit (2008)

Fenn, M., Murphy, M.A., Martin, J., Goasguen, S.: An Evaluation of KVM for Use in
Cloud Computing. In: Proceedings of the 2nd International Conference on the Virtual
Computing Initiative (2008)

Laros III, J.H., Ward, L.H.: Implementing Scalable Disk-less Clusters using the Network
File System (NES). In: Proceedings of the 4th Symposium of the Los Alamos Computer
Science Institute, pp. 27-29 (2003)



10.

11.

12.

13.

14.

Heterogeneous Diskless Remote Booting System on Cloud Operating System 123

Liu, L., Wang, H., Liu, X, Jin, X., He, W., Wang, Q., Chen, Y.: GreenCloud: A New Ar-
chitecture for Green Data Center. In: Proceedings of the 6th International Conference
Industry Session on Autonomic Computing and Communications Industry Session,
pp- 29-38 (2009)

Petrovic, D., Schiper, A.: Implementing Virtual Machine Replication: A Case Study using
Xen and KVM. In: IEEE 26th International Conference on Advanced Information Net-
working and Applications, pp. 73-80 (2012)

Rosenblum, M., Garfinkel, T.: Virtual Machine Monitors: Current Technology and Future
Trends. Computer, 39-47 (2005)

Sait, S.M., Al-Mulhem, M., Al-Shaikh, R.: Evaluating BLAST Runtime Using NAS-Based
High Performance Clusters. In: The 3rd International Conference on Computational Intel-
ligence, Modelling & Simulation, pp. 51-56 (2011)

Salah, K., Al-Shaikh, R., Sindi, M.: Towards Green Computing using Diskless High Per-
formance Clusters. In: Proceedings of the 7th International Conference on Network and
Services Management, pp. 456-459 (2011)

Victoria, T., Nestor Waldyd, A.V.: Diskless HPC cluster for parallel & Grid computing on
fedora. In: IEEE Latin-American Conference on Communications, pp. 1-8 (2009)

White, J.S., Pilbeam, A.W.: A Survey of Virtualization Technologies With Performance
Testing, ArXiv e-prints (2010)

Yang, C.-T., Chang, Y.-C.: A Linux PC Cluster with Diskless Slave Nodes for Parallel
Computing. In: The 9th Workshop on Compiler Techniques for High-Performance Com-
puting, pp. 81-90 (2003)



RTRM: A Response Time-Based Replica Management
Strategy for Cloud Storage System

Xiaohu Bai, Hai Jin, Xiaofei Liao, Xuanhua Shi, and Zhiyuan Shao

Services Computing Technology and System Lab.
Cluster and Grid Computing Lab.
Huazhong University of Science and Technology, Wuhan, 430074, China
hjin@hust.edu.cn

Abstract. Replica management has become a hot research topic in storage sys-
tems. This paper presents a dynamic replica management strategy based on re-
sponse time, named RTRM. RTRM strategy consists of replica creation, replica
selection, and replica placement mechanisms. RTRM sets a threshold for re-
sponse time, if the response time is longer than the threshold, RTRM will in-
crease the number of replicas and create new replica. When a new request
comes, RTRM will predict the bandwidth among the replica servers, and make
the replica selection accordingly. The replica placement refers to search new
replica placement location, and it is a NP-hard problem. Based on graph theory,
this paper proposes a reduction algorithm to solve this problem. The simulation
results show that RTRM strategy performs better than the five built-in replica
management strategies in terms of network utilization and service response
time.

Keywords: Dynamic replica management, Response time, OptorSim, Load
balance.

1 Introduction

Since data replication has been widely used in storage systems [1-3], replica management
has been a hot research topic [4-9]. As the storage environment changes dynamically,
dynamic replica management gets more attention by researchers. Replica management
includes replica creation, selection, and placement.

Most existing dynamic replica management strategies create new replica of the
popular data based on the user access frequency, thus the replica creation always
happens at the end of each time interval. But according to temporal locality and spatial
locality, especially the pattern of user accesses, the distribution of the user accesses is
uneven during the time interval. A file may have many concurrent requests during the
time interval, and these concurrent requests will greatly increase the service response
time of each single request. Two issues should be addressed: (1) when is the best time
for replica creation of popular data to reduce the average service response time; (2)
how many replicas can satisfy the response time requirement of a single request.

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 124-133] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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In this paper, we focus on the response time of a single request, and propose a re-
sponse time-based replica management strategy, named RTRM, which includes three
algorithms: replica creation, replica selection, and replica placement. Replica creation
algorithm decides when and where to create replica based on the average response
time. Replica selection method selects the best replica node for users based on re-
sponse time prediction, while replica placement mechanism combines the number of
replicas and the network transfer time. To evaluate the performance of RTRM, we run
the strategies in OptorSim [10]. The evaluation results show that our replica manage-
ment strategy performs better than the five built-in replica management strategies in
OptorSim simulator in terms of service response time and network utilization.

The rest of this paper is organized as follows. Section 2 introduces the related
work. Section 3 presents dynamic replica management strategy. The analysis and
evaluation results are presented in section 4. In section 5, we give conclusions and
possible future work.

2 Related Works

Replica management has been widely studied. Sun et al. [4] proposed a replica strategy
based on the memory cache. Hou et al. [5] proposed a dynamic replica creation
mechanism DynRM, which decides to create replicas according to the file access
frequency. Chang et al. [6] set access-weights for each file, and choose hot file based
on the value of access-weights. These replica strategies do not take the response time
of a single request into consideration, while many requests have to be waiting for a
long time.

Rahman et al. [7] proposed a replica placement algorithm used the p-median model
to find the locations of p candidate nodes to place replicas, but the problem is how to
determine an appropriate value of p. A model-driven replica strategy is proposed in [8].
This strategy first calculates the requisite number of replicas and selects the best set of
nodes to host the replicas. However, as each node can only utilize partial information,
this strategy may create too many replicas and result in prohibitive overhead. Li et al
[9] proposed a DSRL replica location method in which each file has a home node to
maintain the index of all the replicas. With the dynamic changes in the network, DSRL
method would create too many replicas.

3 Design of RTRM

3.1  Replica Creation Method

In dynamic replica management strategy, replica creation decides which file is the
popular data and when is the right time to create new replica of the popular data.
Replica creation method first finds the best time to create new replica, an access
recorder is assigned to each data node, which is used to store the number of concurrent
user accesses to each file, including file name, number of concurrent access, file size,
and so on. The service response time of single access can be calculated by the number
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of concurrent user accesses. Once the average service response time of a file is higher
than a threshold, the file becomes popular data, and the creation of that file is started.

In our replica creation method, Tiemo 1S set as the upper limit of the service
response time of a single request. The average service response time of a file must be
smaller than T,,.014-

Assume that data block b has n replicas, and distributed in n nodes. Let these n
nodes be N;, N, ... N,. To simplify the problem, for the user accesses of data block b,
we have the denotations as follows:

The size of data block b is denoted as S},

The network transmission capability of node N; is denoted as NTC;.

The number of concurrent accesses of node N; is denoted as Num;.

The maximum service response time of single request of node S; is denoted as
MSRT;. MSRT; can be computed by Equation (1).

Sp

MSRT, =
NTC

X Num, (i =1,2,...,n) (D

1

We define MSRT;.x as the maximum value of all MSRT;, the average response time
of all MSRT; is denoted as MSRT ,,,4e..- Based on Equation (1), MSRT,x and MSRT,.
verage €an be computed by Equation (2).

MSRT,,,, = max(MSRT,,MSRT,....,MSRT,)
(2)

MSRT, =15 MSrT,

average n l:l 1
Each time when a user access comes, we get the value of MSRT)ax and MSRT ,yerage
through Equation (2). If the value of MSRT, .4 is higher than Tieg0m, file f is
considered to be popular data, and new replica of file f will be created. If MSRT 0y 15
smaller than Ty esnor, DUt MSRTyax is higher than Tj,.g.04, then the system would
transfer some accesses from the relatively heavy load nodes to the relatively light load
nodes.

3.2  Replica Selection Method

The goal of replica selection method is to select the best replica node of a file. In rep-
lica selection method, LPC is defined to represent the load process capability of a
node. The metrics of LPC consists of three components: CPU process capability,
network transmission capability, and I/O capability of disks, denoted by w,, w,, wi,
respectively. Given these metrics, LPC can be computed by Equation (3).

LPC =a*w+L*w,+y*w,, 3)

In Equation (3), a, S, y are constants and can be determined according to service level.
Replica selection method chooses the node with highest LPC to response the user
request, the user then accesses the file from the node with highest LPC.
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3.3  Replica Placement Mechanism

Replica placement has been proven to be NP-hard. We first give a model of replica
placement, and then we propose a reduction algorithm to solve this problem.

Assume that the system has n storage nodes, let them be n;, n,, ...,n,. We want to
get the minimal replicas of file f, and place these replicas to satisfy the requirement of
a single request. To simplify the problem, the denotations are as follows:

(1) The replica number is denoted as replicaDegree, and the upper limit of the re-
sponse time of a single request is set as T ;-

(2) The response time that node n; accesses file f is denoted as responseTime;, it is
the time that n; accesses file f from the nearest node. If n; contains file f or its replica,
responseTime; is set to be 0.

(3) The total response time of the system is denoted as TotalresponseTime, and To-
talresponseTime can be computed by Equation (4).

TotalresponseTime = z; responseTime, 4)

The goal of our design is to make sure that the response time of a single request must
be smaller than T,,,,,, and minimize the value of replicaDegree and the value of Tota-
lresponseTime. Therefore, in this paper, we want to find an optimal replica scheme

that can achieve the following goals:

(1) Minimize replicaDegree
(2) responseTime; <= T per
(3) Minimize TotalresponseTime.

For goals (1) and (2), they can be described as a Set Covering Problem (SCP), which
has been proven to be NP-hard. Based on greedy algorithm, by transforming the SCP
into an equivalent graph, we design a reduction algorithm to figure out this model.

Based on the network topology and the network transfer time, we construct a graph
G=(V, E), this graph can be described as:

V={ny, ny, ..., n,}; E={(n;, ny) | responseTime;<= T ppe,}.

As an example, a network topology and the network transfer time is shown in
Fig.1, and the value of T, in this example is 10s.

Fig. 1. Network topology and network transfer time
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From the graph, we can get the value of V and E.

V={n,, ny, n3 ny ns, ns ny, ng, Nof; E={(ny, ny), (n;, n3), (n;, ny), (n, ne), (na, n3),
(n2, n4), (ny, ng), (ns, no), (ns, ng), (ng, nz)}.

The goal is to find a subset V*, which is a smallest subset of V, for each element v
from V, there must have at least one element v* from V*, and (v, v*) is an element in
E. It means that for each node v in V, there must be at least one node v* in V*, and v
can access file from v* within T,

Algorithm 1 shows the process of the reduction algorithm. We can place the repli-
cas in the nodes from V* to make sure that all the nodes can access file f within T,

Algorithm 1. Reduction algorithm
INPUT: G = (V, E); OUTPUT: V*
/I degree(v) gets the degree of v in G;

1. Begin

2. Initialize V* and v*: V* = @, degree(v*) = 0,
3. if(V==0) {goto 18;}

4. else {go to 5;}

5. for ( each element vin'V )

6. if( degree(v) > degree(v*) ) { v¥ = v;}
7. push v* into V*;

8. delete all the edges incident to v* from V;
9. delete v* from V;

10. end for

11. if(V==0){goto18;}

12. else {goto 13;}

13. for (‘each elementvinV )

14. if ((v¥ v)CE)

15. {ifldegree(v) == 0) { delete v from V;}}
16. end for

17. goto 3.

18. return V¥,

19. End

4 Performance Evaluation

In this section, we first compare our replica placement mechanism with other four
replica placement strategies, then compare RTRM strategy with the five built-in repli-
ca strategies in OptorSim. From the experiment results, RTRM strategy performs
better in terms of network utilization, average response time, and total replica number.

4.1  Analysis of Replica Placement Mechanism

We will compare our replica placement mechanism with other four strategies: Best
Client, MinimizeExpectedUtil, MaximizeTimeDiffUtil, and MinimizeMaxRisk.
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The example in Fig. 1 is used in the analysis. The upper limit of the response time
of a single request T, is set to 10s. We define replicaDegree to represent the num-
ber of replicas in the system, and use TotalresponseTime to represent the total re-
sponse time of all nodes in the system. We perform two analyses. In the first analysis,
we compare the value of TotalresponseTime of the five mechanisms with the same
replicaDegree. In second analysis, we compare the smallest replicaDegree of the five
mechanisms while making sure the response time of all requests is smaller than T,

First Analysis

Because in general storage systems, the smallest replica degree is 3, we set the val-
ue of replicaDegree of all the five mechanisms 3, and access the file from each node,
then compare the TotalresponseTime of each mechanism. Result is in Table 1.

Table 1. Results of first analysis

Mechanism TotalresponseTime | Nodes to host replica
RTRM 40 Ny, Ns, Ne
Best Client 77 Ny, N3, Ny
MinimizeExpectedUtil 48 ny, Ny, ns
MaximizeTimeDiffUtil 52 ny, Ny, Ny
MinimizeMaxRisk 69 Ny N3 Ny

From the first analysis, we can observe that with the same replicas, our replica
placement mechanism performs best, and has the smallest TotalresponseTime.

Second Analysis

As smaller replica degree means less cost of management, we compare the smallest
replicaDegree of each mechanism to make sure that the response time of a single
request is smaller than 7,,,.,. The result is shown in Table 2.

Table 2. Results of second analysis

Mechanism replicaDegree Nodes to host replica
RTRM 3 N Ns, Ne
Best Client 4 Ny, N3, Ny Ns
MinimizeExpectedUtil 3 ny, Ny, Ns
MaximizeTimeDiffUtil 4 ny, Ny, Ng, Ng
MinimizeMaxRisk 4 ny, N3 Ns, N7

From the second analysis, we can see that our replica placement mechanism has the
smallest replciaDgree. MinimizeExpectedUtil also has smallest replicaDegree, but its
TotalresponseTime is bigger.

4.2  Simulation of Dynamic Replica Management Strategy

OptorSim is a scalable, configurable and programmable simulation tool for grid. It
has five built-in replica management strategies. We compare our RTRM strategy with
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the five built-in replica strategies in OptorSim, and give the performance analysis.
The simulation grid topology is shown in Fig. 2.

0 @ @ O Router
- Router2 Q Data node

Routerl

Fig. 2. The grid topology of simulation experiment

The simulation experiments are performed on a server machine, and the hardware
and the software environment of the server machine is shown in Table 3.

Table 3. Environment of server machine

CPU Quad-Core Intel Xeon 1.6GHz processors

Memory 4GB DDRII RAM

Hard Disk 320GB SATA II hard drive 7200RPM (ST3500418AS)
(0N 64-bit CentOS 5.6 with Linux 2.6.18.8 kernel
OptorSim OptorSim Release V 2.0.0

The simulation parameter configuration of the grid in our experiments is shown in
Table 4.

Table 4. The configuration of simulation parameters

Parameters value
Number of jobs 1000
Scheduler File access cost + job queue access cost
optimizer SimpleOptimiser
LruOptimiser
EcoModelOptimiserZipf
DynamicOptimiser
Job delay 40000
Init file distribution ny, Ny, N7
Max queue size 200

Fig. 3 shows the average job time of the six replica management strategies under
three user access modes. In sequence mode, RTRM strategy is second best. In the
random mode, RTRM strategy performs not so well. While in the Zipf distribution
mode, our strategy performs best among all strategies.
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Fig. 4 shows the network utilization of the six replica management strategies under
three user access modes. From the result, in any mode, RTRM strategy performs the
best among the six strategies. This is because RTRM strategy takes the response time
of a single request into consideration, making sure that the response time of any node
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Fig. 4. Network utilization

Table 5 shows the number of total replicas of the six replica management strategies
under three user access modes. Because the simple strategy has no replicas, the num-
ber of replicas of simple in Table 5 is always 0. From the table, we can see that the
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number of replica in RTRM strategy is far less than other five strategies in each
access model. This is because we apply the reduction algorithm in the replica place-
ment, and find the relatively better nodes to host the replicas for all the nodes in the
system. Make sure the average service time is smaller than the threshold.

Table 5. Number of total replicas

Sequential Random Random_Zipf
Simple 0 0 0
LRU 8851 6982 3583
LFU 6573 6751 3026
Eco 205 225 112
Eco_Zipf 425 512 374
RTRM 43 57 36

Through the analysis of simulation results, it can be deduced that RTRM strategy is
very suitable for user access mode which follows Zipf distribution. The Zipf distribu-
tion means that user’s access to file is coherent to time, which is very popular in the
file sharing application of distributed storage system.

5 Conclusion and Future Work

Taking the response time of single request into consideration, we propose a response
time-based replica management strategy referred to as RTRM, and it consists of replica
creation method that can automatically increase the number of replicas based on the
average response time. When a new request comes, RTRM will predict the bandwidth
among the replica servers, and make the replica selection accordingly, and replica
placement mechanism combing with the number of replicas and the network transfer
time. In addition, we implement our dynamic replica management strategy in
OptorSim. Through extensive simulations, we show that RTRM strategy behaves
much better than the five built-in replica management strategies in OptorSim in terms
of the network utilization and the service response time.

Finally, due to the limitation of OptorSim, the performance advantage of our replica
selection method does not fully revealed in the simulation, but we believe that our
replica selection method could achieve good performance and low response time, and
provide rapid data download. In the future, we plan to apply our response time-based
replica management strategy in HDFS [3], PVFS [11], pNFS [12], Gpfs [13], and
LusterFS [14].
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Abstract. As Hadoop becomes a popular distributed programming framework
for processing large data on its distributed file system (HDFS), demands for se-
cure computing and file storage grow quickly. However, the current Hadoop
does not support encryption of storing HDFS blocks, which is a fundamental
solution for secure Hadoop. Therefore, we propose a secure Hadoop architec-
ture by adding encryption and decryption functions in HDFS. We have
implemented secure HDFS by adding the AES encrypt/decrypt class to Com—
pressionCodec in Hadoop. From experiments with a small Hadoop
testbed, we have shown that the representative MapReduce job on encrypted
HDFS generates affordable computation overhead less than 7%.

Keywords: Hadoop, HDFS, Security, Encryption, Decryption, Cryptography.

1 Introduction

Apache Hadoop [1], that originated from Google's MapReduce and GFS [2, 3], has
been recently popularized due to its scalable distributed computing framework and
file system, because it enables a big data processing platform for many data-intensive
applications and analytics. Hadoop is an open-source distributed computing frame-
work implemented in Java, and provides the MapReduce programming model and the
Hadoop Distributed File System (HDFS). MapReduce allows users to harness thou-
sands of commodity machines effectively in parallel for processing massive data in
the distributed system by simply defining map and reduce functions.

Since Hadoop is usually used in a large cluster or a public cloud service such as
Amazon Elastic MapReduce where multiple users run their jobs at the same time, it is
essential to provide the security of user data on HDFS. However, the security service
in the current Hadoop project is at the early design stage [4] that the simple file per-
mission and access control mechanisms are employed. Particularly, encryption is the
key means for the secure HDFS where many datanodes store files to HDFS and trans-
fer user files among datanodes while executing MapReduce jobs. It is reported that a
future Hadoop software release will include encryption [5]. For the secure HDFS, a
few studies assume that encryption is applied to HDFS [6-9]. However, the native
encryption modules for Hadoop have not been fully implemented and tested.

In general, encrypted file systems are widely deployed in various Operating Sys-
tems (OSes) such as MS Windows, Linux, MacOS and FreeBSD, and it is known that
encrypted file system does not perform well because of the high CPU utilization of

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 134-141] 2013.
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encryption or decryption processes. However, recent CPU architectures equipped with
multi-cores and special encryption accelerators can perform better than expectation.
On the other hand, due to the development of CUDA [10] and OpenCL, GPUs can
run general-purpose programs by augmenting the computing power with many paral-
lel processing units. Recent studies [11-15] begin to take advantage of GPUs for de-
veloping network systems such as routers and distributed file system by utilizing high
degrees of parallelism of GPUs and saving CPU computing capacity. Yet, the current
data center generally does not deploy the CUDA-capable GPUs to the cluster, because
a cluster node is equipped with the popular hardware devices at the low cost. In addi-
tion, GPUs usually consume more energy than CPUs so that they cannot be adopted
by a large-scale data center where the most serious problem is the energy-efficient
computing infrastructure. This means that we cannot directly utilize the GPU capa-
bility for enhancing computing power in the commodity data center.

Therefore, in this paper, we propose a secure HDFS architecture that is compatible
with the current Hadoop applications and show its performance results on the Hadoop
cluster testbed. From the experiments with an AES encryption algorithm [16], we
present that the secure HDFS causes the computation overhead only less than 7% for
the representative MapReduce jobs.

The remainder of this paper is organized as follows. In Section 2, we describe the
related work. Our proposal for the secure HDFS is explained in Section 3, and
its experimental results are presented in Section 4. Finally Section 5 concludes this

paper.

2 Related Work

As Hadoop becomes the main framework for the cloud computing service, a few stu-
dies [4, 6-9] have presented secure HDFS methods. In [4], a secure HDFS architec-
ture has been proposed such that Kerberos over SSL is used for strong mutual authen-
tication and access control to enhance HDFS's security. Tahoe [6], a prototype of
using SSL and integrating an encrypted distributed file system with Hadoop, has been
presented, but its write speed is 10 times slower and its read speed is about the same
with the generic HDFS. In [7], an application-level encryption MapReduce, that as-
sumes the pre-uploaded plaintext to HDFS, was proposed to support the file system.
In [8], hybrid encryption of HDFS was proposed with HDFS-RSA and HDFS-Pairing.
However, both read and write performance of encrypted HDFS is lower than those of
the generic HDFS. In the write case, the encrypted HDFS is slower by 2 times. In
[9], Hybrid cloud, where sensitive data is stored at private storage cluster and the
remainder of data is transferred to public or partner storage cluster, was proposed. For
more security, sensitive data can be encrypted using trusted platform module (TPM).
GPUs have been also applied to distributed storage systems and Hadoop. In [11], a
GPU-based library that accelerates hashing-based primitives for distributed storage
system has been presented. In [14], a framework for integrating GPU computing into
storage systems has been proposed, and it has been prototyped in the Linux kernel.
The AES cipher powered by GPUs is reported to achieve 4 GBps, whereas the results
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with CPUs are less than half of GPU's performance in [14]. Shredder [15] uses
GPUs for incremental storage and computation in Hadoop by mitigating the CPU
bottlenecks of content-based chunking. Generally, GPU-based approaches put empha-
sis on performance enhancement, but they do not reveal the energy efficiency and
consider form factors that are currently deployed by commodity servers in a data cen-
ter. Nowadays, dedicated encryption accelerators and CPUs with special encryption
features such as Intel AES New Instructions (NI) [17] have been developed.

3 Secure Hadoop

3.1 Overview

HDFS consists of a master (namenode) and multiple slaves (datanodes). In HDFS, a
file is chunked by a block with the fixed size (64 MB by default). The namenode
manages the file system metadata and controls access to files from clients by main-
taining the mapping between datanodes and blocks for a file. Each block belonging to
a file is replicated three by default in HDFS. Hadoop provides a MapReduce pro-
gramming framework that runs multiple tasks for a job. A MapReduce job divides its
job into multiple maps or reduce tasks to process many HDFS blocks in parallel.
HDES is well suited with a write-once-read-many access model.

We assume that every file is encrypted and decrypted before it is written and read
in the secure HDFS. In addition, we presume that each datanode is a commodity serv-
er that will encrypt and decrypt files with CPUs. Clients' requests to read or write a
file in HDFS will trigger decryption or encryption functions to HDFS blocks at each
datanode. We use 128-bit AES which is one of the most popular block cipher algo-
rithm and suitable for handling HDFS blocks. There are a few modes of operation for
AES: ECB, CBC, OFB, CFB, CTR and XTS [16]. We choose AES ECB, because its
computation can be concurrently performed in a distributed computing environment.
AES CBC is the most commonly used mode, but it is not suitable for HDFS cluster
consisting of many nodes because HDFS blocks must be processed sequentially on
one slave node.

3.2  Encrypting Files in HDFS

As shown in Fig. 1, following the same procedure of the file write operation in HDFS,
a HDFS client splits a file by a fixed size, encrypts every block and saves it to HDFS.
In HDFS, the encryption function itself can be easily implemented by writing an en-
cryption Java class in the same way that the CompressionCodec is used for com-
pressing and uncompressing files [5]. Based on CompressionCodec, we have
devised an AES encryption module (AESCodec) that executes the encryption algo-
rithm on the CPU. The HDFS client runs AESCodec class to perform encryption and
to pass the encrypted HDFS blocks to a datanode. Then, the first datanode, that rece-
ives the encrypted HDFS blocks from the client, will stream the encrypted blocks to
other datanodes for replication. In contrast to decryption, encryption of a file is
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performed at a HDFS client node, because the file write procedure in HDFS is se-
quentially carried out by a client. In this work, we have implemented only the AES
function as the encryption algorithm. However, other encryption algorithms such as
RSA or DES can be simply extended.

1. create 2. create
HDFS [~~=="====="7 Distributed | NS
client :::'i.chrypt FileSystem B comaiete Namenode

<

~~~~~
7.close <3 AES
Pe Encryption [\
7 namenode

1
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\
RS FSData )
B OutputStream
client JVM

client node

4 -
‘4. write

5. write packet 6. ack packet

5 5
Pipeline of DataNode DataNode DataNode
datanodes "6 | i

datanode datanode datanode

Fig. 1. Writing a file by adding an encryption step in HDFS

3.3 Decrypting Files in HDFS

With our own AESCodec, reading an encrypted file in HDFS is performed by mul-
tiple HDFS datanodes in parallel. That is, every block is processed by a map task at
the HDFS datanode. Thus, assuming the same file read operation in HDFS, as shown
in Fig. 2, we have added the decryption step with AESCodec when a task tracker
launches a map task that reads a block. In general, multiple map tasks are executed by
a Hadoop worker up to the number of available map task slots which is usually con-
strained by the number of CPU cores. Since HDFS assumes the write-once-read-many
model, our concurrent decryption per-HDFS block architecture fits well for various
MapReduce jobs.

4 Performance Evaluation

4.1 Experimental Environment

For the performance evaluation of encrypted HDFS, we have established a small
Hadoop testbed consisting of a master node and three worker nodes. Each node has
8- core 2.83 GHz CPU, 4 GB memory, and 2 TB hard disk. All Hadoop nodes are
connected withl Gigabit Ethernet cards.
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Fig. 2. A MapReduce job that read an encrypted file in HDFS

4.2  File Write: Generic HDFS vs. Encrypted HDFS

First, we have compared the file write time between generic HDFS and encrypted
HDEFS. As shown in Fig. 3, it took 430 minutes to write a 1 TB unencrypted file to
HDEFS, whereas 585 minutes to encrypt a file in HDFS, which is 36% performance
degradation. The throughput of writing files in HDFS is 41 MB/s for the generic
HDEFS, while 30 MB/s for the AES encrypted HDFS. In the encryption phase, the
HDES client is in charge of encrypting the whole files, which is a bottleneck of up-
loading files to HDFS.

4.3  File Read and Computation of MapReduce Jobs: Generic HDFS vs.
Encrypted HDFS

In order to evaluate the usefulness of encrypted HDFS, we have considered MapRe-
duce jobs on multiple HDFS datanodes that read and compute encrypted files in
HDEFS. Thus, we have run a representative WordCount MapReduce job on the testbed
that processes encrypted files on HDFS by decrypting files with AESCodec. Fig. 4
shows the performance of MapReduce jobs on unencrypted or encrypted HDFS. We
can observe that 604 minutes was taken for running a WordCount MapReduce job for
unencrypted HDES for 1 TB file tests, while 635 minutes for the encrypted HDFS. In
the read case, the overhead of decrypting files in HDFS is less than or equal to 5% for
almost all cases except 7% for 128 GB. In contrast to the write case, the decrypt/read
operation on encrypted files is executed in parallel, which mitigates the performance
degradation, and it fits well for the write-once-read-many model.
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5 Conclusion

Since generic Hadoop lacks in secure file management, it is necessary to be upgraded
with encryption in HDFS. Though encryption is the essential file protection method,
its real implementation has not been fully examined. In this paper, we presented a
secure HDFS by adding encryption and decryption function as a built-in encryp-
tion/decryption class in Hadoop. Based on CompressionCodec, we have imple-
mented AESCodec into Hadoop and shown that it is useful for securing MapReduce
job in HDFS with marginal performance degradation less than 7%.
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Abstract. The cloud computing is a computing paradigm that users can rent
computing resources from service providers as much as they require. A spot in-
stance in cloud computing helps a user to utilize resources with less expensive
cost, even if it is unreliable. When a user performs tasks with unreliable spot in-
stances, failures inevitably lead to the delay of task completion time and cause a
seriously deterioration in the QoS of users. To solve the problem, we propose
the VM migration scheme to reduce the job waiting time. And in this scheme
we use our previously proposed checkpointing method. When a running in-
stance occurs the out-of-bid situation (failure), the VM on the failed instance is
to a new instance. Our proposed VM migration scheme reduces the rollback
time and the task waiting time when an instance occur the out-of-bid situation.
The simulation results show that our scheme achieves performance improve-
ments in the task execution time of 68.94%, 68.61%, and 46.35% compared
with the hour-boundary checkpointing scheme, the rising edge-driven check-
pointing scheme, and our previously proposed checkpointing scheme., respec-
tively Further, our scheme outperforms the existing schemes in terms of the
reduction the total costs per spot instances for a user’s bid.

Keywords: Cloud computing, Spot instances, VM migration, Price history,
Fault tolerance.

1 Introduction

Recently, due to increased interests for cloud computing many cloud projects and
commercial systems such as Amazon EC2 [1], GoGrid [2], FlexiScale [3], have been
implemented. Cloud computing is a computing paradigm that constitutes an advanced
computing environment that evolved from utility and grid computing. In addition,
cloud computing involves a type of parallel and distributed system consisting of a
collection of interconnected and virtualized computers that are dynamically provided
and presented as one or more unified computing resources based on service level
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agreements established through negotiation between service providers and consumers
[4]. Typically, Cloud computing provides high utilization and high flexibility for
managing computing resources. And, cloud computing services provide a high level
of scalability of computing resources combined with Internet technology to multiple
customers [5]. In the most of these cloud services, the concept of an instance unit is
used to provide users with resources in cost-efficient way. Generally instances are
classified into two types: on-demand instances and spot instances. On-demand In-
stances allow the user to pay for computing capacity by the hour with no long-term
commitments. This frees users from the costs and complexities of planning, purchas-
ing, and maintaining hardware and transforms what are commonly large fixed costs
into much smaller variable costs [1]. On the other hand, spot instances allow custom-
ers to bid on unused Amazon EC2 capacity and run those instances for as long as their
bid exceeds the current spot price. The price for spot instance changes periodically
based on supply and demand, and customers whose bids meet or exceed it gain access
to the available spot instances. If you have time flexibility for executing applications,
spot instances can significantly decrease your Amazon EC2 costs [6]. For task com-
pletion, therefore, spot instances may incur lower cost than on-demand instances.

Spot market-based cloud environment configures the spot instance. This environ-
ment changes spot prices depending on the user’s supply and demand. The environ-
ment affects the successful completion or failure of tasks in accordance with the
changing of spot prices. Spot price has market structure, law of demand and supply.
Therefore, cloud service (Amazon EC2) can provide a spot instance when a user’s bid
is higher than current spot price. And, a running instance stops when a user’s bid be-
comes less than or equal to the current spot price. After a running instance stops, the
running instance restarts when a user’s bid is greater than the current spot price [7, 8].

Therefore, we solve the problem that the performed task is failed according to the
current spot price. In previous study, we propose VM migration scheme using check-
pointing [9]. Our proposed checkpointing scheme basically performs a checkpointing
operation based on two kinds of threshold: price and time. These two thresholds are
extracted from the price history of spot instances and are used to determine the
checkpointing time in the presence of failures of spot instances arising from price
fluctuation in a cost-efficient way. Using this checkpointing scheme, cloud system is
able to minimize loss of task and rollback time since rollback is shorter than that of
existing checkpointing schemes. However, if spot price is higher than user’s bid, an
instance is suspended with checkpointing. And, the instance makes a task waiting
time until a task restarts. As a consequence, in this paper, we propose the VM migra-
tion scheme using checkpointing to solve task waiting time problem. However, intui-
tively our scheme makes an additional VM migration time VM from current instance
to new instance and has to reduce total execution time than without VM migration.

Lastly, we carry out simulations to demonstrate effectiveness of our scheme. Simu-
lation results show that our scheme outperforms the existing schemes, such as
hour-boundary checkpointing, rising edge-driven checkpointing, and our previous
checkpointing, in terms of reduction of both total costs and total task execution time
per spot instance for a user’s bid.
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The rest of this paper is organized as follows: Section 2 briefly describes related
work on checkpoint and migration in cloud computing. Section 3 presents our system
architecture and its components. Section 4 presents our checkpoint and VM migration
algorithms based on the price history of spot instances. Section 5 presents perfor-
mance evaluations with simulations. Lastly, Section 6 concludes the paper.

2 Related Work

Many researchers and companies have recently studied two different types of envi-
ronment in cloud computing: reliable cloud computing environments, such as on-
demand instances [7], and unreliable cloud computing environments, such as spot
instances [8]. [7] has addressed acquiring on-demand or reserved instances. Focus of
our research is the unreliable cloud computing environment. The cost of unreliable
cloud computing environment (spot instances) is less than that in reliable cloud com-
puting environment (on-demand instances) for task completion. However, a spot
instance takes a longer task completion time than on-demand instance, because a run-
ning instance occurs out-of-bid situations (failure) when user’s bid exceeds the spot
price. Out-of-bid situations may make a task waiting time that is not task execution in
instance. To solve this problem, existing researches have focused on studies on the
resource allocation [10, 11] and fault tolerance [7, 8, 10].

Voorsluys et al. [10] proposed a resource allocation scheme and resource provi-
sioning policy. Zhang et al. [11] introduced the question of how best to match cus-
tomer demand in terms of both supply and price in order to maximize the provider’s
revenue and the customer’s satisfaction in terms of VM scheduling delay. [10] and
[11] focus on a resource allocation scheme to achieve higher revenues and a reduced
task waiting time. There are various fault tolerance methods. [7, 8] introduce a check-
point method to improve reliability of task. Based on the actual price history of EC2
spot instances, the authors compared several adaptive checkpointing schemes in terms
of monetary costs and the improvement in job completion time. Other studies com-
pared the performances of schemes based on fault tolerances in spot instances [8, 10].
Goiri et al. [7] evaluated three fault tolerances scheme, checkpointing, migration, and
job duplication, assuming that the communication cost is fixed. [10] analyzed various
types of schemes using spot instances. However, previous papers focus on reliability
and do not consider a total task execution time to perform the entire operation. Only,
papers focus on increment of reliability of task and reduction of total cost. Therefore,
our paper focuses on decrement of a total task execution time and proposes the VM
migration scheme using a checkpointing.

3 System Architecture

Fig. 1 shows the cloud computing environment assumed in this paper. Fig. 1(a) shows
the cloud computing structure. This cloud computing structure basically consists of
four entities: a cloud server, a storage server, cluster servers, and cloud users. The
cloud server is connected to cluster servers and storage servers. The cluster server
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consists of a lot of nodes. The cloud users can access the cloud server via the cloud
portal to utilize the nodes in the cluster servers as resources. Therefore, the cloud
server takes responsibility for finding virtual resources to satisfy the user's require-
ments, such as SLA and QoS. The coordinator in the cloud server manages tasks and
VM, and is responsible for the SLA management. Fig. 1(b) shows the management
operation flow. A cluster server consists of nodes of multiple instance types. To con-
figure a cluster server, each node creates VM depending on each instance type and
manages a creation of VM. A cloud user accesses a cloud portal to select the type of
spot instance of the cloud server. And they use a VM in a selected instance. In the
cloud server, a coordinator manages history of multiple spot instances to meet the
requirements of cloud users and monitors to migrate from a failed instance to a new
instance. In addition, each VM node takes a checkpointing and determines the VM
migration. We focus on the coordinator and the VM, which play an important role in
our checkpointing and VM migration scheme.

Cluster Server

Manage Instances 3

Cloud Server . - M - -
— e LR

Link -

(a) Cloud computing configuration (b) Management operation flow

Fig. 1. Cloud computing environment

3.1 VM Migration Scheme Using SLA-Based Checkpointing

In this section, we propose the VM migration scheme using SLA-Based checkpoint-
ing in the spot instances. We introduce our proposed scheme and then represent the
proposed processing and algorithm using VM migration scheme.

Spot instance environment assume that VM can be performs on the same instance
type until task completion. However, if the environment uses one instance type, a
running VM stops when spot price is higher than the user’s bid. To solve the problem,
we propose VM migration to continue job execution in spite of out-of-bid situations.
And a running VM migrates from current instance type to new instance type. We use
our previous proposed checkpointing scheme for VM migration scheme. Fig. 2 shows
our proposed VM migration scheme to add previous proposed checkpointing scheme.
Our VM migration scheme investigates an instance type to migrate the VM from cur-
rent instance type to other instance type when execution time on current spot price
meets time threshold. And, an available instance type selects to consider a user’s bid
and a remaining execution time. The data of selected instance type use kind of two.
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Frist, if spot price using an instance exceeds the user’s bid, VM migrates a selected
instance type. And the VM restarts from the last checkpoint. Second, if next spot price
of an instance is lower than the user’s bid, the coordinator deletes the stored informa-
tion of before selected instance and obtains new information to select new instance.

I : checkpoint (Price Th) I : checkpoint (TimeTh,;) 4 : rising edge over threshold

R _._.._J,;__.l.is_eri%b_d ........... }:F.__.._.._Th._._..
Fr S B

| Tens Tetint Available Diratic Failure Available Diration Time

Price for a spot instance

Migration Prediction

Migration Perform

Fig. 2. Our proposed VM migration scheme

We explain our previous proposed checkpointing scheme. This scheme basically
performs a checkpointing operation using two kinds of threshold, price and time,
based on the expected execution time according to the price history. Now, let ty,, and
tena denote, a start point and an end point, respectively, in the total of ETs. Based on
toae and te,g, We obtain price threshold ( PriceTh) and time threshold (TimeThp,_ ),

which are used as thresholds in our proposed checkpointing scheme.

The price threshold, PriceTh , can be calculated by eq. 1

PriceMin(t,,,,t,,)+User,
2

PriceTh = id (1)

where User,,, represents the bid suggested by a user and PriceMin(t,,,,t,,) represents an

start °

available minimum price in a period between ¢ and ¢, , .

start

The time threshold of price F;, TimeTh, , can be calculated by eq. 2
TimeTh, = AvgTime, (t,,,.1,,)X(1—F,) 2)

where F, is a failure probability of price F; and AvgTime, (t

start ® temi

) represents an

average execution time of P in a period between ¢, and ¢

start end *

Using these two thresholds, our proposed checkpointing scheme performs check-
point operations in two cases. The first case is that a checkpoint is taken when there is
a rising edge between users bid and the price threshold; and the second case is based
on the failure probability and average execution time of each price. A checkpoint is
taken when the time threshold exceeds execution time of current price. And a migra-
tion prediction module is performed with taking a checkpoint when time threshold is
calculated. The migration is performed when out-of-bid occurs in a running instance.
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3.2  Efficient Checkpoint and VM Migration Scheme Algorithm

In this section, we introduce a proposed efficient checkpoint and VM migration algo-
rithm. Fig. 3 and 4 show two kinds of checkpointing scheme and VM migration me-
thod. Two checkpointing points have price threshold and time threshold. Using these
two thresholds, our proposed checkpointing scheme takes checkpoint in the two cas-
es: first case is that a checkpoint is taken when there is a rising edge between a user’s
bid and price threshold. Second case is based on failure probability and an average
execution time of each price. A checkpoint is taken when time threshold exceeds the
execution time of current price. The migration method has a migration prediction, a
migration execution, and predicted information of migration.

1: Boolean F_flag = false /I a flag representing occurrence of a task failure
2: Boolean M_flag = false // a flag representing occurrence of the prediction
information of a VM Migration position

3:  while (!task execution finishes) do
4: if (spot prices < User's bid ) then
5: if (F_flag) then
6: VM Migration ( );
7: Recovery ();
8: flag = false;
9: end if
10: if (!F_flag) then
11: if (rising edge && Price Threshold < spot prices) then
12: Checkpoint ( );
13: end if
14: if (Time Threshold < execution time in current price) then
15: Checkpoint ( );
16: VM Migration Position Prediction ( );
17: end if
18: end if
19: end if
20: if (failure is occurred) then
21: F_flag = true;
22: end if

23:  end while

Fig. 3. Checkpointing with VM migration and recovery algorithms

Fig. 3 shows the checkpointing and recovery algorithms with VM migration used in
our proposed scheme. In these algorithms, the flag for representing an occurrence of a
task failure is initially set to false. The checkpointing process repeats until all tasks are
completed. Line 1 and line 2 show the flag information of task failure and prediction,
respectively. When task execution is normal (i.e., the flag is false), the scheduler per-
forms checkpoint process to provide against a job failure (lines 3-23). Recovery
process is performed when the flag is true (lines 5-9). Two cases to take checkpoints
are performed (lines 10-18). If a rising spot price is between user’s bid and price
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threshold, the scheduler performs checkpointing operation (lines 11-13). If execution
time is greater than time threshold, the scheduler also performs an operation of check-
pointing and VM migration position prediction (lines 14-17). When a task failure event
occurs, the flag is set to true to invoke the recovery function (lines 20-22).

1:  Function Checkpoint ()

2 take a checkpoint on the spot instance;

3 send the checkpoint to the storage;

4:  end Function

5:  Function Recovery ()

6: retrieve the checkpoint information from the storage;
7 restart the job execution;

8: end Function

9:  Function VM Migration Position Prediction ( );

10: if (M_flag) then

11: delete the before prediction information of a VM migration Position;
12: end if

13: M_flag = true;

14: calculate VM Position for the VM migration;

15:  end Function

16: Function VM Migration ( );

17: migrate the current VM position to the calculated VM position;
18: M_flag = false;

19:  end Function

Fig. 4. Algorithms for the operation of VM migration, checkpointing, and recovery

Fig. 4 shows the algorithms for the operation function of VM migration, checkpoint-
ing, and recovery. Lines 1-4 and 5-8 show detailed process of checkpointing and recov-
ery, respectively. Lines 9-19 show the migration process. Line 9-15 and 16-19 show
detailed process of VM migration position prediction and VM migration, respectively.

4 Performance Evaluation

In this section, we evaluate the performance of our checkpointing scheme with VM migra-
tion scheme using simulation and compare it with that of the other checkpointing schemes
using VM migration. Our simulation are conducted using the history data obtained from
the Amazon EC2’s spot instances [12], which is accumulated during a period from 9-27-
2010 to 10-4-2010. The history data before 10-01-2010 are used to extract expected
execution time and failure occurrence probability for our checkpointing scheme. The ap-
plicability of our checkpointing scheme is tested using the history data after 10-1-2010,
which are also used for hour-boundary checkpointing and rising edge-driven checkpoint-
ing schemes. In our simulations, one type of spot instances are applied to show an effect of
analyses on the performance of three checkpointing schemes that is a user’s bid.

Table 1 shows a various resource types used in amazon EC2. In this table,
resource types show a number of different instance types and pot price information
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(Max, Min, and Average) in each instance type. First, Standard Instances offer a basic
resource type. Second, High-CPU Instances offer more compute units than other re-
sources and can be used for compute-intensive applications. Finally, High-Memory
Instances offer more memory capacity than other resources and can be used for high-
throughput applications, including database and memory caching applications. Under
the simulation environments, we compare the performance of our checkpointing
scheme with that of two checkpointing schemes in terms of various analyses accord-
ing to the user’s bid. The information is measured during a period from 2009-11-30 to
2011-01-23. As the table result, if the user’s bid sets lower, the High-Memory in-
stance did not perform task. Our simulation set the user’s bid from $0.31 to $0.34.
This setting creates a test environment for migration. Table 2 shows the simulation
parameters and values used for the analysis of computing type instances.

Table 1. Spot price (Max, Min, and Avg) information in nstance tpye

No Instance type Compute Spot price  Spot price  Spot price
name unit Max Min Avg
1 m1.small (Standard Instances) 1 EC2 $0.053 $0.038 $0.04
2 ml.large (Standard Instances) 4 EC2 $0.168 $0.152 $0.16
3 ml.xlarge (Standard Instances) 8 EC2 $0.336 $0.304 $0.32
4 cl.medium (High-CPU Instance) 5 EC2 $0.084 $0.076 $0.08
5 cl.xlarge (High-CPU Instance) 20 EC2 $1.52 $0.304 $0.323
6 m2.xlarge (High-Memory Instance) 6.5 EC2 $0.588 $0.532 $0.561
7  m2.2xlarge (High-Memory Instance) 13 EC2 $0.588 $0.532 $0.561
8  m2.4xlarge (High-Memory Instance) 26 EC2 $1.176 $1.064 $1.122
Table 2. Simulation parameters and values for instances
Simulation Users bid Baseline Task time Migration  Checkpoint  Recovery
parameter interval time time time
Value $0.005 ml.xlarge 259200(s) 300(s) 300(s) 300(s)

Fig. 5 shows the simulation results about hour boundary checkpointing scheme
(HBCS). Same task time in our simulation means that we do not consider the perfor-
mance condition of each instance (Same) and different task time means that we consid-
er performance condition of each instance (Different). In fig. 6 the HBCS-Number is a
type number of instance. In the case of same task time, the result of experiment shows
that user’s bid determines total execution time and total costs. Therefore, Rising edge-
driven checkpointing scheme (RECS) and our previous checkpointing scheme (PCS)
simulate a different task time to reflect the performance of each instance.

Fig. 6 shows the performance comparison of proposed scheme (PCS+M: PCS with
VM migration scheme) with HBCS, RECS, and PCS. Various simulations set stan-
dard instances type (ml.xlarge) for performance comparison. However, P+M method
uses all instance types. In fig. 6(a), PCS+M achieves performance improvements in an
average task execution time of 69.94%, 69.61% and 46.35% over HBCS, RECS, and
PCS, respectively. In fig. 6(c), PCS+M achieves performance improvements in terms
of an average rollback time of 77.94% over HBCS and 74.76% over RECS and
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performance reduction in terms of the average rollback time of -7.93% over PCS.
And, PCS+M reduces the cost by an average of 36.91%, 36.86%, and 1.71% over

HBCS, RECS, and PCS, respectively.
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5 Conclusion

In this paper, we proposed VM migration scheme with our previous proposed check-
pointing scheme in order to reduce rollback time in unreliable cloud computing envi-
ronment. Our previous proposed checkpoint scheme takes a checkpointing based on
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two kinds of thresholds: price and time. When a execution time is higher than the time
threshold, VM migration predictor decides predicted migration time and checkpoint is
taken. The VM migration is performed when out-of-bid occurs in a running instance.
Our scheme removes a failure time and has additional migration time. The rollback
time of our scheme can be lesser than that of the existing checkpointing schemes
(HBCS, RECS, and PCS) because our scheme adaptively performs migration opera-
tion according to the time threshold of each spot price. The simulation results show
that our scheme achieves performance improvements in the task execution time of
68.94%, 68.61%, and 46.35% compared with HBCS, RECS, and PCS. Further, our
scheme reduces the cost by an average of 36.91%, 36.86%, and 1.71% over HBCS,
RECS, and PCS, respectively. In the future, we plan to expand our environment with
task scheduling and more efficient prediction method.
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Abstract. Natural disaster management needs to deal with large amount of data
originated from various organizations and mass people. Therefore, a scalable
environment provided with flexible information access, easy communication
and real time collaboration from all types of computing devices, including mo-
bile handheld devices, such as smart phones, PDAs and iPads are essential. It is
mandatory that the system must be accessible, scalable, and transparent from
location, migration and resources. In this paper a framework has been proposed
in order to design a Cloud based workflow management system along with
scheduler for natural disaster management system, where in Cloud environ-
ment, web service and EC2 technologies have been leveraged in order to design
the Cloud based workflow model for disaster management system.

1 Introduction

The recent progress in virtualization technologies and the rapid growth of Cloud
computing services have opened a new opportunity for complex scientific workflow
such as Disaster Management System (DMS) [1, 3]. Cloud services such as Amazon
EC2, Google Cloud services etc. can provide reliability, scalability and interactive
platform to increase the performance [5].Therefore in this paper we have described a
Cloud based implementation of Disaster management system [2]. Cloud can provide a
large amount of computing power over short periods of time during a disaster - so
several government agencies as well as NGOs and other associations like Red Cross,
UNO etc. can respond more efficiently to anything in the world during disaster [4].
Moreover, in case of disaster people never knows when it might have a spike for a
need in compute power or disk storage. In such case, Cloud platform allows resources
to be used on an elastic basis. In addition, Cloud platform drives down costs by shar-
ing resources and being more communal, it allows quicker communicating response
to emergencies and disasters to be more agile. Furthermore, for massive information
sharing among government and other agencies in such situation, Cloud computing
environment can be the most helpful [3]. Finally, Cloud computing allows for rapid
scaling when needed, it allows for significant flexibility and reduces cost tremendous-
ly. Therefore, most experts agree that when it comes to information technology, and
especially a complex, uncertain and dynamic system likes disaster management,
Cloud computing is the best way to go. In this paper, the design of a complete Cloud
based DMS is described along with its different functionalities.

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 152-161] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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2 Related Work

Several ICT based DMS have been implemented already [1,10]. An ICT based DMS
should be well designed to deal with all four stages of the life cycle of DMS [2] such
as (1) planning, (2) emergency response, (3) recovery and (4) post-planning. Howev-
er, most of existing DMS model mainly deal with first two stages. For example,
Emergency response system [1] and warning system for mass people [10] are two
significant example of existing DMS model which mainly design a warning system
for people, vehicle and transport. On the contrary, the proposed system architecture of
a DMS in this paper deals with all four stages along with following contributions

1. Improve the intelligent system of traditional DMS and make easier the deci-
sion making process

2. Increases the efficiency of the system through task distribution among differ-
ent services

3. Simulate the performance and compare that with traditional system to evaluate
the efficiency

3 Proposed Disaster Management Workflow Management
System

In this paper, the implementation structure of a DMS has been proposed based on
Cloud environment for following reasons

1. Huge data can be computed easily and quickly.

During natural disaster ICT infrastructure also get damaged, such as some
servers of IEEE damages due to recent violent flood sandy [5]. However as the
data will be stored in Cloud, those will have replicated back up.

3. The computation and decision making process for DMS is too complex and
need apparently large amount of time. However, distributed environment in
Cloud has expedite decision making process.

4. For data storage, Cloud is superior in providing security, easier sharing and
migration, flexible access and rights management. if Cloud is used for imple-
menting DMS data storage and management can be taken care of by Amazon
S3 and Google BigTable [5].

5. Improve discovering different class and characterizes resources.

3.1 Components of Proposed Disaster Management System (DMS)

The proposed DMS consists of six major components such as (1) Web Portal, (2)
Role Manager, (3) Workflow Engine, (4) Workflow Scheduler, (5) Workflow Moni-
tor and (6) Notification depicted as in figure 1. Among these components, Workflow
Engine (WE) and Workflow Scheduler (WS) are the most important components.
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Workflow web portal
‘ Agent Task I Resource I Audit Workflow
Role Manager
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| Performance ‘ Security ‘ Cost ‘ Future Decision
Notification
| Notification Classification ‘ Future Measurement

Fig. 1. Components of Proposed DMS Workflow Management System

Web Portal

Web portal provides a Graphical User Interface (GUI) that helps users to edit
workflow. Mainly all kind of agent can access different pages of this web portal ac-
cording to their role. All task management and workflow management can be done
through this portal. Although tasks are prepared from collected data and assigned with
number of required resources as well as priority by WE. However the portal also sup-
ports manual task configuration for dynamic and uncertain problem domain.

Resource Task | Workflow Audit
H saanazs | [oarapsmens] [ wontor | [ scnosuter | [ oxoctor | H ~crente JH rertormance]
. Create/Sel Select for
reel{ “wonr | | oo JH s H e ]
.| Cost | priorty Pouse H Moritor H security |
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Fig. 2. Web Portal Navigation Design

Workflow Edit

In this work, Workflow is organized as DAG [2, 6], which has been converted to xml
schema for implementation. Figure 3 represents the schema of a workflow in the pro-
posed DMS. Each workflow consists of a number of parameters such as Agent, Flow
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connection, list of resources, environment parameters, performance, assigned resource
status, overall workflow status, task status and task. In figure 4, different parameters
of a workflow in this proposed DMS have been described.

[5] Schems « http./wiw.example.org/DMSSchema
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Fig. 3. Workflow XML Schema
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Fig. 4. Extended Schema for Workflow
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Role Manager

This module is consists of an Agent Role Manager (ARM) which is in charge of de-
fining access permission for agents on different modules and section of DMS. ARM
also differentiates tasks among all agents. The next sub module is Task Distributor
which distributes the task to appropriate Agent as soon as a task is produced and de-
fined by the Workflow Engine. In order to monitor the activities of different agents
and prepare the Audit report, there is another sub module named Monitor.

Workflow Engine

This is the core component of this proposed DMS. Workflow Engine (WE) is consists
of five basic components for managing such as resource, task, agent, data and audit
activity as shown in Figure 5. Resource is the key element of this proposed system.
two different sub modules Cost Monitor and Performance Monitor continuously mon-
itor two most important attributes—cost and performance of the resources. Resource
Monitor will investigate the status such as idle, out of work, running. Another im-
portant component of WE is Task. Four different sub modules Task Manager, Task
Scheduler, Task Executor and Task Monitor are in charge of managing tasks. Besides
secured data management another major challenge of this proposed system is data has
to be shared beyond geographical boundary, among different countries, different
NGOs, different organizations and take necessary decisions for future. All sub mod-
ules in Data component of WE have been integrated to attain the ultimate goal.

Audit

WFMS Data Agent Task Resource
Resource
reromonc | e | {0 |k
& e (Add/Delete)
N N
Security
3 Agent Task Resource
Pr— Security Monitor Scheduler Moniitor
J L J L
Actions
=
Task Performance
Share Agent Access Executor Measure
Exceptions )
N N
Future Role ] )
Cost Dedision Management Task Monitor Cost Monitor
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Fig. 5. Components of Workflow Engine

In order to distribute the roles among agent this MAS based system, it has a Role
Manager. All activities of agents are monitored by Agent Monitor. The main functio-
nality of Agent Access is to keep trace of the permissions allowed for different agents.
Finally all internal communications among different agents as well as among different
modules are managed by Agent Manager. Finally, all activities and actions taken by
the proposed system are continuously audited by the Audit WfMS.
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Workflow Scheduler
The MAS based workflow scheduling algorithm proposed by S. Akhter et al. [2] has
been deployed in the workflow scheduler of the proposed DMS.

Workflow Scheduler

F‘ Re-scheduler <::IJ

§> Failed
§> Main Scheduler Tesk

—
Successful Task

Fig. 6. Workflow Scheduler Structure
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Figure 6 depicts that the workflow scheduler has six main components. At first all
tasks of current workflow prepared by WE are put in to Ready Queue. The priority of
tasks can be changed dynamically by On-time priority changer. After tasks are or-
dered according to their priority in Ready Queue, Scheduler runs the scheduling algo-
rithms [2]. All successful jobs are stored in Successful Task list along with their
report and failed tasks are stored in Failed Task. Failed task are rescheduled by Re-
Scheduler and sent back to Ready Queue.

Workflow Monitor

All performance and status of currently running as well as previous workflow are
generated by Workflow Monitor. Later all reports can be view from web portal based
on performance parameters described in table 1.

Table 1. Performance parameters for Workflow Monitor

Name Description
Number of Succeed Task per workflow | Defines the success rate
Number of failed task per workflow Defines the failure rate
Number of used resources Define the resource business
Number of total assigned resource Define the actual resource capacity
Resource Status Define the resource availability

Notification

This is an important component of the system. There are two different types of activi-
ties those have been performed by Notification. One is to implement Cloud to device
messaging (C2DM) in order to broadcast notification to mass people. Another is to
notify several components within the system.
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3.2  Cloud Implementation

The most important contribution of this proposed DMS is cloud based implementa-
tion. Figure 7 describes the three layer of Cloud environment. PaaS is the preferred
model over fully outsourced data processing and handling [3], presumably gaining
support for having clear visibility, ownership and control over all the data. At the
same time, system can quickly obtain the benefits of a fully-maintained software solu-
tion on a subscription basis. With PaaS system can get full control over data encryp-
tion and security. Therefore in this proposed system on PaaS, data related to all
decisions taken for several past as well as current disasters for various locations for
different type of incidents and tasks are store. This historical data are used as Heuris-
tic data storage for further workflow scheduling. In addition in this layer, all record as
a result of continuous audit performed by different agents, success and fail report for
different workflow, status and performance evaluation of different resources, compar-
ative analysis for different type of tasks in different workflow for different regional
places are stored. The next layer (IaaS) is the most important layer. Amazon EC2 can
be a suitable candidate as [aaS. The main components of this proposed DMS such as
Workflow Engine (WE), Workflow Scheduler (WS), Monitor, Cloud web services as
well as temporary data storages are put in this layer. The proposed web portal is es-
tablished in SaaS layer.

Workflow Il
Web App
[ SaaS

Cloud Web m
Service
Monitor
I laa$

S— Heuristic
Decisions

Paa$

Fig. 7. Cloud Implementation for DMS

Cloud Service Implementation

GIS based emergency management system ArcGIS [9] is implemented in Cloud,
however it uses GIS only to keep trace of location. However DMS is a complex and
uncertain system. Therefore, along with location, it also has some other crucial and
effective parameters such as weather, resources and data. In this proposed Cloud
based system several RESTfull Cloud services as shown in figure 8have been de-
signed whch are web services connected to core service and Cloud data storages.
Firstly, user interacts with system through mobile devices, computers and web portal.
In Cloud there are seven different web services connected to Core Computation Ser-
vice (CCS) which is dependent on Cloud data storages for data. In this regard, GIS
Service is necessary for tracing location which is indirectly connected to Weather
Service to provide weather of particular location. Emergency Response Service is used
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for sending emergency notification to mass people. Notification Service is used for
internal notification for the DMS. Resource Management Service as well as Resource
Discovery Service both services deal with resource management and help other ser-
vices for taking decision based on the availability of resources. Data Record Service
is used for recording data and monitoring overall performance.
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Cloud data
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Emergency
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Cloud Computation
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Weather
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User Interfa(:bl:E

Fig. 8. Cloud Services for Proposed DMS

Résource
Discovery
Sgrvice

Proposed System Structure

In the proposed DMS, CCS performs the role to define workflow of DMS within WE
with the help of other services and data storages. CCS communicates with GIS ser-
vice in order to pull location based information. Similarly CCS gets weather related as
well as available resource related information from weather service and resource
management service. Finally CCS also gets data from storages and prepared the
workflow of tasks those are needed to be performed in four different stages of Disas-
ter Management lifecycle [2]. Once the workflow is prepared, WS schedules the
workflow with the help of resource discovery service and resource management ser-
vice. Therefore, all decision making tasks are performed in WE and workflow sche-
duling activities are performed in WS. Notification is responsible for messaging, alert,
notification within the System or to other external system. As during natural disaster
system internet connection or Wi-Fi connection could be damaged. In such situation
C2DM can be a suitable solution. Therefore in this proposed DMS, along with web
portal C2Dm based push notification service in mobile phone is implemented to send
alert, notification or general information.

4 Experimental Evaluation

For simulation icanCloud [4] has been used in this proposed DMS system. Different
types of damage for which we have collected data from two different data sources [7]
and [8] are listed in table 2. The same data were used in [2].
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Table 2. Query criteria for Ten Cases used in Simulation

Data Source | Disaster Type Location Year
Case-1 DMSS Tsunami All Region 1974-1986
Case-2 DMSS Flood All Region 1990-2010
Case-3 DMSS Epidemic All Region 1990-2010
Case-4 DMSS Flood + Epidemic North and South coast 1990-2010
Case-5 DMSS Forest Fire North and South coast 1990-2010
Case-6 DMSS Tornado All Region 1990-2010
Case-7 DMSS Strom All Region 1990-2010
Case-8 NDDB Earthquake Asia Zone NA
Case-9 NDDB Cyclone + Flood Asia Zone NA
Case-10 | NDDB Tidal wave Asia Zone NA

4.1 Result and Observation

In this section we will describes the simulation result of the proposed DMS. Figure 9
describes that for this experiment with data from table [2], 71% of total tasks are suc-
cessful. The proposed DMS also provides higher rescheduling success rate (83.31%)
and comparatively lower dropout rate (9.66%). Moreover, the data migration time is
comparatively less than other WEMS [6]. This is the most significant contribution of
proposed DMS.

TET
H

Fig. 9. Final Result (Successful, Dropped, Rescheduled)

5 Conclusion and Future Discussion

In this paper the implementation of this MAS model for DMS in real time system
is described and designed. Moreover, the design and implementation plan of a web
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portal based on proposed DMS is described. The system architecture and components
of the proposed DMS are also described in this paper. Following, but not limited to,
are some contribution of this proposed work:

1. Web Portal Implementation for Automated workflow model for DMS

2. Real time implementation of DMS on Cloud

3. Eliminate dynamic on time dependency rather than providing proactive de-
pendency calculation

4. In corporate more parameters to DMS such as time, cost, performance,
Quality of Service etc

5. Redistribution of task among agents during idle time

Future work will focus on further analysis and validation of different stages of disas-
ter management system life cycle, and on broadening the scope of this work to real-
time operational, decision making and strategic management of DMS. Moreover,
another suitable extensions of this proposed work can be implementation of Cloud
based augmented reality to detect damaged area and possible easier transport route
which can be a great contribution for recovery system in case of natural disaster.
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Abstract. The scene of the computational sciences has considerably changed dur-
ing the last years. Today, new emerging Desktop grid and Cloud e-infrastructure
have a considerable potential to be adopted and used in large scale to exploit thou-
sands of CPUs power to run both scientific and commercial applications. This
paper targets scientists and programmers who need to accelerate their scientific re-
search by running their applications on distributed Grid/Cloud infrastructures. We
present a hybrid Grid/Cloud platform used to deploy a phylogeny application
called MetaPIGA. The aim is to combine the advantages of Grid and Cloud archi-
tectures in order to set up a robust, reliable and open platform. We propose two
scenarios.

Keywords: distributed computation, Grid and Cloud computing, MetaPIGA.

1 Introduction

The concept of grid Computing was born in the mid of 1990s as an answer to the in-
creased demand of high performance computing that required more computing power
than a single cluster could provide [1]. According to [2], Grid Computing has three
characteristics:

— decentralized resource control,

— non-guaranteed qualities of services : latency, throughput, and reliability,

— standardization: Grid middleware is based upon open and common protocols and
interfaces.

Simultaneously with Grid Computing, a second alternative emerged. It consists of
executing high performance applications on anonymous connected computers by
using their available resources. This concept is called Volunteer Computing (VC).
The most known systems are BOINC [3] and XtremWeb [4]. In the remainder of this
paper, Grid will also include volunteer computing.

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 162-169] 2013.
© Springer-Verlag Berlin Heidelberg 2013



A Hybrid Grid/Cloud Distributed Platform: A Case Study 163

Despite the number of research projects carried out in the domain of Grid, these
technologies were rarely commercialized. The development of Grid Computing and
its standards was mainly driven by scientific communities.

For Cloud Computing, there is no established definition yet. According to [5], "a
Cloud is a pool of virtualized computer resources". The same paper considers Clouds
to complement Grid environments by supporting resources management. Clouds al-
low the dynamic scale-in and scale-out of applications by the provisioning and de-
provisioning of resources. Many researchers and actors think that Cloud Computing is
not a new paradigm. It draws on existing technologies and approaches, such as Utility
Computing, Software-as-a-Service, distributed computing, and centralized data cen-
ters. What is new is that Cloud Computing combines and integrates these approaches,
in particular, Utility Computing, represented by business models, pricing and SLAs.

This paper proposes a "hybrid" platform composed of a volunteer computing infra-
structure, called XtremWeb-CH (XWCH: www.xtremwebch.net), and a Cloud infra-
structure, used as provisioning system. The platform is used to develop, deploy and
execute a high performance phylogenetic application called MetaPIGA [6]. As stated
by [7] and [5], Clouds are a "useful utility that you can plug into your Grid". Our
vision is to:

— combine the reliability of Cloud infrastructures and the "openness" of Grid
environments,

— allow users deploying their applications on a reliable platform composed of a hete-
rogeneous infrastructure: Grid, Cluster and Cloud.

This document is organized in 6 sections. After the introductory section 1, section 2
gives an overview of Grid vs. Cloud. Section 3 presents the Venus-C European project
that aims at implementing a development environment for e-sciences applications on
Cloud Infrastructure. The concepts proposed by Venus-C are used as guidelines in our
research. Section 4 presents the hybrid solution developed in the framework of our re-
search. Section 5 gives some experimental results carried out in order to evaluate the
proposed solution. Finally, section 6 gives some perspectives of this research.

2 Grid vs. Cloud

This section compares Grid and Cloud [8] within 7 criteria detailed below:

1. Resource localization: while Grid Computing is defined by its geographically dis-
persed and decentralized resources, Cloud Computing seems to be a step back to-
wards centralizing IT in data centers.

2. Virtualization: few research projects have integrated virtualization in grid projects.
In Cloud, virtualization is one of the cornerstones; it allows the dynamic scale-in
and scale-out of applications by the provisioning and de-provisioning of resources.

3. Type of applications: Contrarily to Grid, Clouds are not limited to e-sciences
"batch" applications, but also support "interactive applications" such as Web and
three-tier architectures.
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4. Development of applications: the approach of how to develop applications is very
different in Grids and Clouds. In Grids, the user typically needs to generate a bi-
nary for his application. This binary is then transferred to and executed on the re-
mote resources in the Grid. Clouds allow a fundamentally different approach to
software development. For instance, the Cloud provider offers "ready-to-use" com-
ponents, the user can then dynamically assemble these existing functionalities to
construct his Cloud-native application.

5. Access & ease of use: access to Grid resources is realized via a specific and often
complex middleware. In contrast, interaction with resources in the Cloud is estab-
lished via standard Web protocols, facilitating the access for the users. The
lightweight accessibility and ease of use is one key factor that helped Cloud ven-
dors succeed to convince non-academic customers to deploy their applications on
their Cloud in a relative short period of time.

6. Business model and SLAs: as stated previously, business model, pricing and SLAs
are one of the cornerstones of Cloud. These concepts are completely absent in Grid.

7. Switching cost: Through standardization, a Grid user can easily switch from the re-
sources of one Grid provider to another. Due to the lack of standards, this is not
possible in Cloud environment. Typically, Cloud providers have no interest in par-
ticipating and implementing standards enabling potential customers to switch easily.

3 The Venus-C European Project

3.1 Project Overview

Venus-C [9] is a European project funded with the purpose to provide a new friendly-
user Cloud solution for the scientific research domain in Europe. The target end-users
are mainly individuals and researchers group that never have had access to high per-
formance computing resources and are content with their desktop machines to run
their applications. The objective of Venus-C project is to make it possible for re-
searchers’ community to run easily their applications on a large Cloud computing
infrastructure in order to accelerate their scientific researches. Several scientific appli-
cations from several domains have been ported on the Venus-C platform.

Technically, the Venus-C is an interface between the Cloud providers and the end-
users. It aims to provide a Platform as a Service (PaaS) with a set of tools and APIs to
easily develop e-sciences applications and execute jobs that requires an execution
coordination and a platform elasticity features.

One of the potential Cloud resources providers of the Venus-C project is the Mi-
crosoft Windows Azure infrastructure, which is based on Windows operating system.
In what follows, we will interest on one of the programming model in Venus-C
project: the "Generic Worker".

3.2  Generic Worker Concept

The Venus-C project comes up with the Generic Worker (GW) concept, an intermediate
layer between the Azure platform and the end-users that shields them from technical
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complexity of the steps to use cloud computing resources. The main role of the GW is
to facilitate the creation of the VM instances on the Cloud infrastructure and the applica-
tion execution. Figure 1 depicts the GW component and its features.

In its simple form, the GW is composed of a .Net based package and an API used
to start VM instances on the Azure platform. Several types of the VM are supported:
small, medium large and extra-large. The type of a VM is mainly determined by the
number of cpus and the memory size. To start VM instances through the Azure web
portal, the user should upload the GW package with his XML configuration that
mainly determines:

— the number of VM instances
— data access and certificate credentials.
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Fig. 1. Venus-C architecture overview

A Venus-C application can be composed of a workflow of jobs, where dependen-
cies are based on input files: a job cannot be started unless its input files exist in the
storage domain. Each running VM contains a GW instance that handles the execution
of a given job (1). All the submitted jobs are stored in an Azure database table, and,
then, scheduled by a service monitoring to the available GW instances. Periodically,
each GW instance reads the database and retrieves its scheduled job (2). To execute
the job, the GW instance should check the existence of its job's input file in the Cloud
storage domain, then, loads them with the binary and any necessary libraries files to
its local machine disc (3). Accordingly, the status of the job is tracked during its ex-
ecution in the database (4). When the execution ends, the GW instance stages out the
job result in the user storage domain (5). Besides, the GW provides a web service
interface that allows the user through its client program to perform the scaling, notifi-
cation and job management services. It worth noticing here that the number of the
GW instances can be efficiently scaled on demand through the client program.

4 Hybrid Solution

The main idea behind the hybrid solution is to combine the XtremWeb-CH volunteer
computing platform (XWCH: www.xtremwebch.net) with:
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— Cloud infrastructures such as Amazon Elastic Cloud Compute (EC2) [10] and
Azure,

— high performance oriented Cloud platforms such as Venus-C Generic Worker
(GW) package.

The goal is to create a scalable and reliable large scale distributed platform used to
deploy and execute the phylogenetic MetaPIGA application [6]. In what follows, we
present, first, a brief description of the XWCH platform. Then, we describe how the
hybrid solution is elaborated.

4.1 The XWCH Platform

The XWCH platform consists of three components: a coordinator, workers and ware-
houses. The coordinator schedules jobs and pre-assigns them to the workers. An
XWCH worker is a small Java daemon that runs on a user or institute machine. Pe-
riodically, a worker reports itself to the coordinator, asks for a job, retrieves job's
input files and stages out computation results in the warehouses. Since the workers
could be fire-walled and could not communicate with each other to retrieve files for
their jobs, the warehouses are used as file repositories to ensure file communication
between the jobs within the same workflow. If the coordinator does not receive signal
from a worker which is executing a job, it simply removes it from the workers list and
assign its job to another available worker. A flexible API allows users to submit and
monitor jobs according to their needs. Several applications have been ported on the
XWCH platform [11].

4.2  Hybrid Platform

The "global" challenge behind bridging XWCH and Cloud is to scale up the XWCH
infrastructure with Cloud resources. Let's remind here that XWCH workers are volun-
teer based, they belong to universities and/or individuals. Resources (CPU, number of
cores, memory, software tools) which are available on these volunteer workers are
similar to those available on "off-the-shelf" computers.

The main idea can be simply described as follow: when resources requested by the
MetaPIGA application are not available on the volunteer XWCH infrastructure, the
system creates its "private" resources on the Cloud according to the needs (processor
performance, main memory, etc.) of the application. These resources are created "on
the fly" on the Cloud, used by MetaPIGA jobs and released as soon as the execution
ends. In this paper, we consider two scenarios for resources scaling.

In the first scenario (figure 2), MetaPIGA jobs are submitted to the XWCH coordi-
nator (1). When the requested resources are not available on the Volunteer infrastruc-
ture, the XWCH-coordinator creates a "private” XWCH worker supporting these
resources (2). This private worker will then execute the job for which it was created.
In this scenario, Cloud resources are considered as part of the XWCH infrastructure.
The user uses only one developing environment: XWCH API. This scenario was
tested with two Cloud infrastructures: Amazon and Azure.
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In the second scenario (figure 2), when XWCH infrastructure is unable to provide
the necessary resources, the MetaPIGA application creates itself the requested re-
sources (1) and submits directly its jobs to the Cloud (2). In this case, Cloud resources
are not considered as part of the XWCH platform. MetaPIGA jobs use the Cloud sto-
rage to retrieve their input files. After execution, the job's results are stored in the
Cloud storage in order to be retrieved by the metaPIGA application. The developer
uses two different APIs to submit his jobs: XWCH API and Cloud API. He also man-
ages data flow between jobs running on the Cloud and those running on XWCH plat-
form. This scenario was tested with Venus-C GW platform.
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Fig. 2. Hybrid platform

5 Experiments

The two proposed scenarios are used to deploy and execute the MetaPIGA application,
developed at the University of Geneva, over large hybrid computing infrastructure.

5.1 MetaPIGA Application

The Java based MetaPIGA [6,12] application consists of a robust implementation of
several stochastic heuristics for large phylogeny inference (under maximum likelih-
ood), including a simulated annealing algorithm, a classical genetic algorithm, and the
metapopulation genetic algorithm (metaGA) together with complex substitution mod-
els, discrete Gamma rate heterogeneity, and the possibility to partition data. Heuristics
and substitution models are highly customizable through manual batch files and
command line processing.

MetaPIGA is a CPU time consuming application. For instance, one big dataset
needs in general 500 CPU hours. Assuming that 200 analyses are launched every
year, the total number of CPU hours needed per year is equal to 100'000.

MetaPIGA is well suited for parallelization since several populations can be run in
parallel and can therefore be sent to different machines.
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5.2 Measurements

Figure 3(a) compares the overhead generated by the two API: XWCH and Venus-C
GW. Since the native Venus-C GW API is only implemented on Azure, we use this
platform as a hardware infrastructure.
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Fig. 3. Time execution of MetaPIGA

The results show that the overhead generated by XWCH API is slightly inferior to
Venus-C GW API. In this figure, the number of available XWCH workers (resp. GW
instances) is equal to 20.

Figure 3(b) compares the performances of MetaPIGA when executed on an
XWCH platform using three "types" of workers:

— volunteer, non dedicated, workers,
— workers deployed on Azure,
— workers deployed on Amazon.

For both Amazon and Azure workers, we have used small VM instances. An Ama-
zon VM instance runs Ubuntu operating system and has a 1 ECU (EC2 Compute Unit
=~ 1.0-1.2 GHz) of CPU speed and 1.7 GB of memory}. An Azure VM instance runs
Windows operating system and has a 1.6 GHz of CPU speed and 1.75 GB of memory.
Regarding the XWCH workers (Linux and Windows), they are installed on
student machines having each an average CPU speed of 2.2 GHz and 3 GB of system
memory.

Results show that the execution time of the MetaPIGA application on Azure work-
ers is slightly higher comparing to the Amazon ones. Besides, the non-stairs shape
obtained in the XWCH curve can be explained by the volatility aspect of the XWCH
platform, i.e that the number of connected XWCH workers on the platform can vary
during execution.
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6 Conclusion

This paper presents two scenarios to bridge the XWCH Grid platform with Cloud
infrastructure. Cloud is used as a provisioning system which allows users to "rent"
resources not supported by the Grid. Two scenarios were proposed: In the first case
Cloud resources are not seen by the user, they are managed by the Grid itself. Contra-
rily to this approach, the second scenario assumes that the user submits himself the
jobs to the Cloud.

It therefore obliges the developer to use two different developing environments.
The two scenarios have been tested in the case of MetaPIGA application with Ama-
zon, Azure and Venus-C Cloud platforms. The next step will be to generalize this
approach to other applications and develop a "generic" toolkit environment that sup-
ports other Cloud infrastructures.
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Abstract. Several Cloud computing business models have been developed and
implemented, including dynamic pricing schemes. This paper extends the known
concepts of revenue management to the specific case of Cloud computing from
two perspectives. First, we propose system architecture for Cloud service
providers for combining demand-based pricing and scheduling. Second, a
comparison of two yield management methods for cloud computing has been
compared: Limited Discount Period Algorithm and VM Reservation Level
Algorithm. By taking advantage of demand estimation, the two algorithms find
the optimum number of VMs that are sold at full price and the optimum time
period before the allocation when the prices should change. Simulation results
show that both yield management methods outperform static pricing models and
the algorithms perform differently considering the deviation of demand.

Keywords: Cloud computing, revenue management, pricing strategy,
autonomic resource management.

1 Introduction

Cloud service providers (CSPs) face challenges regarding performance and pricing.
On the one hand, Cloud service consumers wish to minimize the execution time of
their submitted tasks without exceeding a given budget, while, on the other hand,
CSPs are keen on maximizing their revenue while keeping customers satisfaction [1].
A real-time view of the Cloud provider’s business with respect to revenue and costs
becomes essential. Such a system helps to respond in an economically efficient way.
Solutions to these issues are provided through business economics [2].
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The current problem that CSPs face is that they have to reserve resources (e.g. a
specific number of virtual machines) at a particular time upon a given user request.
This reservation of resources basically follows the traditional first-come-first-served
approach, so that late service requests have to be rejected if resources have already
been reserved for earlier service requests, even if these late service requests have a
higher value for the CSP. To address this problem, dynamic pricing methods have
been successfully applied in many cases [3]. The reservation price can depend on the
demand. For instance, an industry that has applied this pricing is the airline sector. Its
solutions are based on yield management [4], maximizing revenue.

In the scope of this paper we apply two orthogonal yield management practices for
maximizing the revenue. For both yield management practices, the full price and the
discount price for VMs will be set. In addition, for the first practice we set the time L,
which represents the time when price offerings switch from a discounted to a full
price. For the second practice, we set the number of VMs (i.e., the protection level
(PL) of VMs) that should be offered at full price. The research questions that will be
addressed are how such a dynamic pricing model can be integrated into a scheduling
architecture, and how those dynamic pricing models (if they perform differently) can
be combined in the architecture through a smart switch.

For answering these research questions, this paper is structured as following: in the
next section, an overview about related work is given. Chapter 3 introduces our
proposed architecture as well as suggested pricing algorithms. The effectiveness of
the work will be evaluated by simulation in Chapter 4 while Chapter 5 concludes the

paper.

2 State-of-the-Art

2.1 Cloud Computing

It has recently become very popular as a new paradigm to shift IT resources and
software from locally independent computers to a more collaborative level [4]. Cloud
computing refers to not only “the applications delivered as services over the Internet”
but also “the infrastructures and systems in the datacenters” [5]. In this work, we
follow the definition of Cloud computing of NIST (National Institute of Standards
and Technology) [6].

Though Cloud computing has a clear definition and features, there is no clear line
of separation with other forms of distributed computing systems like Grid computing.
It is no wonder because Cloud not only overlaps with Grid, it has indeed evolved out
of Grid and relies on Grid as its backbone and infrastructure support [7]. In this work,
the authors compare Cloud and Grids and despite the fact that they have similarity in
their vision, architecture and technology, they significantly differ in security,
programming model, level of abstraction, compute model, data model, applications,
and business model. In case of our work, we have focused on business model
differences between those systems. Han [8] believes that the Grid systems are
scientific orientated, and are mainly supported by research communities; and
compared to that, Cloud computing is profit-orientated and has a much broader user
base, including non-IT companies and individuals.
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2.2  Revenue Management

The idea of revenue management (RM) or yield management is to give the seller the
right to set the optimum price. The techniques of RM have been firstly implemented
in airline industry, which benefited at $1.4 billion over three years [9]. Other
industries, such as hotels, restaurants, and car rental companies, also use RM as a tool
for resource allocation and revenue maximization, and this has been studied by a large
number of scientists. Following the definitions of yield management presented in [10,
11], the definition of RM that is most suitable for this paper is “a method that helps to
sell the VMs to the right consumer, at the most suitable moment, and at the optimum
price.”

Based on ‘“expected marginal seat revenue” (EMSR) technique developed by
Belobaba [12], airline companies make decisions about how many seats to sell for
each price class they have. The same algorithm has been implemented in the hotel
industry [13-15]. Hotels have different prices for the same quality of rooms. To
separate two guest segments, the hotel introduces a protection level (PL) that divides
the total capacity of rooms into two parts. The protected rooms will not be sold at a
discount price because of the possibility that some customers might buy the same
rooms at a full price later. Furthermore, the booking limit (BL) is the number of
rooms that may be sold at the discount price.

In [10, 16, 17], the possibility of using RM in telecommunication industry and
specifically in Grid was studied in detail. Arun Anandasivam et al. overviewed RM
how this concepts can be deployed to Grid. He compared the Grid computing domain
with other common areas for RM showing that even there are notable differences, RM
is applicable on Grid. Anthony Sulistio et al. went deeper and presented the model
using RM and simulation for two Virtual Organizations (VOs) with broker between
users and Grid to determine pricing of reservations. Both of these works outlined the
requirements for applying RM to the Grid and showed how the RM tools can be
effectively exercised. But their architecture does not give consumer any possibility to
use other allocation method that could be more applicable on consumer’s need.

2.3 Resource Management

Existing studies of the internet and media workloads indicate that client demands are
highly variable (“peak-to-mean” ratios may be an order of magnitude or more), and it
is not economical to overprovision the system using “peak” demands [18], [19].
Gmach has presented results that illustrate the peak-to-mean behavior for 139
enterprise application workloads. He has shown that an understanding of burstiness
for enterprise workloads can help in choosing the right tradeoff between the
application quality of service and the resource pool capacity requirements. The ability
to plan and operate at the most cost-effective capacity is a critical competitive
advantage [20].

Van et al. presented an autonomic resource management system, which has the
ability to automate the dynamic provisioning and placement of VMs. For this, they
have taken into account both the application-level service level agreements and
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resource exploitation costs with high-level handles for the administrator to specify
trade-offs between the two [21].

3 System Architecture and Algorithms

For the sake of maximizing the revenue of a CSP, we propose the system architecture
as shown in Fig. 1.
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Fig. 1. Proposed architecture for pricing and resource allocation in a CSP

The proposed architecture for the CSP includes information about demand and the
system cost [see a) in Fig. 1], the business support framework (BSF) [see b) in Fig. 1],
the provider and the scheduler. The sequence is as explained here: In order to manage
the requests, user interacts (1) with a component, namely, the provider. The provider
manages requests based on First-Come-First-Served. It sends (2) job information to
the scheduler to check the technical feasibility of the job (e.g. are sufficient resources
of requested quality available). The scheduler will report (3) the feasibility to the
provider. In case of being feasible, an order from provider will be sent (4) to block ‘a’
of Fig. 1, which means start demand estimation and cost calculation. Hence, the cost
module and the estimation module request and get (5) needed data from data base to
calculate the estimated demand by which (6) total cost is computed. The results are
input (7) for BSF. The outcome of BSF processes will be sent (8) to provider. Based
on the proposed data, the provider is able to negotiate with the user to finalize the deal
(9, 10). Finally the provider orders (11) the scheduler to allocate proper VM on the
requested time to the job. The scheduler will assign the VM to the job as per order
(12), and send a confirmation notice back to the provider (13). Finally, the user will
be informed of the confirmed deal (14). Yet, all information regarding the jobs goes
to the database to keep the historical records. This data helps the CSP to set the prices
that reflect the risk of losing opportunity cost and to estimate the near future demand.
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3.1 Demand Estimation Module

Forecasting is often considered the most critical part of revenue management. The
quality of decisions, such as pricing and capacity control, depends on an accurate
forecast [22]. The data used in a demand estimation module is based on the historical
data of requests and submitted jobs in the full price class. In designing the estimation
module, such inputs should be available due to our modeling. Required inputs include
historical data of demand (number of jobs requested at full price), application (VM)
category, type of VM, e.g., in the case of Amazon: EC2, S3, etc. The module
performs the analytical calculations and returns the estimated future trends, i.e., the
demand for the full price. The module takes advantage of a heuristic method to
estimate the demand of VM. More specifically, based on the past experience of the
Cloud vendor, particular application categories, such as web server, game server,
online-shopping server, e-learning server, etc., are required before going through the
details of trend estimation since the module categorizes data based on its application
category. This helps to obtain a better prediction for each category.

For simplicity, we assumed that the curves are of a monotonic function, modeling an
overall upward or downward change in demand. We further assumed that all demand
traces have a cyclic behavior. To perform the abovementioned prediction, four major
processes are considered: extracting patterns, calculation of the pattern, deviation
calculation and classification. Based on the estimation, two trends are generated, i.e., the
demand for the full and the discount price to be used by the pricing module.

3.2 Cost Module

For any kind of service pricing, one should be aware of total cost of the service; so
that price setting won’t make any loss for the service provider. Hence in the proposed
architecture all of the BSF processes are based on the calculated cost of the service.
To calculate the overall costs of a VM, a detailed cost model has been proposed in
[23] in which fixed and variable costs should be calculated. For fixed cost (FC) the
proposed formula accounts all of the initial costs: server purchase, network device
purchase, cost of software licenses, cost of facility space, the cost for cabling and
preparation of data center. Then all variable cost factors should be extracted
and calculated. Items as listed in [23] are cost of electricity, the cost for Internet usage
and the cost of maintaining labor. Finally total cost is gained based on total fixed
cost and total variable cost; which will be inputs for pricing module.

3.3  Business Support Framework

First step of is that the Smart Switch (SS) checks the demand situation and
recommends algorithms performing superior for the respective time span. Then the
selected algorithm(s) use provided information by step 7 for setting full and discount
prices. The BSF is able to run various economic-based algorithms. By now we have
proposed two algorithms namely, Limited Discount Period (L algorithm) and VM
protection Level (PL algorithm) as shown in b) of Fig. 1. Both of the algorithms need
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proposed prices, so the pricing module is embedded in them. This module, being
dependent on demand level, generates on-time prices for the allocation algorithms of
the BSF. In the L algorithm, the prices of VMs depend on how many days in advance
the request is made, while the PL algorithm sets prices according to the PL of
resources. Then Report Generator (RG) will merge the results of algorithm(s).

Pricing Module. Since the approach of this work is YM method, the prices for the
services of the CSP should be differentiated. The pricing module generates two
prices: the full price (A) and the discount price (B), which are directly linked to
demand. The key principle of the price strategy used by pricing module is that, if the
probability of selling the product is very high then there is no need to offer a low price
to sell it. Hence, the prices will be set using the full-cost method (or cost-plus)[24].
This method is very easy to explain, and the structure of the price is clear. The gross
profit margin (GPM) in this method is set manually. To minimize human intervention
in the price setting procedure in this work instead of the GPM other values that are
directly tied to demand has been used as explained in equations 1 and 2.

qmax TC
A=(1+ * 1)
< Cfull + qmax> Qavg (

qmin TC
B=|1+ — | * (2)
< Cfull + qmm> qavg

In the proposed formula, where TC is the total cost, Cs,;; means the total capacity of
the CSP. Therefore, the full price is set based on the highest demand point (¢"*), and
the lowest demand point (¢”") determines the discount price. An average demand
within the same accounting period is qg,4.

The Limited Discount Period algorithm (L algorithm). The objective of the first
algorithm is to define the time duration, L, before the “job-start-time” so that when it
occurs, the price changes from discount price to full price [25]. The idea of starting
from the discount price and then switching to the full price is selected for two reasons.
First, a low price attracts more customers, and it reduces the risk of not covering the
production cost. Second, the practice of buying services in advance contributes to
forecasting and resource allocation planning. In this case, the discount price is seen as
an incentive for customers.

Hence, we use a breakeven analysis as a simple and easily understandable method
of examining the relationship between the fixed cost, the variable cost, the volume,
and the price [26]. The breakeven sales quantity helps to assess the number of
products that must be sold to generate a contribution equal to the total cost.

BEQ 3)

:p—VC(q)

Where BEQ is the breakeven sales quantity, FC is the fixed cost, VC is the variable
cost per unit, and p is the price per unit.
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The calculation of point L starts with the breakeven analysis. Equation (3) helps to
find the point where the sales revenue covers all the costs exactly, i.e., the profit is
zero. Only when the next unit is sold, the CSP realizes any profit. Therefore, the CSP
starts to receive requests taking into account the time of request, t,, and the job-start-
time, t;. Having ascertained the BEQ and the outcome of the estimation module, the
CSP can calculate how many days are needed, L, to cover the production cost.

Steps of the algorithm are: 1) First assess system’s parameters C; and p;; 2) After
receiving a request, set j = t; —t, and L =t where t + 1 until ), d, = BEQ; 3) If
j=L, and p; =B, let C; = C; + 1, otherwise, p; =4 and let C; = C;+1; 4)
Calculate the total capacity. If },C; = Cryy, go to the last step, otherwise start from
the beginning; 5) The calculation stops with summing the total revenue Y(p; * C;).

The VM reservation level algorithm (PL algorithm). Since the CSP must decide the
quantity of VMs to sell at the full price, the CSP must determine the protection level
(PL) that divides the CSP’s total capacity into two parts: the protected VMs and the
VMs at discount price[15].

To explain mathematically, we refer to the EMSR technique[12]. We define F;(d;)
to be the probability density function for the total number of reservations requests, d;,
for VMs in price class i. The number of VMs allocated to a particular price class, C;,
in case of rejection may not exceed the number of actual requests for that price class.

Ci
R = | R od, @
0

The optimal protection level, PL, for the business class is the value of C; that satisfies
the condition:

A*F(Cy) = B * F,(Cy) 5)

A

Fy(PLY) = — (6)
Steps of the protection level algorithm are as follows: 1) After assessing the system’s
parameters C; and p;, calculate Q" and find from the table of cumulative probability
the smallest cumulative value greater than or equal to PL*; 2) Calculate BL = Cgyp —
PL; 3) Receive a request and, if C; < BL, accept the order and let C; = C; + 1 and
pi = B; 4) Otherwise switch the price so that C; = C;+ 1 and p; = A; 5) Then
calculate the total capacity. If }'C; = Cg, go to last step, otherwise go to beginning;
6) Calculate the total revenue . (p; * C;), then stop.

4 Simulation Experiments

4.1 Simulation Scenario

In our scenario, a CSP wants to identify optimum prices of VMs in order to maximize
revenue. In presented simulations “the future time horizon of the simulation” is
considered to be 30 days (but one may set it to other values). For simplicity, group
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requests are not considered hence one job means one VM for one hour. The Cloud
vendor charges the customers two classes of prices: full price and discount price.
There are three price-impacting inputs associated with the CSP’s production cost: the
fixed cost, the variable cost, and the total capacity. The fixed cost and variable cost of
the Cloud provider are given as €20 and €1 accordingly. The total capacity of the

CSP is assumed to be 100.

Each job request has two timing parameters: the job request time and the job start
time. In this step of the work simulation is limited to solve the problem for a
particular “job-start-time” (JST), i.e. to find the optimum L and the PL for a particular
JST.

4.2 Data Generation

In this work, two types of simulations have been performed. First, demand was
generated between 1 and 100 based on uniform random distribution. Second, the
simulator generated demand based on normal random distributions, for which p was
set to be 25, 50 and 100, while ¢ was considered to be 1, 10, 20 and 30.

4.3  Simulation Results

Based on the generated random data in each simulation, full price and discount price
have been calculated using formula 1 and 2. Then, the total revenue of each
simulation is counted. Total revenue of both pricing strategies is shown in Fig. 2. The
diagram shows a comparison of four pricing methods: the L algorithm, the PL
algorithm, fixed high price (A) and fixed low price (B). It shows that the L algorithm
often generates more revenue than the PL algorithm. But in some other cases PL
algorithm is making more profit; and with this information one can’t imply when and
under which situation L or PL works better. So another round of simulation has been
performed to find out the situation of better revenue by each algorithm.
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Fig. 2. Comparison of the results of the four pricing strategies in first round of simulation
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Then a second round of simulation has been performed. The average results are
shown in Table 1 (from 50 simulation runs). Based on those values, the full price and
discount price are also calculated (Table 1).

Table 1. Average results for mean p = 25, 50, 100 and standard deviation o= 1, 10, 20, 30

St.Dev 1 10 20 30
Mean 25 | 50 | 100 | 25 | 50 | 100 | 25 | 50 [ 100 | 25 | 50 | 100
Maxdemand | 27 | 52 | 102 | 46 | 71 | 120 | 68 | 91 | 140 | 87 | 99 | 161

Min demand 23 | 48 | 98 5 30 | 80 1 8 57 1 2 39

Avg demand 25 | 50 | 100 | 25 | 50 | 100 | 35 | 49 | 99 | 44 | 51 | 100

Fullprice (A) | 23 | 2.1 | 24 | 26 | 24 | 26 | 27 |27 | 29 | 27 |28 | 3.1

DiscpriceB) | 22 | 21| 24 | 19 [ 18 | 22 | L.7 | 15| 19 1 14 | 1.7

The revenues of the L and the PL algorithms have been calculated according to the
3.2.3.2 and 3.2.3.3. The generated revenue ratio of L and PL algorithms is compared
in Fig. 3. Moreover, the average total revenue of 50 experiments is depicted in Fig. 4.

14 26
KE
K€
6
04 1 5 10 20 30 50 60 ©
L s 10 2 3° il | /50 e PL/50 = | /100
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Fig. 3. Comparison of the total revenue ratio of Fig. 4. Comparison of the total revenue in
L to PL in case of five o for three different u. seven cases of ¢ and three means (25, 50 and
100; unit: K€)

4.4  Analysis and Discussion

The results of the first simulation are not giving meaningful conclusion about which
algorithm (i.e., L or PL) is superior. To figure out the conditions, under which it is
better to run the L algorithm, some additional simulations have been done. As
diagram of Fig. 3 shows as the demand approaches the full capacity (here 100 VMs)
revenue ratio is increasing for PL algorithm. The statement is true vice versa, i.e. for
the p=100 the more variation of demand the more revenue of PL algorithm. It can
imply that if demand is very near to full capacity, the revenue is better when
considering the protected level of VMs than L days prior to the job-start-time. While
observing the cases in which the L algorithm made less revenue, it can be concluded
that, if demand is low, the L strategy is more applicable. Nevertheless, both of the
proposed pricing strategies are more effective than selling the VMs at any fixed price.



Comparison of Two Yield Management Strategies for Cloud Service Providers 179

The conclusion is supported by the Fig. 4 showing in case of PL algorithm as far
as getting farther from full capacity revenue decreases, but this is reverse for
L algorithm.

In the real world, CSPs may take advantage of the two proposed models to gain
greater revenue. A smart switch in BSF as drawn in Fig. 1, can select best method
according to demand situation.

5 Conclusion

Within this paper, we described how providers can be supported in price setting
decisions. We proposed a system architecture, which included a demand prediction
module, a cost module, a pricing module, and a business support framework. The
system modules are described in details. In particular, we introduced two different
pricing strategies, which follow the yield management method, for selling a Cloud
service.

Our simulation results show that the proposed architecture and algorithms can be
helpful to set an optimum price that generates maximum revenue. Our future work
aims at extending this research so that more complicated cases, which have greater
applicability in the real world, are assessed.

Acknowledgements. This work has been funded by the Korea Institute for
Advancement of Technology (KIAT) within the ITEA 2 Project 10014 EASI-
CLOUDS.
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Abstract. For comparing Java virtual machines targeting smart systems such as
wireless sensor nodes, a list of qualitative and quantitative criterions is pro-
posed. The open source JVMs Takatuka and Darjeeling are then compared by
architecture and features. The JVM runtime properties are benchmarked on an
MSP430-based test platform. Results show that Takatuka is the mature, feature-
rich, multi-purpose JVM near J2ME with a 50% advantage in Java byte code
size. Darjeeling fits well for tiny, focused applications and offers a runtime
performance bonus of up to a factor of six.

Keywords: Java, JVM, Benchmark, Performance, Takatuka, Darjeeling.

1 Introduction

For wireless sensor network (WSN) nodes, energy efficiency directly translates into
feature opulence, agility and computational power. Smart firmware development is
one of the most complex and hence, time-consuming tasks during WSN development.

In heterogeneous environments, Java plays best its “platform-independency” card.
So, specifically for WSNs, Java is an attractive alternative to well established pro-
gramming languages, such as C/C++.

We aim at answering the question: What are the similarities and differences of the
Java virtual machines available for WSN nodes? As the properties of a Java Virtual
Machine (JVM) strongly depend on the underlying hardware platform as well as on
the operating system (OS), we first narrow down the latter two.

To take advantage from synergies between related projects, the hardware platform
was chosen to be TI’s MSP430. For easily reproducing the results, the TI MSP430
experimenter board (MSP-EXP430F5438) defines the hardware test bed.

In order to produce the slimmest possible software stack, no operating system is
used. Instead, the JVMs run “natively” or “barely” on the hardware. A few hardware-
adapters to bridge the gap between JVM and hardware were added manually. This
collection of hardware-adapters was named ocapi and was published as open source.

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 181-188] 2013.
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1.1  Comparison Parameters

The comparison parameters are features and attributes that characterize the JVM’s
behaviour during both, compile- or runtime. To relate results to earlier comparisons
by Brouwers [2009] and Aslam [2010] and motivated by general requirements in
software development, the following set is proposed.

e Standard Conformance (qualitative); Compatibility with the Java language specifi-
cation by Gosling et al. [2005] and conformance to a Java Core API (J2ME, J2SE).
Pointer Size (quantitative)

Threads (qualitative)

JNI Support (qualitative); How much of a Java native interface is supported.

Tool Chain (qualitative); Complexity, availability, openness of the tool chain.
Build Time (quantitative). Time necessary to build the JVM including the Java
application from a clean project.

Size in Memory (quantitative). Size of the final byte code and VM'’s native part.
Runtime Performance (quantitative). Accomplishment of several reference-tasks.
Power Consumption (quantitative). During runtime for a specific reference task.
Energy Efficiency (qualitative). Use of idle and sleep modes.

RAM Usage (quantitative). Peak requirement for volatile memory.

2 Field of Candidates

For the comparison, we seek suitable JVMs for the MSP430 microcontroller platform.
They should be general enough to run different types of applications. Furthermore,
they should be alive, i.e. actively supported and developed further. An extra bonus
will be rewarded to open source JVM due to public availability and transparency.
Anticipating the result of surveying the manifold of available JVMs, we select the
following two for an in-depth comparison.

Takatuka is a matured JVM for sensor nodes by a research group with Faisal As-
lam [2011]. The VM’s hardware abstraction layer supported Atmel’s AVR processors
right from the beginning, while a port to MSP430 was added as a result of this work.
Takatuka aims at providing J2ME CLDC. Depending on the application, it occupies
less than 40KB of flash and about 4KB of RAM. Takatuka is open source and still
developed further by an active community.

Darjeeling by Niels Brouwers [2009] and his team targets 16-bit microcontrollers
like Atmel’s ATmegal28. It was implemented on different OS platforms, TinyOS and
Contiki among them. The VM features a well-designed hardware abstraction allowing
also “native” deployment on a suitable set of drivers. Darjeeling supports on-the-fly
loading of Java modules. The memory requirements are very similar to those of Taka-
tuka. The VM is an open source project with a moderately active community.
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3 State of the Art — Earlier Comparisons

Darjeeling was examined by Brouwers [2009] on an ATmegal28 at 8 MHz. Perfor-
mance tests revealed an execution overhead of roughly two orders of magnitude when
compared to a native C implementation. Thanks to elimination of string literals, the
code size could be shrinked over jar files by a factor of two to six. A portability sec-
tion compares memory usage of that same VM on different hardware platforms, At-
megal28 and MSP430 among them.

Aslam [2010] et al. compared Takatuka, Sentilla and Darjeeling. Takatuka occu-
pies less RAM than Sentilla on the JCreate (MSP430), and less than Darjeeling on the
Mica2 (ATmegal28) platform. Further, the impact of different byte code compaction
algorithms on the runtime performance of Takatuka was analysed. Comparing the
three JVMs compacted class files size shows that Takatuka in generally produces the
smallest Java binary. Interestingly, the presented data suggest, that code produced for
the MSP430 platform tends to be smaller than for the ATmega platform.

Concluding, there is only little comparison between Darjeeling and Takatuka on
the same hardware. This is especially true for the MSP430 processor platform and
parameters like runtime performance or energy efficiency.

4 Qualitative Comparison

This section discusses the JVM candidates subject to their qualitative features.

4.1 Standard Conformance and Features

Darjeeling provides neither floating point nor 64bit data types, while Takatuka does.
Darjeeling can run multiple applications within separate infusions concurrently, but
the current implementation provides insufficient control of this feature.

Both candidates do not fully comply with the J2ME CLDC specification. They do
not support reflection mechanisms and lack a meaningful java.lang.Class implemen-
tation. However, Takatuka is a more complete subset of J2ME, than Darjeeling is.

4.2  Multi-threading

Both candidates support threading in which all threads share a single stack.

Unlike Takatuka, Darjeeling also supports multiple applications at a time. This is
accomplished by a concept of static class file libraries called infusions which can use
each other. Infusions render dead code removal as in Takatuka unfeasible (see
Subsection 4.6). As the GC does not completely handle indirect references to un-
loaded infusions, a dedicated VM exception leaves it up to the application to cope
with it.

Synchronization is supported by both JVMs. However, both appear to lack syn-
chronized method calls. Fortunately this does not reduce the flexibility as such
methods can easily be rewritten.
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4.3  JNI Support and Tool Chain

Both JVMs do not comply with the JNI specification but instead, provide a proprie-
tary interface for invoking native methods from Java. The native code is linked stati-
cally with the JVM binary.

Takatuka and Darjeeling both rely on Apache Ant as the build environment. They
support at least one commonly accessible tool chain for each target system. Extending
the Ant scripts to accommodate further compilers is a minor effort.

When targeting MSP430 hardware, Takatuka supports both, the TI tool chain as
well as GCC. It optionally allows transferring the binary onto the node, but we pre-
ferred using the debugging software NoICE for this purpose, instead.

Darjeeling relies solely on GCC when targeted to the MSP430 platform.

4.4  Energy Efficiency

The MSP430 has five operating modes (LPMO...LPM4) each of them at a different
power consumption level. Both JVMs do not take advantage of this technique, but
always run the processor in the full-functional mode at the cost of the highest-possible
power dissipation.

4.5  Garbage Collection and Memory Compaction

The Darjeeling approach is to minimize the GC and memory compaction effort with
the introduction of a double ended stack by Brouwers [2009]. So it stacks reference
types and non-reference types on either end of the stack. This renders runtime type
analysis unnecessary, reducing the GC effort to O(n) and eliminating false positives.
The costs are one byte for an additional stack pointer in each stack frame. It further
requires the introduction of customized instructions, such that pop has to split into
apop and ipop for references and non-reference types. Further the non-reference types
are packed, that is, byte and short occupy only one or two bytes on the stack. Respec-
tively, the getfield and setfield operations are replaced with typed versions for byte,
short, int and ref.

Takatuka approaches to minimize running the GC at all by the introduction of an
offline-GC. With a data flow analysis at compile time, Takatuka identifies objects that
might still be reachable but are guaranteed not to be used again, as reported by Aslam
[2011]. At those positions, customized instructions for explicit memory freeing are
inserted. This increases the free RAM at runtime up to 66%.

4.6 Code Compaction

In order to achieve smaller class files, most JVMs for embedded devices apply a split
VM architecture as originally introduced by Simon et al. [2006]. By transforming
dynamic linking information into static linking of classes, the code size can be signif-
icantly reduced at the cost of losing Java reflection capabilities and, thus, dynamicity.
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Darjeeling statically links classes within an infusion in a way that becomes merely
a set of up to 255 methods, which are mutually called. An infusion header file keeps
track of mapping of these methods to their names and classes at compile time. Using
the header files, other infusions can correctly lookup the methods in this infusion.

Similarly, Takatuka statically links classes and methods into a monolithic tukfile.
Besides stripping off class and method names from classes’ constant pools, Aslam
[2011] describes, how Takatuka globalizes the constant pools into a single one. By
that, duplicated constants from different classes can be removed, saving further space.

Takatuka’s dead-code removal mechanism eliminates all methods or classes that
are never used in the flow path. So, a programmer can take advantage of a broad class
and method library, e.g., almost complete J2ME CLDC and third party APIs.

As introduced by Aslam et al. [2010], Takatuka uses few of the 52 customizable
Java byte code instructions for single instruction compaction (SIC) and multiple in-
structions compaction (MIC). The sorted, globalized constant pool allows for a con-
stant pool access instruction with a single byte operand for the most frequently used
constants. This reduces the code size in lots of places. With MIC, recurring sequences
for instructions are combined into one instruction. The operands are just concatenated.

The Takatuka implementation uses a label-as-values approach, described by Ertl
[2001] and Aslam [2011], which is more efficient than using a switch statement.

5 Quantitative Comparison

For quantitative comparison, both candidate JVMs where compiled to run “natively”
on the MSP430 experimenter board. The CPU clock was configured at 16.7 MHz.

For the comparison to be most expressive, one application containing five charac-
teristic test cases was written. HelloWorld is a well-known minimalistic case just
printing the string “Hello World!” to the standard output. IterativeSort is to bubble-
sort a 253 elements array to ascending order. The array is deterministically initialized
with the values i'” mod 253 (i being the field index). MemoryGC tests the memory
allocation and garbage collection performance by allocating 50 byte arrays of size
100. In a second step, half of those are dropped and then newly allocated. Arithmetics
is iteratively calculating the result of 69!, which is a rather computationally extensive
task. Finally, HanoiTowers is a recursive implementation of the solution to the towers
of Hanoi problem with 10 discs.

Numerical results of comparing the pointer size, VM build time and size in memo-
ry are given in Table 1 while runtime performance, energy consumption and RAM
usage are summarized in Table 2 below.

Table 1. Pointer size, JVM build time and memory size for Takatuka and Darjeeling

Parameter Takatuka Darjeeling
Pointer size [bit] 8,16, 24, 32 16
33/8 17/16

Build time: VM alone / optimizer [s]

Size in memory: Java / Native [byte] 8435 / 46076 19626 / 42336




186 O. Maye and M. Maaser

Table 2. Runtime performance, energy consumption and dynamic memory consumption of
Takatuka (TT) and Darjeeling (DJ) for different test cases

Test Case Runtime [ms] Energy [n]J] RAM usage [byte]
TT DJ TT DJ TT DJ

HelloWorld 21 73 242 836 1413 6446

IterativeSort 67766 11753 779822 134553 1725 1422

MemoryGC 11112 11004 127872 125978 7417 7912

Arithmetics 33 5 380 57 1337 846

HanoiTowers 14172 2252 163085 25782 2013 1142

5.1 Pointer and Stack Slot Sizes

Darjeeling defines a fixed 16-bit slot size and introduces 16-bit pendants for each 32-
bit instruction. In an optimization step, this allows replacing low-range 32-bit instruc-
tions by corresponding 16-bit instructions reducing RAM usage and CPU cycles.

Takatuka introduced a variable slot size. At the programmers choice, it uses 32, 16
or even 8-bit slots, to waste as little RAM as possible. Obviously, there will be no
savings unless the Java data types are shorter than 32 bits. Since the operations remain
32-bit, a smaller slot size likely comes at the cost of CPU cycles.

Also, Takatuka allows an adjustable reference/pointer size. Darjeeling references
are always 16-bit. Table 1 gives a comprised view on the supported pointer sizes.

5.2  Build Time

Build time was measured automatically by the build environment. Each measurement
started from a clean project and extended to when the binary file was created. Instead
of detailing certain fragments, investigations were restricted to only the optimizer tool
and the total VM build time.

Averaged results over 10 runs for each JVM are given in Table 1.

The build time comparison is clearly advantageous for Darjeeling. For the VM
alone, the advantage is 17 s versus 33 s for Takatuka and thus, about 50%. For a full
build including the optimizer tool, Darjeeling needs 33 seconds, which is 8 seconds or
20% less time than Takatuka.

5.3  Size in Memory

Two characteristic measures comprise this attribute. The size of the VM’s native part
covers the lower-level part, including necessary hardware drivers. The byte code size
covers all Java code, which is the high-level VM code plus the application code.

These static sizes were determined by the object file inspection utilities size and
objdump. A comparison of results for both JVMs is given in Table 1.

It can be seen that Takatuka has a roughly 10% larger native part and produces
about 50% less byte code. Obviously, the larger native part must be paid for more
features and capabilities, but is more than compensated by the resulting byte code.



Comparing Java Virtual Machines for Sensor Nodes 187

54 Runtime Performance

The java.lang.System.currentTimeMillis() function was deployed to measure runtime
performance. Averaged results over four runs are given in Table 2.

For the one-liner HelloWorld, Takatuka is faster by roughly a factor of 4. With the
memory-intensive task MemoryGC, both JVMs perform nearly the same. With all
other tasks, Darjeeling is faster by a factor of about 6, demonstrating the pay-off of
the simpler, feature-constrained JVM over a standard-like, multi-purpose JVM.

5.5 Power Consumption

The power consumption was deduced arithmetically from the product of supply vol-
tage, the run of current drawn and the specific run time for each test case.
Supply voltage was measured independently of test cases using a digital multime-
ter. The average over 100 samples was 3.286 V with a standard deviation of 33 uV.
Current was measured and averaged over execution time using the same multime-
ter. For Takatuka, 5000 samples yield 3.502 mA with a standard deviation of 8.0 pA.
Darjeeling’s 2100 samples average to 3.484 mA with a standard deviation of 34.7 pA.
The resulting amount of energy, expressed in Micro Joule, is given in Table 2.
Except for the primitive HelloWorld, Takatuka consumes more energy than Dar-
jeeling, sometimes by just 1.5%, in other cases by roughly a factor of 6. The dominant
source for this effect is the advantageous runtime performance of Darjeeling.

5.6 RAM Usage

The peak RAM usage is an important indicator for dynamic memory requirements.
Measurements were made by using the function java.lang.Runtime.freeMemory(),
neglecting the distribution between VM and native, as well as for stack and heap.
Results are given in Table 2.

Obviously, RAM usage depends very much on the type of application. While
Takatuka is good at the extreme ends, i.e. one-liner and memory-intensive tasks,
Darjeeling copes well with medium-complicated applications stressing indexing or
looping.

6 Conclusion

Takatuka and Darjeeling were compared subject to qualitative and quantitative meas-
ures, relevant to WSN software development.

Takatuka makes points on the architectural side as it does not restrict the number of
classes or methods, deals with various pointer sizes, introduces variable stack slot
sizes and has a very efficient byte code compaction phase leading to a 50% reduction
when compared to Darjeeling. Moreover, it supports 32bit floating point and 64bit
integer data types and implements the J2ME CLDC specification more completely.
Despite this fact, the size of the JVM’s native part is still competitive.
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Darjeeling convinces on the performance side of the competition. It has a 20% ad-
vantage in build-time and uses less RAM in most of the test cases. Subject to runtime
performance and power consumption it displaces Takatuka by a factor of 6.

Both JVMs are well-suited for resource-constrained devices. They could signifi-
cantly decrease power consumption by deploying power-saving run modes provided
by the MSP430 hardware. We suggest tiny, performance critical applications to run
on Darjeeling, while more complex, feature rich applications should prefer Takatuka.

Future work should relate upcoming JVMs with the given results. To increase ex-
pressiveness, the test suite should converge to standardized benchmarks, such as Ack-
ermann, Dhrystone, Whetstone or Linpack. However, additional metrics will be
needed to fairly assess missing features like floating point arithmetic.
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Abstract. In order to research the law of public opinion formation of
microblog from the perspective of complex systems, agent’s action rules
are put up. Opinion updated equation is amended in accordance with
affinity of participants of topics in microblog. Combined with the network
topology of micro-blogging topics participants, the process of opinion
formation is simulated. Disordered individual opinions emerged out of
the system of ordering turns out to be the result, which is, forming
public opinion. Examples are used to verify the validity of the model. It
will make exploratory groundwork for further media dissemination and
monitoring of public opinion online.

Keywords: Public Opinion of Micro-blogging, Multi-agent Simulation,
Small World.

1 Introduction

Ever since 2010, microblog has become the most powerful online public media
and the first choice for netizen to release information (Microblog Annual Report
of China, 2010). According to the report released by DCCI( Data Center of China
Internet), by the end of December 2012,the number of microblog users have
reached 327 million in China,and more than 70% users tweet everyday. It can
highlight the important position of microblog.The characteristics of microblog
netizen and information dissemination have attracted researchers in different
fields.

Microblog contains a great amount of information, and users are very com-
plicated. It is difficult to use linear or macroscopic quantity theory to explore
such a complex system. However, we can establish a simplified model based on
microblog network society by using multi-agent model method. And then the
emergence of macroscopic systems can be obtained through microscopic indi-
vidual interactions. Generally, it is difficult for multi-agent modeling method to
make accurate predictions of real system, but it can provide insight and under-
standing of the nature of system. From complex system perspective, this paper
take the opinions formation in a particular topic of microblog as our study ob-
ject with agent modeling method. We defines the interactive rules of individual’s
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behavior combining with the topological structure of interpersonal network be-
tween participants of tweets. Thus we can derive the emergence of group opinion.
Through investigation, the validity of the simulated opinion formation model of
tweets discussed in microblog is verified. This study makes a foreshadowing for
further transmission of microblog opinion and public opinion monitoring.

2 A Multi-agent Model of Microblog Opinions

2.1 Elements of the Model

This study introduces a social network topology between the participants of
microblog tweets, combined with equation of opinion update and the affinity
[1-3]. The formation of microblog opinion is simulated with agent modeling
method. Before modeling, the elements related to the model and the relationship
between them should be explained.

Explanation of Concepts. One of the study object is the tweets in microblog.
The range of the microblog tweets is wide, containing topics which are discussed
by interest groups in the micro-groups, as well as topics which cause the public
discussion, such as “edible oil prices”, “ price war among e-commerce firms” and
so on. We try to understand the formation of public opinion more extensively
and directly by imitating it in these topics.

There is no authoritative and unified definition about microblog opinion.In
this paper microblog is defined as the synthesis of opinions which are expressed
by the majority participated in the microblog issues.

As to social network topology of microblog participants, the nature that net-
work does not depend on specific location of the nodes and specific form of the
edges is called topological properties of the network. The corresponding struc-
ture is called network topology [4]. The participants’ social network topology
refers to the specific real social relations among the members who participate
in a specific topic. It is manifested as the relationship of “unilateral fan” and
“bilateral fan” in microblog.

The relationship of “unilateral fan” which performs in topology structure
refers to the concept of “in-degree”. If individual A is an “unilateral fan” of in-
dividual B, meaning that A accept published tweets from B unilaterally, namely
information flows from B to A. “bilateral fan” represents the relationship be-
tween users is two-way, namely A is B’s fan and B is A’s fan,too.

The model of dynamic opinion is mainly divided into two categories: discrete
opinion and continuous opinion. These two models must meet following condi-
tions that the system of dynamic opinion is closed and the participants are fixed
during the evolution of opinion. Participants meet in some space. They exchange
views, and then they update viewpoints according to certain rules.

As most of microblog users always have their own circles, the affinities change
between different users. Based on the views of social impact model, this study
believes that users’ opinions are influenced by the affiliation between them, and
they will make decisions depending on the affinities.
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Agent in Microblog. Maes defined agent as “computing system that trying
to achieve a set goal in complex dynamic environments” [5]. Generally speaking,
agent should have the following attributes: autonomy, reactivity, initiative, socia-
bility, evolutionary[6]. As opinions in microblog are complex, dynamic, relatively
closed etc. , for simplicity, this paper only focuses on a particular microblog topic;
ongoing interactions between the participants reflect the dynamic opinions on
the topic. In addition, a specific number of participants will join in interaction.
Agents have the attributes of autonomy, reactive, proactive and sociality.

In the model, evolution of public opinion is reflected by opinion updating equa-
tion which means that agents update their opinions based on the reinforcement
learning.

2.2 Modeling of Microblog Opinion

Assumptions of the Model. For simplicity, we assume that the number of
involved agents is a known constant. In the future, we will do further study
considering dynamic number of agents.

We assume that the agents’ social network is consistent with the small-world
network topology, which means the shortest path length between each node
is limited. But it is probably that two nodes are connected together through
their own adjacent nodes, interpreting as limited path length and high degree
of polymerization [4]. As a lot of researches have verified the characteristics of
small-world in the virtual space, this assumption has sufficient scientific basis.
Many of these researches are about the topological properties of social network
in microblog specifically. The results show that the network has a high degree of
polymerization and limited path length, in line with small-word properties and
power-law distribution.

Figure 1 is a directed small-world graph with 200 nodes generated by simu-
lation in Repast Simphony-2.0 where there are bidirectional connection nodes
representing the relation of “bilateral fan” and unidirectional connection nodes
representing the relation of “unilateral fan”.

Fig. 1. Small-world graph generated by simulation
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Action Rules of Agents. The rules here are established according to the
opinion updating equation [7-9]. Considering that affinity changing between in-
dividuals in microblog topics need a long time, we assume that affinity does not
change and then adjust the existing models.

When agents participate in a topic, their attitudes are not entirely clear.
Therefore, we assume that the opinion of an individual on this topic is continu-
ous. O; represents agent i’s opinion about a specific question. When O; approx-
imates 1, it implies that the majority of participants have negative opinions to
this topic, otherwise, they hold a positive view. «;; € [0, 1] indicates the affinity
between agent i and j. The larger the a;; is, the closer the two agents are; In
general, opinion formation can be completed in a relatively short time, and the
affinity among agents is difficult to change within a short time. Thus, that oy;
is assumed as a constant.

At the beginning of the simulation, the number of agents in the system is k,
and they form a small-world network topology. There is a threshold .. If agent
A is agent B’s fan, the affinity will be any value between [0,l.]. If agent A and
B are not directly connected, the affinity will be any value between [0, l.].

s agents are selected randomly as the initial agents, and their opinions are
initialized randomly.

Every time step, a number of fans are selected from s agents’ fans randomly,
and their fans’ opinions about this issue are initialized. The affinity between “fan
agent” and “fancied agent” exist threshold f.. If the affinity between the two
agents exceeds the threshold f., “fan agent” will change its opinion based on the
average value of the coupling point of view, otherwise opinions stay the same.

The opinion updating equation is below:

tanh({(mn — @) + 1

Ot =05, +u 5

(O, = 0}) 1)
. is used to measure the affinity of opinions convergence, taking a constant value
of 0. 5. p is fixed to 0. 5, and its value does not affect the system’s dynamical
behavior, but affects the time to reach equilibrium. ¢ is set to 1000 for converting
the function tanh.

There is an additional case that agent m is a fan of two or more “fancied
agents”, and then agent m’s opinion is decided by “fancied agent” who has
minimum social distance. Select another agent n in all in-degree nodes of m;
the rule of selecting n is to minimize the social distance which is influenced by
opinion and affinity between n and m.

The equation of selecting n is below:

n = arg[min((1 — amj)\0§_1 — O+ N(0,0),YjEN:j#m (2)

N(0,0) is a random element of normal distribution, generally called social tem-
perature [10]. It is used to indicate the degree of randomness of the individual’s
behavior, also mean fluctuations of the group [11]. In addition, social tempera-
ture is also used to identify different social systems. For instance, people would
not accept different opinions in a relatively conservative social system. They
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stick to their traditions and do not accept others’ opinions. But in active or free
social system, people are willing to accept different opinions, and they are more
likely to change their opinions when affected by the views of others [12].

3 Multi-agent Simulation of Microblog Opinion

Supposing that the small-world network consists of fifty nodes, the simulation
result is shown from Figure 2 to Figure 5.
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Fig. 2. The public opinion tends to be positive
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Fig. 3. The public opinion tends to be evenly distributed

At the beginning, we analyze the simulation results combined with the actual
situation of public opinion in microblog. The opinions are evenly distributed
at the start, then become steep and ultimately the polarization opinion arise.
Initially, opinions distribute from 0 to 1 randomly, and neither side has a distinct
advantage. As time goes by, the discussion in the group is deepening. Information
is excavated continuously and opinions are constantly fused, and then divided.
Both positive and negative opinions come into fierce conflict. In the competition,
if one side is persuaded by the other side or one side comes into silence, the other
side will hold the dominant position, emerging a consistent public opinion.
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Fig. 4. The public opinion tends to be neutral
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Fig. 5. The public opinion tends to be negative

Figure 3 shows the public opinion towards the certain issues is not formed.
Generally speaking, the concentration goes toward intermediate point, but it
does not reach the final unification. We can see that opinions of individuals
are widely distributed. Figure 4 shows opinions are dispersed initially but ulti-
mately tend to neutrality. In fact, topics in microblog are quite different. There
are mainly three types of public opinion: message,concept and art [13]. As to
the characteristics of message, “Firstly, people pass the message to each other
in a short time. An opinion trend forms eventually because of people’s high in-
terest in spreading some message. Secondly, people may not even become aware
of the opinions tendency contained in the message. They merely want to tell
others the facts they know. ” The characteristics of concept are manifested as
“to varying degrees,the tendency of public opinion is directly expressed as agree-
ment (sympathy), opposition (abhorrence), or indifferent (neutrality). ” Artistic
forms are“ the tendency of public opinion is manifested through various genres
such as literature, music, dance, painting and other art information. ” Generally
speaking, most views of message are neutral. Views of concept are mixed, and
mostly in criticism. Views of art are uncertain. Figure 4 shows the characteristic
of message, while figure 2 and figure 5 show that of concept, and figure 3 shows
that of art.
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From the perspective of complex system, the simulation results represent that
the system emerges orderly equilibrium from disordered initial state, showing
an spontaneous order. Figures 2 to 5 represent the four results emerged from
disordered initial state. The simulation result is neutral, neither good or bad. The
simulation results confirm the explanation of emergence [14]. From the points of
macro-level and the dynamic tendency, the trend of emergence is determined,
which is the inevitable result of any system on the evolution of path dependence.
And the specific pattern of emergence has nothing to do with the preset behavior.
With the increase of complexity, the system’s structure will not be identified
completely before the actual emergence is completed. In addition, the emergence
of system does not depend on initial state. When we regulate microblog rumor
or public opinion which is not conducive to the development of a healthy society,
the way to minimize the cost and maximum the utility is guide the public opinion
before it forms.

Opinion
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Fig. 6. Affinity’s influence to public opinion dynamics

4 Empirical Analysis of the Multi-agent Model

We choose a sample from the list of hot topic of Sina Microblog. A topic can be
heatedly discussed if an increasing number of netizens are involved. And then
the topic becomes a hot one. We select a topic randomly in the hot topic list
of Sina Microblog which is about that college students use performance art to
protest unfairness in education which is caused by residency restrictions. The
topic triggers a big discussion on the issue that household registration would
lead to unfair education.

We sampled the opinions of participants randomly from 17:20 to 19:50 on Oc-
tober 8th, 2012 and gained 1065 samples in 150 minutes, including 880 effective
samples published by 203 participants. Removing the 24 invalid participants (the
content of discussion is not relevant to the topic, such as advertising, etc. ), the
effective number of participants is 179. The samples have the following features:
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a). Groups update opinions continuously along with new participants joining
in. And many participants have fan-relationship.

b). Opinions are widely exchanged; microblog users are persuaded by others or
try to convince others. We use content analysis to encode 880 samples: 0. 1 means
extreme opposition; 0. 2 means extreme questioned; 0. 3 means opposition; 0. 4
means questioned; 0. 5 means indifferent; 0. 6 means worried; 0. 7 means favor;
0. 8 means anger; 0. 9 means extreme anger. Statistical results are illustrated as
follows.

Fig. 7. Public opinion dynamics of empirical topics in Sina microblog

It can be seen in figure 7 that public opinion is not formed eventually. There
are always different views.At the beginning of the discussion, more extreme opin-
ions appear and the positive group takes dominant position. Negative views grad-
ually gain the upper hand. They hold the view that the unfair education results
from unbalanced economic development and government’s imbalanced invest-
ment, not simply the household register system. However, with the involvement
of some opinion leaders, remarks eventually tend to rational. Discussants prefer
to think about deep-rooted reasons for education unfairness, such as unbalanced
economic development and government’s imbalanced investment, not simply the
household register system.

Based on the participants and evolutionary time, we get figure 8 of opinion
evolution.

Firstly, the model assumes that the initial state is random, so they distribute
evenly from 0 to 1. Empirical evidence shows that public opinion is indeed at
uncertain state in the beginning.

Secondly, the convergence rate of the model is faster than the empirical con-
vergence rate. Both positive and negative opinions always exist in the entire
simulation process, and they cannot come to an agreement in a short time,
which is consistent with the empirical trend.

Thirdly, from the perspective of opinion evolution, there is a small number of
extreme opinions in topics at the beginning. As individuals continue to interact,
opinions update constantly, and they become more calm and rational.
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Fig. 8. Simulation of opinion dynamic in the topic of Sina microblog

Finally, public opinion converges toward middle ultimately. While there are
always different voices, public opinion tends to the middle point of view, such

7«

as ” “anxiety”, “approval”, etc.

5 Conclusions

We assume that social network in microblog topics has a small-world topology.
People select the other to retweet according to the affinity between them. We
set the opinion updating equation to update agents’ opinions on a specific topic.
Then, there is the emergence of public opinion formation. The examples show
that the study of public opinion formation mechanism in microblog space com-
bined with network topology is feasible at some extent. The simulation results
show that the microblog issue is prone to polarization in the formation of public
opinion. The main reason is the emotional or rational guides from opinion lead-
ers leading to the silence spiral. The empirical result indicates that there exists
the spiral of silence and it is consistent with the simulation results.

The intelligent agent simulation of microblog opinion combined with opinion
update equation is a new perspective to study the formation of online public
opinion. We can still get some realistic revelation from the simulation results
and conclusions above.

Because virtual space has some specific characteristics, such as hide and vir-
tuality, public opinion is easy to fall into chaos so that it goes out of control.
When some topic attracts public attention in the early stage, the opinions are
relatively dispersed. There are no opinion leaders and opinion tendency is not
formed. It is the best opportunity to guide the public opinion by grasping the
development direction at this moment and costs least. It is important to seize
the opportunity to attack illegal activities such as spreading of rumors and false
information, stirring of public scare.

In the first stage for hot topics, it is susceptible to incite the masses and make
the extreme opinions occupy the high ground of public opinion. It is important
to value the role of opinion leaders in microblog and with their help a rational
and healthy online environment can be more easily established.
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The future study will set various of agents in the model who have different
natures and action rules. Besides, the opinion updating equation will be further
improved. A more scientific and effective model will be used to simulate the
formation and spread of public opinion in microblog.
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