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Preface

Welcome to the 8th International Conference on Grid and Pervasive Computing
(GPC 2013), held in Seoul, Korea, during May 9–11, 2013. GPC-13 was the most
comprehensive conference focused on the various aspects of grid and pervasive
computing. GPC 2006, GPC 2007, GPC 2008, GPC 2009, GPC 2010, and GPC
2011 took place in Taichung (Taiwan), Paris (France), Kunming (China), Geneva
(Switzerland), Hualien (Taiwan), and Oulu (Finland), respectively, and GPC
2012 in Hong Kong, China.

The papers included in the proceedings cover the following topics: cloud,
cluster and grid computing; grid and cloud computing economy and business
models; security and privacy in grid, pervasive and cloud computing; embed-
ded and pervasive computing; social network and services; machine to machine
communications; service-oriented computing, mobile, peer-to-peer and pervasive
computing. Accepted and presented papers highlight the new trends and chal-
lenges of grid and pervasive computing. The presenters showed how new research
could lead to novel and innovative applications. GPC 2013 provided an oppor-
tunity for academic and industry professionals to discuss the latest issues and
progress in the area of GPC. In addition, the conference published high-quality
papers that are closely related to the various theories and practical applications
in GPC. Furthermore, we expect that the conference and its publications will
be a trigger for further related research and technology improvements in this
important subject.

For GPC 2013, we received many papers submission from more than 12 coun-
tries. Out of these, after a rigorous peer-review process, we accepted 65 papers of
high quality for the GPC 2013 proceedings, published by Springer. All submitted
papers underwent blind reviews by at least two reviewers from the Technical Pro-
gram Committee, comprising leading researchers from around the globe. Without
their hard work, achieving such high-quality proceedings would not have been
possible. We take this opportunity to thank them for their great support and
cooperation. We thank the organizers of the International Workshop on Ubiq-
uitous and Multimedia Application Systems (UMAS 2013), the International
Workshop DATICS-GPC 2013: Design, Analysis and Tools for Integrated Cir-
cuits and Systems, the International Workshop on Future Science Technologies
and Application (FSTA 2013), and the Workshop on Green and Human Infor-
mation Technology (GHIT 2013). The goal of the workshops was to provide
a forum for researchers to exchange and share new ideas, research results, and
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ongoing work on advanced topics in grid and pervasive computing. Finally, we
would like to also thank all the authors, reviewers, and Organizing Committee
Members.

May 2013 James J. (Jong Hyuk) Park
Hong Shen

Hamid R. Arabnia
Cheonshik Kim

Weisong Shi
HeonChang Yu
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Message from the UMAS 2013 Chair

Welcome to the proceedings of the 2013 International Workshop on Ubiquitous
and Multimedia Application Systems (UMAS 2013), jointly held with GPC 2013
in Seoul, Korea, during May 9–11, 2013.

The fast developments in the electronics industry and the emerging conver-
gence of the triple (video, voice, and data) signal services have allowed media
communications and computing to increase ubiquitously. Meanwhile, the em-
bedded systems, i.e., computers inside products, have been widely adopted in
many domains including multimedia communications, traditional control sys-
tems, medical instruments, wired and wireless communication devices, aerospace
equipment, human–computer interfaces, and sensor networks. These services cre-
ate our consumer and brand environment and have been contributing extensively
and more closely to our life experience, especially the applications in mobile and
other embedded devices. With the increasing number of customers who would
like to own a ubiquitous multimedia service because of the convenience, the re-
quirements for this kind of service from customers are increasing, such as the
quality, speed, and electric consumption. Therefore, the UMAS technologies have
become state-of-the-art research topics and are expected to have an important
role in the future.

UMAS 2013 aimed to advance ubiquitous multimedia techniques and embed-
ded software and systems research, development, and design competence, and to
enhance international communication and collaboration. The workshop covers
traditional core areas of media and embedded systems in architecture, software,
hardware, real-time computing, and testing and verification, as well as new ar-
eas of special emphasis: pervasive/ubiquitous computing and sensor networks,
HW/SW co-, wireless communications, power-aware computing, security and
data protection, and multimedia.

UMAS 2013 was supported by many people and organizations. We would also
like to express our appreciation to the organizers of GPC 2013, especially James
J. Park, for their constant support and kind help in the related items of UMAS
2013. Thanks to all the Program Committee members for their valuable time
and effort in reviewing the papers. Without their help and advice, this program
would not have been successful.

Ching-Nung Yang
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DATICS-GPC 2013: Design, Analysis and Tools

for Integrated Circuits and Systems

The International Workshop DATICS-GPC 2013: Design, Analysis and Tools
for Integrated Circuits and Systems at the 8th International Conference on Grid
and Pervasive Computing took place in Seoul, South Korea, May 9–11, 2013.

The DATICS workshops were initially created by a network of researchers
and engineers both from academia and industry in the areas of design, analysis
and tools for integrated circuits and systems. Recently, DATICS has been ex-
tended to the fields of communication, computer science, software engineering
and information technology.

The main target of DATICS-GPC 2013 was to bring together software/
hardware engineering researchers, computer scientists, practitioners and people
from industry to exchange theories, ideas, techniques and experiences related to
all aspects of DATICS.

The International Program Committee (IPC) of DATICS-GPC 2013 con-
sisted of about 150 experts in the related fields both from academia and industry.
DATICS-GPC 2013 was partnered with CEOL: Centre for Efficiency-Oriented
Languages (Ireland), Minteos (Italy), KATRI (Japan and Hong Kong), Dis-
tributed Thought (UK), ASIC LAB - Myongji University (South Korea), Baltic
Institute of Advanced Technology - BPTI (Lithuania), Solari (Hong Kong), Tran-
scend Epoch (Hong Kong) and Xi’an Jiaotong-Liverpool University — XJTLU
(China — UK).

The DATICS-GPC 2013 technical program included seven papers that were
organized into lecture sessions. On behalf of the IPC, we would like to welcome
you to the proceedings of DATICS-GPC 2013.

Ka Lok Man
Nan Zhang
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Message from the FSTA 2013 Symposium Chair

Welcome to the proceedings of the 2013 International Workshop on Future Sci-
ence Technologies and Applications (FSTA 2013).

The Internet as well as cellular and wireless systems are now converging, thus
giving birth to the future Internet. The International Workshop on FSTA 2013
brought together scientists, engineers, computer users, and students to exchange
and share their experiences, new ideas, and research results on all aspects (theory,
applications and tools) of computer and information science, and to discuss the
practical challenges encountered and the solutions adopted. The Workshop on
Future Science Technologies and Applications aims to serve as an international
forum for researchers and practitioners willing to present their early research
results and share experiences in the field.

FSTA 2013 contained high-quality research papers submitted by researchers
from all over the world. Each submitted paper was peer-reviewed by reviewers
who are experts in the subject area of the paper. Based on the review results,
the Program Committee accepted 13 papers.

In organizing an international workshop, the support and help of many people
is needed. We would like to thank all authors for their work and presentation,
all members of the Program Committee and reviewers for their cooperation and
time spent in the reviewing process. Particularly, we thank the founding Steering
Chair of GPC 2013, James J. (Jong Hyuk) Park, Workshop Chair GPC 2013,
Joon-Min Gil, and the Program Chair of GPC 2013. Finally, special thanks are
extended to the staff of FSTA 2013, who contributed greatly to the success of
the conference.

Namje Park
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Abstract. Cloud Computing shapes the IS Outsourcing landscape and enables 
new flexible delivery models. It has become a fast growing and non-transparent 
market with many providers, including heterogeneous service portfolios and 
business models, especially for Software as a Service (SaaS). Many researchers 
focus exclusively on the technical aspects of Cloud Computing and ignore the 
business perspective. Unfortunately, the terms Cloud Computing and SaaS are 
not defined clearly and face customers with several challenges related to the de-
cision-making process. This article explores the nature of SaaS from a business 
point of view and examines 100 providers in order to gain new insights about 
the transparency of their service offerings. A cluster analysis is conducted to 
examine dependencies between different provider information. The results indi-
cate that only basic data like contact information, provider profile and service 
functionality are provided by all vendors, whereas pricing, support and security 
information are only covered by half of the providers.    

Keywords: Cloud Computing, Vendor Evaluation, Software as a Service,  
Service Transparency, Cluster Analysis. 

1 Introduction 

Cloud Computing has emerged as a new IT paradigm that promises elastic and flexi-
ble deliverance of IT resources provided by pooled resources through a network [1]. 
Foster et al. (2008) add that “[…] Cloud Computing is a specialized distributed com-
puting paradigm […]” where the physical infrastructure is normally distributed over 
virtual layers/multiple machines and/or data centers, and the customer does not know 
the exact data location [2].For many, it has the potential to change the way organiza-
tions and individuals use IT resources [3]. Yet, uncertainty about benefits and risks 
still prevent companies from making use of Cloud Computing [4]. Cloud Computing 
enables a shift of the software market and related business models towards mass-
customized and on-demand services. Instead of purchasing licenses, the software is 
provided as a service over the Internet, owned and managed remotely by the vendor 
[5]. The Software as a Service (SaaS) model evolved from the application service 
providing (ASP) with a revenue worldwide of $22.1 billion in 2012[6]. This  
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continuous growth within the enterprise application markets leads to an increased 
amount of SaaS vendors. Currently, the market of SaaS contains over 650 different 
small and large providers (see also market research in chapter 3). For future research, 
especially methodologies for assessing Cloud services and comparing offerings from 
different providers will become important [7]. 

This article examines the transparency of SaaS offerings and the access to relevant 
information. Section 2 starts with a definition of Cloud Computing, presents the state 
of art regarding Cloud provider evaluation and summarizes the SaaS evaluation di-
mensions used for this article. The next section describes the research approach used 
to evaluate the SaaS vendors. The results are presented in section 4 and close up with 
a discussion of implications in section 5. 

2 Characteristics of Software as a Service 

Despite being a relatively young paradigm, several definitions exist for Cloud Com-
puting so far, varying in scope and precision. However, recently the definition pro-
vided by the American National Institute of Standards and Technology (NIST) [8] is 
accepted by many practitioners and researchers (e.g.[9]). 

2.1 Characteristics of Cloud Computing  

Cloud resources (e.g. networks, servers, storage, applications and services) are offered 
in a scalable way via the Internet without the need for any long-term capital expendi-
tures and specific IT knowledge on the customer’s side. It is possible to obtain com-
plete software applications or the underlying IT infrastructure in the form of virtual 
machine images. Basically, Cloud Computing consists of three levels: Software as a 
Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service 
(IaaS).The National Institute of Standards and Technology defines five essential cha-
racteristics of Cloud Computing, which are applicable to assess the Cloud capability 
of SaaS [8]: 

• On-Demand Self-Service (computing capabilities, such as server time and network 
storage, can be booked automatically without requiring human interaction with the 
service provider) 

• Broad Network Access (capabilities are available over the network and accessed 
through standard mechanisms) 

• Resource Pooling (computing resources are pooled using a multi-tenant model with 
different physical and virtual resources) 

• Rapid Elasticity (ability to increase or decrease computing resources at an unli-
mited scale) 

• Measured Service (to automatically control and optimize resource-use by leverag-
ing a metering capability) 
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2.2 Evaluation of Cloud Providers 

Cloud Computing has become a fast growing and non-transparent market with many 
small and large providers, each of them having their specific service model. Unfortu-
nately, this makes it difficult to compare the providers with each other as well as their 
service offerings. In the majority of cases the service portfolios are heterogeneous and 
complex. In current literature there are attempts to classify the characteristics of 
Cloud vendors and to evaluate them (e.g. [10], [11], [12], [13]).  

Martens et al. (2011) define a maturity model for the quality assessment of Cloud 
Computing services and describe the relationships between Cloud services, SLAs, 
technical implementation and provider characteristics[13]. The evaluation criteria are 
limited, focused on the maturity level of the provider and do not cover relevant cha-
racteristics like pricing or provider reputation. 

Kaisler et al. (2012) study the service migration into the Cloud Computing envi-
ronment by examining security and integration issues associated with service imple-
mentation [12]. The presented framework addresses 15 decision categories divided 
equally into three groups: application architecture, system architecture and service 
architecture. Unfortunately, the decision categories are based on a literature review 
and are not evaluated. Nevertheless, the presented framework covers most of the gen-
eral provider characteristics. 

Hetzenecker et al. (2012) develop a model for assessing requirements of Cloud 
providers based on literature analysis and expert interviews [11]. The model consists 
of 41 requirements grouped by the categories information security, performance and 
usability, costs, support and cooperation, as well as transparency and organization of 
the provider. Most of the provider characteristics are covered but the model does not 
show the relationship to the Cloud service models (SaaS, PaaS and IaaS) and their 
relevance.  

Mahesh et al. (2011) provide a framework to evaluate Cloud Computing [14] and 
to discuss cost savings, technology insurance and security risks. However, the article 
focuses on the general make-or-buy decision and does not provide any criteria to eva-
luate a Cloud provider.  

Aparicio et al. (2012) present a methodology to compare and choose cloud services 
[15]. The provided categories describe the suitability, the economic value, the control 
mechanisms, the usability, the reliability and the security of the service, including a 
total of 29 criteria. The criteria cover the general provider characteristics but are not 
evaluated regarding their completeness. 

Repschlaeger et al. (2012) present a Cloud requirement framework which concen-
trates on relevant requirements for adopting Cloud services, targeting all three service 
models (SaaS, PaaS, IaaS) [10]. The framework consists of six target dimensions 
(costs, scope & performance, IT security & compliance, flexibility, reliability & 
trustworthiness, Service & Cloud Management) to group and to structure provider 
characteristics. Each target dimension represents a general objective from a custom-
er’s point of view. The provider characteristics are summarized by 21 abstract re-
quirements and 62 evaluation criteria which are assigned to the target dimensions. 
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2.3 Evaluation Criteria for SaaS 

For this article the research framework by Repschlaeger et al. (2012) is used due to its 
maturity and extent. This chapter provides an overview of the six main evaluation 
categories. For further information see [10]. 

Evaluation Dimension: Flexibility 
 
A common advantage of Cloud Computing, identified in science and industry, is the gain 
in flexibility compared to traditional solutions. Flexibility describes the ability to respond 
quickly to changing capacity requirements. Resources can be allocated and de-allocated 
as required and the provisioning time is shorter compared to traditional outsourcing such 
as ASP. Additionally, the contract duration with a Cloud vendor is shorter. This evalua-
tion dimension contains operationalized criteria important for the NIST criteria “On  
Demand Self-Service”, “Broad Network Access” and “Rapid Elasticity”. 

Evaluation Dimension: Costs 
 
The decision to choose Cloud Computing and a particular provider is often guided by 
monetary considerations and linked with the slogan "pay-as-you-use". Customers who 
decide to use Cloud services mostly benefit by small capital commitment, low acquisi-
tion costs for required servers, licenses or necessary hardware space and reduced com-
plexity of IT operations. However, the pricing and billing models often differentiate 
between each provider, making it difficult for comparison. This evaluation dimension 
contains operationalized criteria relevant for the NIST criterion “Measured Service”. 

Evaluation Dimension: Scope and Performance 
 
This target dimension describes the scope of services and the performance of a Cloud 
provider. In order to select the appropriate provider which meets the requirements 
best, knowledge about their service and performance is of crucial importance. The 
manageability (usability) of services and the degree of customization (to which extent 
the service can be adapted), especially in a distributed IT architecture, are essential 
features. This evaluation dimension contains operationalized criteria important for the 
NIST criterion “On Demand Self-Service”. 

Evaluation Dimension: IT Security and Compliance. 
 
The decision on selecting a provider in the Cloud is also influenced by company and 
government requirements in the areas of security, compliance and privacy. Customers 
must be assured that their data and applications, even operated in the Cloud, meet 
both compliance guidelines required and are adequately protected against unautho-
rized access. This evaluation dimension contains operationalized criteria important for 
the NIST criterion “Resource Pooling”. 
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Evaluation Dimension: Reliability and Trustworthiness. 
 
This target dimension summarizes criteria regarding the availability and conditions of 
Cloud services, for instance, Service Level Agreements (SLAs). The liabilities given by 
the provider and the reliability to keep these conditions are important. In contrast to the 
commitment the trustworthiness describes the provider's infrastructural features, which 
may be the evidence of a high reliability. These include disaster recovery, redundant 
sites or certifications. This evaluation dimension contains operationalized criteria impor-
tant for the NIST criteria “Broad Network Access” and “Resource Pooling”. 

Evaluation Dimension: Service and Cloud Management 
 
The service & Cloud management includes features of the provider that are substan-
tial for appropriate Cloud service operations. These include the support offered by the 
provider, e.g. consulting services during the implementation phase or support during 
service operation. Additionally, the monitoring of Cloud services is covered by this 
dimension. This evaluation dimension contains operationalized criteria important for 
the NIST criteria “On Demand Self-Service” and “Measured Service”. 

3 Research Approach 

This article follows a behavioral research approach using a quantitative analysis. By 
means of market studies, business publications of the Cloud market and an extensive 
Internet search 651 providers for SaaS are detected. The providers are located mostly 
in the U.S. (44%) followed by Germany (23%) and the UK (13%). Based on the crite-
ria from Repschlaeger et al. (2012) 100 providers are evaluated. Therefore, a gradual 
approach is chosen. The evaluation process starts with an evaluation of the informa-
tion provided on the provider’s website. The websites are examined regarding the 
availability of information of the Cloud vendor and its services. Secondly, Cloud 
services from the providers are tested for several hours as long as there are free or 
trial-accounts available to gather further information. Finally, missing information are 
requested directly (via email) from the provider. All responses from the vendors are 
collected and evaluated for a period of two weeks.  

The SaaS market offers a wide range of services for several business needs. Most 
popular SaaS types are for collaboration and personal productivity purposes (overlap-
ping market share 30%, e.g. ClickMeeting or Podio), customer relationship manage-
ment (23%, e.g. MaximizerCRM or SalesCloud), project management (20%, e.g. 
ProWorkflow or InfoFlo) and content management (20%, e.g. Curata or Backbase).1 
The detailed examination of 100 providers covers at least 10 of these SaaS types. 

The data is analyzed using a clustering approach. A cluster analysis is a quantita-
tive method of classification in order to group objects based on the characteristics 
they possess [16]. During the analysis of data sets, it is attempted to maximize the 

                                                           
1 Based on the conducted market analysis (n=651). 
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homogeneity of objects within the clusters while maximizing the heterogeneity be-
tween the clusters [16]. Several researchers propose to use a combination of hierar-
chical and non-hierarchical clustering techniques in a two-stage procedure where a 
hierarchical algorithm is used to define the number of clusters and the results serve as 
the starting point for a subsequent non-hierarchical clustering [16]. Therefore, a hie-
rarchical cluster analysis using the Ward’s algorithm followed by the non-hierarchical 
clustering procedure of k-means is used. 

The information transparency is described by three levels. The first level of informa-
tion represents unavailable data. The second level describes general but not detailed 
data, for instance marketing statements or press releases. Third level information are 
more detailed and provide the customer with sufficient data to evaluate one criterion, 
e.g. most pricing information are of third level type. Since the cluster analysis requires 
alpha-numeric values the information level is transformed into suitable values. 

4 SaaS Business Transparency  

4.1 First Evaluation Step: Information on Provider Website 

In order to get information about a service, usually, the first step is to visit a provider’s 
website. Depending on the complexity of the website, this process is more or less time 
consuming, but a fast way to get relevant information. Unfortunately, the results of the 
first evaluation step provide only information for 20% of the criteria, and 5% of this 
information are only second level type. Despite a high standardization degree of SaaS 
and the self-service principle the information on the website is scarce. The lack of cru-
cial information makes it difficult for a customer to compare and to evaluate services 
and providers. Nevertheless, all providers contain data about their contact possibilities, 
their general company profile and their service functionality. These basic data enable 
customers to get in touch with the provider and get a first impression. Additionally, half  
 

Table 1. Information provided by SaaS vendor’s website 

 

Availability Provider information

100% contact, provider profile, functional coverage

50% data protection, price transparency, price granularity, time based costs, account based 
costs, communication security, support

25% external integration degree, transparency & documentation, contract flexibility, 
customizability 

15% compatibility (browser), payment method, volume based costs, availability, liability, data 
center redundancy

10% time of payment, internal integration degree, network redundancy, disaster recovery 
management, reporting, internationality

5% portability of data, migration, scalability, add-on services, service management (monitoring 
and operations)

< 5% set-up time, renewal of contract, price resilience, auditing, consulting

0% set-up usage limits, automatic resource booking, usability, booking concept, service-
portability, service bundles, customer recommendations, service optimizing (user 
recommendation, maintenance cycles)
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of the evaluated SaaS vendors provide information about their pricing, service billing 
and support (see Table 1). Due to its relevance for the customer further information is 
given about the data protection mechanisms and communication security. 

A correlation analysis is conducted to reveal information dependencies between the 
criteria. Correlations can be found between 18 criteria (see Table 2). Some correla-
tions are not surprising and can be explained due to the similarity of the criteria. For 
instance, when a provider offers information about the contract flexibility, they also 
provide information about the renewal conditions. The same applies for the price 
transparency and the price granularity. 

The costs for the usage of SaaS can be charged in different ways. The most popular 
one is a usage independent charging based on accounts. Alternatively, the services 
can be charged by the used volume or the time period. The correlation analysis shows 
that providers which offer a time based charging also provide the user with detailed 
pricing information. An account based model does not require very detailed pricing 
information due to its simplicity of charging whereas volume based or time based 
charging models are more complex and often not self-explanatory. 

Table 2. Significant correlations between available information 

 

4.2 Second Evaluation Step: Trial Account and Testing 

The concept of SaaS is an easy to use and on-demand access to the service. There is 
no need to download a client and only a browser with common plug-ins for java or 
flash is required. The possibilities for a new customer are threefold and offer a service 
completely for free (18%), for a free trial period (42%) or provide only a demonstra-
tion on the website (40%). The second evaluation step is more time consuming and 
requires much more effort by the customer. However, this evaluation is necessary to 
get information about several criteria the vendor cannot provide. This way, especially 
information of the flexibility and scope&performance dimension is recorded. During 
the test period, information for the following criteria could be found: usability, com-
patibility, documentation, interoperability (internal and external integration), set up 
time, provisioning time, functionality, add-on services, and customizability. 

Evaluation dimension Correlation type Service Criterion A Service Criterion B

Flexibility Positive, bilateral internal integration degree transparency & documentation 

Flexibility Positive, bilateral contract flexibility renewal of contract

Costs Positive, bilateral price transparency price granularity

Costs Positive, bilateral time based costs price transparency

Costs Positive, bilateral time based costs price granularity

Scope & Performance Positive, bilateral customizability add-on services

IT Security & 
Compliance

Positive, bilateral data protection communication security

Reliability & 
Trustworthiness

Positive, bilateral network redundancy disaster recovery management

Service & Cloud 
Management

Positive, bilateral
service management

(operations)
consulting
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4.3 Third Evaluation Step: Direct Contact Request 

The last evaluation step involves a direct contact to the provider. Therefore, an email 
is sent to the provider requesting further information about criteria, which were not 
covered during previous evaluation steps. 

Only answers within a two week period are considered. The willingness to respond 
to the requests is low. Only 30% of the providers reply, and this without providing 
any relevant information. This low response rate can be explained by the principle of 
SaaS, which does not comprise a deep customer-provider relationship. This may be 
one elementary difference to IS outsourcing. The priority of SaaS providers lies on 
supporting their current customers and users instead of helping potential customers 
within their decision-making process. The author assumes that the willingness to 
communicate may be higher if the request comes from a large company. 

4.4 Clustering of SaaS Providers 

Based on the availability of information the providers are grouped by using a cluster-
ing procedure. The final cluster solution shows five clusters and their characteristic 
information (see Table 3). Each cluster provides information regarding functionality, 
provider profile and contact data. Cluster one, cluster two and cluster four provide the 
customer with the most relevant information, but represent only 27% of SaaS provid-
ers. The largest groups are cluster three and cluster five. These clusters provide  
information either related to the costs dimension or regarding the IT security and 
compliance dimension. 

Most of the information available is related to costs and security issues. As long as 
a customer takes these two dimensions into account for his decision, the information 
level is sufficient. However, for more specific information requests, for instance re-
lated to service interoperability, much more effort is required, because this informa-
tion is not available on the provider’s website.  

Table 3. Providers grouped by information availability 

 

5 Conclusion 

The objective of this article is to obtain new findings about the transparency level of 
SaaS providers. Therefore, the information availability on the websites, via service 
tests and provider requests is examined. Especially the possibility to get up-front  

Cluster Cluster Size Provider information available

#1 6%
Time based costs, Account based costs, Time of payment, Compatibility, Data protection, 
Communication security

#2 8%
Network redundancy, Data center redundancy, Internal integration degree, Price 
transparency, Price granularity, Data protection, Communication security, Time based 
costs, Account based costs, Volume based costs

#3 44% Data protection, Communication security

#4 13%
Internal integration degree, Price transparency, Price granularity, Account based costs, 
Time based costs, Customizability, Availability, Support

#5 29% Time based costs, Volume based costs, Price transparency, Price granularity
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information directly from the provider is low. Five groups of providers are derived 
based on available information. The results show that basic data like contact informa-
tion, provider profile and service functionality are provided by all vendors. However, 
much of the relevant information is not provided. For instance, information regarding 
interoperability, set-up time or contract conditions is scarce. Pricing and security in-
formation is covered by only half of the providers. This lack of transparency makes it 
challenging for customers to compare SaaS and to decide. An appropriate decision is 
possible as long as only costs and security aspects are considered. 

As with any research, this study does have some limitations. First, to specify the 
level of detail for the information was challenging. To differentiate between helpful 
information and general marketing news was sometimes difficult. Furthermore, the 
response rate during the third evaluation was very low. The reason for that may be 
due to the fact that the email sent requested too much information. Especially the 
provider responses may be an interesting future research topic. In which way are res-
ponses from Cloud providers influenced? 

SaaS has been one of the fastest growing markets and is characterized through 
many providers with differences in quality and transparency. Due to the self-service 
concept it will be important for providers to offer easy to use and transparent services 
as well. The author expects that providers which remain non-transparent for the cus-
tomer will not succeed in this highly dynamic and customer-driven market. The trans-
parency is not the only success factor but it is important to inspire trust and win over 
the customer to choose the service provided. Therefore, the author recommends fur-
ther research in the fields concerning the influencing factors of trust in Cloud Compu-
ting or the relevance of provider information and the impact on the customer decision. 
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Abstract. Accounting is an essential part of distributed computing infrastruc-
tures, regardless whether these are more service-driven like Clouds or more 
computing oriented like traditional Grid Computing environments. Those infra-
structures have evolved over more than the last decade and additional. beside 
the further development towards service-oriented architectures, the business as-
pect of especially Cloud Computing solutions becomes more and more relevant. 
In this paper we focus on user-centric aspects like privacy preserving methods 
to hide the users behaviour and to collect only necessary information for billing, 
under the assumption that an accounting system has to be integrated in the 
computing infrastructure and that a central interface is still desirable for billing 
and financial clearing. 

1 Introduction 

Nowadays, it is a quite common to pay just for metered services (pay-per-use) which 
are consumed for a specific task but having potentially a large resource share on hand. 
The payment is usually done by spending money, but could also realized by giving  
services in return or the promise that the work is relevant for a scientific community 
or a wider society. Meanwhile, different payment options in terms of pricing models 
have been developed, from simple flat rates (pay once and take what you need) to pay 
per request depending on the answer of the request and the number of requests. 

As long as services of a single resource provider are used the payment has to be 
done straightforward. The provider logs what users or customers are using and tells 
them what they have to pay. If services have to be combined from different providers, 
or even service brokers, the accounting and billing issues are getting more compli-
cated. It is obvious, that in such cases the billing of individual operators in a long 
service chain is not very comfortable, since in the common case direct contract be-
tween resource operators and users is needed. 

Usually in an accounting and billing service in a distributed environment such as 
Grid, all accounting data are collected and transferred from all service providers to a 
central place. Based on this data pile bills are written and statistic information are 
created. The danger in this approach is that the operator of the accounting and billing 
service has a lot of sensitive information by hand, and it has to be guaranteed  
that privacy preserving issues for the users hold (usually done by contracts ore  
agreements).  
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Our approach of an accounting concept is based on the prevention of such a central 
component to store all accounting information in a centralised manner. The account-
ing data are kept in the domain of the service operators and accumulate only coarsely 
granular data. In this way we realise billing and accounting without a need on trans-
parent  users. 

2 Related Architectures 

Accounting and billing is already done by various systems. The field of research we 
are working on are mainly covered by Grids and Clouds. Grid services are usually 
offered to a Virtual Organisation (VO) which allows its users to access services in its 
domain. Often the VO cares also of scheduling, billing and user support. The account-
ing systems tend to use centralised accounting databases, such as LUTS [1] or DGAS 
[2]. Accounting data are read e.g. from the batch system and are transferred to a cen-
tral database. Afterwards the rights to access parts of the data are assigned to the users 
of the accounting system. SGAS [3] stores accounting data on VO servers to improve 
scalability. Common for all these systems is that accounting data are moved from the 
resource provider, which are the creator of the data, to a central component. 

A quite new and emerging field of interest are federated Clouds, for which more 
advanced accounting concepts are needed in terms of privacy preserving. This kind of 
cooperating Cloud is not yet a way of Cloud usage, beside direct services or infra-
structure utilization. In most cases, there are isolated Cloud provider [4], which can 
led to the widely discussed vendor-lock problem [5]. The manifold drawbacks (e.g. 
proprietary data formats which hinder exporting data and unexpected price changes or 
closing down of essential services) are already known [6] and different concepts were 
developed to overcome this limitations. 

One initiative towards an Open Cloud is developed by the Open Cloud Manifesto,1, 
which is a loose group of companies and projects to communicate demands and solu-
tions for an Open Cloud.  

In recent years more and more Open Source Cloud middlewares evolved, e.g 
OpenNebula [7] or Eucalyptus [8], to name only some prominent projects. Those 
enterprise solutions also support interfaces to established commercial cloud service 
providers, such as the EC2 interface introduced by Amazon. On the other hand they 
also follow the recent Open Cloud Computing Interface (OCCI)2, which represents a 
RESTful protocol and development API. The development of this interface is driven 
by community users and has some history in distributed computing and particular in 
grid computing. By introducing a flexible interface the interoperability between dif-
ferent cloud providers can be increased. Therefore, the migration of applications or 
services from one provider to a different one becomes relatively easy, which is a huge 
step avoiding the vendor locked-in problem on the way towards a common Cloud 
Computing standard. 

                                                           
1  Details via the Open Cloud Manifesto: http://www.opencloudmanifesto.org 
2  Listed projects and details can be found on their website: http://occi-wg.org/ 
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A Hybrid Cloud [9] combines different cloud resources (in most cases a local or 
private Cloud and a public Cloud). This allows to schedule the users requests (e.g. to 
run a job or to access a service) based on the job description and a set of rules (con-
straints where to run the job, available budget for external resources etc.) on one of 
the Cloud resources. The decision which cloud is used can be delegated to a Cloud 
broker [10]. In this case a user (e.g. a company or a scientific community) asks a so 
called broker, which is the best Cloud provider to run a specific job at a given time. 
Therefore, the broker gets the actual service description of different Cloud providers 
and ranks them according to the needs of the users. The user has to sign at least two 
contracts. The first with the broker and the second with the Cloud provider. If more 
then one Cloud provider is needed to complete a task (e.g. one for storing data and 
one for computing) additional contracts have to be closed. Additional conditions to 
drive such an architecture is to use compatible APIs to access the different Cloud 
providers and to offer similar services. This can be achieved by standardisation of 
services and their description. A wildly accepted framework to compare services is 
not yet established but there is already research (e.g. [11]) how service comparison 
can be realised. Also a standardisation of describing Cloud services and their per-
formance has to be found and an automatic way of closing contracts has to be intro-
duced. The service description could be given by Service Level Agreements (SLAs) 
which are automatically signed for using a service as described by [12]. 

A federated Cloud creates a market for resources and potentially deals accounting 
and billing issues. This means every user and resource provider has a contract with 
the federation instance for providing or utilising resources, but it is not necessarily 
needed that the user has a contract with a resource provider. This allows supplier 
which use services or resources of other providers to offer more complex products or 
to provide services independent of resources and to select different resources for a 
service depending on the kind of data (related to real persons, anonymized data or 
data publicly available) to process [13]. In such a system the billing and financial 
clearing has to be done by the federation and accounting data has to be recorded on 
the resource provider. The general demands on such an accounting system are pre-
sented by [14] and [15] the specifics of federated Clouds are covered by [16]. 

The specific concept of federated Clouds with a widely accepted use case are so 
called Government Clouds. A Government Cloud is a Cloud-based systems to handle 
the computing and storage needs of administrative agencies. The resources could be 
public Clouds, private Clouds driven by the government or a Cloud provider, or local 
data centres of agencies, which form a federation to share there resources with other 
agencies. The advantage of such a concept compared with the direct use off local 
resources at each agency is that local peak demands can be resolved by using re-
sources of other agencies. This allows to reduce the overall amount of resources, 
which are needed to process the given governmental tasks. One of the challenges for a 
Government Cloud is to respect several juristic limitations. This limitations depend on 
the data which has to be processed, and therefore the according service requests have 
to be categorised, e.g. if specific data needed for a service execution are not allowed 
to be transferred to a different site. Such restrictions can be constraints on the security 
level, e.g. this is a common requirement of legislation in federal states like Germany 
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or the European Union. This shall ensure that data handling stays in the same juristic 
domain and that the data douse not leave the domain of governmental controlling 
authorities. For instance the Japan Kasumigaseki Cloud3 has to deal with this juristic 
limitation. Some data have to be processed at the district the agency is located. This 
demands that a computing centre has to be located at each district. To realise a com-
pensation between the agencies an accounting system has to be established. The con-
cept of our accounting system could be deployed to such an infrastructure. Similar to 
the Kasumigaseki Cloud a computing infrastructure could be deployed for India [17]. 
For both Clouds our accounting approach can be considered.  

3 Data Minimisation and Privacy Preserving 

Data minimisation and privacy preserving for users is not a major topic of common 
accounting systems on a technical level. Data minimisation is a concept to protect 
privacy of users by reducing data to a minimal level, which is essentially needed to 
realise the accounting service. This can be realised by deleting data, which is not 
longer needed or by storing data only in a non-personal way. This can be illustrate by 
the following examples: 

• Someone prefers to by products of a special brand from an online seller, which 
could result in a handicap, if the particular person tries to apply for a job in a com-
pany of an competing brand. 

• The information of that someone buy food that is considered unhealthy, or that this 
person buys medicine, could be used by an insurance company to tend to increase 
the insurance rate.  

• To do overtime can be interpreted as health risk, or that persons are not very good 
in their particular job. 

• Buying products or searching for keywords which categorise someone in your 
family as pregnant could influence the credit rating, or could turn into a handicap 
to apply for certain jobs. 

All those information could be extracted from your daily behaviour by operators of 
third-party services. In most cases the information are not simply to spy users, since 
there is usually a trustworthy relation between the users and the information holder. 
But there are situations in which these collected information could eventually passed 
to a different authority, even without the knowledge of the users, either by simply 
selling them to other companies, or if a company is sold or goes out of business. In 
the later cases the originally trustworthy relation has ended, but the sensitive user data 
are still present. 

The given example describes a complex problem with a few words. Users leave 
digital footprints, which are individually not meaningful, but by combining all these 

                                                           
3 More information on Kasumigaseki Cloud:  
  http://www.cloudbook.net/directories/gov-clouds/ 

gov-program.php?id=100016 
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single footprints valuable information might be eventually extracted with profiling 
techniques at a later stage. Furthermore, this profiling can even led to the categorisa-
tion of users to groups with similar behaviour by so called group profiling [18].  

The categorisation could be even more problematic than to extract single informa-
tion, because the ranking of individuals is therefore typically dependent on group 
parameters. In other words, the individual might get disadvantaged by sharing this 
group, whose parameters are based on specific algorithms but eventually effected by 
statistical fluctuations. Additionally, this process is not transparent to users of the 
system. In an extreme example, the credit-risk of a person for a contract could be 
based on those group characteristics  for which the person is member of, such as its 
place of residence or age [19]. In a similar manner to the given example the account-
ing data of the daily work of users can be interpreted to get information about their 
behaviour, including daily work habits, e.g. how the work proceed or simply that 
overtime is needed each second weekend. If users are not informed about the profiling 
they have no chance to check the results and have to live with the consequences. 

More generally, there is a need to deal with the right to informational self-
determination in an appropriate manner. In short, informational self-determination is 
the right of an individual to control which personal information are used under which 
circumstances. This right was first formulated as a discrete right [20] by the German 
Bundesverfassungsgericht [21]. Nowadays, similar rights are established e.g. for the 
European Union and United States of America [22]. 

In case of scientific communities, there is no direct commercial interest of catego-
rising people. E.g. the D-Grid (the German Grid community) uses resources of data 
centres of universities, which are in principal operated in the same way and therefore, 
the universities as resource providers have to respect the right to informational self-
determination. This means there is the demand to avoid that detailed personal or pro-
ject related information can be extracted out of the users behaviour, in particular if an 
external provider is used.  

In the academic domain the user groups are rather manageable, limited in number 
and not highly dynamic. But there is also the trend to combine computing infrastruc-
tures over institutional boundaries (e.g. in Grids) or incorporate other service providers.  

In this context, accounting data are again sensitive information and could poten-
tially be used to analyse the users behaviour by third parties. To minimise the danger 
that users are traced, the accounting information have to be reduced to a minimal 
level, which is only needed to operate a billing service. This reduction mechanism is 
what we call data minimisation. We will show that data minimisation can be easily 
introduced for various systems (in the following we will show this for accounting 
systems). 

4 Accounting Using Data Minimisation and Anonymisation 

In the following we consider an architecture which allows the federation of services 
across different providers. By combining services from different providers it is possi-
ble to create work-flows or high level services. To ease this process it is handy to  
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introduce an abstraction high-level access layer, where all services are presented 
within a global address space.  

In such a service infrastructure we still expect that the basic services are operated 
by distinct operators but have to be registered at a central point, usually available via 
service repositories (e.g. [23,24,25]). The basic model assumption is schematically 
visualised in fig. 1. 

 

 

Fig. 1. General architecture of an accounting system. The solid lines show the access to data 
and services, while the dotted lines show the transfer of monitoring information. 

In this paper we only consider accounting as a separate component which can be op-
erated independently from any generalised global access layer, in our abstract sce-
nario provided by the federation services. The global access layer (shown as separate 
component in fig. 1) can include a global name-space, management of user accounts 
and enabling Single Sign on (SSo) to all services. 

Especially in federated systems, to bring together all relevant user data for neces-
sary financial clearing, a central management component to access accounting data is 
demanded to realise an easy to use accounting and billing system. This component 
does not directly access the providers data store, but only indirectly via so called 
“views”. Properties of these views are explained more in detail in section 4.2. 

4.1 Aspects of a General Accounting Architecture 

The main components of our approach are connectors to the local storage systems, in 
which the relevant accounting data are stored at each service provider. This way, the 
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storage systems from each provider remain clearly separated and from the central 
management unit only the relevant aggregated information can be accessed. This 
ensures that the users behaviour is potentially only still gettable by the local provid-
ers. It is therefore not directly possible to combine the knowledge of multiple provid-
ers by a central unit to rank or profile users. This minimal management unit provides 
the central access point to regulate accounting and access reports for statistical analy-
sis, billing or financial clearing by using an aggregation service (view), which is un-
der control of the service providers. This architecture is shown in fig. 1. 

The accounting management unit provides a user interface for easy configuration 
and adaptation of price and billing models. It also provides a central interface to get 
all data needed for billing and financial clearing based on the SLAs which signed by 
the resource providers and users, which might belong to companies or organisations. 

As can be seen in fig. 1, the accounting system is not integrated in the global ac-
cess layer. This means the transfer of the aggregated accounting data is triggered by 
the management unit. Also, the addresses to the views (provided by the service pro-
viders) and the corresponding logins have to be registered at the management unit. 

In comparison to the accounting concepts of the systems mentioned in section 2, 
we introduce a concept of data minimisation. This is done by aggregation and ano-
nymisation of the accounting data. The complete accounting data are only accessible 
for the local service provider. In a federated system it is of course not desired to make 
them visible for providers of other services4 within the same environment or even the 
management unit. To restrict this direct access the management unit can not address 
the providers sensible accounting data as a whole. In order to realise a billing service, 
only the summed up information are transferred to the management unit, which are 
provided by the views. 

4.2 Views 

To transfer only relevant billing data, our approach to realise a data minimalistic access 
to this sensitive user data, is based on so called views. A view is a transformation of 
the accounting data to a report. This transformation only considers the needed minimal 
set of available user data to provide necessary information for the billing service. 

The service provider is responsible for collecting the local accounting data. Ac-
counting data for other services are completely out of scope for this provider, even if 
the operated service is part of a complex service orchestration. To be responsible for 
local accounting means to define which events and parameters for each service re-
quest have to be recorded. Therefore, the concrete realisation strongly depends on the 
provided service. E.g. a service for storing data probably needs to record the time 
stamp, the local account name of the user, the file size and whether the file was writ-
ten or read, while a search service probably needs to record how much computing 
power was used to perform the request or how many data sets are read to give an  
result. 

                                                           
4 Even if multiple service providers are needed to fulfill a single user request each provider 

has only access to the accounting data of the work processed on his service. 
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In the responsibility of the service provider is the safety and security of the ac-
counting data, which are strongly related to individual persons. This also includes not 
to give information about users to other parties, or only in an anonymous way if nec-
essary for billing purposes. A view can periodically be created (e.g. once a month) 
and contains the information which resources are used and how much has to be paid 
for this usage. The depth of detail which is required for such a report is low in most 
cases. To illustrate this let us give some examples: 

1. The utilisation of a service can be calculated by knowing the number of requests to 
the service. It is not needed to know at which particular time or who triggered the 
request. 

2. To bill a user, only the aggregated price information over the billing period is 
needed and not the individual services used. 

3. A more detailed report is also possible (if demanded by the user). This could be the 
number of uses and the price individually for each service and each time slice with 
a special price. Such a report could contain the number of files stored during rush 
our (period with high price), stored during normal working time and during periods 
with low system utilisation (at night and weekend). The data are still aggregated 
and it is not reported at which exact time a service was used by the user. 

4. Often it is not needed to bill single users. If users are part of a company or an or-
ganisation the report dos not contain the users identity. The report can be structured 
like in the examples above with the expect that only the summed up usage of all 
user of a group are presented. This results in an anonymity of individual users 
within the group. 

These reports are based on SLAs between users, user groups or  their representatives 
(e.g. VOs) and resource providers and describe the information. As already mentioned 
the accounting data are recorded by the resource providers and stored locally, e.g in a 
database (shown in fig. 1). Accessible by the central management unit are only the 
views. Technically a view provides a report which is an aggregation of accounting 
data. Depending on the particular aggregation process it can also anonymise by sim-
ply hiding information with directly link to individual users, like exemplified given by 
example 4. The view represents the instructions how the data are aggregated and how 
the price is calculated on the basis of this informations. 

In the example 1 from above, selected are all records of the accounting data (the 
limitation to the reporting interval is automatically added by the system). Based on 
this view a report  is created which hides the records itself and just contains the over-
all usage for the billing period. 

Lets consider example 3, where a view for each price category is needed. One spe-
cific view selects all accounting data of the user for which the rush hour price has to 
be paid and calculates the price for a billing period (e.g. number of requests multi-
plied by the price per request). The views for the other pricing models are used in the 
very same way. Taking that example 1 and example 3 rely on the same price model 
like in example 1 only one view is sufficient for both cases. This way it is hidden  
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whether the user performed many requests in a time period, for which a low price is 
active, or less during rush hour with a higher prize per service utilisation. In example 
1 the view has to select all records of the user and the price calculation has to respect 
the individual price model for each record type. Thus, the complexity of the price 
calculation is slightly larger compared to example 3, but to the  management compo-
nent only the result of this calculation is reported. 

If many users are combined in one view (example 4) the selection has to opt out 
the users e.g. by their account or group names. The price calculation is done similar to 
example 1. In this way the view combines the records of many users which results in 
anonymity within the group.  

The views are created on the central management unit. The request for changing 
views are automatically transferred to the resource providers which have to check and 
implement the views. Once the view is active the central unit can get the reports. Al-
tering or deleting a view is the same procedure like creating a new one. In this case it 
has to be ensured that deleted or overwritten views can still be checked by the re-
source providers. All requests from the central unit to alter a view are logged by the 
resource provider. 

5 Reference Implementation 

The accounting concept presented in this paper was developed for the knowledge 
infrastructure WisNetGrid5, which offers a uniform access layer to data, information 
and knowledge. The access layer can connect sources from different providers using 
technically different storage and access systems and solutions for authentication and 
authorisation. By combining different sources of data, information and knowledge it 
is possible to use services for knowledge processing and knowledge generation. 

The reference implementation of the presented accounting concept is part of a fed-
eration system and consists of components for user management, authentication and a 
web portal, which allows the use of services, such as searching and browsing of data, 
or tools for service management and workflow composition. 

The accounting concept is implemented by following the concepts introduced in 
section 4.2. The accounting data are recorded by the operators of the potentially dis-
tributed resources. Within WisNetGrid we have realized a specialized federation en-
tity to different types of data sources, such as databases, or Grid storage systems, 
which are necessary to create the common access layer. Each operator of a connected 
system stores the recorded accounting data in a separate accounting database. For this 
we use a H2 database6 because this allows to drive the database as part of the resource 
federation entity, which is implemented using Java. 

 
 

                                                           
5 The WisNetGrid Project is funded by the German Federal Ministry of Education and  

Research (BMBF), more information at: http://wisnetgrid.org/ 
6 For more information about H2, see: http://www.h2database.com 
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The interface for billing is a central component within the WisNetGrid architec-
ture. It offers different visualisation features to get an overview which price models 
had been used and how much has to be charged. A comparison to actual price models 
can also be made and visualised if desired. To use the results of this centralised ac-
counting component in other programs (e.g. for the process of financial clearing) the 
data can be exported as CSV files. CSV is a common format and can be used by vari-
ous programs for further processing. 

The accounting component offers a restricted database access, which is realised by 
the views introduced in section 4.2. In this specific implementation the addresses and 
logins to the views are part of the configuration of the resource federation. This in-
formation is automatically transferred to the accounting component by registering a 
resource federation entity as part of the global access layer. If the resource provider 
offers accounting, the aggregated accounting information are automatically integrated 
to the central billing interface. 

The management of the views is done in two steps. The accounting component of-
fers a graphical user interface which can be accessed via a browser (by users author-
ised as accounting users) to delete, create or alter views. For this the selection and 
price calculation parts have to be specified. This is done by filling a form with SQL 
syntax. After submitting the form the accounting component extracts the information 
and stores them in a database at the resource federation instance. The second step is 
done manually by the operator of the resource federation or automatically by imple-
menting a trigger on the database. Which mechanism is used depends on the configu-
ration of the resource federation entity. Based on the request a SQL statement is build 
to create, alter or delete a database view. The “WHERE” clause is based on the selec-
tion part and the price column is based on the price field information from  the filled 
form of the first step. Additionally, a “GROUP BY” clause over the reporting interval 
is added (e.g. “GROUP BY year, month” where year and month are fields of the ac-
counting data). Afterwards the new view can be used by the portal to visualize ac-
counting results according to the selected view. 

6 Conclusion 

We have presented a concept for accounting with privacy preserving for users, which 
is taking also data minimisation and anonymization into account. This was presented 
on a concrete implementation for the knowledge infrastructure WisNetGrid. This 
accounting concept allows to perform billing and financial clearing in a similar way 
compared to common centralized accounting systems, which are usually not designed 
with a strong focus on privacy preserving. A valuable field of application outside of 
the concrete implementation can be spotted for Grid and Cloud Computing, which 
was shortly discussed throughout this paper. Furthermore, we hope to inspire readers 
to further strengthen the user right of informational self-determination for all kinds of 
projects, which combine services from different partners or providers, where user data 
and behaviour are always sensitive information. 
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Abstract. Existing popular virtual machine monitors like Xen, VMware, etc. 
are mostly for virtualization of one single physical node. There are few re-
searches on virtual machine monitor for distributed cross-node cloud computing 
resources integration.  This paper introduces a novel distributed virtual ma-
chine monitor (CloudDVMM). We present its theoretical model, architecture 
and key technologies. Experiments and comparisons with existing researches 
show that our CloudDVMM achieves merits in architecture, extensibility, etc. 
and is promising for meeting the integration requirements of distributed virtual 
computing and cloud computing environments. 

Keywords: MIPS, cloud computing, sever virtualization, memory  
virtualization. 

1 Introduction 

With the wide application of cloud computing, it becomes an urgent problem that how 
to integrate the distributed cross-nodes resources to improve the distributed resources’ 
utility and reliability. 

However, existing distributed nodes integration is traditionally based on non-
virtualization technologies. Moreover, existing popular virtual machine monitors 
(VMM) like Xen, KVM, etc. focus more on single physical node virtualization. There 
are only few virtual machine based researches which focus on distributed cross-node 
resources integration for cloud computing, and practical VMMs are much fewer. This 
paper introduces a novel distributed virtual machine monitor (CloudDVMM) for dis-
tributed cloud computing nodes integration.  

2 System Architecture 

The system has three layers (Fig. 1): hardware layer,  CloudDVMM layer and OS layer. 
CloudDVMM’s running process is that ⑴ we create CloudDVMM above the SMP 
servers based on the hardware assisted virtualization support. CloudDVMM is consti-

tute of VMMs distributed on each node, and each VMM is totally symmetric; ⑵ we 
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run OS, which supports cc-NUMA, above CloudDVMM;⑶CloudDVMM percepts  
physical resources in distributed system, classifies,  integrates, creates global  physical 
resources information , virtualizes global physical resources, creates global virtual re-
sources information and demonstrates it to OS; ⑷ OS creates, schedules and executes 
the processes, manages, assigns  resources based on the virtual resources set. All these 
operations are transparent to CloudDVMM; ⑸CloudDVMM hi-jacks and acts as an 
agent of OS to execute resources accessing operations, implement virtual resources to 
physical resources’ mapping, operates physical resources and gains execution results, 
feedback execution results to OS. 
 

  

Fig. 1. Distributed Cloud Computing Nodes Integration based on CloudDVMM 

3 System Modules  

CloudDVMM has three layers (Fig.2): (1) The infrastructure layer is responsible for 
the provision of services to the above layers. It includes CloudDVMM startup mod-
ule, eBIOS module, CloudDVMM communication module etc. (2)The middle layer  
 

 

Fig. 2.  Hierarchy and Modules of CloudDVMM 

 

Fig. 3. Interaction Among Modules and 
System Running Process of 
CloudDVMM 
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will virtualize the resources, integrate and create global resources information based on 
the information based on the eBIOS module, virtualized resources. It includes processor 
virtualization module, storage virtualization module, software DSM module, interrupt 
virtualization module and I/O virtualization module. (3) The OS interface layer is re-
sponsible for the demonstration global virtual resources information to OS and interac-
tion of CloudDVMM and OS. It includes vBIOS module and VMCS control module. 

The interaction among modules and running process is shown in Fig. 3.The instruc-
tion set virtualization module is the entry point and the exit point of CloudDVMM. 

4 Implementation and Experiments 

4.1 System Implementation  

CloudDVMM is implemented on Xen and includes four kernel modules of processors 
virtualization, memory virtualization, devices virtualization and communication mod-
ules and the extended modules of  eBIOS, Xend, Qemu-dm and scheduler, etc..  

4.2 Function Test 

Test environment is as shown in Fig. 4. The two server nodes are connected through 
the high speed network. Each node’s configuration is (1) CPU: AMD Opte-
ron(tm)2350 Quad-Core Processor; (2) Memory: 4 X 1G DDR2 800;(3)Hard disk: 
250G; (4) Network address configuration: 192.168.5.*. (5) CloudDVMM is installed 
on each node. 

As is shown in Fig. 5 , the client OS which boots processor 1/16 eip 2000 shows 
that CloudDVMM is successfully started from node cpu. The information that a total 
of 2 processors are activated proves that two cpus are started up successfully. The 
processor information in / proc / cpuinfo after client OS started with processor: 0 and  
processor: 1 proves that current client OS started two cpus. The information on the 
customers OS shows that CloudDVMM successfully launched two perceived VCPUs. 

As is shown in Fig. 5 , the client OS which boots processor 1/16 eip 2000 shows 
that CloudDVMM is successfully started from node cpu. The information that a total 
of 2 processors are activated proves that two cpus are started up successfully. The 
processor information in / proc / cpuinfo after client OS started with processor: 0 and  
processor: 1 proves that current client OS started two cpus. The information on the 
customers OS shows that CloudDVMM successfully launched two perceived VCPUs. 

 

Fig. 4. Test environment 
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Fig. 5. customer OS multiprocessor starting 
process 

 

Fig. 6. Processor information  in / proc / 
cpuinfo after client OS start 

4.3 Performance Test 

4.3.1   The Unixbench Performance of CloudDVMM 

Table 1 and Table 2 show the Unixbench-4.1.0’s average performance data. 

Table 1. The performance data with single-node 

TEST BASELINE RESULT INDEX 

Dhrystone 2 using register variables 376783.7 18656301.6 495.1 

Double-Precision Whetstone 83.1 1110.0 133.6 

Execl Throughput 188.3 15697.9 833.7 

File Copy 1024 bufsize 2000 maxblocks 2672.0 185840.0 695.5 

File Copy 256 bufsize 500 maxblocks 1077.0 48055.0 446.2 

File Read 4096 bufsize 8000 maxblocks 15382.0 2077483.0 1350.6 

Pipe Throughput 111814.6 6234174.2 557.5 

Pipe-based Context Switching 15448.6 341053.6 220.8 

Process Creation 569.3 31673.6 556.4 

Shell Scripts (8 concurrent) 44.8 2938.5 655.9 

System Call Overhead   114433.5 11076033.0 967.9 

FINAL SCORE 533.9

Table 2. The performance with dual-nodes 

TEST BASELINE RESULT INDEX 

Dhrystone 2 using register variables 116700.0 1087027.4 93.1 

Execl Throughput 43.0 454.8 105.8 

File Copy 1024 bufsize 2000 maxblocks 3960.0 188424.0 475.8 

File Copy 256 bufsize 500 maxblocks 1655.0 187113.0 1130.6 

File Read 4096 bufsize 8000 maxblocks 5800.0 43608.0 75.2 

Pipe Throughput 12440.0 274099.1 220.3 

Pipe-based Context Switching 4000.0 2960.2 7.4 

Process Creation 126.0 1277.3 101.4 

Shell Scripts (8 concurrent) 6.0 103.2 172.0 

System Call Overhead   15000.0 307844.9 205.2 

FINAL SCORE 137.0
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The experimental results show: ⑴ Unixbench benchmark program can operate 
normally on the prototype system; ⑵ in the same case containing two VCPU, the 
prototype system Unixbench scores below the virtual machine on the stand-alone. 

4.3.2   The Ubench Performance of CloudDVMM 

Table 3 and Table 4shows the average Ubench performance data on both platforms. 

Table 3. The performance under single-node 

Ubench CPU 181914 

Ubench MEM 209674 

Ubench AVG 195794 

Table 4. The performance under dual-node 

Ubench CPU 136954 

Ubench MEM 81021 

Ubench AVG 108987 

The experimental results show that the: ⑴ Ubench benchmark program can run 
normally on CloudDVMM; ⑵ The scores from Ubench program with two VCPS is 
higher than that with only one VCPU virtual machine, which prove that the VCPU in 
two servers can work properly. 

4.3.3   SPLASH-2 Test Performance of CloudDVMM 

SPLASH-2 is used for evaluating the performance of shared memory systems which 
are mainly for the evaluation of the SMP, CC-NUMA, DSM shared storage architec-
ture performance of the computer system. Table 5 and Table 6 show the test perfor-
mance under a single node, Tables 7 and 8 show the performance under two-nodes. 

The results show that: ⑴ Under the SPLASH-2, the test program can operate 
normally on the prototype system; ⑵ The performance of CloudDVMM containing 
two VCPUs  is lower than that of the virtual machine on the stand-alone. 

Table 5. The performance under single-node (sub-process statistics) 

PROCESS STATISTICS 

Proc Total Time Multigrid Time Multigrid Fraction 

0 189448 71880   0.379 

 
 



28 L. Ruan et al. 

 

Table 6. The performance under single-node (phased Statistics) 

Time  

Start time 405812431 

Initialization finish time 405966330  

Overall finish time 406155781 

Total time with Initialization  343350 

Total time without initialization  189451 

Table 7. The performance under dual-node (sub-process statistics) 

PROCESS STATISTICS 

Proc Total Time Multigrid Time Multigrid Fraction 

0 150002 60000   0.400 

Table 8. The performance under dual-node (phased Statistics) 

TIMING INFORMATION 

Start time 1379157799 

Initialization finish time 1379387803 

Overall finish time 1379537805 

Total time with Initialization  380006 

Total time without initialization  150002 

4.3.5   The Linux Command Execution Performance 

The average time performances of the linux commands like ls, make, gcc commands 
with 50 times each are as shown in Table 9 and Table 10.  

Table 9. The command execution performance under single node and dual nodes 

Name Description 

Execution time 

(Physics)/s 

Execution time 

( single node  

HVM )/s  

Execution time 

(cross node 

HVM )/s 

overhead 

ratio 

ls Display  

bonnic++-1.03c 

directory 

0.005 0.130 0.800 160 

make 

install 

Compile  

bonnic++-1.03c 

0.020 0.050 1.050 52.5 

gcc zx.c Compile  

zx.c file 

0.065 0.090 0.280 4.3 
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Table 10. The OS performance of Virtual Multiprocessor client 

Name Descripton Execution time

(physical) 

Execution time

(virtual) 

Overhead 

ratio 

ls List information about 

hundreds of files 

0.03 6.64 255 

gcc Compile a C program 0.14 0.98 6.81 

0

20

40

60

80

ls gcc

Cross-nodes HVM

Virtual

Multiprocessor Gos

 

Fig. 7. The performance comparison between CloudDVMM and Virtual Multiprocessor 

As can be seen from Fig.7, the CloudDVMM’ls and gcc overhead is superior to 
Virtual MultiProcessor. 

4.4 Test Results Summary 

From the test results, we have verified CloudDVMM ability to achieve a distributed 
nodes’ SSI, the distributed resources integration, virtualization to a single resource space 
form to the OS, and that OS can use perceived cluster resource like single resource. 

5 Related Work 

Existing distributed cloud computing nodes integration technologies are traditionally 
based on non-virtualization technologies implemented on the hardware layer[1-3], 
those on system software layer like MOSIX[4-7],Sun Solaris-MC[8], SCO UnixWare 
NonStop Clusters[9], those on middleware lay like IVY[10], Mirage, etc. and those 
on application layer. Existing popular virtual machine monitors like Xen, VMware 
ESX Server, etc. are mostly for single physical node. There are only few researches 
based on virtualization except Virtual Multiprocessor and vNUMA which focus on 
distributed cross-node resources integration, and practical systems are much fewer 
[11-13]. By comparison results from implementation hierarchy (Hier.), Technolo-
gy(Tech.) , Implememtation Difficulty(Diff.), Transparency(Transp.), Performance 
(Perform.), SMP nodes Supports(SMP nodes Sup.) and Architecture Supports 
(Arich.) in table 16, we can see that CloudDVMM is running above the hardware and 
beneath the OS , has a hierarchy and modular architecture and can provides a single 
system image for Cloud computing cluster. It also show that CloudDVMM achieve 
merits in architecture, extensibility, etc. and is promising for meeting the require-
ments of distributed virtual computing and cloud computing environments. 
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Table 11. Comparisons with related work 

6 Conclusions 

In this paper, a novel distributed virtual machine monitor was introduced for distri-
buted cross-node cloud computing resources integration. We are now trying to apply it 
to practical industrial applications and improve CloudDVMM’s performance. 
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Abstract. Cloud Computing can be viewed as a computing model containing a 
pool of resources and Internet based application services. Cloud makes on-
demand delivery of these computational resources (data, software and 
infrastructure) among multiple services via a computer network. An 
infrastructure-as-a-service cloud system provides computational capacities to 
remote users. In present scenario, most of the Infrastructure as a Service (IaaS) 
Clouds use simple resource allocation policies like immediate and best effort. In 
private cloud, since the resources are limited, maximizing the utilization of 
resources and giving the guaranteed service for the user are the ultimate goal. 
Hence efficient scheduling is needed which is a major challenge in satisfying 
the user’s requirement (QoS). In this paper, we propose an advanced reservation 
technique with backfilling in scheduling policy that aims at serving the user 
requests by satisfying the required QoS, achieving the guaranteed service for 
the request by making an efficient provisioning of cloud resources. 

Keywords: Cloud computing, Job scheduling, Queue model, Reservation, 
CloudSim. 

1 Introduction 

The increasing demand of computational resources has led to new types of cooperative 
distributed systems, such as the grid [1] and cloud computing [2]. In IaaS cloud the 
resources (compute capacity and storage) are provided in the form of virtual machines 
to users. A scheduler can be used to decide when and where to place these virtual 
machines on a pool of resources. Scheduling jobs in a cloud environment is a difficult 
task because of its dynamic nature. Various researchers have dealt with the challenges 
in scheduling in a Cloud [3][4][5]. Perhaps the primary challenge of scheduling is the 
allocation of available resources efficiently. Therefore in cloud, job scheduling and 
resource management are related to the efficiency of the whole cloud computing 
facilities. Presently, most of the cloud providers rely on simple resource allocation 
policies like immediate and best effort [3]. Though advanced reservation technique is 
well studied in Grid environment and applied, due to the dynamic nature of incoming 
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request in Cloud immediate and best effort provisioning is preferred so for in public 
clouds [3]. In general, usage pattern of cloud requests are not predictable because of its 
dynamic nature. Hence advanced reservation technique commonly used in grid is not 
appropriate for public cloud. However, for organizational cloud (private cloud) the 
usage pattern is predictable to an extent and can be defined in advance. Private Cloud 
is one which is owned by the organization and thus, maintained by same. The 
characteristics and scheduling challenges in a private cloud (Institutional Cloud) is 
discussed in [6]. Scheduling in private cloud environment poses a unique situation 
where job scheduling can benefit by taking advantage of policy based provisioning for 
different set of job request with different queues will lead to maximize utilization of 
resource and guarantees the service for a request. This technique avoids the 
fragmentation of resources when simply advanced reservation is used. The fragmented 
resources can be utilized by other policy of other queue of jobs. In this paper we 
exploit this factor and propose a technique in private cloud scheduling. 

In Section 2, related works in this area are discussed. Section 3 analyzes the 
various system parameters used in the system model. Section 4 describes the proposed 
cloud architecture and the scheduling policy. Simulation model and performance 
evaluation in Section 5 brings forward the benefits of the research work. Finally, in 
Section 6, we conclude our work and discuss possible future work. 

2 Related Work 

Ningning Gao [7] has given a reservation algorithm with Multi-Parameters called 
MPRAR which consists of global queue to store reservation requests called FIFO and 
another queue named Heap which arranged in the order of weight to determine whether 
the reservation request would be accepted. But this suffers with fragmentation of 
resources. Algorithms proposed in [8] [9] are to schedule advance reservation with 
laxity considers non-preemptive tasks request in a grid environment. Preemption of job 
is not considered in these works. Sabitha Rani B.S [10] proposed a relaxed resource 
advance reservation policy (RARP) with trust factor to improve the utilization at both 
low and high reservation. Cao [11] a backfilling based gang scheduling mechanism is 
incorporated into the share based co-scheduling job (SCOJO) scheduler. The simulative 
results show that it can mitigate the negative effects of advance reservation. Kaushik 
[12] et al. proposes a flexible reservation window scheme. It concludes that when the 
size of the reservation window is equal to the average waiting time in the on-demand 
queue, the reservation rejection rate can be minimized close to zero but does not address 
the issue of low resource utilization rate by advance reservation. All the above 
mentioned works didn’t consider a differentiated policy for workload which will lead to 
maximization of resource utilization. 

3 Problem Formulation 

The problem of job scheduling in a cloud environment essentially consists of a 
dynamic set of j independent tasks to be scheduled on set of n computational nodes 
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located in m datacentres (resources pool). In general the requests are handled by a 
resource manager which takes the request and sends to the dispatcher. The dispatcher 
dispatches the request in first come first serve mode for renting the capacities of a 
resource. To get a guaranteed service in a private IaaS Cloud where the capacity is 
limited we propose to include advanced reservation technique in this model. Here we 
have considered three different modes of renting the computing capacities as follows: 

 Advance Reservation (AR- mode): Resources are reserved in advance. They 
must be made available at the specified time.  

 Immediate (I-mode): When a client submits a request, based on the resource 
availability, either the required resources are provisioned immediately, or the 
request is rejected.  

 Best effort (BE-mode): Jobs are kept in a queue and resources are provided 
when available. It can be batch jobs also.  

The best-effort jobs are preemptable and they do not have any time constraints. 
Immediate and advance reservation jobs are non-preemptable and have time 
constraints, such as start time and end time. It will preempt best-effort mode 
whenever the resources are required for advance reservation or immediate mode. 
There is no guarantee that a submitted best-effort mode will get resources for 
completion within a certain time limit. We assumed that best-effort jobs are splittable, 
all jobs are independent and the scheduling algorithm assumes that there is no 
communication among jobs. 

To identify the mode of the job, request is described as (JobID, UserID, N, M, D, 
B, timestamp, ST, FT),where N is number of CPUs, M is memory in megabytes, D is 
disk space in megabytes and B is the network bandwidth in megabytes per second, 
timestamp contains date, month, year, time. ST is start time and FT is finish time. For 
I-mode the request has information about current date, time, how long the execution 
lasts, but not the start time of execution. For BE-mode the request has information 
about how long the execution lasts, but not the start time of execution and date. For 
AR mode the request includes date, start time, finish time. The proposed architecture 
is shown in Fig. 1. Incoming jobs are placed in 3 different queues based on their 
arrival pattern by the CMS (Cloud Management System) and sent to the different 
datacentre. For an AR- mode the required capacity of the service request (say i mips) 
is calculated aperiori from their request and datacentre for that is assigned by the 
CMS Hence the immediate request is sent to the datacentre of ((m* pj ) -i) mips by 
the CMS where pj is the processing capacity of a datacentre. This assures the 
guaranteed service for the AR- mode jobs. 

CMS continuously monitors the capacity utilized by the datacentres and keep 
checking for any rejection on the AR-mode. If any job is not taken at prescribed time 
of AR- mode the capacity allotted for that is taken for the current I- mode jobs. Local 
schedulers know the current status of VMs in their own datacentre. These schedulers 
communicate with CMS and pass the message regarding the processing of jobs and 
availed resources. CMS calculates the remaining capacity and based on this, further  
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Fig. 1.   Overview of the Scheduling Process 

admits or rejects incoming I-mode request. Jobs with BE-mode are kept in a separate 
queue to process later or during the idle time of the resources.  

4 System Model 

We propose a queuing model namely ADQ model. In this model we considered 
different queue groups of service-requests in the cloud computing environment as 
M/G/S queue, and all the queues together make a queuing network, thus applying 
multiple server queuing system [13] for this model. Each resource in a data centre is  
 

Table 1.  Parameters considered for the queuing system model 

Model 
Parameter Definition 

Ci Capacity of    datacentre (Data Centre) 
 Expressed as ∑Pj of hosts in single datacentre. 

Ts Service time taken by a single request. 
  

TTs Total Service time taken by the  request 
λ Mean arrival rate of the request. 
µi Total service time taken by the request in each queue+ waiting

time in the queue. 

Datacentre A 
Datacentre B

Datacentre C

Cloud Management 
System(CMS)

Local 
Scheduler 

Backfills

Job queue 

Cloud 
Request 
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characterized by processing capacity pj and processing availability aj. Both pj and aj 
are related to the resource capacity as regards its current availability (i.e. service time, 
waiting time) which are sufficient to process the job in each datacentre. Table I shows 
the parameters used in this model. We define three queues as QAD- Queue with AR-
mode request, QIM- Queue with I-mode request, and QB- Queue with BE-mode Jobs 
to keep job requests. 

We define the ADQ model as follows: 

a. Every user must submit a request to the cloud management system. Broker in 
the cloud manager breaks the jobs into three queues based on the request 
pattern. 

b. Requests arrival pattern: The user‘s request arrivals occur randomly 
according to a Poisson distribution with λ arrivals per unit time.  

c. Queue behavior: Request is selected from one of the three queues based on 
the available capacity of each datacentre and total estimated time to process a 
request. 

                              Di= (DLi - CTi) ------------------------------------------ (1)   

Where DLi =Deadline given by ith request, CTi =Current time. Di=Delay threshold 
for request. 

                             Ci=∑ ∑      --------------------------------------- (2)  

Where m is the no.of datacentre, n is the number of host in a single datacentre. 

                            TTs=   ∑     ---------------------------------------- (3)  

Where TTs is total service time required by requests in each queue. 
To allocate BE-mode and I-mode request CMS calculates the service time Ts 

required completing the request and the availability of resources. For these job 
requests, if delay threshold is tolerable then it is kept in the queue otherwise rejected 
if the resources are not free. TTs are calculated to backfill the BE-mode jobs to 
allocate resources during its idle time. Di is used to allocate the resource on reserved 
datacentre for other mode request when it is not utilized by the advanced reservation 
request. If Di greater other than of Immediate mode request‘s service time then that 
IM request is allotted in reserved datacentre to execute before AD request.Otherwise 
not allocated in reserved datacentre. 

5 Simulation and Results 

In our model, we used CloudSim [14] to simulate our proposed technique. Cloudsim 
used to perform this as a single simulation where all jobs are submitted as cloudlets to 
the broker. In general CloudSim toolkit supports First Come First Serve (FCFS) for 
scheduling jobs with single queue. We used this as our baseline to compare our 
proposed model. We extended the CloudSim to support our proposed model as having 
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a single cloud with group of 6 datacentres. We fixed the number of processors 
elements to 2, the number of virtual machines with 2, the number of Cloudlet with 4 
per user and we varied the number of the users from 5 to 15 per step of 5 of each 
mode of job request. As CMS cannot have a control over the resources at a datacentre 
and the full set of jobs submitted to the resources, we implemented a low-level local 
scheduler to perform efficient job scheduling in cloud environment. In CloudSim, 
Datacentre Broker component randomly selects the datacentre irrespective of their 
heterogeneity in hardware; we have proposed a CMS that selects the datacentre, based 
on user defined QoS specifications given as (JobID, UserID, N, M, D, B, timestamp, 
ST, FT) and splits that job request as any one of the queue as QAD,QIM,QB. Broker 
component is used to identify the request into three groups by the date timestamp 
introduced in the request for advanced reservation. CIS (Cloud Information Service) 
is used to get available resource information, resource utilization and used to make 
the decision of request execution. 

Fig. 2 shows that in the proposed algorithm, the reserved jobs have success rate 
almost 99.9%, which shows the QoS of guaranteed service. Fig. 3 shows the 
comparison of traditional algorithm FCFS and proposed algorithm.  In FCFS success 
rate decreases as number of jobs increases. This indicates no guaranteed service for 
needy jobs and all requests are consider as same and put on a single queue and no 
guarantee is assigned to any job. 

If the system is flooded with lots of advance reservation and immediate jobs then 
best effort jobs will not have enough resources to run on. In order to avoid this there 
will be admission control through (UserID, JobID) is provided to CMS for the user. 

 

Fig. 2. Success rate of ADQ algorithm    Fig. 3. Success rate of ADQ algorithm and 
FCFS 

6 Conclusion and Future Work 

The recent efforts to design and develop cloud technologies focuses on defining novel 
methods, policies and mechanisms for efficiently managing cloud infrastructures.  
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We have used advanced reservation technique by keeping different queues for jobs 
arriving in a private cloud. We studied the performance of this proposed approach 
from a point of view of enhancing the QoS by giving guaranteed service. This 
approach with the proposed cloud architecture has achieved very high (99%) service 
completion rate with guaranteed QoS for the reserved jobs over the traditional 
scheduling policy which does not consider any priority [FCFS] for incoming jobs. An 
algorithm can be developed to enhance the response time of best-effort jobs. The 
backfilling algorithm proposed is not implemented and tested and it can be considered 
as a part of future work. We are planning to extend this model where resources can be 
hired from other clouds (public, private) when need arises (at the times of peak load). 
This will help us to attain100% guaranteed service to all requests by employing multi 
agent system to negotiate between the clouds. 
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Abstract. Recommender system can help users to effectively identify interested 
items from a potentially overwhelming huge collection of items, and it has been 
shown to be very useful in many e-commerce applications. Collaborative filtering 
(CF), which assumes that similar users may have similar tastes, is one of the most 
widely used Recommender system techniques. However, one of the major 
weaknesses for the CF mechanism is the computational cost in computing 
pairwise similarity of users. This paper attempts to tackle the computational 
problem of all pairs similarity using the MapReduce technique in the Hadoop 
framework. We give an overview of our development on using a parallel filtering 
algorithm to improve the performance of a personal ontology based recommender 
system for digital library. The experimental results show that the proposed 
algorithm can indeed scale out the recommender systems for all pairs search. 

1 Introduction 

Libraries collect a large volume of media including books, films, newspapers, and so on. 
Traditionally, libraries codify all their collections hierarchically, and try to help users 
query and find the physical locations of books based on codifications. Users need to be 
well-trained to submit correct keywords for cross-discipline or multi-dimensional surveys. 

Recently, libraries have begun to provide recommender services to improve user 
satisfaction. Most library recommender services use a collaborative filtering 
technology to suggest books to users. It assumes that those who preferred something in 
the past tend to prefer the same thing again in the future [1]. That is, when a user gives 
feedback, the recommender service suggests items for the user that like-minded users 
preferred in the past. Collaborative filtering requires explicit information to describe 
user profiles. Like-minded users will have similar profiles, and their previous rating for 
each book will be used to compute the rate of suggested items [2]. Unfortunately, it is 
difficult to collect such explicit information for library systems. Users are usually not 
interested in giving ratings when they loan books and are asked to rate books, so the 
collaborative filtering recommender system is not easy to implement in digital 
libraries. 

                                                           
* Corresponding author. 



 Scaling Out Recommender System for Digital Libraries with MapReduce 41 

 

During the last few years, a personal ontology-based recommender system has 
been applied in many diverse application domains [3]. Liao et al. incorporate 
collaborative filtering techniques with a personal ontology model for digital libraries 
to recommend English sources and solve the problem of making effective 
recommendations for users [4]. Also, they propose that implicit ratings can be 
inferred from the loan records because keywords extracted from the user’s loan 
records indicate the preferences of user. This methodology proposed by Liao et al. has 
been implemented and this system called the personal ontology recommender (PORE) 
system [5]. This kind of recommendation method is effective for extracting potential 
preferences but it has a long runtime for each recommendation phase. To solve the 
time-consumption problem of the digital library recommendation system, much 
research adopts parallel computing such as MapReduce. MapReduce, designed in a 
parallel computing model, has been proposed by Google to process massive amounts 
of data. It has been proven that MapReduce is highly scalable, efficient, and reliable 
in big data computing [6]. However, these studies only focus on how deal with 
parallel programming; they don't integrate the characteristics of parallel computing 
and the data of a personal ontology. 

To improve performance in computing personal ontology similarity in a library 
recommender system, we use a parallel filtering algorithm based on the characteristics 
of parallel computing and a personal ontology. The workflow of a parallel filtering 
algorithm is a two-phase MapReduce job to find no like-minded users and compute the 
similarity between like-minded users. To demonstrate the feasibility of the proposed 
method, we implement a library recommender system based on PORE. This research 
provides an alternative solution to create a more efficient library recommender system. 

In section 2, this paper will introduce a related recommender system and 
MapReduce application. Section 3 describes our design concepts and the system. 
Section 4 shows the results of the implementation of our methodology. Finally, 
section 5 presents conclusions and future research directions. 

2 Related Work 

MapReduce is a programming model and an associated implement for processing and 
generating large datasets. MapReduce provides an abstraction that involves the 
programmer defining a mapper and a reducer function. A brute force approach is 
usually used in large collections with MapReduce [7]. A MapReduce implementation 
of the inverted index approach was presented by Elsayed et al. [8]. The proposed 
algorithm consists of two consecutive MapReduce jobs. The first job is to group the 
keywords as key, and a value consisting of the document ID and the term weight. The 
second job is to pair documents on the basis of a keyword in the map function and 
compute similarity in the reduce function , as follows: 

Indexing. Given a document di, for each term, the mapper emits the term as the key, 
and a tuple consisting of the document ID and weight as the value. MapReduce 
groups these tuples in the shuffle phase, and then passes these inverted index lists to 
the reducers. The reducer accepts them and writes out to disk. 
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map :
 

reduce :
 

Similarity. given the inverted list of term t, the mapper generates key tuples 
corresponding to every pair of document IDs and produces the contribution ω ·  as its value. For any document pair, the shuffle phase provides a 
reducer with the contributions list W from the various terms, which only need to be 
summed up. 

map :
 

reduce :
 

3 Computing Personal Ontology Similarity Using a Parallel 
Filtering Algorithm 

In the following, we describe two approaches used to scale out the pairwise similarity 
comparison for all users’ personal ontologies using the MapReduce technique in the 
PORE. The first approach, called Brute Force, is an intuitive sense of how the 
pairwise similarity comparison works in PORE. For brute force, we implement the 
pairwise ontology similarity algorithm of PORE using MapReduce framework. The 
second approach, called parallel filtering, is a parallel filtering algorithm that exploits 
an inverted index. 

3.1 Personal Ontology Recommender System 

The PORE system uses reference ontology to build a personal ontology for each user 
by mining the user’s loan records. Dewey Decimal Classification (DDC) is used as 
the reference ontology to recommend English collections, and the Classification 
Scheme for Chinese Libraries (CCL) is used to recommend Chinese collections. 
Interested categories and keywords are two major impact factors as the personal 
preferences, and are used to build the personal ontology. 

Interested Categories. The PORE system identifies the favorite categories by 
analyzing a user’s loan records and loan times. The favorite value of category i for a 
user, denoted as Fi, is as follows: 12  (1)

Let  denote the frequency of loaned items in category i. 
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Interested Keywords. After building the personal ontology of a user, interested 
keywords can be found in each favorite category. The interest level of keyword j in 
the category i for a user can be estimated by Equation (2), where  denotes the 
frequency of keyword j that appears in the category i of the loan records of a user. 
The distinctness level of keyword j in this specific category, denoted as , considers 
that each keyword should be given different weights in different categories. Details of 
the formula  are given in [5]. 

 (2)

After building the personal ontology, the PORE system can compute the cosine-based 
similarity between users and then select the most similar users as the like-minded 
users. The similarity between user A and B, sim(A, B), is measured with Equation (3), 
where ksimi and ssimi are the keyword similarity and structural similarity, 
respectively, in the category i between them. Let and denote the ontology of 
user A and B, respectively. The union of the personal ontology for user A and B is 
denoted as C. sim ,  ∑ 1 , ,∈  (3)

The keyword similarity and structural similarity between user A and B are measured 
with Equation (4) and Equation (5), respectively, where K is the union of the 
keywords in the category i between A and B, and Ni is the union of the specific 
category i and its sub categories. 

ksim , ∈
∈ ∈  (4)

ssim , ∈
∈ ∈

 

(5)

For finding like-minded users, the pairwise similarity comparison for all users is a 
large scale problem. This paper uses a parallel filtering algorithm based on the 
characteristics of parallel computing and a personal ontology in the Hadoop. 

3.2 MapReduce Brute Force 

Measuring similarities between users’ personal ontologies is an all pairs problem. The 
pair set is like a N×N symmetric matrix where N is the number of users. To improve the 
large-scale computing problem of the brute force approach, we only compute the upper-
triangular part of the all-pairs matrix and write out both symmetric pairs. The map 
function emits the personal ontology similarity of every pair. The reduce function sorts 
the similarities to find out the top K of like-minded users for a particular user. 
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Each map function picks candidate pairs based on the upper-triangular part and 
computes the similarity score of candidate pairs with a particular user. The map 
function emits the symmetric user pairs after completing similarity computing. The 
reduce function accepts all similarity scores associated with a particular user ID and 
emits the top K results as the output by implementing a priority queue to sort 
similarity scores. The function ComputeSimilarity of the map function consists of 
keyword similarity and structural similarity. 

To optimize the brute force approach we tune the number of users for one map 
task.  That is, every map task reads at least one user from the input data. We use this 
method in our experiment. 

3.3 MapReduce Parallel Filtering 

For pairwise similarity computations of PORE on the personal ontologies, we propose 
the parallel filtering algorithm for evaluating all pairs that have one more preference 
in common with the inverted index. 

The parallel filtering algorithm can be expressed as two modes: keyword similarity 
and structural similarity. The process of keyword similarity is different from the 
process of structural similarity because the hierarchical structure of the reference 
ontology affects the computation in the structural similarity. In the following we 
describe both modes in detail. 

3.3.1   Keyword Similarity 

The basic idea is to use an inverted index to filter the pairs without any interested 
keyword in common. The pseudocode for building an inverted list using MapReduce 
is shown in Fig. 1. 
 

 

Fig. 1. Pseudocode of building an inverted list for the keyword similarity of the PORE using 
MapReduce 

In the process of keyword similarity this can be expressed as two separate 
MapReduce jobs, the first to build an inverted index and the second to compute 
similarities. For each interested keyword in the personal ontology, the mapper emits 

1. procedure Map(*,Ui)  
2.  C • FetchCategorySet(Ui)  
3.  for all t  C do  
4.   K • FetchKeywordSet(t,Ui)  
5.   for all e  K do 
6.    s • FetchKeywordLevel(e,Ui)  
7.    ck • <t,e>  
8.    Emit(ck,<Ui,s>)  
1. procedure Reduce(ck,[<U1,s1>,<U2,s2>,…])  
2.  Define ArrayList G  
3.  for all <Ui,si

>  [<U1,s1>,<U2,s2>,…] do  
i
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the set of category and keyword as the key, and a tuple consisting of the user ID and 
interested level of the keyword as the value. i.e. <Ui,s>. These tuples are grouped by 
the set in the shuffle phase. The reducer writes them to generate the inverted lists. 

3.3.2   Structural Similarity 

For the structural similarity of PORE, the relationship between a category and its sub-
categories is considered to be the level of structural similarity. 

According to Equation 5, whether the category nodes of both personal ontologies 
are the same affects their structural similarity, because PORE adopts cosine-based 
similarity to compute structural similarity. Fig. 2 shows that we can first merge 
ontologies of two users by matching the reference ontology and then computing its 
similarity. For example, for category 312 of user A and category 312.6 of user B, 
category 312 and category 312.6 are of the parent-child relationship, although their 
IDs are different. Finally, the structural similarity between user A and user B is SS1 + 
SS2 when ontologies are merged. 

Therefore, we use a hybrid method to scale out the structural similarity of PORE. 
The first step is to use an inverted index to filter out the pairs that are without any 
interested categories in common as shown in Fig. 3. 

 

Fig. 2. Computing structural similarity by merging the ontologies of both user A and B in 
PORE 

 

Fig. 3. Pseudocode of the inverted index for the structural similarity of the PORE using 
MapReduce 

1. procedure Map(*,Ui)  
2.  C • FetchCategorySet(Ui)  
3.  for all t  C do 
4.   Emit(t,Ui)  
1. procedure Reduce(t,[U1,U2,…])  
2.  for all Ui  [U1,U2,…] do 
3.   Emit(t,Ui) 
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The second step is to apply the third user-defined MapReduce job to all the pairs 
generated through parallel computing as shown in Fig. 4. 

 

 
Fig. 4. Pseudocode of pairwise users for the structural similarity of the PORE using 
MapReduce 

4 Experimental Results 

Experiments were run on a cluster with 16 machines. Each machine had one quad-
core processor (2.4 GHz), 8GB memory, and two hard disks of 1.5TB as HDFS and 
about 640GB as MapReduce temporary. We improve the existing PORE system for 
pairwise personal ontology similarity. In June 2012 we collected 206,012 books with 
approximately 1,357,000 keywords, 51,454 user accounts, and 663,619 loan records 
from National Chung Hsing University (NCHU). We retrieved 10,000 user accounts 
from the dataset as experimental data to implement the proposed algorithm, and 
utilized the same dataset to compare against an equivalent run on a laptop with a dual-
core 2.4GB processor, 4GB memory, and a 500GB hard disk. 

The computation time of the parallel filtering algorithm consists of keyword 
similarity and structural similarity that can be run in parallel. Therefore, we chose the  
 

 

Fig. 5. Computation time of the algorithms for the PORE system 

 

1. procedure Map(t,Ui)  
2.  for all Uj  [U1,U2,…] do 
3.   if Ui != Uj then 
4.    P ← <Ui,Uj> 
5.    Emit(P,NULL) 
1. procedure Reduce([P1,P2,…],NULL) 
2.  for all <Ui,Uj>  P do 
3.   Emit(*,<Ui,Uj>) 
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maximum computation time for these as the computation time of the parallel filtering 
algorithm. Fig. 5 shows that the process with standalone for 2000 users is completed 
in approximately 1260 minutes. 

Computing similarity is very effective using MapReduce. This means that parallel 
computing is effective for the all pairs problem. The algorithm, parallel filtering, is 
more effective than the brute force approach when the number of users is 10,000. We 
need one more day to estimate the recommended information in the original library 
recommender system. However, the system can only take several hours for 
recommendation using our proposed algorithm. 

5 Conclusions and Future Work 

Finding like-minded users in a digital library is an all pairs problem and is also 
challenging for large collections of items. We investigate the problem of all pairs for 
personal ontology and introduction two MapReduce algorithms: brute force and 
parallel filtering. The parallel filtering algorithm, consisting of keyword similarity and 
structural similarity, is based on the inverted index approach using MapReduce. Also, 
we implement this algorithm in the PORE system. 

Experimental results show that the parallel filtering algorithm is more effective, 
and solves the problems of finding like-minded users and the personal ontology 
comparison using MapReduce. 
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Abstract. With the recent advancements in distributed systems, Cloud
computing has emerged as a model for enabling convenient, on-demand
network access to a shared resource pool of configurable elements such
as (networks, servers, storage, applications, and services). Various appli-
cations are developed and deployed into the Cloud following the layered
architecture. The layered approach includes infrastructure, virtualiza-
tion, application, platform and client tiers. Provenance (the meta-data),
is the information that helps cloud providers and users to determine the
derivation history of a data product, starting from its origin. Each layer
in the Cloud has its own provenance data and generally, provenance data
for each layer address different audience. For example, Cloud providers
are interested in the infrastructure provenance data to verify the high
utilization of resources through audit trials. Cloud users on the other
hand are interested in the performance of the deployed application and
the verification of experiments. In this paper, we present various queries
regarding the provenance data for different layers of Cloud. Hereby, we
integrate the provenance data from individual layers and highlight the
importance of integrated provenance. We also outline the relationship
between various layers of the Cloud by using the integrated provenance.

1 Introduction

Cloud computing is generally defined by its distributed model of utility comput-
ing which offers virtualization of resources (storage, computation, networking)
and provisioned to users “on demand” and “pay as you go” basis. This new
paradigm attracted the research community and businesses to host and execute
their complex scientific applications 1 [1, 2]. In this model, applications are de-
ployed and executed by using the type of service offered in the Cloud. These
services reside on various layers or tiers of the Cloud architecture. For instance,
Cloud providers are interested in the IaaS (Infrastructure as a Service) 2 layer
of the Cloud, which supports virtualization of resources to enable computation,
storage and communication. These resources are utilized by Cloud applications
e.g., getting email 3 or for sharing documents, often termed as SaaS (Software
as a Service). To fill the gap between IaaS and SaaS, the PaaS (Platform as a

1 http://aws.amazon.com/swf/ 2 www.eucalyptus.com 3 www.gmail.com
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c© Springer-Verlag Berlin Heidelberg 2013

http://aws.amazon.com/swf/
www.eucalyptus.com
www.gmail.com


Layering of the Provenance Data for Cloud Computing 49

Service) layer is used by developers to customize and easily develop, deploy and
manage Cloud-aware applications e.g. salseforce.com 4, WSO2 5 and/or provid-
ing Enterprise Service Bus (ESB) 6 as a service.

Provenance is the metadata which describes the derivation history of an ob-
ject. This data includes the source and intermediate datasets and processes in-
volved to create the object [3]. In computing science, provenance is an important
ingredient for the verification and reproduction [4, 5] of scientific experiments.
The architecture of Cloud computing is divided into various components and
these components are placed on top of each other [6]. IaaS, PaaS and SaaS are
the types or layers which are mostly used in the Cloud environment. The develop-
ment and execution of Cloud-aware applications follow this layered architecture
and each layer contributes specific metadata (provenance) for the overall applica-
tion. Subsequently each layer in the Cloud has its own provenance and specific
importance to that particular layer. For example, the provenance data at the
IaaS layer is important to the Cloud provider for resources utilization and fault
tracking [7]. Cloud users (research community) are more interested in the execu-
tion of their deployed applications; the datasets which are produced/consumed,
and the processes used for the production of the result.

Moreover, the provenance collection at individual layers e.g., for IaaS it can
ensures the appropriate allocation and usage of the resources. Similarly, in case of
faults and errors appropriate actions can be taken to resolve them accordingly by
using the provenance [8]. When provenance is integrated from individual layers,
it provides the in-depth details of the relationships which exist among various
layers of the Cloud while executing a particular application. The integrated
provenance data provides multiple views and enables Cloud providers to keep
track of their resource usage, application and service collaboration for users and
deployment/testing usage for developers.

For understanding the Cloud layered approach and the overall provenance
data at each layer, in this paper we have developed a Content Relationship
Management (CRM) application. With this particular CRM application, we dif-
ferentiate between various layers of Cloud and their corresponding provenance
data. We provide detail of the CRM application and its various parts from the
users perspective, the Cloud provider and application developer. Following are
the key contributions of this paper:

– to provide an overview of the Cloud layered technology and the presentation
of provenance data for each layer.

– to present various queries and their visualization for the individual layers of
the Cloud and for the collective provenance data.

– to highlight the importance of integrated provenance using an example.
– to evaluate the overhead for provenance collection at individual layers.

The rest of the paper is organized as follows. Section 2 provides the related work
of provenance in the field of e-Science. Section 3 discusses the requirements
for building a CRM application in the Cloud and its individual components.

4 www.salesforce.com 5 www.wso2.com 6 http://www.mulesoft.org/

www.salesforce.com
www.wso2.com
http://www.mulesoft.org/
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Section 4 provides a brief overview of layers in Cloud computing and Section 5
present the various quires for the provenance data on individual layers, their visu-
alization and discusses the importance of integrated provenance data. Section 6
evaluate the collection of provenance data from different layers and section 7
concludes this paper.

2 Related Work

Application level provenance has been the major attraction in grid, distributed
and workflow computing [5]. The techniques used in these environments are
to capture provenance in Service Oriented Architecture(SOA) e.g., PASOA [9].
Recently, the research community focused on the usage of provenance for Cloud
computing while describing and addressing the various challenges offered by this
new paradigm [10, 11].

Previously [12], we proposed a framework which addresses the various chal-
lenges offered by Cloud technology and present the mechanism to incorporate
the collection and storage of provenance for the Cloud IaaS. On the development
layer of the Cloud, e.g., in mule ESB and WSO2 carbon platforms, various parts
of application are integrated together that communicate based on different pro-
tocols and languages. Integration of provenance into the development layer will
clearly identify the current status of any application, changes made by different
developers of a group or team and information about the old and current version
of the services and applications. There are other work which consider provenance
at the layers like a web browser [13] and virtual machine [14].

To establish the importance of integrating provenance data from different
layers, Muniswamy Reddy et. al. [15] discussed the layering of provenance data
for workflow execution. However their work focused on combining the provenance
data from a workflow engine, web browser and the python wrapper by extending
the Provenance Aware Storage System (PASS) [16]. For Cloud environment, a
short survey about various techniques from Grid and distributed computing are
discussed to track the data in Cloud by using a layered architecture [17]. In this
paper, we extend our provenance framework [18] for the platform and software
layers of the Cloud.

3 Scenario Description (Components of CRM
Application)

In this scenario the objective is to automate the installation of a sample CRM
application. The sample CRM application consists of three main components
which are: 1) the web server 2) the database server and 3) the client application.
Component 1 is the web server where we have two different web services. Web
service 1 takes the data from the user and submit or sync it to the database
server. This sync can be performed either for one particular item e.g., contacts
or for over all data e.g., contacts, appointments and tasks. Web service 2 takes
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the data from the server and sync it to the client application. Again, the sync
process is for one particular item or overall data.
Component 2 is the database server. It is mySQL database with various ta-
bles containing the information about an organization or a group e.g., contacts,
appointments and tasks. The contacts table contains first name, last name, job
title, group name etc. Appointments table contains information like place, time,
appointment with, number of people attending, topic and location. Tasks table
contains information like sender, receiver, title, subject, description etc.
Component 3 is the client application for a user to to see the tasks assigned to
him/her and list the appointments. This also includes, who assigned the tasks,
meetings and appointments time, members involved and location.
Summary: To link all these resources with each other, a script is required which
deploys the application on Cloud and host the various components. Such a scrip
will be passed to Cloud controller via user data. The end result would be a de-
ployment of CRM system. Figure 1 presents the steps involved in deployment
of such an application to the Cloud. We consider three resources to host web
services, database server and client application. Each installed components re-
quires some prerequisite and those need to be installed and configured. While
deploying CRM, we observe and provide the details of the various components
of Cloud and related provenance data.

User
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resources

(R1,R2,R3)

Install pre-

requisite(JAVA JDK)

Install web-

server(tomcat)

Install axis2
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Deploy web service
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Deploy client application

Run resource R3
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R2 (instance type: medium)

R3

Deploy CRM
Instance type: small

Fig. 1. Steps involved in deployment of CRM application to Cloud

4 Cloud Layered Architecture

The Cloud architecture is perceived differently by various research community
and businesses [19, 20]. Mainly we consider the following layers/components.

– Infrastructure layer: provides physical and virtual resources for storage, com-
munication and computation e.g., Eucalyptus.

– Platform layer: provides tools and libraries to ease the development cost and
effort for building Cloud aware application e.g., WSO2.
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– Software layer: The applications which are provided by various organizations
to vast number or users e.g. web application (gmail).

Figure 2 presents the main components in Cloud computing from the view point
of a user, developer and Cloud resources provider. To connect the layers, there is
always a middle-ware in between. We collect the provenance data on that mid-
dleware level. Previously we explained the mechanism to collect IaaS provenance
data in [12] by using the interceptor mechanism and why such data is impor-
tant. For this work, we extend the same mechanism, guideline and architecture
of provenance towards PaaS and SaaS layers of Cloud computing.

Cloud Applications

SaaS

Cloud Software Developement
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Computation
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User
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Fig. 2. Layered architecture of Cloud
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4.1 Query and Visualization

The presentation of the collected provenance data is very important for users,
administrators and application developers in Cloud and it depends on the sub-
mitted query. For a particular query, we may analyze the provenance data of one
particular layer or integrated provenance. For example, when an administrator
submit the following query:
Visualize the instance types from cluster1, requested by various users where the
number of request are more than 100
This query requires the analysis of the infrastructure provenance. This prove-
nance data is stored in a well defined xml file where the nodes represent the
individual objects and the edges represent the relationship which exists in the
provenance data. The numbers of relationship varies for the submitted query.
For this particular query, the following relationships can be defined: i) request
of instances types for cluster1 ii) relation of instances to various users iii) and
relation of users to the cluster and instances. For analysis of this query and defin-
ing the relation, we apply pull based mechanism for the extraction of data from
provenance. After the analysis of the submitted query and defining the relation-
ships, we present the results in the graph form. These graph can be changed on
run time and the results can be visualized in line, bar and pie forms.
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5 Provenance and Cloud Layers

Following the layered architecture of Cloud, provenance is also divided into dif-
ferent layers. Each layer presents a different application domain for the usage of
provenance data. The sections below investigate the provenance data and various
queries which require individual and/or the integrated provenance.

5.1 IaaS Provenance and Queries

The infrastructure layer provides computational, storage and communication
resources for the application deployment and services execution. Various param-
eters are considered when defining provenance data for IaaS Cloud e.g., 1) types
of resources 2) types of instance 3) information about users 4) time taken by
users for instances 5) data submitted by users before running a resource 6) infor-
mation about cloud, clusters and node services. In the CRM application, these
parameters maps to user (admin), resource types (R1, R2, R3), instance types
(small, medium and huge), data (java jdk, tomcat, axis2 and mySQL versions).

Many applications can be defined depending on the granularity of the prove-
nance data e.g., 1) to use the provenance data for auditing the usage of resources
in Cloud. Provenance data can clearly mark the usage of resources from vari-
ous clusters and nodes according to time, users, and resources types. 2) to find
the similar requests in Cloud which are based on the instance types and user
data. These similarities define patterns and are used for the efficient utilization
of Cloud resources. The efficient utilization is achieved by reusing the existing
running resources and predicting the upcoming requests. 3) the provenance data
of various images is used for tracking malicious images uploaded in public Cloud
and managing the access rights to various images [21]. Following are few example
queries which can be generated for the Cloud infrastructure:

(i) visualize the instance types from last 24 hours (ii) visualize the standard
instances from last 48 hours (iii) visualize the memory request from last week
(iv) visualize the request for resources from most used to least used (v) list the
prerequisite (user data) from R1 (vi) list the deployment time for resource R1,
R2 and R3 (vii) validate the setup of CRM application.

The combination of the infrastructure provenance data with physical machine
provenance e.g., memory, CPU utilization and the disk usage can further elab-
orate the provenance query:

– visualize the disk and memory usage for the most requested resources type.

These queries provides the administrator with an overview of the resources usage,
instance types and data requested by users. Left side of the figure 4 present the
memory requests for a particular cluster grouped for various users and right side
of the figure 4 present the memory requests from various users in time by using
the visualization module. Due to limited space, we will not present visualization
of the provenance data for other layers.
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Fig. 4. Memory requests for a Cluster from various users

5.2 PaaS Provenance and Queries

Platform layer in Cloud provides the functionality for the development of new
applications. This layer enables and manges the delivery of services that uses
various communication protocol e.g. HTTP, XML and SOAP etc. The designer
of these applications is responsible for assets availability and the management
of application services pool. For example, Cloud is a favorable environment in
stress testing, where a lot of resources are required just for a particular period
of time. For this work, we consider WSO2 platform and it’s various components.

WSO2 Carbon is the award winning PaaS and it provides many features to
developers for building Cloud aware applications e.g., Enterprise Service Bus
(ESB), Business Process management (BPM) and more. While developing ap-
plications using WSO2, the complex application is divided into various parts.
Members of a team/s work on different components of a complex application.
In the CRM application various parameters which are considered for the prove-
nance data of platform layer are: 1) composition of the web services 2) the inter-
action mechanism between web services, database and web service engine, that
is utilized by various protocols of communication 3) the interaction mechanism
between web services and client application 4) composition of the database and
corresponding tables and their structure. When one developer makes a change
in a web service, other members will be able to find that particular change using
the provenance data. Any change on platform layer e.g., uploading a new version
of the web service will create a new node in the provenance data and hence the
status will be updated. Some important queries on platform layer are following:

(i) visualize the components of the application where most bugs are found
(ii) the identity of a person who made a change in CRM and the time when
the change was made (iii) display the changes made to web services in last one
month (CRM)

Consider a situation where the infrastructure is changed e.g, mySQL server
is updated. The updated version does not support the existing communication
mechanism with the deployed web services. This requires a change in the web
services at the platform layer. This relation which exists between platform and
infrastructure layer is exposed by integrating the provenance data from individ-
ual layers. The integrated provenance data and the corresponding relation will
highlight the reason for any communication failure.



Layering of the Provenance Data for Cloud Computing 55

5.3 SaaS Provenance and Queries

SaaS is the application running on a Cloud platform. Various types of applica-
tions are deployed and executed on Cloud e.g., workflow, CRM and web appli-
cations. The provenance data of this layer depends on the type of application.
In general, applications are deployed by using Service Oriented Architecture
(SOA) in distributed computing. The important provenance parameters in SOA
architecture and related queries are following:

(i) time taken by a particular application to generate the result (ii) time
taken by individual services and components of the application (iii) tracking the
dataset which are consumed and produced during the process (iv) information
about the users who are invoking the services (v) the query about services or
components taking part while executing the application e.g., services involved
in executing a workflow (vi) input and output parameters passed to a particular
service and/or method.

In the CRM application, the analysis of various events is an important aspect
for organizations. The provenance data about users, time, and events is used for
analysis and to get important informations like; the locations of the event, total
time for the event, members who joined the event, the organizers of the event
etc. There are other aspects of the provenance data for software layer e.g., trust,
reliability and authenticity.

Considering a situation where changes are made to the web services on plat-
form layer. This will require appropriate changes to the client application. If the
client application is not updated, any sync process from database to the client
application will result in failure. The provenance data from the client application
will highlight the failure. User can use the provenance chart to find the failure,
but it’s reason is not clear until we layer the provenance data from platform to
the software layer. Layering the provenance data will further explain the reason
of failure and related data for changes made on platform layer.

5.4 Advantage of Integrated Provenance Data

In the above sections, we deployed the CRM application into the Cloud environ-
ment. We collected the provenance data on individual layers, provided various
parameters, queries and the relations which exists between layers. Considering
the fact that Clouds are abstract and the various layers are hidden from the
user, we present the example in figure 3. Users request for the current weather
information using a particular city and country. The client application randomly
chooses one of the weather web services which are provided by different orga-
nizations. The selected service returns the current weather information. Since,
these services use different datasets for the calculation of the weather, the result
is not always the same. In scientific environment, it is important to know why
the results differs from each other.

Without layering: Each layer of provenance gives valuable information. The
software layers provides the provenance data for the selected web service and
methods. The platform provenance provides the information regarding the
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datasets which are consumed and the algorithm which is used for the calcu-
lation. The infrastructure layer provenance data gives information regarding the
Cloud provider and the location of the computation, storage, and communication
devices.

With layering: The integrated provenance data from software, platform and
infrastructure layer identifies the datasets which are used, the web service which
is consumed and information about the Cloud provider. These information pro-
vides the relation between various layers and hence highlight the reason that
why different results are not always the same.

6 Overhead Evaluation

The integrated solution of provenance into Cloud infrastructures particularly
for e-Science applications causes extra overhead of calculation and storage. The
calculation overhead is the extra time needed for the collection, parsing and
storage of the provenance data. In our experiments, the overhead is calculated
for the individual layers of Cloud using the CRM application. The calculation is
performed for the various components of the CRM application which correspond
to Cloud layers. At the infrastructure layer, we tested the eucalyptus Cloud
with node controller and cluster controller services. Platform layer is tested
with WSO2 application service and enterprise service bus. The software layer is
evaluated for the web services snyntodatabase and syncfromdatabase in CRM.

Table 1 presents the performance overhead of provenance from various com-
ponents in Cloud and CRM application. The maximum times are the excep-
tional cases and therefore average time was calculated from multiple runs (50)
of components and layers. The average time presents the overhead for collection,
parsing and storing of the provenance. Formula 1 is used to calculate the over-
all overhead by summation of individual overhead from software, platform and
infrastructure layer.

Depending on the granularity and storage mechanism, time required for prove-
nance may slightly vary. The very low overhead explains the utility of our
provenance collection technique which follows the interceptor based approach
for collection and link based approach to store the data [12]. Given the overall
advantages of provenance, this extra overhead is negligible.

Total Overhead =
n∑

i=0

(S)i+
n∑

i=0

(P)i +
n∑

i=0

(I)i (1)

7 Conclusions

In this paper we emphasis on the provenance data at the various layers of Cloud
infrastructures for the applications deployed there in. To achieve this, first, we
identified individual layers in Cloud computing and presented the related prove-
nance data for each layer. Then various queries were explored that could be an-
swered using the hierarchical architecture of Cloud and deployed applications.
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Table 1. Calculation time overhead for provenance in milliseconds

Cloud layers Max time(ms) Min time(ms) Avg time(ms)

Software (CRM application) 18 2 7

Platform (WSO2 AS) 22 1 3
Platform (WSO2 ESB) 12 1 2.5

Infrastructure (Eucalyptus NC) 15 2 4
Infrastructure (Eucalyptus CC) 20 7 12

Combined 26 ms

These queries utilized the provenance of individual layer or the integrated prove-
nance data. Further, the identification of relations is provided which exists for
one particular layer or in the integrated provenance data. By exploiting the
Cloud architecture, we divided the provenance into various layers and presented
the mechanism to query and visualize different requests from the perspectives of
various stakeholders including users, developers and Cloud providers themselves.
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Abstract. In this paper, we propose a new OpenCL toolkit called JCL for hete-
rogeneous clusters. Using this toolkit, users can make use of multiple remote 
heterogeneous processors including CPUs and GPUs for the execution of their 
OpenCL programs. Since load balance is an important issue for the perfor-
mance of the user programs executed by heterogeneous processors, the  
proposed toolkit provides users with a set of load-balancing functions to auto-
matically adjust the amount of data assigned to each processor according to 
processor’s computation power. We have evaluated the performance of the pro-
posed toolkit in this paper. Our experimental result shows that the proposed 
toolkit really can enable the test programs to effectively exploit heterogeneous 
processors for enhancing their execution performance. 

Keywords: heterogeneous cluster computing, GPU, OpenCL, load balance. 

1 Introduction 

Recently, NVidia and AMD have proposed their own general-purpose graphic 
processing unit (GPGPU, simply called GPU [1] later) for scientific computing. Since 
GPU has a high density of computational cores and consumes less energy per instruc-
tion, it is more powerful for data computation and is more helpful for energy saving 
and carbon reduction than CPU. Accordingly, more and more cloud-service providers 
such as Amazon and Google start to provide not only CPU but also GPU resources for 
users to resolve data-intensive or massive-computation problems. 

However, the proposed GPU programming toolkits such as CUDA [2] and Brook 
[3] are very different from OpenMP [4] or Pthread [5], which are popularly used for 
multi-core CPUs. This problem is a big barrier for simultaneously exploiting CPU and 
GPU to resolve the same problem since programmers have to learn different pro-
gramming interfaces, and use them in the same program. Fortunately, Khronos Group 
has proposed a standard called OpenCL[6] for resolving this problem. The OpenCL 
programs can be executed by different processor architectures including CPU, GPU, 
CELL [7], and FPGA [8] etc. Consequently, OpenCL successfully reduces the pro-
gramming complexity of heterogeneous processors. However, most of the implemen-
tations of OpenCL do not support cluster computing. When users intend to make use 
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of cluster resources, they still need to combine OpenCL with MPI [9] in their pro-
grams to distribute data over loosely-coupled resources for concurrent computation. 
This is not convenient for users to exploit the resources of heterogeneous clusters. 

To resolve this problem, we propose an OpenCL programming toolkit called JCL 
for heterogeneous cluster computing in this paper. With the support of JCL, users can 
transparently make use of CPUs and GPUs available in computer networks for paral-
lel computation while they don’t know the location of resources. From the viewpoint 
of users, they feel that their programs are executed on a computer with many 
OpenCL-compatible devices since they don’t have to use MPI for data distribution 
any more. Consequently, the programming of heterogeneous clusters can be effective-
ly simplified. Moreover, JCL supports load balance. That is, user programs can auto-
matically self-adjust their data partition by calling the load balancing functions of JCL 
to achieve load balance among heterogeneous processors, and thereby enhance their 
execution performance. 

The rest of this paper is organized as follows. Section 2 is background of OpenCL. 
Section 3 and Section 4 briefly describe the framework and implementation of JCL, 
respectively. Section 5 discusses the performance of JCL. Section 6 compares JCL 
with related programming toolkits. Finally, section 7 gives a short conclusion for this 
paper and our future work. 

2 Background 

OpenCL is a standard proposed by Khronos for programming on heterogeneous pro-
cessor architecture. The user applications developed by using OpenCL can be ex-
ecuted with CPU, GPU and processors of other types. As a consequence, users need 
not learn a particular programming toolkit dedicated for each type of processors. The 
interfaces of OpenCL basically can be classified into platform layer and runtime 
layer. The functions of the platform layer are used for platform control while the func-
tions of the runtime layer are used for executing kernel functions on the target device. 
User programs usually use the functions listed in Table 1. 

Table 1. OpenCL APIs 

Query Platform clGetPlatformIDs() 

clGetPlatformInfo() 

Query Devices clGetDeviceIDs() 

clGetDeviceInfo() 

Contexts clCreateContext() 

Command Queues clCreateCommandQueue() 

Memory Objects clCreateBuffer() 

clEnqueueReadBuffer() 

clEnqueueWriteBuffer() 

Program Objects clCreateProgramWithSource() 

clBuildProgram() 
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Table 1. (Continued) 

Kernel Objects clCreateKernel() 

clSetKernelArg() 

Executing Kernels clEnqueueNDRangeKernel() 

Event Objects clCreateUserEvent() 

clSetUserEventStatus() 

clWaitForEvents() 

 
Here we give an example program of vector addition to briefly introduce the 

OpenCL functions as shown in Fig.1 and Fig.2. Basically, this program is partitioned 
into two parts: host and device. The host program is responsible for device allocation, 
creation and submission of kernel functions, and data communication between the 
host and the device. The device program is a kernel function executed by the device 
for processing problem data pending in the device memory. 

 

   

Fig. 1. Host Code of VectorAdd        Fig. 2.  Kernel Code of VectorAdd 

The execution of this program is described as follows. First, the host program que-
ries the platform information by clGetPlatformIDs(), and then obtains a device from 
the platform by clGetDeviceIDs(). Second, it creates a program context for executing 
a kernel function with the device, and builds a command queue for sending com-
mands to the device. Third, it calls clCreateBuffer() to allocate device memory for 
data communication between the host and the device, and invokes clLoadProg-
Source(), clCreateProgramWithSource() and clBuildProgram() to create the kernel 
function. Forth, it calls clSetKernelArg() for setting the arguments of the Kernel func-
tion, and then it copies data from the host memory to the allocated device memory by 
clEnqueueWriteBuffer(), and launches the kernel function into the device for 
processing the problem data by clEnqueueNDRangeKernel(). Finally, it copies the 
execution result from the device memory to the host memory by clEnqueueReadBuf-
fer() after the execution of the kernel function is finished. When users intend to simul-
taneously exploit multiple OpenCL-compatible devices within a computer for data 
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computation, they have to distribute data over a group of threads and make threads 
dispatch their assigned data and the same kernel function to different devices for con-
current computation. 

3 JCL 

JCL is compatible for the OpenCL standards 1.0. When users intend to execute their 
OpenCL on a heterogeneous cluster, the only thing they have to do is to recompile 
their programs and link with the JCL runtime library instead of the original OpenCL 
one. When the threads of a user program execute, the JCL client will transparently 
redirect the OpenCL functions invoked by the program threads to remote JCL servers 
for concurrent execution. As a result, users feel their programs are executed on a 
stand-alone machine with many devices. Moreover, JCL supports dynamic load bal-
ance for iteration applications. User programs can easily adjust the amount of data 
assigned to processors to achieve load balance, and thereby increase their execution 
performance. 

The framework of JCL is based on a client-and-server model as shown in Fig. 3. 
The JCL client is responsible to catch the OpenCL functions issued by program 
threads, and then redirect the functions to remote JCL servers for execution via 
TCP/IP sockets [10]. In addition, it keeps track of track the execution time of each 
thread, and calculating the amount of data assigned to the thread based on its compu-
tational power whenever the thread calls the load-balancing function of JCL. On the 
other hand, the JCL server is responsible to manage OpenCL-compatible devices 
within a computer, and execute the OpenCL function calls coming from the JCL 
clients on the local devices.  For transparent resource allocation, the JCL server gets 
the handles of all the devices within the local host by calling the OpenCL functions of 
getting device identifier, and registers its platform information and location to the 
resource broker in a computer cluster before it starts to serve the JCL clients. In the 
JCL framework, the client and the server can be executed on the same machine while 
the mapping between clients and servers is one-to-many. In other words, one client 
can be served by many servers while one server cannot serve multiple clients at the 
same time. 

 

 

   

                Fig. 3. Framework of JCL                 Fig. 4.  Control flow of JCL 
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The scenario of program execution in the JCL framework is simply described as 
follows. When a user program starts to execute, the JCL client will ask the resource 
broker for allocating a group of free JCL servers according to user’s resource re-
quirement. After receiving the location and platform information of the servers allo-
cated by the resource broker, the JCL client will ask the allocated servers for getting 
their device handles and will build a schedule table for mapping program threads to 
devices. Currently, the way of thread-to-device mapping is round robin. After re-
source allocation, the user program can continue to create a number of working 
threads according to the total device number, and evenly distributes data over the 
working threads for concurrent computation. When the program threads invoke 
OpenCL functions, the JCL client will look up the mapping table of threads to devic-
es, and then redirect the invoked functions with the device handles to the mapped JCL 
servers for concurrent execution. 

As previously described, JCL allows user programs to transparently exploit mul-
tiple heterogeneous resources including CPUs and GPUs at the same time. However, 
load balance is a big problem for the execution performance of user programs since 
the computational power of each processor is not identical, and the performance gap 
between CPU and GPU is very big. For resolving this problem, user programs can 
create more threads than devices, and then the JCL client dynamically allocate the 
threads onto the devices when idle JCL servers ask for more threads. As a result, the 
devices with higher computational power can get more threads than the others to 
achieve load balance. However, this method induces a significant overhead to affect 
the performance of high-speed GPUs since the JCL servers have to ask the JCL client 
for more pending threads many times. Therefore, JCL adapts data repartition instead 
of thread redistribution for load balance. To achieve this goal, JCL provides a set of 
load-balancing functions for users to partition their problems according to the compu-
tational power of processors. When user programs call the load-balancing functions, 
they can automatically adjust their data partition to achieve load balance among  
processors. 

 

 

Fig. 5. Nbody with using the load balancing functions of JCL 
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Here we give a working function of the threads in the N-body application to explain 
how to use the load-balancing functions of JCL as shown in Fig. 5. Nbody is an iteration 
application to simulate the motion of bodies under the effect of gravitation. At the begin-
ning of each iteration, each thread calls lbGetPartSizeOffset() to obtain the amount of 
assigned data, and the address offset of the first one of the assigned data within a memory 
buffer. In addition, each thread calls lbProfileTimeStart() and lbProfileTimeEnd() to 
record the execution time of the current iteration for next-iteration data partition. Since the 
global working size must be dividable by the local working size based on the specification 
of OpenCL, each thread performs lbGetNDKernelCoreSize() to obtain the best size of the 
cores used to execute the kernel function for processing the assigned data. 

4 Implementation 

The implementation of JCL is based on Linux operation system and the TCP/IP pro-
tocol. We briefly describe how to implement the function redirection and load balance 
of JCL in this paper.  

4.1 Redirection of Function Calls 

Because of the length limit of the paper, here we describe the implementation of only 
three different OpenCL functions as follows. 

cl_intclGetPlatformIDs(cl_uint num_entries,cl_platform_id *platforms, cl_uint* 
num_platforms).  

This function is used to get the platform information. The num_entries argument is 
the number of platform. The platforms argument is the list of platform. The 
num_platforms argument is the number of platforms returned. The process of this 
function is shown in Fig. 6.  

 

  

     Fig. 6. Process of clGetPlatformIDs      Fig. 7. Process of clEnqueueWriteBuffer() 

When a user program calls this function, the JCL client will redirect this function 
to each of the JCL servers allocated to this program as shown in Fig.6. Each JCL 
server will generate a array which can store N cl_platform_id values, and a cl_unit 
variable called num_platform for calling clGetPlatformIDs(), and then return the 
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cl_platform_id values and the num_platform value obtained by calling clGetPlatfor-
mIDs() to the JCL clinet. Finally, the JCL client will integrate all the cl_platform_id 
values coming from the JCL servers. 

clEnqueueWriteBuffer (cl_command_queue command_queue, cl_mem buffer, 
cl_bool blocking_write, size_t offset,size_t 
size,const void *ptr,cl_uint num_events_in_wait_list, 
const cl_event *event_wait_list, cl_event *event). 

This function is used for copying data from the host memory to the device memo-
ry. Buffer and ptr respectively denote the address of the host memory and the device 
memory. Size is the length of data. Blocking_write is a flag to specify the operation is 
blocking or non_blocking. The other augments are used to set waiting events. The 
process of this function is shown in Fig.7. When a program thread calls this function, 
the JCL client will send the values of command_queue, blocking_write, offset, size, 
and number_events_in_wait_list to the JCL server. The JCL server will allocate a 
buffer according to the value of size for receiving the data coming from the JCL client 
later. After sending the data to the JCL server, the JCL client will send the value of 
ptr to the JCL server. Next, the JCL server will copy the data from the buffer to the 
device memory from the prt+offset address to the prt_offset+size-1 address, and will 
return clresult_code to the JCL client. Finally, the JCL client will transfer the received 
clresult_code to the calling thread. 

cl_intclSetEventCallback (cl_event event, cl_int command_exec_callback_type, 
void (CL_CALLBACK *pfn_event_notify(cl_event event, cl_int 
event_command_exec_status, void * user_data), void  *user_data). 

This function is used for program threads to register a callback function for calling a 
given OpenCL function. When the execution status of the called OpenCL function 
matches the registered event, the registered callback function will be invoked to handle 
the event. Accordingly, the event argument is used to specify the registered event. 
Command_exec_callback_type is the condition of triggering the callback function. 
Pfn_event_notify is a function pointer, which points to the callback function. User_data 
is the argument of the callback function. The process of this function is shown in Fig. 8. 

 
Fig. 8. Process of clSetEventCallback() 
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The JCL client will allocate a communication port for the callback function, and 
will create a thread to listen at the port in order for waiting a trigger signal from the 
JCL server. Next, the JCL client will sent the argument values and the port number to 
the JCL servers. The JCL server will create a dummy callback function for the speci-
fied event, and then will call clSetEventCallBack() with the received argument values, 
and the dummy callback function. When the execution status of a called OpenCL 
function matches the registered event, the dummy callback function will be invoked 
to send a signal to the JCL client for handling the event. The thread listening to the 
communication port created for the event will wake up to call the real callback func-
tion to handle the event. 

4.2 Load Balancing Functions 

void lbInitial(int thread_num).  
This function is used for the initialization of dynamic load balance. The argument 

of thread_num is the number of program threads. When this function is called, the 
JCL client will allocate an time array, called ttime for storing the execution time of 
threads in each iteration, and will create a barrier for thread synchronization in lbGet-
PartSizeOffset(). 

void lbProfileTimeStart(). 
When a thread calls this function, the JCL client will record the current time into 

ttime[id] where id is the identifier of the thread. 

voidlbProfiletimeEnd(). 
When a thread calls this function, the JCL client will record the current time and 

store the time interval between the current time and ttime[id] into ttime[id] for later 
use in lbGetPartSizeOffset(). 

void lbGetPartSizeOffset(size_t *getsize, size_t *get-offset, size_t problemsize, 
size_t rowsize). 

The arguments of getsize and getoffset are the memory addresses of the variables 
used for storing the amount of data and the position offset of the first one of the data 
assigned to the calling thread. The arguments of problemsize and rowsize are the total 
amount of data pending for computation, and the number of data in a partition unit, 
respectively. When a thread calls this function, the JCL client will process this func-
tion call as follows. 

First, the JCL client calculates the power factor of the calling thread as follows. 

 
k

k
ik imeexecutiont

datasize
power =  (1) 

Assume the identifier of the calling thread is i. In the above equation, the parameters 
of datasizek and executiontimek denote the amount of data computed by the calling 
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thread, and the execution time of the thread at the kth iteration. Second, the JCL client 
calculates the average load factor of program threads, and then estimates the relative 
power factor of the calling thread at the kth iteration as follows. 

.,/_
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NOthreadNNpowerpoweraverage
N

i ikk == =
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kikik poweraveragepowerpowerrelative _/_ = .  (3) 

Finally, the JCL client calculates the amount of data assigned to the calling thread, 
and the offset of the first assigned data as follows. 

 

ikki powerrelative
N

eproblemsiz
datasize _*)1( =+

          (4) 

 −

= ++ = 1

0 )1()1(

i

i kiki datasizeoffset                    (5) 

void lbGetNDkernelCoreSize(size_t*GlobalWorkSizesize_t *LocalWorkSize). 

This function is used to get the maximal number of cores available in a working 
group. The value of the GlobalWorkSize argument usually is equal to the amount of 
data assigned to the calling thread. Since the global work size must be evenly divida-
ble by the local work size according to the specification of OpenCL, the JCL client 
sets the LocalWorkSize as the maximal integer which is not bigger than 
CL_DEVICE_MAX_WORK_GROUP_SIZE, and can evenly divide GlobalWork-
Size. The two arguments of GlobalWorkSize and LocalWorkSize are used for calling 
EnqueueNDkernel() later. 

5 Performance Evaluation 

We have implemented two OpenCL applications including Nbody and Matrix Multip-
lication for evaluating the performance of JCL. We compiled the test programs with 
linking the runtime library of JCL, and then executed them with a cluster of comput-
ers connected with 1Gbps Ethernet, as shown in Table 2. In this performance evalua-
tion, we did three experiments for evaluating the performance of JCL. The first is to 
estimate the overhead of JCL. The second is to measure the speedup of JCL. The third 
is to evaluate the effectiveness of load balancing of JCL. 

Table 2. Experimental environment 

JCL servers 

Device type Device & Memory 
CPU Intel Xeon 5500, 16GB RAM 
GPU NVidia GT9800, 1GB VRAM 
GPU NVidia 550Ti, 1GB VRAM 
GPU ATI HD5570, 1GB VRAM 

JCL client CPU Intel Q6600, 2GB RAM 
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5.1 Overhead of JCL 

This experiment is aimed at comparing the cost of JCL runtime time library with that 
of the original OpenCL runtime library for several OpenCL functions, and estimating 
the communication overhead of exploiting a remote JCL server. The test program 
used in this experiment was the Nbody application or 100 iterations. The JCL server 
was executed on the host with the Xeon 5500 processor. The experimental result is 
shown in Fig. 9. 

 

 

Fig. 9. Breakdown of the execution time of Nbody 

It can be found that the overhead of the JCL library is low compared to the origi-
nal OpenCL runtime library. The cost difference of the two libraries happens in the 
functions of clEnqueueWriteBuffer() and clEnqueueReadBuffer(). The main reason 
for this cost difference is that the JCL client exchange data with the JCL server 
through network when it executes the two functions. Although this communication 
cost increases as well as the amount of data, however it is necessary and unavoidable 
while it is reducible by higher speed networks. Fortunately, most of execution time is 
spent on the function of clEnqueueNDRangeKernel(), i.e., data computation. Conse-
quently, the total execution time of the test program has no obvious difference al-
though the program is linked with two different libraries. 

5.2 Speedup 

In this experiment, we intend to evaluate the effectiveness of JCL on the performance 
of the test programs, which are executed by multiple GPUs in a cluster. In order to 
control performance factors, we ran the test applications with using four NVidia 
550Ti GPUs, and then estimated the speedup of the test programs by using the one-
node case to be baseline. The speedups of the two test programs are shown in Fig. 10 
and Figure 11, respectively. The experimental result shows that the speedups of the 
two test programs are effectively increased when the number of used GPUs increases 
in most of cases. However, the network speed is much slower than the computation 
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speed of GPUs. Consequently, the speedup is not linearly increased with the number 
of used GPUs especially when the problem size is small. That is why the MM appli-
cation with 1024x1024 float-point numbers cannot obtain a speedup because the 
communication cost of distributing data over GPUs cannot be compensated by the 
computation cost saved by parallel computation with the GPUs. Fortunately, higher 
speed networks can improve this problem. This problem will disappear and the spee-
dup of the test programs will become more obvious when the problem size becomes 
large enough as shown in the experimental result. 

 

   

        Fig. 10. Speedup of MM                  Fig. 11. Speedup of Nbody 

5.3 The Effectiveness of Load Balance 

In this experiment, we used four different-speed processors including Intel Xeon 
5500, NVidia 9800, 550Ti and ATI 5570HD for executing the kernel functions of the 
test programs. We ran the test applications respectively with and without the load 
balancing functions of JCL, and evaluated the performance of the test applications in 
the two different cases. The experimental results are depicted in Fig. 12 and Fig. 13. It  

 

 

Fig. 12. Performance of MM with and without 
load balancing  

Fig. 13  Performance of Nbody with and 
without load balancing 
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can be found that when the test programs don’t use the load balancing functions of 
JCL, the execution times of NVidia 550Ti and ATI 5570HD are much less those of 
Intel 5550 and NVidia 9800 since the former two is more powerful in data computa-
tion than the latter two. By contrast, all the execution times of the four processors 
become very average when the test programs use the load balancing functions of JCL. 
Consequently, the performance of the test programs is successfully improved due to 
load balance. As previously discussed, the load-balancing function of JCL is really 
effective for increasing the performance of user programs.  

6 Related Work 

Some programming toolkits like JCL had been proposed in past studies. For example, 
rCUDA [11] is aimed at resource sharing for minimizing the number of high-end 
GPU-compatible devices in clouds because of considering resource utilization and 
energy consumption. This toolkit is implemented also based on TCP/IP socket. With 
the rCUDA client, the CUDA functions issued by user programs can be redirected to 
remote CUDA-compatible GPU for execution. However, this toolkit supports only 
NVidia GPU, and does not support parallel computing. vCUDA [12] is a toolkit dedi-
cated to enabling virtual machines to support user programs for accessing physical 
CUDA-compatible devices through the software boundary. This toolkit is imple-
mented based on XML-RPC. As a result, the communication cost of vCUDA is high-
er than that of rCUDA. Hybrid OpenCL [13] is aimed at providing an abstraction of 
different implementations of OpenCL over network. With the support of this toolkit, 
user programs can connect multiple runtime systems of OpenCL over network. The 
goal of Hybrid OpenCL is as same as that of JCL while it does not support load bal-
ance and callback functions. Virtual OpenCL (VCL) [14] is a cluster platform, which 
allows OpenCL programs to make use of multiple GPU in a cluster. The framework 
and implementation of VCL is similar to JCL while it currently does not support load 
balance and provides only GPUs but CPUs for data computation. Compared to rCU-
DA and vCUDA, JCL is focused on parallel computing but not resource sharing or 
virtualization. Moreover, JCL supports not only NVidia GPU but also AMD GPU and 
x86 CPUs proposed by any vendors. Different to Hybrid OpenCL and VCL, JCL 
allows users to simultaneously exploit both of CPUs and GPUs in a cluster for resolv-
ing the same problem while they are not aware of resource location, and data commu-
nication between the local host and remote servers. In addition, JCL supports load 
balance for enhancing the performance of user programs. 

7 Conclusion and Future Work 

We have successfully developed an OpenCL programming called JCL for heteroge-
neous cluster computing in this paper. With the support of JCL, users can write pro-
grams by means of the same programming interface, i.e., OpenCL, and make use of 
multiple heterogeneous processors including GPUs and CPUs distributed in computer 
networks for the execution of their OpenCL programs while they are not aware of 
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resource location, and data communication between the local host and the remote 
servers. Consequently, JCL successfully reduces the programming complexity of 
heterogeneous cluster computing. Our experimental result has shown that the over-
head of the proposed toolkit is negligible. User programs indeed effectively exploit 
the computational power of processors with using the load balancing functions of 
JCL, and thereby enhance their performance. 

In addition to CPU and GPU, the processors of embedded systems such as ARM 
and FPGA can support OpenCL. Therefore, we will extend the framework of JCL to 
aggregate FPGAs and ARMs with CPUs and GPUs together for minimizing the time 
of resolving data-intensive or massive-computation problems. In addition, we will 
build a cloud program development environment based on JCL for users to make use 
of heterogeneous resources in clouds for parallel computing [15]. 
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Abstract. MapReduce is an effective tool for processing large amounts of data 
in parallel using a cluster of processors or computers. One common data 
processing task is the join operation, which combines two or more datasets 
based on values common to each. In this paper, we present a network aware 
multi-way join for MapReduce(NAMM) that improves performance by redi-
stributing the workload amongst reducers. NAMM achieves this by redistribut-
ing tuples directly between reducers with an intelligent network aware  
algorithm. We show that our presented technique has significant potential to 
minimize the time required to join multiple datasets. 

Keywords: MapReduce, Hadoop, Multiway Join, Workload Redistribution. 

1 Introduction 

MapReduce [1] is a flexible programming model proposed by Google for processing 
and creating data sets over a cluster of computers. The MapReduce model hides 
extraneous details inherent in distributed programming such as parallelization, fault 
tolerance, data distribution and load balancing within a library. This simplifies the 
process of writing distributed programs, which is an advantage MapReduce has over 
other distributed programming models such as MPI that requires the programmer to 
explicitly handle the data flow [2]. 

Programmers who use the MapReduce library need to write two functions a map 
function and a reduce function. The purpose of the map function is to take the input 
key/value pairs from an input source, process it and then outputs a set of intermediate 
key/value pairs. The intermediate key/value pairs it generates is then fed into a reduce 
function which processes the key/value pairs and then generates as output its own set 
of key/value pairs.  

                                                           
* Corresponding author. 
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Parallelism is achieved by running multiple map and reduce functions on multiple 
processors or machines. The intermediate key/value pairs produced by each of the 
map functions are partitioned so that intermediate key/value pairs that share the same 
key are all sent to the same reduce function to be processed. 

Since its conception by Google the MapReduce model has inspired others to adopt its 
paradigm. One of the most well known adopters was Yahoo, who developed an open 
source implementation known as Hadoop [3] which operates under the Apache license. 
Hadoop is a Java-based implementation and by default runs on its own distributed file 
system (HDFS). Because Hadoop is open source, well documented and easy to use, the 
tool has gained prominence in the distributed programming community. For this reason, 
we use Hadoop as our reference platform for MapReduce in this paper. 

The MapReduce model is effective at processing large amounts of data or datasets. A 
dataset is essentially a set of tuples stored in a file. In this paper, we look at one of the 
most common data processing operations called a join, which combines two or more 
datasets together based on some common value. There are many possible ways to im-
plement a join. The efficiency of a join implementation depends on how many data sets 
there are and how large the data sets are. A MapReduce join can be implemented as a 
map-side join or a reduce-side join and multiple datasets may be handled either as suc-
cessive two-way joins known as a cascade of joins or with a multiway join [4]. 

Multiway joins have certain advantages and disadvantages over cascade joins. 
First, it avoids considerable overhead since it does not to setup multiple jobs. Second, 
it can save space on the network since it does not need to store intermediate results. 
However, there are some drawbacks to multiway joins. When a multiway join is per-
formed it needs to buffer tuples. This can lead to memory problems, especially if the 
data is skewed. Therefore, the number of datasets and size of datasets are limited by 
the memory resources available. 

The main idea of NAMM is to improve processing time of a multiway join by redi-
stributing the workload between reducers. The main contributions of our work are as 
follows. First, we present a model to redistribute tuples amongst reducers on the Ma-
pReduce framework for a multiway join. Second, we show how the NAMM redistri-
bution algorithm can reduce job response times for a multiway join by considering 
network distance and reducer workload. Third, we compare our method to an alterna-
tive method, which does not take into account these factors. 

The rest of this paper is organized as follows. Section 2 explains our research mod-
el and presents the proposed techniques on multiway joins and tuple redistribution.  
In Section 3, the simulation results and performance analysis are given to weigh the 
pros and cons of the proposed method. In Section 4, we discuss related work. Finally, 
the conclusion and future work are presented in Section 5. 

2 Research Model 

2.1 Network Model 

The research model for this study is presented in Figure 1, which shows a network 
environment consisting of switches, racks and nodes. The two-level tree topology 
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shown in Fig 1(a) is a common network layout used by Hadoop. Each rack contains a 
set of servers (nodes) all interlinked by a switch. The racks themselves then uplink to 
a core switch or router. It is important to note that the total bandwidth between nodes 
on the same rack is much greater than that between nodes on different racks. The 
nodes are used to run map or reduce tasks as shown in Fig 1(b). In this paper, map 
tasks and reduce tasks are also referred to as mappers and reducers respectively. 

 

  
                      (a)                            (b) 

Fig. 1. Research model in this paper (a) a tree network consisting of racks and nodes (b) A node 
running a set of reduce tasks 

2.2 Join Algorithms 

Join algorithms have been studied extensively over the years, with many different 
variants existing for each type of algorithm. Many join algorithms in academia pre-
date the invention of MapReduce, due to their ubiquitous use throughout the database 
community. The multiway join algorithm presented in this paper is a hybrid join 
based on pre-existing MapReduce join model for reduce-side joins and a hash-join 
which handles joins locally on the reducer. 

2.2.1 Reduce-Side Join  

Reduce-side joins are based on the MapReduce programming model which is com-
posed of a map phase and a reduce phase. In the map phase, the datasets are read by a 
map function by each map task, one tuple at a time. The purpose of the map function 
is only to pre-process the tuples and sort them by the join key. Before tuples are parti-
tioned based on their join key, they are tagged so that the reduce function can know 
which table the tuple originated from. The tuples are then sent to their respective re-
ducer where they are to be joined. Each tuple is then joined by the reducer based on 
which table they came from. 
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2.2.2 Hash Join  

A hash join is a traditional algorithm used by databases for joining two datasets to-
gether. A hash join consists of two distinct phases a ‘build’ phase and a ‘probe’ phase. 
In the build phase the smallest dataset is inserted into a in-memory hash table. In the 
probe phase the largest dataset is scanned and joined with the appropriate tuple(s) 
stored in the hash table.  

2.2.3 NAMM Multiway Join 

In this section we present our proposed multiway join. The purpose of a multiway join 
is to join multiple datasets together. Our proposed join improves performance of the 
multiway join by redistributing the workload amongst reducers. Unlike other schemes 
that redistribute the workload using a distributed queue [5], our methodology redistri-
butes the workload directly between reducers with help of a mediator service, as 
shown in fig 2. 

 

 

Fig. 2. Multiway Join Tuple Redistribution with NAMM 

The reduce-side join and the hash join algorithms are both examples of a two-way 
join. Two-way joins are joins that involve only two tables. Multiway joins are joins 
involving more than two tables. The multiway join presented in this paper uses a re-
duce-side join to join the two largest datasets and a hash join on the reducer side to 
join that result with several smaller datasets. The two largest datasets are partitioned 
and sent to the various reducers using the typical reduce-side join mechanism.  

Unlike the typical multiway join mechanism [6], the smaller datasets are sent to all 
the reducers. This can be done by duplicating tuples in the mapper phase so that a  
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copy is sent to each reducer or in Hadoop by using its distributed cache mechanism. 
Therefore, this method is appropriate in situations where the aggregate size of the 
smaller datasets can fit in the memory of each node used to execute a reduce task. 

Once the mappers have sent the reducers all the tuples, the reducers are able to 
process the tuples. The two largest datasets are then joined with a traditional reduce-
side join. After completing the initial primary join, the reducer registers with the me-
diator. The mediator is provided details from the reducer about the number of tuples it 
has, and details on which node it resides.  

From the list of reducers already registered, the reducer will attempt to send a 
batch of tuples to another reducer. For the sake of clarity in this paper, we define two 
types of reducers, senders and receivers. Senders are those reducers that still have 
tuples to join and receivers are idle reducers that already processed their workload. 
The sender makes a request to the mediator to find a receiver on the network. It then 
prepares a batch of tuples to send from the initial primary join. The size of the batch 
depends on memory size of reducers and number of tuples being processed. The me-
diator then finds the reducer closest on the network in terms of network distance. If 
the mediator is unable to find a suitable receiver, the sender hash joins the batch of 
tuples it prepared instead. Network distance in this study is based on the same concept 
used in Hadoop [3] and is calculated based on the number of switches that exist be-
tween two nodes. There are three different scenarios that may occur in a data center. 
Given a node n1 on rack r1 in data center d1. This can be represented as /d1/r1/n1. 
Using this notation, here are the distances for the three scenarios: 

• distance(/d1/r1/n1, /d1/r1/n1) = 0 (processes on the same node) 
• distance(/d1/r1/n1, /d1/r1/n2) = 2 (different nodes on the same rack) 
• distance(/d1/r1/n1, /d1/r2/n3) = 4 (nodes on different racks in the same data 

center) 

Once a sender has sent all its tuples to a receiver it prepares another batch of tuples. If 
the sender has less tuples to process than other senders, it processse these tuples itself. 
Otherwise, the sender makes another redistribution request to the mediator. 

3 Evaluation 

3.1 Experiment Configuration 

To evaluate the performance of the proposed technique, we implemented the NAMM 
multiway join method and tested its performance on a simulated MapReduce envi-
ronment. We then evaluated its performance against a network unaware method. 
Overall, the network unaware method is the same as the NAMM method but sends its 
tuples to the first available receiver. We then tested both algorithms using various 
workloads using 200, 600 and 1000 million tuples. These workloads represent low 
loading (LL), medium loading (ML) and high loading (HL), respectively. For the sake 
of clarity, the experimental parameters used in this study are presented in Table 1. 
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Table 1. Experimental Parameters 

Parameter Definition Description 
LL Low Loading 200M tuples 
ML Medium Loading 600M tuples 
HL High Loading 1000M tuples 
n n Loading nM tuples 

 
In order to test our proposed algorithm the MapReduce environment was setup to 

emulate a small cluster of computers. The cluster for our test environment consisted 
of two racks, with two nodes per rack and three reducers per node as shown in Fig 1. 
In total, 18 cases were used to test the performance of NAMM. These test cases are 
presented in Table 2. 

Table 2. Test Cases  

Rack Rack 1 Rack 2 
Node Node 1 Node 2 Node 3 Node 4 

Reducer 1 2 3 4 5 6 7 8 9 10 11 12 

T
es

t C
as

e 

1 ML ML ML ML ML ML ML ML ML ML ML ML 
2 LL HL LL LL LL LL LL LL LL LL LL LL 
3 ML HL ML ML ML ML ML ML ML ML ML ML 
4 HL LL HL LL LL LL LL LL LL LL LL LL 
5 LL HL LL LL HL LL LL LL LL LL LL LL 
6 LL HL LL LL LL LL LL LL HL LL LL LL 
7 HL ML HL ML ML ML  ML ML ML ML ML ML 
8 ML HL ML ML ML ML  ML ML ML ML ML ML 
9 ML HL ML ML ML ML  ML ML HL ML ML ML 
10 LL LL LL HL HL HL HL HL HL HL HL HL 
11 LL LL LL LL LL LL HL HL HL HL HL HL 
12 LL LL LL LL LL LL LL LL LL HL HL HL 
13 ML ML ML HL HL HL HL HL HL HL HL HL 
14 ML ML ML ML ML ML HL HL HL HL HL HL 
15 ML ML ML ML ML ML ML ML ML HL HL HL 
16 0 100 200 300 400 500 600 700 800 900 1000 1100 
17 1100 1000 900 800 700 600 500 400 300 200 100 0 
18 LL HL LL HL LL HL LL HL LL HL LL HL 

3.2 Experiment Results 

In this paper, we compare five different redistribution methods using the test cases 
from Table 2. The redistribution methods considered in this study use a combination 
of the redistribution features shown in Table 3.  

Table 3. Redistribution Features 

Undistributed no tuple redistribution 
Network Unaware network distance between reducers not considered 
Network Aware network distance between reducers considered 
SingleSend reducers redistribute tuples to only one receiver each hash join 
Multisend reducer with heaviest load attempts to redistribute tuples to mul-

tiple receivers before executing a hash join 
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The workload of a reducer is the total number of reduce-side joins and hash joins 
performed by that reducer. A MapReduce job does not complete until all mappers and 
reducers have completed their tasks. Therefore, the redistribution method that has the 
best performance is the redistribution method whose worst-case reducer has the least 
number of joins. We consider the worst-case reducer to be whichever reducer per-
formed the most number of joins.  

 

 
Fig. 3. The results for workload distribution on the worst-case reducer 

In Fig 3, we compare the performance of the worst-case reducer for each redistri-
bution method. In majority of test cases NAMM using network aware and multisend 
methods is able to significantly reduce the workload on each reducer, compared to 
other redistribution techniques covered in this study. The efficiency of NAMM is 
more apparent in test cases when the workload among reducers is less evenly distri-
buted. In test case 1, all the reducers had exactly the same workload and consequently 
no redistribution takes place. In test case 13, and test case 14 the workload was distri-
buted amongst reducer in such a fashion that there was no opportunity for multiple 
batch sends to occur. Test case 18 shows that in some instances multiple tuple redi-
stributions from the same reducer can interfere with the overall time taken to com-
plete a job. Overall, NAMM technique was able to improve workload redistribution 
by up to 12% when using the single send technique, and up to 21% improvement 
when compared to other network unaware methods assessed in this study.  

4 Related Work 

Joins have been studied in detail by many sources. Investigations and descriptions of 
the various joins have been collated by other works [6] [9]. One such work that dis-
cusses handling joins using a mediator over a network is presented by [7]. This sys-
tem employs a balanced network utilization metric to optimize the use of all network 
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paths in a global-scale database federation. It uses a metric that allows algorithms to 
exploit excess capacity in the network, while avoiding narrow, long-haul paths. A 
work similar to our paper is presented by [5] uses a distributed queue [8] rather than 
using peerwise network connections to perform multiway joins and does not take into 
account network distance when redistributing tuples. 

5 Conclusion and Future Work 

In this paper, a network aware multiway MapReduce join (NAMM) technique is pre-
sented for redistributing workload for MapReduce.  The simulation results show that 
NAMM can significantly improve tuple redistribution with Mutiway Joins for Ma-
pReduce applications.  NAMM’s has shown up to 21% improvement over other net-
work unaware methods.  

NAMM is designed for users who intend to use to perform a multiway join be-
tween two large datasets and several smaller datasets with MapReduce. In future work 
it would be desirable to explore how this system could be extended to handle more 
than two large datasets and how to improve its performance on different network 
topologies or hardware configurations. We leave these tasks for future work. 
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Abstract. Web applications play a major role in various enterprise and cloud 
services. With the popularity of social networks and with the speed at which in-
formation can be disseminate around the globe, online systems need to face ev-
er-growing, unpredictable peak load events. 

Auto-scaling technique provides on-demand resources according to work-
load in cloud computing system. However, most of the existing solutions are 
subject to some of the following constraints: (1) replying on user provided scal-
ing metrics and threshold values, (2) employing the simple Majority Vote scal-
ing algorithm, which is ineffective for scaling Web applications, and (3) lack of 
capability for predicting workload changes. In this work, we propose an effec-
tive auto-scaling strategy, called Work-load Based scaling algorithm, for Web 
applications. Our proposed scaling strategy is not subject to the aforementioned 
constraints, and can respond to fluctuated workload and sudden workload 
change in a short time without relying on over-provisioning of resources. We 
also propose a new method for analyzing the trend of workload changes. This 
trend analysis method provides useful information to the scaling algorithm to 
avoid unnecessary scaling actions, which in turn shortens the response time of 
requests. The experiment results show that the hybrid Workload Based and 
trend analysis method keeps response time within 2 seconds even when facing 
sudden workload change. 

Keywords: Cloud Computing, Auto-Scaling, Web Applications, Resource  
Provisioning, Trend Analysis. 

1 Introduction 

Web applications play a major role in various enterprise and cloud services. Many 
Web applications, such as eBanking, eCommerce and online gaming, face fluctuating 
loads. Some of the loads are predictable, such as the workload around a holiday for 
eShopping services. However, with the popularity of social networks and with the 
speed at which information can disseminate around the globe, online systems need to 
face ever-growing, unpredictable peak load events. 
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Auto-scaling is a solution that not only maintains application service quality but al-
so reduces wasted resources while facing fluctuating loads. The basic idea of auto-
scaling is to estimate the load for short window of time, and then be able to up-scale 
or down-scale the resources when there is a need for it. Many cloud services, such as 
Amazon EC2 [1] and Google App Engine [2], have proposed auto-scaling service. 
Other software such as Scalr [3] and RightScale [4] provide auto-scaling mechanism 
that can apply to cloud environments. However, most of the existing solutions are 
subject to some of the following constraints: (1) replying on user-provided scaling 
metrics and threshold values, (2) employing the simple Majority Vote scaling algo-
rithm, which we will show in this paper to be ineffective for scaling Web applica-
tions, and (3) lack of capability for predicting workload change, and thus may result 
in unnecessary scaling actions. 

We develop an auto-scaling system, WebScale, which is not subject to the afore-
mentioned constraints. WebScale monitors the behavior of the applications and the 
system, and based on the collected metrics, decides in real time whether the number 
of VMs for an application needs to be increased or decreased. Because of page limit, 
in this paper, we focus on the new algorithms we propose for scaling resources for 
Web applications. 

The main contributions of this work are as follows. (1) We show that the incoming 
requests from the clients (instead of standard metrics) and the HTTP response time 
can characterize the workload/performance behavior of Web applications more accu-
rately. Based on this observation, we devise an effective scaling algorithm called 
Workload-Based algorithm for Web applications. (2) We propose an algorithm to 
analyze the trend of workload change in a Web application. This trend analysis algo-
rithm can significantly reduce the number of peaks (longer than 2 seconds) in  
response time caused by workload fluctuating. (3) Our experiment results with work-
load generated by httperf [5] demonstrate that our scaling strategy can keep the aver-
age response time of Web applications within 2 seconds even when facing sudden 
load change. 

The rest of the paper is organized as follows. Section 2 presents the Workload-
Based scaling algorithm and the Trend Analysis algorithm. Section 3 presents and 
analyzes experiment results. Section 4 describes related work. Finally, Section 5 gives 
some concluding remarks. 

2 Scaling Algorithms 

In this section, we first give a brief overview of the widely used scaling algorithm, 
Majority Vote. We then present our Workload-Based scaling algorithm. Finally, we 
present our Trend Analysis technique, which co-works with the scaling algorithm to 
achieve better performance. 

2.1 Overview of Majority Vote 

Majority Vote selects the choice with the most properties among all choices. There are 
three choices, scale in, scale out, and no scale, for a VM when making decision. 
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characterize the workload, thus cannot provide accurate information to decide the 
number of VMs needed. On the other hand, using requests per second as the metric 
can avoid this problem. With this metric, we can calculate the number of new running 
VMs needed to make the average response time decrease to an acceptable range. 

The assumption that a VM has a capacity limitation; that is, it can only process a 
fixed number of requests per second simultaneously, is reasonable because of  
the need to maintain QoS. It has been shown in many previous works [6, 7, 8] that the 
types of requests to a Web application are bounded by a small constant, and that the 
percentage of each kind of requests to a Web application can be estimated. With such 
information, we can determine the capacity limitation of a VM. 

We propose a variation of parameter selection scheme [9] to determine the capaci-
ty limitation of a VM. Our parameter selection scheme collects the system and per-
formance information of a VM under different workload. This information is stored in 
a list, sorted by workload in ascending order. We can choose the maximum workload 
value from the list such that the corresponding performance satisfies the QoS re-
quirement. This workload value is used as the capacity limitation of the VM. The 
following is an example on how to decide the capacity limitation of a VM or database 
server. 

Table 1. Average response time(ms) under different workload combination 

req/s 100% Q1 75% Q1
+ 25% Q2 

50% Q1
+ 50% Q2 

100% Q2 

15 140.6 237.6 326.7 503.5 
20 159.0 251.4 367.2 18714.5 
25 157.7 6964.0 14082.4 22805.6 
30 8222.3 13860.2 17525.5 22552.0 

We use Table 1 to illustrate how we determine the capacity limitation of a VM us-
ing the parameter selection scheme. We use MediaWiki [10] as the web application. 
We assume that there are two kinds of requests, Q1 and Q2. Q1 requests a static Wiki 
page and Q2 requests a dynamic page which lists the links of top 100 articles in the 
database, sorted in descending order. Q2 has longer processing time than Q1. This 
table shows that the average response time dramatically increases if the request per 
second grows beyond a certain value under different workload combinations. Fur-
thermore, the capacity limitation decreases when the percentage of more expensive 
requests (i.e., Q2 in this example) increases. 

 (1) 

Our Workload-Based algorithm works as follows. For every fixed time interval, or 
“monitor interval”, our WebScale scaling system collects the current workload infor-
mation. By dividing the current workload W by the VM capacity C, we have the num-
ber of VMs needed. Then we subtract the current number of running VM R from this 
number, and get S, the amount of VM to be scaled. If S is positive, the decision will 
be scale out; on the other hand, if S is negative, the decision will be scale in. The 
same strategy applies to the scaling of database servers. 
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Fig. 2. Relation between different intervals 

2.3 Trend Analysis 

Some workloads exhibit periodic behaviors, e.g. stock market, enterprise applications, 
which we can take advantages while making scaling decisions. Periodic behavior 
means that similar behavior of the workload shows up every fixed length of time, thus 
we can predict the coming workload by historical data. Workload prediction has been 
studied by some previous works [11, 12]. Several different strategies have been pro-
posed to predict application workload. 

Instead of accurately predicting the workload value, for auto-scaling, it suffices to 
only predict the trend of workload change. Trend is the direction of workload chang-
ing in a fixed size of time, or “trend interval”. There are three possibilities, up, down, 
or constant. The workload trend of an application can be acquired from historical 
workload data. For most web applications that exhibit periodic behaviors, the pattern 
length is usually one day or one week. Given the pattern length, we can divide the 
historical data into pieces, each with length equals to the pattern length, and determine 
the trend of the pattern. 

A pattern consists of several trend intervals, which can be further divided into 
monitor intervals. Figure 2 shows the relationship between the pattern of workload, 
trend interval, and monitor interval. Scaling decisions are made in every monitor in-
terval and compared with the trend of the trend interval from previous pattern. For 
example, monitor interval 2-1.2 makes a decision “scale out”. This decision is then 
compared with the trend of trend interval 1-2 for confliction. Trend 2-1 will be up-
dated after all the monitor intervals (2-1.1˜4) make their decisions. 

The trend analysis technique works as a helper to the scaling algorithms by provid-
ing workload trend information to the scaling algorithms to make more “correct” 
decision while handling workloads with periodic behaviors. If a scale in decision 
“conflicts” with the trend, i.e., the decision is scale in while the trend is scale out, 
then the decision will be canceled and no scale will be the new decision. The rationale 
is to avoid removing VMs during workload increasing. 

3 Experiment Results 

3.1 Experiment Setting 

Our experiment environment consists of 24 physical servers, each with the following 
hardware specifications: quad-core X5460 CPU * 2 with hyper-threading, 16 GB 
memory, and 250 GB disk. The hypervisor is Xen 4.1 and the OS of domain 0 is  
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Fig. 4. Majority vote under PREDICTABLE workload 

Figure 4(a) and Figure 4(b) are the results of majority vote. Even though the num-
ber of running VMs changes with workload, the average response time suffers a lot. 
The results show that majority vote is not an effective scaling algorithm for web ap-
plications with frequently changing workloads. 

 

Fig. 5. Workload-based under PREDICTABLE workload 

Figure 5(a) and Figure 5(b) depict the number of running VMs and average re-
sponse time using workload-based as scaling algorithm. Workload-based outperforms 
majority vote. Furthermore, workload-based with trend analysis has better perfor-
mance than without trend analysis. In Figure 5(b), there are five peaks (longer than 2 
seconds) in the response time without trend analysis. These increasings are caused by 
sudden large workload changes. For example, in time 108, the workload drops, and 
the number of running VM decreases with it. However, in time 110, the load suddenly 
increases. Even if workload-based can respond to sudden workload increase, it still 
takes time to balance the load to these newly added VMs. Thus the average response 
time increases for a short period of time until the load is balanced. 

On the other hand, workload-based with trend analysis takes the historical trend in-
formation into consideration while making scaling decisions. When there is workload 
fluctuating, it will not invoke scaling action. Therefore, it results in only two peaks in 
the response time (at time 50 and 80). 
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In summary, for workloads with periodic behavior, using workload-based algo-
rithm with trend analysis performs the best among all three strategies. Slight sudden 
workload change will not affect workload-based algorithm with trend analysis. How-
ever, the cost of wrong analysis may be high. 

3.3 Scaling Data Access Tier 

In this section, we study the effect of auto-scaling on the data access tier. We add a 
backend VM with Round-Robin DNS. This VM also monitors the queries per second 
to the database servers, and make database scaling decisions using workload-based 
algorithm. The auto-scaling algorithm for running VMs is workload-based. Other 
settings are the same as previous section. 

 

Fig. 6. Database tier 

Figure 6(a) shows the performance result. The purple line is the workload. The red 
line shows the average response time of using only one database server. The response 
time drastically increases while the workload increases. On the other hand, the aver-
age response times of using two database servers always remain short no matter how 
workload changes. 

As can be seen from Figure 6(a), auto-scaling with workload-based algorithm can 
always maintain low average response time. When the response time increases to 
almost 4 seconds at the fourth minute, the large amount of workloads trigger the auto-
scaling system and a new database server is added to share the workload. The average 
response time decreases and remains short after then. 

Figure 6(b) shows the number of database servers used. It is clear that the number of 
database servers is dynamically adjusted according to the workload. The experiment 
result shows that by applying auto-scaling to the data access tier, we can maintain low 
average response time while using the right amount of active database servers. By keep-
ing fewer number of active database servers, energy consumption can be reduced. 

4 Related Work 

The auto-scaling feature has been provided in several cloud service providers and 
cloud computing systems, such as Amazon EC2 [13] and Google App Engine [2]. 
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Auto scaling in Amazon EC2 is enabled by Amazon CloudWatch, which monitors the 
resource usage on user instances. Google App Engine [2] provides a very simple auto-
scaling strategy. If the volume of incoming requests exceeds the capacity of the in-
stances currently available, they will have to wait in the Pending Queue. When the 
number of pending requests exceeds a threshold value, a new instance will be created 
to share the workload. 

Many softwares such as Scalr [3] and RightScale [4] provide auto-scaling mechan-
ism that can apply to cloud environments like Eucalyptus [14] or Amazon EC2. Both 
Scalr [3] and RightScale [4] scales the number of VMs based on the workload on each 
back-end server. The scaling algorithms are presumed to be majority vote. In this 
paper, our empirical study has shown that majority vote is not effective for scaling 
workloads with periodic behaviors. 

All of the above existing solutions do not address the issue of workload trend pre-
diction. Most of them use majority vote to deal with workloads even if the workload 
is predictable. In contrast, our auto scaling system provides trend analysis algorithm 
and can scale out quickly. 

The scaling decision algorithm plays a critical role in an auto scaling system. Chieu 
et al. [15] proposed an architecture for scaling based on predefined thresholds for 
Web applications. The algorithm scales out when all VM session numbers exceed the 
threshold. This approach is simple but insensitive to workload change. Our algorithm 
is more responsive to workload change since the decision is based on requests per 
second and HTTP response time and thus can accurately characterize Web application 
behavior. Mao et al. [16] presented a scaling approach to deal with batch jobs. Ac-
cording to the deadline of each job, it decides whether using current number of VMs 
is sufficient to meet the deadline. Since Mao’s algorithm only considers batch jobs, it 
is not applicable to Web applications. 

Another way to make scaling decision is by workload prediction. Caron et al. [11] 
used KMP algorithm to find patterns from history data based on N previous time in-
terval. Gmach et al. [12] used an ARMA scheme to find periodgram function. The 
two prediction algorithms aim to predict the precise workload. However, their results 
show that it is difficult to make accurate prediction of precise workload. In contrast, 
our analysis algorithm only predicts the trend of workload change for two reasons. 
First, predicting workload trend requires much less time complexity than predicting 
precise workload. Second, our experiments demonstrate that workload-trend guided 
scaling is very effective. 

5 Conclusion 

Auto-scaling technique provides on-demand resources according to workload in cloud 
computing system. In this work, we propose an effective scaling algorithm, Workload 
Based algorithm, for 3-tier web applications. We compare the effectiveness of two 
scaling algorithms – majority vote and workload-based. Majority vote, a simple scal-
ing strategy used in most existing systems, makes scaling decisions according to the 
load of each running VM, while workload-based uses the incoming workload, which 
is requests per second in our work, as the criteria for making scaling decisions.  
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A helper algorithm, Trend prediction, is devised to deal with workloads that exhibit 
periodical behaviors. 

We conduct experiments to evaluate the performance of different scaling algo-
rithms. We compared the performance of these algorithms under actual workload with 
periodical behavior. The results show that for workloads with periodical behavior, 
using workload-based algorithm with trend analysis performs the best among all three 
strategies. Slight sudden workload change will not affect workload-based algorithm 
with trend analysis. We also show that applying auto-scaling to data access tier can 
reduce the total database server used while maintaining the performance. 
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Abstract. Cloud Computing as a service-on-demand architecture has grown in 
importance over the previous few years. One driver of its growth is the ever in-
creasing amount of data which is supposed to outpace the growth of storage ca-
pacity. In this way public cloud storage services enable organizations to manage 
their data with low operational expenses. However, the benefits of cloud com-
puting come along with challenges and open issues such as security, reliability 
and the risk to become dependent on a provider for its service. In general, a 
switch of a storage provider is associated with high costs of adapting new APIs 
and additional charges for inbound and outbound bandwidth and requests. In 
this paper, we describe the design, architecture and implementation of Cloud-
RAID, a system that improves availability, confidentiality and integrity of data 
stored in the cloud. To achieve this objective, we encrypt user’s data and make 
use of the RAID-technology principle to manage data distribution across cloud 
storage providers. The data distribution is based on users’ expectations regard-
ing providers geographic location, quality of service, providers reputation, and 
budget preferences. We also discuss the security functionality and reveal our 
observations on the utility and users benefits from using our system. Our ap-
proach allows users to avoid vendor lock-in, and reduce significantly the cost of 
switching providers. 

1 Introduction 

Cloud Computing is a concept of utilizing computing as an on-demand service. It 
fosters operating and economic efficiencies and promises to cause a significant 
change in business. Using computing resources as pay-as-you-go model enables ser-
vice users to convert fixed IT cost into a variable cost based on actual consumption. 
Therefore, numerous authors argue for the benefits of cloud computing focusing on 
the economic value [11], [6].  

Among available cloud offerings, storage services reveal an increasing level of 
market competition. According to iSuppli [9] global cloud storage revenue is set to 
rise to $5 billion in 2013, up from $1.6 billion in 2009. One reason is the ever increas-
ing amount of data which is supposed to outpace the growth of storage capacity. Cur-
rently, it is very difficult to estimate the actual future volume of data but there are 
different estimates being published. According to IDC review [14], the amount of 
digital information created and replicated is estimated to surpass 3 zettabytes by the 
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end of 2012. This amount is supposed to more than double in the next two years. In 
addition, the authors estimate that today there is 9 times more information available 
than was available five years ago.  

However, for a customer (service) to depend on solely one cloud storage provider 
(in the following provider) has its limitations and risks. In general, vendors do not 
provide far reaching security guarantees regarding the data retention. Users have to 
rely on effectiveness and experience of vendors in dealing with security and intrusion 
detection systems. For missing guarantees service users are merely advised to encrypt 
sensitive content before storing it on the cloud. Placement of data in the cloud re-
moves many of direct physical controls that a data owner has over data. So there is a 
risk that service provider might share corporate data with a marketing company or use 
the data in a way the client never intended. Further, customers of a particular provider 
might experience vendor lock-in. In the context of cloud computing, it is a risk for a 
customer to become dependent on a provider for its services. Common pricing 
schemes foresee charging for inbound and outbound transfer and requests in addition 
to hosting the actual data. Changes in features or pricing scheme might motivate a 
switch from one storage service to another. However, because of the data inertia, 
customers may not be free to select the optimal vendor due to immense costs asso-
ciated with a switch of one provider to another. The obvious solution is to make the 
switching and data placement decisions at a finer granularity then all-or-nothing. This 
could be achieved by replicating corporate data to multiple storage providers. Such an 
approach implies significant higher storage and bandwidth costs without taking into 
account the security concerns regarding the retention of data.  

A more economical approach which is presented in this paper is to separate data in-
to unrecognizable slices, which are distributed to providers - whereby only a subset of 
the nodes needs to be available in order to reconstruct the original data. This is indeed 
very similar to what has been done for years at the level of file systems and disks. In 
our work we use RAID-like (Redundant Array of Independent Disks) techniques to 
overcome the mentioned limitations of cloud storage in the following way:  

1. Security. The provider might be trustworthy, but malicious insiders represent a 
well known security problem. This is a serious threat for critical data such as medi-
cal records, as cloud provider staff has physical access to the hosted data. One so-
lution might be to encrypt data before the transmission to providers and to decrypt 
data when receiving those. This requires users to handle the distribution of crypto-
graphic keys when the data needs to be accessed by different users. For each poten-
tial customer, it is both expensive and time consuming to handle these security and 
usability concerns. We tackle the aforementioned problem by encrypting and en-
coding the original data and later by distributing the fragments transparently across 
multiple providers. This way, none of the storage vendors is in an absolute posses-
sion of the client’s data. Moreover, the usage of enhanced erasure algorithms 
enables us to improve the storage efficiency and thus also to reduce the total costs 
of the solution.  

2. Service Availability. Management of computing resources as a service by a single 
company implies the risk of a single point of failure. This failure depends on many 
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factors such as financial difficulties (bankruptcy), software or network failure, etc. 
However, even if the vendor runs data centers in various geographic regions using 
different network providers, it may have the same software infrastructure. There-
fore, a failure in the software in one center will affect all the other centers, hence 
affecting the service availability. In July 2008, for instance, Amazon storage ser-
vice S3 was down for 8 hours because of a single bit error [25]. Our solution ad-
dresses this issue by storing the data on several clouds - whereby no single entire 
copy of the data resides in one location, and only a subset of providers needs to be 
available in order to reconstruct the data. 

3. Reliability. Any technology can fail. According to a study conducted by Kroll On-
track1 65 percent of businesses and other organizations have frequently lost data 
from a virtual environment. A number that is up by 140 percent from just last year. 
Admittedly, in the recent times, no spectacular outages were observed. Nevertheless 
failures do occur. For example, in October 2009 a subsidiary of Microsoft, Danger 
Inc., lost the contracts, notes, photos, etc. of a large number of users of the Sidekick 
service [20]. Most of the data could be recovered within a few weeks, but the users 
of Ma.gnolia2 were not so lucky in February of the same year, when the company 
lost half a terabyte of data [17]. We deal with the problem by using erasure algo-
rithms to separate data into packages, thus enabling the application to retrieve data 
correctly even if some of the providers corrupt or lose the entrusted data.  

4. Data lock-in. By today there are no standards for APIs for data import and export 
in cloud computing. This limits the portability of data and applications between 
providers. For the customer this means that he cannot seamlessly move the service 
to another provider if he becomes dissatisfied with the current provider. This could 
be the case if a vendor increases the fees, goes out of business, or degrades the 
quality of the provided services. As stated above, our solution does not depend on a 
single service provider. The data is balanced among several providers taking into 
account user expectations regarding the price and availability of the hosted content. 
Moreover, with erasure codes we store only a fraction of the total amount of data 
on each cloud provider. In this way, switching one provider for another costs mere-
ly a fraction of what it would be otherwise.  

The main contribution of this paper is: we present a design of an application that can 
be used to overcome the limitations of individual clouds by using encryption, erasure 
codes and by integrating various cloud storage providers.  

2 Architecture Overview 

The ground of our approach is to find a balance between benefiting from the cloud’s 
nature of pay-per-use and ensuring the security of the company’s data. The goal is  
to achieve such a balance by distributing corporate data among multiple storage  
 

                                                           
1  http://www.krollontrack.com/resource-library/case-studies/ 
2  http://gnolia.com/ 
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providers, automizing big part of the selection process of a cloud provider, and re-
moving the auditing and administrating responsibility from the customer’s side. As 
mentioned above, the basic idea is not to depend on solely one storage provider but to 
spread the data across multiple providers using redundancy to tolerate possible fail-
ures. The approach is similar to a service-oriented version of RAID. While RAID 
manages sector redundancy dynamically across hard-drives, our approach manages 
file distribution across cloud storage providers. RAID 5, for example, stripes data 
across an array of disks and maintains parity data that can be used to restore the data 
in the event of disk failure. We carry the principle of the RAID-technology to cloud 
infrastructure. In order to achieve our goal we foster the usage of erasure coding tech-
nics (see 3.3). This enables us to tolerate the loss of one or more storage providers 
without suffering any loss of content [26], [13]. Our architecture includes the follow-
ing main components:  

─ User Interface Module. The interface presents the user a cohesive view on the 
data and available features. Here users can manage their data and specify re-
quirements regarding the data retention (quality of service parameters).   

─ Resource Management Module. This system component is responsible for an 
intelligent deployment of data based on the user’s requirements.  

─ Data Management Module. This component handles data management on be-
half of the resource management module.  

Interested readers will find more background information in our previous work 
[24],[21]. The system has a number of core components that contain the logic and 
management layers required to encapsulate the functionality of different storage pro-
viders. The next section gives an overview on the implementation of our system on a 
more detailed level.  

3 Design 

Any application needs a model of storage, a model of computation and a model of 
communication. In this section we describe how we achieve the goal of the consistent, 
unified view on the data management system to the end-user. The web portal is de-
veloped using Grails, JNI and C technologies, with a MySQL back-end to store user 
accounts, current deployments, meta data, and the capabilities and pricing of cloud 
storage providers. Keeping the meta data locally ensures that no individual provider 
will have access to stored data. In this way, only users that have authorization to 
access the data will be granted access to the shares of (at least) k different clouds and 
will be able to reconstruct the data. Further, our implementation makes use of AES 
for symmetric encryption, SHA-1 and MD5 for cryptographic hashes and an  
improved version of Jerasure library [18] for using the Cauchy-Reed-Solomon and 
Liberation erasure codes. Our system communicates with providers via ”storage con-
nectors”, which are discussed further in this section.  
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3.1 Service Interface 

The graphical user interface provides two major functionalities to an end-user: data 
administration and specification of requirements regarding the data storage. Interested 
readers are directed to our previous work [22] which gives a more detailed back-
ground on the identification of suitable cloud providers in our approach. In short, the 
user interface enables users to specify their requirements (regarding the placement 
and storage of user’s data) manually in form of options, for example:  

─ budget-oriented content deployment (based on the price model of available 
providers)  

─ data placement based on quality of service parameters (for example 
availability, throughput or average response time)  

─ storage of data based on geographical regions of the user’s choice. The restric-
tion of data storage to specific geographic areas can be reasonable in the case of 
legal restrictions.  

3.2 Storage Repositories 

Cloud Storage Providers. Cloud storage providers are modeled as a storage entity 
that supports six basic operations, shown in table 1. We need storage services to sup-
port not more than the aforementioned operations. Further, the individual providers 
are not trusted. This means that the entrusted data can be corrupted, deleted or leaked 
to unauthorized parties [16]. This fault model encompasses both malicious attacks on 
a provider and arbitrary data corruption like the Sidekick case (section 1). The proto-
cols require n = k + m storage clouds, at most m of which can be faulty. Present-day, 
our prototypical implementation supports the following storage repositories: Amazons 
S3 (in all available regions: US west and east coast, Ireland, Singapore and Tokyo), 
Box, Rackspace Cloud Files, Azure, Google Cloud Storage and Nirvanix SND. Fur-
ther providers can be easily added. 
  
Service Repository. At the present time, the capabilities of storage providers are 
created semi-automatically based on an analysis of corresponding SLAs which are 
usually written in a plain natural language [5]. Until now the claims stated in SLAs 
need to be translated into WSLA statements and updated manually (interested readers 
will find more background information in our previous work [22] ). Subsequently the 
formalized information is imported into a database of the system component named 
service repository. The database tracks logistical details regarding the capabilities of 
storage services such as their actual pricing, SLA offered, and physical locations. 
With this, the service repository represents a pool with available storage services. 
 
Matching. The selection of storage services for the data distribution occurs based on 
user preferences set in the user interface. After matching user requirements and pro-
vider capabilities, we use the reputation of the providers to produce the final list of 
potential providers to host parts of the user’s data. A provider’s reputation holds the  
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Table 1. Storage connector functions 

Function Description 
create(ContainerName) creates a container for a new user 
write(ContainerName, ObjectName) writes a data object to a user container 
read(ContainerName, ObjectName) reads the specified data object
list(ContainerName) list all data objects of the container 
delete(ContainerName, ObjectName) removes the data object from the container 
getDigest(ContainerName, ObjectName) returns the hash value of the specified data 

object

 
details of his historical performance plus his ratings in the service registries and is 
saved in a Reputation Object (introduced in our previous work [3], [2], [4]). By read-
ing this object, we know a provider’s reputation concerning each performance para-
meter (e.g. has high response time, low price). With this information the system 
creates a prioritized list of repositories for each user. In general, the number of storage 
repositories needed to ensure data striping depends on a user’s cost expectations, 
availability and performance requirements. The total number of repositories is limited 
by the number of implemented storage connectors.  

3.3 Data Management 

Data Model. In compliance with [1] we mimic the data model of Amazon’s S3 by the 
implementation of our encoding and distribution service. All data objects are stored in 
containers. A container can contain further containers. Each container represents a flat 
namespace containing keys associated with objects. An object can be of an arbitrary 
size, up to 5 gigabytes (limited by the supported file size of cloud providers). Objects 
must be uploaded entirely, as partial writes are not allowed as opposed to partial 
reads. Our system establishes a set of n repositories for each data object of the user. 
These represent different cloud storage repositories (see figure 1). 
 
Encoding. Upon receiving a write request the system splits the incoming object into k 
data fragments of an equal size - called chunks. These k data packages hold the origi-
nal data. In the next step the system adds m additional packages whose contents are 
calculated from the k chunks, whereby k and m are variable parameters [18]. This 
means, that the act of encoding takes the contents of k data packages and encodes 
them on m coding packages. In turn, the act of decoding takes some subset of the 
collection of n = k + m total packages and from them recalculates the original data. 
Any subset of k chunks is sufficient to reconstruct the original object of size s [19]. 
The total size of all data packets (after encoding) can be expressed with the following 

equation: ∗ ∗  ∗ ∗ 1 . With this, the usage of 

erasure codes increases the total storage by a factor of m k . Summarized, the overall 
overhead depends on the file size and the defined m and k parameters for the erasure 
configuration. Figure 2 visualizes the performance of our application using different 
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erasure configurations. Competitive storage providers claim to have SLAs ranging 
from 99% to 100% uptime percentages for their services. Therefore choosing m = 1 to 
tolerate one provider outage or failure at time will be sufficient in the majority of 
cases. Thus, it makes sense to increase k and spread the packages across more provid-
ers to lower the overhead costs.  
 

 

Fig. 1. Data unit model at different abstraction levels. At a physical layer (local directory) each 
data unit has a name (original file name) and the encoded k+m data packages. In the second 
level, Cloud-RAID perceives data objects as generic data units in abstract clouds. Data objects 
are represented as data units with the according meta information (original file name, crypto-
graphic hash value, size, used coding configuration parameters m and k, word size etc.). The 
database table ”Repository Assignment” holds the information about particular data packages 
and their (physical) location in the cloud. In the third level, data objects are represented as 
containers in the cloud. Cloud-RAID supports various cloud specific constructions (buckets, 
treenodes, containers etc.). 

In the next step, the distribution service makes sure that each encoded data package 
is sent to a different storage repository. In general, our system follows a model of one 
thread per provider per data package in such a way that the encryption, decryption, 
and provider accesses can be executed in parallel.   

 

Fig. 2. The average performance of the erasure algorithm with data objects of varying sizes 
(100kB, 500kB, 1MB, 10MB and 100MB) 
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However, most erasure codes have further parameters as for example w, which is 
word size3. In addition, further parameters are required for reassembling the data 
(original file size, hash value, coding parameters, and the erasure algorithm used). 
This metadata is stored in a MySQL back-end database after performing a successful 
write request. 

Data Distribution. Each storage service is integrated by the system by means of a 
storage-service-connector (in the following service-connector). These provide an 
intermediate layer for the communication between the resource management service 
(see section 3.4) and storage repositories hosted by storage vendors. This enables us 
to hide the complexity in dealing with proprietary APIs of each service provider. The 
basic connector functionality covers operations like creation, deletion or renaming of 
files and folders that are usually supported by every storage provider. Such a service-
connector must be implemented for each storage service, as each provider offers a 
unique interface to its repository. As discussed earlier in this chapter all accesses to 
the cloud storage providers can be executed in parallel. Therefore, following the en-
coding, the system performs an initial encryption of the data packages based on one of 
the predefined algorithms (this feature is optional).  

Reassembling the Data. When the service receives a read request, the service com-
ponent fetches k from n data packages (according to the list with prioritized service 
providers which can be different from the prioritized write-list, as providers differ in 
upload and download throughput as well as in cost structure) and reassembles the 
data. This is due to the fact, that in the pay-per-use cloud models it is not economical 
to read all data packages from all clouds. Therefore, the service is supported by a load 
balancer component, which is responsible for retrieving the data units from the most 
appropriate repositories. Different policies for load balancing and data retrieving are 
conceivable as parts of user’s data are distributed between multiple providers. A read 
request can be directed to a random data share or the physically closest service (laten-
cy-optimal approach). Another possible approach is to fetch data from service provid-
ers that meet certain performance criteria (e.g response time or throughput). Finally, 
there is a minimal-cost aware policy, which guides user requests to the cheapest 
sources (cost optimal approach). The latter strategy is implemented as a default confi-
guration in our system. Other more sophisticated features as a mix of several complex 
criteria (e.g. faults and overall performance history) are under development at present. 
However, the read optimization has been implemented to save time and costs.  

3.4 Resource Management Service 

This component tracks each user’s actual deployment and is responsible for various 
housekeeping tasks: 

                                                           
3  The description of a code views each data package as having w bits worth of data. 
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1. The service is equipped with a MySQL back-end database to store crucial informa-
tion needed for deploying and reassembling of users data. 

5. Further, it audits and tracks the performance of the participated providers and en-
sures, that all current deployments meet the corresponding requirements specified 
by the user.  

6. The management component is also responsible for scheduling of not time-critical 
tasks.  

Further details can be found in our previous work [21].  

4 Related Work 

The main idea underlying our approach is to provide RAID technique at the cloud 
storage level. In [8] the authors introduce the HAIL (High-Availability Integrity 
Layer) system, which utilizes RAID-like methods to manage remote file integrity and 
availability across a collection of servers or independent storage services. The system 
makes use of challenge-responce protocols for retrievability (POR) [15] and proofs of 
data possession (PDP) [15] and unifies these two approaches. In comparison to our 
work, HAIL requires storage providers to run some code whereas our system deals 
with cloud storage repositories as they are. Further, HAIL does not provide confiden-
tiality guarantees for stored data. In [12] Dabek et al. use RAID-like techniques to 
ensure the availability and durability of data in distributed systems. In contrast to the 
mentioned approaches our system focuses on the economic problems of cloud compu-
ting described in chapter 1.  

Further, in [1] authors introduce RACS, a proxy that spreads the storage load over 
several providers. This approach is similar to our work as it also employs erasure code 
techniques to reduce overhead while still benefiting from higher availability and du-
rability of RAID-like systems. Our concept goes beyond a simple distribution of us-
ers’ content. RACS lacks the capabilities such as intelligent file placement based on 
users’ requirements or automatic replication. In addition to it, the RACS system does 
not try to solve security issues of cloud storage, but focuses more on vendor lock-in. 
Therefore, the system is not able to detect any data corruption or confidentiality  
violations.  

The future of distributed computing has been a subject of interest for various  
researchers in recent years. The authors in [10] propose an architecture for market-
oriented allocation of resources within clouds. They discuss some existing cloud plat-
forms from the market-oriented perspective and present a vision for creating a global 
cloud exchange for trading services. Further, our service acts as an abstraction layer 
between service vendors and service users automatising data placement processes. In 
fact, our approach enables cloud storage users to place their data on the cloud based 
on their security policies as well as quality of service expectations and budget prefe-
rences. Furthermore, the usage of erasure algorithms for data placement is more effi-
cient than a native replication (in terms of storage and costs).  
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5 Conclusion 

In this paper we outlined some general problems of cloud computing such as security, 
service availability and a general risk for a customer to become dependent on a ser-
vice provider. In the course of the paper we demonstrated how our system deals with 
the mentioned concerns. In a nutshell, we stripe users’ data across multiple providers 
while integrating with each storage provider via appropriate service-connectors. 
These connectors provide an abstraction layer to hide the complexity and differences 
in the usage of storage services.  

We use erasure code techniques for striping data across multiple providers. The 
first experiments proved, that given the speed of current disks and CPUs, the libraries 
used are fast enough to provide good performance, reliable storage system. The aver-
age performance overhead caused by data encoding is less than 2% of the amount of 
time for data transfer to a cloud provider [23]. With this, encoding is dominated by 
the transmission times and can be neglected. Here, the storage overhead can be varied 
to achieve higher availability values depending on user requirements. It is up to each 
individual user to decide whether the additional cost caused by data encoding with 
higher availability due to determination of higher m parameter are justified. By 
spreading users data across multiple clouds our approach enables users to avoid the 
risk of data lock-in and provide a low-level protection even without using security 
functionality.  

However, additional storage offerings are expected to become available in the next 
few years. Due to the flexible and adaptable nature of our approach, we are able to 
support any changes in existing storage services as well as incorporating support for 
new providers as they appear. 

6 Future Work 

In the last month, we deployed your application using seven commercial cloud sto-
rage repositories in different countries in order to conduct a comprehensive test of our 
system. This includes the predictability and sufficiency of response time and through-
put, the overall performance as well as the validation of file consistency.  

The results of the experiment are being analysed currently an will be addressed in 
our next publication. Whilst our system is still under development at present, we will 
have to use the results of the conducted experiment to improve the overall perfor-
mance and reliability. This includes for instance the predictability and sufficiency of 
response time and throughput as well as the validation of file consistency.  

In the next step in the development of our registry service we will have to look at 
ways in which we are able to verify that providers have retained data without retriev-
ing it from the storage repositories and without having to access the entire data. Read-
ing an entire archive, even periodically, is expensive in upload and download costs 
and limits the scalability of networks. Existing approaches as PDP [7] require service 
providers to run some code, which is not suitable with our solution.  
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In addition, we are also planning to implement more service connectors and thus to 
integrate additional storage services. Any extra storage resource improves the perfor-
mance and responsiveness of our system for end-users.  

References 

1. Abu-Libdeh, H., Princehouse, L., Weatherspoon, H.: Racs: A case for cloud storage diver-
sity. In: SoCC 2010 (June 2010) 

2. Alnemr, R., Bross, J., Meinel, C.: Constructing a context-aware service-oriented reputation 
model using attention allocation points. In: Proceedings of the IEEE International Confe-
rence on Service Computing, SCC 2009 (2009) 

3. Alnemr, R., Meinel, C.: Getting more from reputation systems: A context-aware reputation 
framework based on trust centers and agent lists. In: International Multi-Conference on 
Computing in the Global Information Technology (2008) 

4. Alnemr, R., Schnjakin, M., Meinel, C.: Towards context-aware service-oriented semantic 
reputation framework. In: International Joint Conference of IEEE TrustCom/IEEE 
ICESS/FCST, pp. 362–372 (2011) 

5. Amazon. Amazon ec2 service level agreement (2009) (online) 
6. Armbrust, M., Fox, A., Griffith, R., Joseph, A.D., Katz, R., Konwinski, A., Lee, G., Patter-

son, D., Rabkin, A., Stoica, I., Zaharia, M.: Above the clouds: A berkeley view of cloud 
computing. Technical Report UCB/EECS-2009, EECS Department, University of Califor-
nia, Berkeley (2009) 

7. Ateniese, G., Burns, R., Curtmola, R., Herring, J., Kissner, L., Peterson, Z., Song, D.: 
Provable data possession at untrusted stores. Cryptology ePrint Archive, Report 2007/202 
(2007) 

8. Bowers, K.D., Juels, A., Oprea, A.: Hail: A high-availability and integrity layer for cloud 
storage. In: CCS 2009 (November 2009) 

9. Burt, J.: Future for cloud computing looks good, report says (2009) (online) 
10. Buyya, R., Yeo, C.S., Venugopal, S.: Market-oriented cloud computing: Vision, hype, and 

reality for delivering it services as computing utilities. In: Proceedings of the 10th IEEE 
International Conference on High Performance Computing and Communications (August 
2008) 

11. Carr, N.: The Big Switch. Norton (2008) 
12. Dabek, F., Kaashoek, M.F., Karger, D., Morris, R., Stoica, I.: Wide-area cooperative sto-

rage with cfs. In: ACM SOSP (October 2001) 
13. Dingledine, R., Freedman, M.J., Molnar, D.: The free haven project: Distributed anonym-

ous storage service. In: Federrath, H. (ed.) Anonymity 2000. LNCS, vol. 2009, pp. 67–95. 
Springer, Heidelberg (2001) 

14. Gantz, J., Reinsel, D.: Extracting value from chaos (2009) (online) 
15. Krawczyk, H.: LFSR-based hashing and authentication. In: Desmedt, Y.G. (ed.) CRYPTO 

1994. LNCS, vol. 839, pp. 129–139. Springer, Heidelberg (1994) 
16. Lamport, L., Shostak, R., Pease, M.: The byzantine generals problem. ACM Trans. Pro-

gram. Lang. Syst. 4(3), 382–401 (1982) 
17. Naone, E.: Are we safeguarding social data? (2009) (online) 
18. Plank, J.S., Simmerman, S., Schuman, C.D.: Jerasure: A library in C/C++ facilitating era-

sure coding for storage applications - Version 1.2. Technical Report CS-08-627, Universi-
ty of Tennessee (August 2008) 



102 M. Schnjakin and C. Meinel 

 

19. Rhea, S., Wells, C., Eaton, P., Geels, D., Zhao, B., Weatherspoon, H., Kubiatowicz, J.: 
Maintenance free global storage in oceanstore. IEEE Internet Computing (September 
2001) 

20. Sarno, D.: Microsoft says lost sidekick data will be restored to users. Los Angeles Times 
(October 2009) 

21. Schnjakin, M., Alnemr, R., Meinel, C.: A security and high-availability layer for cloud sto-
rage. In: Chiu, D.K.W., Bellatreche, L., Sasaki, H., Leung, H.-f., Cheung, S.-C., Hu,  
H., Shao, J. (eds.) WISE Workshops 2010. LNCS, vol. 6724, pp. 449–462. Springer,  
Heidelberg (2011) 

22. Schnjakin, M., Alnemr, R., Meinel, C.: Contract-based cloud architecture. In: Proceedings 
of the Second International Workshop on Cloud Data Management, CloudDB 2010,  
pp. 33–40. ACM, New York (2010) 

23. Schnjakin, M., Korsch, D., Schoenberg, M., Meinel, C.: Implementation of a secure and 
reliable storage above the untrusted clouds. In: Proceedings of 8th International Confe-
rence on Computer Science and Education, ICCSE 2013 (to appear in April 2013) 

24. Schnjakin, M., Meinel, C.: Platform for a secure storage-infrastructure in the cloud. In: 
Proceedings of the 12th Deutscher IT-Sicherheitskongress, Sicherheit 2011 (2011) 

25. The Amazon S3 Team. Amazon s3 availability event: July 20, 2008 (2008) (online) 
26. Weatherspoon, H., Kubiatowicz, J.D.: Erasure coding vs. Replication: A quantitative com-

parison. In: Druschel, P., Kaashoek, M.F., Rowstron, A. (eds.) IPTPS 2002. LNCS, 
vol. 2429, pp. 328–337. Springer, Heidelberg (2002) 

 



 

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 103–113, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

An Improved Min-Min Task Scheduling Algorithm  
in Grid Computing 

Soheil Anousha1,*  and Mahmoud Ahmadi2 

1 Department of Computer Engineering, Arak Branch, Islamic Azad University, Arak, Iran 
Soheil.anousha@gmail.com 

2 Department of Computer Engineering, University of Razi, Kermanshah, Iran 
M.ahmadi@razi.ac.ir 

Abstract. Supercomputer prices on one hand and the need for vast 
computational resources on the other hand, led to the development of network 
computing resources were under name Grid. For optimal use of the capabilities 
of large distributed systems, the need for effective and efficient scheduling 
algorithms is necessary. For reduction of total completion time and 
improvement of load balancing, many algorithms have been implemented. In 
this paper, we propose new scheduling algorithm based on well known task 
scheduling algorithms, Min-Min. The proposed algorithm tries to use the 
advantages of this basic algorithm and avoids its drawbacks. To achieve this, 
the proposed algorithm firstly like Min-Min estimating of the completion time 
of the tasks on each of resources and then selects the appropriate resource for 
scheduling. The experimental results show that the proposed algorithm 
improved total completion time of scheduling in compared to Min-Min 
algorithm. 

Keywords: Grid, resource, task scheduling algorithm, Min-Min, completion 
time. 

1 Introduction 

Reduction of Makespan is a fundamental objective of optimizing task scheduling 
algorithm in distributed systems. In this field, a lot of efforts have been made and 
huge projects such as Globus [1] and Condor [2] for the development of 
computational resources in computer networks is presented. The Grids use of 
resources of connected- computers to the network and using the outcome of these 
resources to easily do complex calculations. They do this with fragmenting of 
resources and allocation of them to a computer in the network. Resource allocation is 
done in two stages: Resource discovery and resource selection. 

Stage 1 (Resource discovery): In this stage, List of all available resources is 
prepared. Actually, resource discovery generates a list of potential resources.  
                                                           
* Corresponding author. 
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Stage 2 (Resource selection): this stage involves collecting information of 
resources and selecting the best set to match the application requirements. After this, 
the task is executed.  

To make effective use of the huge capabilities of the computational grids, efficient 
task scheduling algorithms are required [9]. Many Grid task scheduling algorithms 
such as [9, 10] have some features in common, that are performed in multiple steps to 
solve the problem of matching application needs with resource availability and 
providing quality of service. Also we know that solving the matching problem to find 
the choice of the best pairs of jobs and resources is NPcomplete problem [17]. The 
well known example of algorithms is Min-min [17]. This algorithm estimate 
completion times of each of the tasks on each of the grid resources. Estimating the 
execution time of each task on different resources, the Min-min algorithm selects  
the task with minimum completion time and assigns it to the resource on which the 
minimum execution time is achieved. The algorithm applies a same procedure to the 
remaining tasks [8]. The Min-Min algorithm seems to do worse operation, whenever 
the number of small tasks is much more than the large ones. So, proposing a new 
algorithm to resolve the above mentioned problem is required. 

This paper offers a new task scheduling algorithm to resolve this problem with 
applying the Min-Min or Max-Min algorithms to scheduling. To select the algorithm 
for first scheduling, we propose new Makespan. The most important of factor that can 
be improved by our algorithm is total completion time. The remainder of this paper is 
organized as follows. Related works are presented in section 2. In section 3, existing 
task scheduling algorithms is presented. In section 4, a new scheduling algorithm is 
proposed and the proposed the algorithm is depicted through an illustrative example. 
In section 5, the experimental results are presented and discussed. Finally, section 6 
concludes the paper and presents future works. 

2 Related Works 

For optimal use of available resources in the network and getting the less execution 
time, needs to provide a new scheduling algorithm is crucial. These algorithms assign 
tasks to the resources and provide the best conditions of quality of services.  

F. Dong et al. have proposed an algorithm called QoS priority grouping scheduling 
[8]. This algorithm, considers deadline and acceptation rate of the tasks and the 
makespan of the wholes system as important factors for task scheduling. 

S. Parsa et al. also have proposed an algorithm called RASA [9]. RASA begins 
with Min-Min algorithm if the number of available resources is odd and starts with 
Max-Min algorithm if the number of available resources is even. The remaining tasks 
are assigned to their appropriate resources by one of the two strategies, alternatively. 

K. Etminani et al. have proposed a new algorithm which uses Max-min and Min-
min algorithms [10]. The algorithm determines to select one of these two algorithms, 
dependent on the standard deviation of the expected completion times of the tasks on 
each of the resources. These algorithms have some advantages and disadvantages.  
 



 An Improved Min-Min Task Scheduling Algorithm in Grid Computing 105 

 

For example in RASA [9], if number of available resources be odd, the Min-Min 
strategy is applied to assign the first task, otherwise the Max-Min strategy is applied. 
The remaining tasks are assigned to their appropriate resources by one of the two 
strategies, alternatively. Now, if we have odd resources and the Max-Min strategy 
have better situation than Min-Min, we should select Min-Min instead of Max-Min. 

3 Existing Task Scheduling Algorithms 

Generally, the scheduling algorithms are divided into two basic categories: 
immediate mode scheduling and batch mode scheduling. In Immediate mode task is 
mapped onto a resource as soon as it arrives at the scheduler. For this mode we can 
mentioned MET and MCT algorithms. The MET (minimum execution time) heuristic 
assigns each task to the machine that performs that task’s computation in the least 
amount of execution time [17]. MET deployed in SmartNet [6] and have O(R) time 
complexity when we have R resources. The MCT (minimum completion time) 
heuristic assigns each task to the machine so that the task will have the earliest 
completion time [17]. Also MCT deployed in SmartNet [6] and like the MET have 
O(R) time complexity when we have R resources. In the batch mode, tasks are not 
mapped onto the resources as they arrive; instead they are collected into a set that is 
examined for mapping at prescheduled times called mapping events. The independent 
set of tasks which is considered for mapping at the mapping events is called a meta-
task [14]. Min-Min, Max-Min and Sufferage Algorithm are examples of this type. 

3.1 Min-Min Algorithm 

Min-Min algorithm starts with a set of all unmapped tasks. The machine that has the 
minimum completion time for all jobs is selected. Then the job with the overall 
minimum completion time is selected and mapped to that resource. The ready time of 
the resource is updated. This process is repeated until all the unmapped tasks are 
assigned. Compared to MCT this algorithm considers all jobs at a time. So it 
produces a better makespan. Time complexity of Min-Min algorithm when we have R 
resources and T tasks is O(T2R). 

3.2 Max-Min Algorithm 

Max-Min is very similar to Min-Min algorithm. Like the Min-Min, the machine that 
has the minimum completion time for all jobs is selected. Then unlike the Min-Min, 
the job with the overall maximum completion time is selected and mapped to that 
resource. The ready time of the resource is updated. This process is repeated until all 
the unmapped tasks are assigned. The idea of this algorithm is to reduce the wait time 
of the large jobs. This algorithm takes O(T2R) time, when we have R resources and T 
tasks. The pseudo code of Min-Min and Max-Min algorithm is depicted in Fig.1. 
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Fig. 1. The pesudo code of Min-Min (Max-Min) algorithm 

Note: In Max-Min algorithm replace the underlined word in Fig.1 minimum with 
maximum. 

As shown in Fig.1, firstly it computes the amount of task completion time CTij for 
all tasks in MT on all resources from the following equation: 

CTij = ETij + rj                                                       (1)  

CTij is completion time and ETij is expected execution time of task ith on resource jth, 
and rj is the ready time for resource jth (rj is the ready time or availability time of 
resource j after completing previously assigned jobs). After that, the set of minimum 
expected completion time for each task in MT is found (resource discovery), then the 
task with the overall minimum expected completion time from MT is selected and 
assigned to the corresponding resource (resource selection). 

4 The Proposed Algorithm 

The Min-Min algorithm seems worse in the cases when the number of short tasks is 
much more than the long ones. For example, if there is only one long task, the Max-
Min algorithm executes many short tasks concurrently with the long task. In this case, 
the makespan of the system is most likely determined by the execution time of the 
long task. However, since the Min-Min algorithm attempts to assign the short tasks 
before the long one, the makespan increases compared with the Max-Min. On the 
other hand, mapping the longest task to the fastest resource provides a better 
opportunity for concurrent execution of the small tasks on different resources. In this 
certain situation, the Max-min provides a better mapping which supports load 
balancing across the grid resources more than the Min-Min [7]. Our proposed 
scheduling algorithm is presented in Fig.2. Firstly all the tasks should be sorted 
ascending. It means tasks with minimum completion time are in the front of queue 
and tasks with maximum completion time are in the rear of queue. Secondly this 

(1) for all tasks  ti  in MT 

(2)    for all machines mj  

(3)         CTij = ETij + rj 

(4)      do until all tasks in MT are mapped 

(5)        for each task ti in MT 

(6)           Find minimum CTij and resource that obtains it. 

(7)          Find the task tk with the minimum CTij. 

(8)          Assign tk to resource ml that  

(9)          Delete tk from MT 

(10)    Update rl 

(11)    Update CTij for all i 

(12)    End do  
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algorithm like the Min-Min algorithm, computes minimum completion time of all 
tasks on available resources. After that, the resource according to the appropriate 
condition should be chosen. For choosing a task for scheduling, firstly we computes 
average of completion time and standard deviation of existing tasks. According to 
[16] average of completion time (ACT) and standard deviation (SD) of tasks can be 
calculated by using the following relations: 

     (2)  ACT = 
∑

                                                           

SD = 
∑  

                                                            (3) 

(Where r denotes number of resources). 
After, the proposed algorithm compares values of ACT and SD. By applying this 

heuristic, two cases might happen: 

1. If ACT is less than SD, it means the length of all tasks in MT is in a small 
range, so we will select from front of queue to assign the next task (line 13). 

2. Otherwise, we will select from rear of queue to assign the next task (line 15). 

4.1 Time Complexity of Proposed Algorithm 

The order of this algorithm is depending to two for loop that mentioned in line (3) and 
(4) and also it's should be operable on all tasks (line (2)). In lines 3-5, two nested for 
loops takes O(T.R) time: internal for loop runs R times (number of resources) and 
external for loop runs T times (number of tasks). This process is done for all tasks in 
MT and runs R times. Therefore, lines 2-17 take O(T2R) time. So, this algorithm, 
likes the Min-Min and the Max-Min algorithm takes O(T2R) time, when we have R 
resources and T tasks. 
 

 

Fig. 2. The pesudo code of proposed algorithm 

(1) Sort all tasks in MT ascending // MT=Meta-Task 

(2)   While there are tasks in MT 

(3)     for all tasks ti in MT  

(4)       for all machines mj  

(5)        CTij=ETj+rj  // rj = Ready Time 

(6)           for all tasks ti in MT  

(7)              Find the minimum CTij and resource mj  

(8)                if there is more than one resource that obtains it. 

(9)                   Select resource with least usage so far // for load balancing 

(10)                     Calculate average completion time & standard deviation of all tasks in MT. 

(11)      If ACT > SD then   // ACT = average of Completion Time, SD = standard deviation 

(12)           Assign tf to resource mx that obtains CTfx  // tf = tfront 

(13)      Else 

(14)           Assign tr to resource mx that obtains CTrx // tr = trear 

(15)      End if 

(16)             Delete assigned task from MT. 

(17)  End While 
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4.2 An Illustrative Example 

As a simple example, assume there is a grid environment with two resources. The 
completion time of the tasks are depicted in Table 1. 

Table 1. Completion time of the tasks on the resources              

Resources 

R2 R1 Tas
ks 

4  2  T1  

10  6  T2  
20  10  T3  
90  45  T4  

      
Fig.3(a) includes one Gantt charts representing the results of applying Min-Min 

algorithms according to the values of completion time that described in Table 1. Also 
Fig.3(b) shows Gantt charts of our algorithm with the conditions of Table 1. 
Comparing the two figures shows that the proposed algorithm could obtains a better 
time unlike the Min-Min. Also the proposed algorithm uses Resource 2 and helps load 
balancing. As you see in Fig.3(a), Min-Min gives a makespan of 63, but in Fig.3(b) 
proposed algorithm gives a makespan of 45. Also, in proposed algorithm, two 
resources had been working throughout this assignment, but in the Min-Min 
algorithm, the resources R1 that obtains better completion time, is busy all the time 
but R2 is free. So here, proposed algorithm has better makespan and load balancing 
level than Min-Min algorithm. 

 
 

 

Fig. 3. Makespan of Min-Min algorithm and proposed algorithm 

Also Fig.4 shows that how proposed algorithm selects tasks for scheduling, 
according to the values of completion time that described in Table 1. 
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Fig. 4. Selection of tasks in proposed algorithm 

In Fig.5.a, there exists one long task and three short tasks, the case where proposed 
algorithm unlike the Min-Min algorithm (that select T1 for first step), select long task 
for scheduling (T4). As it can be seen, the value of ACT is less than of SD, so we 
should select task from the rear of queue.  

5 Simulation and Experimental Results 

To compare and evaluate the proposed algorithm with other algorithms such as Max-
Min and Min-Min, a simulation environment known as GridSim toolkit [13] has been 
used. Our experimental testing performed in three assumptions: 

1. Assumption I: A few short tasks along with many long tasks; i.e. the case where 
Min-Min outperforms Max-Min. 

2. Assumption II: A few long tasks along with many short tasks; i.e. the case 
where Max-Min outperforms Min-Min. 

3. Assumption III: With random tasks. 

Number of resources is chosen to be 10. Three different numbers of tasks has been 
chosen: 1000 for light load and finally 5000 for heavy load. Result of this simulation 
as follows:  

In Fig.5(a) and Fig.5(d), which Min-Min outperforms Max-Min, the proposed 
algorithm acts like Min-Min, and also In Fig.5(b) and Fig.5(e), which Max-Min 
outperforms Min-Min, the proposed algorithm acts like Max-Min. But in Fig.5(c) and 
Fig.5(f), with random tasks, we see that the proposed algorithm outperforms both 
Min-Min and Max-Min algorithm.  

In Fig.6, which show the average resource utilization rate for 1000(Fig.6(a,b,c)) 
and 5000 (Fig.6(d,e,f))  tasks respectively, you can see that, again, the proposed 
algorithm  perform like the best algorithm in each assumption. Even, in the third  
 

Tasks T1 T2 T3 T4 

CTi1 2 6 10 45 

                                                  * 

ACT = 15.75  ,   SD = 17.12 

ACT <= SD 

( Select task from rear of queue )        (a) 

Tasks T1 T2 T3 

CTi1 2 6 10 

                      * 

ACT = 6  ,   SD = 2.83 

ACT > SD 

( Select task from front of queue )       (b) 

Tasks T2 T3 

CTi1 6 10 

* 

ACT = 8   ,   SD = 2 

ACT > SD 

( Select task from front of queue )        (c) 

Tasks T3 

CTi1 10 

                               * 

( Select last task of queue )                   

(d)
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Fig. 5. Makespan for 1000 tasks (light load) 

assumption, it acts better than both Min-Min and Max-Min algorithm. Average 
resource utilization rate is one of the metrics that is used in [16] and the most efficient 
is achieved if average resource utilization rate equals 1. 

 

 

Fig. 6. Average resource utilization rate for 5000 tasks (heavy load) 

For load balancing, in Fig.7, for 2000 tasks respectively, the proposed algorithm 
acts like the best algorithm. The best and most efficient load balancing level is 
achieved if load balancing equals 1. It is the other metric that is used in [16]. 

Here, in load balancing level metric, Max-Min has better load balancing level than 
Min-Min because, Min-Min assigns the task with the earliest completion time in each 
phase, results in some resources becoming busy all the time and others becoming free 
most of the time. Therefore, it has less load balancing level than Max-Min where it 
assigns the task with maximum completion time and lets other tasks executes along 
on the other resources, therefore have better load balancing level [10].  
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Fig. 7. Load balancing for 2000 tasks and makespan   

Finally, in Fig.8, we compared makespan of Min-Min, Max-Min and proposed 
algorithm with 1000 tasks, when we have 2, 4, 6, 8 and 10 resources. As we see, the 
proposed algorithm outperforms both Min-Min and Max-Min algorithm and have 
minimum makespan. 

 
 

 
Fig. 8. Makespan of 1000 tasks for 2, 4, 6, 8 and 10 resources respectively 
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6 Conclusion and Future Works 

To overcome the limitations of the Min-Min algorithm, in this paper an improved task 
scheduling algorithm based on well-known task scheduling algorithm, Min-Min was 
presented. This algorithm proposed new condition for selection of the task for 
scheduling. The proposed Algorithm uses the advantages of Min-Min algorithm and 
covers their disadvantages. The experimental results obtained by applying our 
algorithm within the GridSim simulator, shows that the proposed algorithm is 
outperforms better makespan than Min-Min and also helps load balancing . This study 
concerned task execution time and load balancing. For future works, we can apply 
other issues like deadlines on tasks and resources. 
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Abstract. Nowadays, cloud computing has become one of the major issues on 
the progress of computer science. Applying Diskless Remote Booting (DRB) 
System to cloud computing has potential to reduce energy consumption and 
enhance Maintainability. Previous research has introduced homogeneous DRB 
system which consists of compute nodes with the same hardware and software 
configuration. However, in the homogeneous DRB system, adding a new node 
requires the same hardware and software configuration. In this paper, we 
propose a heterogeneous DRB system that allows compute nodes to have 
various hardware and software configurations. Moreover, the proposed scheme 
is equipped with hypervisor to each compute node, so that every compute node 
provides a virtual environment for its end-users. The experiment results show 
our approach can run a number of compute nodes with various hardware and 
software configurations concurrently. Furthermore, the proposed scheme has 
outstanding benefits to energy saving with negligible performance loss. 

1 Introduction 

Diskless Remote Booting (DRB) system consists of a number of compute nodes with 
no disks, and each node boots up its operating system by accessing local disks of 
sever over network. With diskless technique, it has potential to be adopted in cloud 
computing to meet the requirements of low maintenance cost and energy consump-
tion. In other words, the power consumption of local disks on a compute node is elim-
inated. On the other hands, storing all data in a server helps system administrator to 
maintain system easily. Nowadays, DRB system has been used on real-world scena-
rios widespreadly, including distance education for off-campus students, system of 
computer classroom and cybercafe. 

Virtualization offers a compute node to run a number of different and concurrent 
operating systems inside a diskless system. With multitudinous advantages, such as 
high flexibility, isolation, resource utilizing rate, easy management, power saving, 
etc., virtualization has become a well-known technique to offer various execution 
environments from cloud computing vendor [2]. In virtualization system, resource 
virtualization of hardware and concurrent execution virtual platform are operated by a 
software called virtual machine monitor (VMM) or hypervisor [9]. Typically, VMMs 
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are categorized into four types: Operating system-level virtualization, Full-
virtualization, Para-virtualization and Hardware-assisted virtualization. 

Early research puts effort on the methods of building dislkess High Performance 
Computing (HPC) cluster and virtualization environment [6][11][12][14]. Much work 
has reported the performance of different types of virtualization, including execution 
time, kernel compiling time, memory bandwidth, I/O access, network traffic, context 
switch overhead and throughput [2][3][4][5][8][13]. And few researchers deal with 
applying diskless HPC cluster and virtualization in real-world scenarios, such as bio-
medical information and DNA issues, distance education environment and green 
computing [1][7][10]. 

Although the DRB system has been widely used on the diskless HPC cluster, it has 
much potential to be applied in cloud computing to improve energy efficiency and 
maintainability. The objective of this paper is to apply the DRB system in green cloud 
computing. By eliminating local disks from compute nodes, energy consumption can 
be reduced with less performance degradation. Previous research concerns the Homo-
geneous DRB system, i.e., every compute node has the same processor architecture, 
operating system and softwares [12]. However, it requires that a new added compute 
node needs the same hardware and software configurations. In this paper, we propose 
a heterogeneous DRB system, where compute nodes can use variety of different types 
of hardware, software and operating system. Furthermore, the proposed system en-
compasses a VMM to provide end-users a number of different virtual machines as a 
cloud computing platform. 

The experiment results show that the proposed scheme runs compute nodes with 
different hardware and software configuration concurrently. Compared with diskfull 
system (system with local disks), the proposed scheme pays little performance loss for 
booting up. Furthermore, it reduces 10-25% energy consumption with less perfor-
mance degradation. 

The rest of the paper is organized as follows. Section 2 describes related work. 
Section 3 presents our heterogeneous diskless system. Section 4 provides the detail of 
implementation of our work. Section 5 shows our experiment results and Section 6 
summarizes our conclusion. 

2 Related Work 

In recent years, studies have investigated methods to construct the DRB system which 
consists of a number of compute nodes without local disks [6][11][12][14]. T. Victo-
ria and A. V. Nestor Waldyd [12] implemented a homogeneous diskless HPC cluster 
using Linux as operative system. K. Salah et al. [11] implemented a large-scale Infi-
niband-based diskless cluster which consists of 126 compute nodes with RedHat En-
terprise Linux Server 5.3. C.-T. Yang and Y.-C. Chang [14] built an SMP-based PC 
cluster with a number of diskless slave nodes on Linux environment. J. H. Laros III 
and L. H. Ward [6] implemented a diskless cluster using the Network File System 
(NFS) that scales to thousands of compute nodes. 
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Virtualization allows compute nodes to run a certain number of different and concur-
rent operating system instances inside a system. Much research has demonstrated perfor-
mance evaluation for various virtualization technologies, including operating system-level 
virtualization, para-virtualization and full- virtualization [2][3][4][5][8][13]. J. Che et al. 
[2] measured and analyzed the performance of operating system-level virtualization, para-
virtualization and full-virtualization, and presented several comparison results, such as 
execution performance, kernel compiling time, memory bandwidth, I/O access, network 
traffic and context switch overhead. A. Chierici and R. Veraldi [3] presented the perfor-
mance comparison of computing, network and I/O access between para-virtualization and 
full-virtualization. J. S. White and A. W. Pilbeam [13] analyzed the throughput of full-
virtualization. M. Fenn et al. [5] showed the performance penalty of full-virtualization on 
different operating systems. D. Petrovic and A. Schiper [8] investigated the fault-tolerance 
issue on para-virtualization and full-virtualization. T. Deshane et al. [4] compare the per-
formance isolation and scalability between para-virtualization and full-virtualization. 

Several researchers have applied the DRB system and virtualization on real-world 
scenarios [1][7][10]. S. M. Sait et al. [10] focussed on biomedical information and 
DNA issues, and evaluated the Basic Local Alignment Search (BLAST) algorithms 
onto a large Infinibandbased diskless Cluster. L. Liu et al. [7] applied virtualization to 
reduce data center power consumption. B. R. Anderson et al. created a virtualized lab 
environment in distance education, and provided off-campus students to utilize the 
same environment as on-campus students [1]. 

3 Proposed Scheme 

Virtual Machine Monitor (VMM) provides a virtual environment that allows multiple 
OS images to operate on a computer hardware concurrently. Applying the VMM to 
the DRB system can run a number of different OS images of end-users on a compute 
node to reduce the amount of hardware usage and energy consumption. Moreover, it 
provides an energy efficiency machine with no local disks on a compute node to meet 
the requirement of energy saving of green cloud computing. 

Figure 1 illustrates the concept of the VM-based homogeneous DRB system in 
cloud computing. In the DRB system configuration, the clone node is a typical server 
with hardware and operating system, each compute node has the same hardware, 
which is nearly the same as the hardware of the clone node except with no local disks, 
and the server node is functioned as Dynamic Host Configuration Protocol (DHCP) 
server, Trivial File Transfer Protocol (TFTP) server and Network File System (NFS) 
server. The boot-up procedures are described as follows: 

1. The server node acquires the booting configuration and the OS image from the 
clone node. 

2. The server node offers these files to compute nodes so that a compute node can 
remotely boot up via network connection. 

3. Each compute node maintains its own virtual machine structure and provides a 
cloud computing environment to end-users. 
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4 Implementation 

To implement our approach, a PXE booting Environment (PXE) is required for com-
pute nodes. In addition, certain tools have to be installed in the server node, including 
Dynamic Host Configuration Protocol (DHCP), Trivial File Transfer Protocol (TFTP) 
and Network File System (NFS). To provide cloud computing environment for end-
users, Xen hypervisor is applied to each compute node as the VMM. Following de-
scribes the detail of implementation. 

 

Fig. 3. An example of DHCP configuration 

PXE booting Environment (PXE) is a technology to boot up system from a net-
work interface, it has been applied to many system architectures, such as Intel IA-64 
and DEC Alpha. In our work, each compute node requires a PXE network interface 
controller to acquire the PXE configuration over network. In Linux system, the PXE 
configuration is defined in pxelinux.0 file. 

Dynamic Host Configuration Protocol (DHCP) configures devices on network 
so that they can communicate with an IP. With the DHCP protocol, a device retrieves 
network information, such as IP address, default route and DNS server addresses from 
the DHCP server. In our work, the server node is configured as the DHCP server. And 
the configurations, such as network address range, router address, DNS address, and 
MAC address of compute nodes are defined in /etc/dhcp/dhcpd.conf file. As mention 
before, our heterogeneous DRB system creates a set of clone nodes, which means,  
the configuration of a compute node is from one of these clone nodes. Consequently, 
the DHCP configuration defines fixed IP address to each compute node so that the 
corresponding configuration and the OS image can be transferred to. Figure 3 gives 
an example of the DHCP configuration. While a compute node boots up, it sends  
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a DHCP request to the DHCP server, and waits for DHCP response to get its IP  
address. 

Trivial File Transfer Protocol (TFTP) is a technology that transfers files be-
tween network devices. Generally, it is widely used for transferring little files, such as 
configuration files or boot images. UNIX-like OS has initially installed typical ready-
to-use TFTP tools, for example, tftpd, tftp-hpa and tftp-server. Hence, the server node 
can start up the TFTP service immediately with following command: 

# chkconfig --level 345 xinetd on --level 345 tftp on During booting process, the 
compute node gets PXE configuration pxelinux.0, /pxelinux.cfg/default and OS image 
/kernel/initrd by tftp. 

Network File System (NFS) allows a compute node to access files over network 
connection. After retrieving the PXE configuration and the OS image, the compute 
node decompresses its OS image, and mounts the kernel on the NFS server. After-
ward, a compute node can operate as a diskless system. To support the NFS service 
for compute nodes, the administrator needs to create NFS share directories in the 
server node to share with. Then a compute node can access its files in the share direc-
tories as in a "virtual" disk. Figure 4 gives the procedures of diskless remote booting. 

Xen hypervisor is a para-virtualization VMM that requires modification of virtual 
operating system to access privileged system calls. Figure 2 shows the VM structure 
of the Xen. The Xen runs the operating system of compute nodes in Domain 0 (D0), 
and maintains operating systems of different end-users in VM 1 to VM n. The Xen 
takes a full control on hardware resource and forbids each VM to execute sensitive 
privileged instructions. Instead, the Xen controls most device drivers in D0, and han-
dles system calls from other VMs, such as CPU execution, memory allocation and I/O 
access. The Xen offers communication ways between the hypervisor and VMs, those 
are synchronous call by using hypercall and asynchronous event by using virtual in-
terrupt [2]. In this work, the configurations of D0 are defined in /etc/xen/xend-
config.sxp, and the configurations of other VMs are defined in /etc/xen/, such as VM 
kernel, virtual memory size, virtual CPU count, virtual network interface, etc. After 
setting VMs for end-users, the VMs can be started up by following command: 
# xm create -c VM_NAME 

5 Experiment Results 

In this section, we first evaluate the performance of the proposed diskless RDB sys-
tem, such as file transfer speed and boot-up time. Then, we compare runtime and 
energy consumption between the proposed DRB system and the system with local 
disks (following refer as diskless system and diskfull system respectively). All the 
experiments were executed on real cloud computing server with hardware configura-
tions as shown in Table 1. 

Figure 5(a) shows the comparison of file transfer speed of the diskless system with 
different compute node counts, where Type A, B and C are the hardware configura-
tions listed in Table 1, and the OS image used in this comparison is CentOS 5.5.  
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Fig. 4. The procedures of diskless remote booting 

Table 1. The Hardware Configurations 

Server Intel Xeon E5620 2.4GHz 49G RAM 

Client 
A. Intel Core i5 3.2GHz 12G RAM 
B. Intel Core 2 Duo E6750 2.66GHz 4G RAM 
C. Intel Xeon E5620 2.4GHz 49G RAM 

 
The experiment transferred files from the NFS server to compute nodes. As shown in 
Figure 5(a), with the increasing number of compute nodes, the transfer speed de-
grades progressively. The is due to the bandwidth contention of network, the more 
compute nodes, the slower transfer speed. 

Figure 6(b) presents the boot-up comparison between the diskfull system and the 
diskless system. To enhance security, the proposed scheme is equipped with Security-
Enhanced Linux (SELinux). The result shows that the booting time of the diskless 
system with SELinux is from 115s to 355s as compute nodes are increased from 1 
node to 10 nodes. And the booting time of the diskless system without SELinux is 
from 110s to 347s. Compared with the diskless system without SELinux, the diskless 
system with SELinux enhances security with little overhead on booting time. The 
result shows the booting time of the diskfull system from 1 node to 10 nodes are 
about the same, this is due to each node loads the OS image from its local disks. Al-
though the diskfull system avoids contention of bandwidth, a large number of local 
disks could cause considerable energy consumption. 

Figure 6(a) presents the comparison of runtime between the diskfull system and  
the diskless system with modern benchmarks, including the boot-up testing, the  
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Fig. 5. The comparison of file transfer speed and boot-up 

CPU-intensive testings (make and gcc) and I/O-intensive testing (dd). Also, we com-
pared the proposed schemes with Che's work [2] named Gen in Fig. 6. In this compar-
ison, the hardware configuration is type C. For the diskfull system, the OS image is 
CentOS 5.5. For the diskless system, the OS images are CentOS 5.5, Ubuntu 6.2 and 
Redhat 9. In the CPU-intensive testings, the runtime of the diskless system is less than 
that of the diskfull system. However, in I/O-intensive testing, the runtime is dominat-
ed by data access of hard drive. For instance, benchmark dd creates a 1.5GB image in 
hard drive, running it on the diskless system brings a longer runtime due to data is 
accessed over network. On the other hands, the diskfull system executes the I/O-
intensive benchmark on its own local disk and eliminates the overhead of network 
data transferring. For the boot-up testing, the diskfull system takes about 79 seconds 
to boot up the system, the boot-up time of the diskless systems are 105 seconds for 
CentOS, 102 seconds for Ubuntu and 110 seconds for RedHat. The results show that 
diskless system takes less performance degradation in boot-up. Moreover, the results 
also show that our schemes have better performance on runtime than that of Gen. 

Figure 6(b) demonstrates the comparison of energy consumption between the dis-
kfull system and the diskless system. The results show that the diskless system per-
forms less energy consumption in the CPU-intensive testings and boot-up testing. For 
I/O-intensive benchmark, the diskless systems have higher energy consumption. This 
is due to diskless systems take a long time for execution. On the other hand, the pro-
posed schemes have less energy consumption than that of Gen. 

In previous work [11], a compute node is equipped with two network interface 
adapters to handle (1) the communication with NFS server and (2) the communication 
with end-users. Using a network interface for the communication with the NFS server 
can avoid compute node losing its file structure in the NFS server while the internet is 
disconnected unexpectedly. However, it could cause the lack of IP address and in-
crease hardware cost. Our work merges file structure of compute node into the OS 
image so that compute node stores its own file structure in RAM memory. In this 
way, compute node can avoid losing file structure without using two network inter-
face adapters. Moreover, the usage of IP address and hardware cost can be reduced. 
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Abstract. Replica management has become a hot research topic in storage sys-
tems. This paper presents a dynamic replica management strategy based on re-
sponse time, named RTRM. RTRM strategy consists of replica creation, replica 
selection, and replica placement mechanisms. RTRM sets a threshold for re-
sponse time, if the response time is longer than the threshold, RTRM will in-
crease the number of replicas and create new replica. When a new request 
comes, RTRM will predict the bandwidth among the replica servers, and make 
the replica selection accordingly. The replica placement refers to search new 
replica placement location, and it is a NP-hard problem. Based on graph theory, 
this paper proposes a reduction algorithm to solve this problem. The simulation 
results show that RTRM strategy performs better than the five built-in replica 
management strategies in terms of network utilization and service response 
time. 

Keywords: Dynamic replica management, Response time, OptorSim, Load 
balance. 

1 Introduction 

Since data replication has been widely used in storage systems [1-3], replica management 
has been a hot research topic [4-9]. As the storage environment changes dynamically, 
dynamic replica management gets more attention by researchers. Replica management 
includes replica creation, selection, and placement. 

Most existing dynamic replica management strategies create new replica of the 
popular data based on the user access frequency, thus the replica creation always 
happens at the end of each time interval. But according to temporal locality and spatial 
locality, especially the pattern of user accesses, the distribution of the user accesses is 
uneven during the time interval. A file may have many concurrent requests during the 
time interval, and these concurrent requests will greatly increase the service response 
time of each single request. Two issues should be addressed: (1) when is the best time 
for replica creation of popular data to reduce the average service response time; (2) 
how many replicas can satisfy the response time requirement of a single request. 
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In this paper, we focus on the response time of a single request, and propose a re-
sponse time-based replica management strategy, named RTRM, which includes three 
algorithms: replica creation, replica selection, and replica placement. Replica creation 
algorithm decides when and where to create replica based on the average response 
time. Replica selection method selects the best replica node for users based on re-
sponse time prediction, while replica placement mechanism combines the number of 
replicas and the network transfer time. To evaluate the performance of RTRM, we run 
the strategies in OptorSim [10]. The evaluation results show that our replica manage-
ment strategy performs better than the five built-in replica management strategies in 
OptorSim simulator in terms of service response time and network utilization. 

The rest of this paper is organized as follows. Section 2 introduces the related 
work. Section 3 presents dynamic replica management strategy. The analysis and 
evaluation results are presented in section 4. In section 5, we give conclusions and 
possible future work. 

2 Related Works 

Replica management has been widely studied. Sun et al. [4] proposed a replica strategy 
based on the memory cache. Hou et al. [5] proposed a dynamic replica creation 
mechanism DynRM, which decides to create replicas according to the file access 
frequency. Chang et al. [6] set access-weights for each file, and choose hot file based 
on the value of access-weights. These replica strategies do not take the response time 
of a single request into consideration, while many requests have to be waiting for a 
long time. 

Rahman et al. [7] proposed a replica placement algorithm used the p-median model 
to find the locations of p candidate nodes to place replicas, but the problem is how to 
determine an appropriate value of p. A model-driven replica strategy is proposed in [8]. 
This strategy first calculates the requisite number of replicas and selects the best set of 
nodes to host the replicas. However, as each node can only utilize partial information, 
this strategy may create too many replicas and result in prohibitive overhead. Li et al  
[9] proposed a DSRL replica location method in which each file has a home node to 
maintain the index of all the replicas. With the dynamic changes in the network, DSRL 
method would create too many replicas. 

3 Design of RTRM 

3.1 Replica Creation Method 

In dynamic replica management strategy, replica creation decides which file is the 
popular data and when is the right time to create new replica of the popular data. 
Replica creation method first finds the best time to create new replica, an access 
recorder is assigned to each data node, which is used to store the number of concurrent 
user accesses to each file, including file name, number of concurrent access, file size, 
and so on. The service response time of single access can be calculated by the number 
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of concurrent user accesses. Once the average service response time of a file is higher 
than a threshold, the file becomes popular data, and the creation of that file is started. 

In our replica creation method, Tthreshold is set as the upper limit of the service 
response time of a single request. The average service response time of a file must be 
smaller than Tthreshold. 

Assume that data block b has n replicas, and distributed in n nodes. Let these n 
nodes be N1, N2, … Nn. To simplify the problem, for the user accesses of data block b, 
we have the denotations as follows: 

The size of data block b is denoted as Sb. 
The network transmission capability of node Ni is denoted as NTCi. 
The number of concurrent accesses of node Ni is denoted as Numi. 
The maximum service response time of single request of node Si is denoted as 

MSRTi. MSRTi can be computed by Equation (1). 

 )...,,2,1( niNum
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We define MSRTMAX as the maximum value of all MSRTi, the average response time 
of all MSRTi is denoted as MSRTaverage. Based on Equation (1), MSRTMAX and MSRTa-

verage can be computed by Equation (2). 

 







=

=

 =

n

i iaverage

nMAX

MSRT
n

MSRT

MSRTMSRTMSRTMSRT

1

21

1

),...,,max(
 (2) 

Each time when a user access comes, we get the value of MSRTMAX and MSRTaverage 
through Equation (2). If the value of MSRTaverage is higher than Tthreshold, file f is 
considered to be popular data, and new replica of file f will be created. If MSRTaverage is 
smaller than Tthreshold, but MSRTMAX is higher than Tthreshold, then the system would 
transfer some accesses from the relatively heavy load nodes to the relatively light load 
nodes. 

3.2 Replica Selection Method 

The goal of replica selection method is to select the best replica node of a file. In rep-
lica selection method, LPC is defined to represent the load process capability of a 
node. The metrics of LPC consists of three components: CPU process capability, 
network transmission capability, and I/O capability of disks, denoted by wc, wn, wio, 
respectively. Given these metrics, LPC can be computed by Equation (3). 

LPC =α*wc+β*wn+γ*wio                             (3) 

In Equation (3), α, β, γ are constants and can be determined according to service level. 
Replica selection method chooses the node with highest LPC to response the user 
request, the user then accesses the file from the node with highest LPC. 



 RTRM: A Response Time-Based Replica Management Strategy 127 

 

3.3 Replica Placement Mechanism 

Replica placement has been proven to be NP-hard. We first give a model of replica 
placement, and then we propose a reduction algorithm to solve this problem. 

Assume that the system has n storage nodes, let them be n1, n2, …,nn. We want to 
get the minimal replicas of file f, and place these replicas to satisfy the requirement of 
a single request. To simplify the problem, the denotations are as follows: 

(1) The replica number is denoted as replicaDegree, and the upper limit of the re-
sponse time of a single request is set as Tupper. 

(2) The response time that node ni accesses file f is denoted as responseTimei, it is 
the time that ni accesses file f from the nearest node. If ni contains file f or its replica, 
responseTimei is set to be 0. 

(3) The total response time of the system is denoted as TotalresponseTime, and To-
talresponseTime can be computed by Equation (4). 

  =
= n

i imeresponseTinseTimeTotalrespo
1

 (4) 

The goal of our design is to make sure that the response time of a single request must 
be smaller than Tupper, and minimize the value of replicaDegree and the value of Tota-
lresponseTime. Therefore, in this paper, we want to find an optimal replica scheme 
that can achieve the following goals: 

(1) Minimize replicaDegree 
(2) responseTimei <= Tupper 
(3) Minimize TotalresponseTime. 

For goals (1) and (2), they can be described as a Set Covering Problem (SCP), which 
has been proven to be NP-hard. Based on greedy algorithm, by transforming the SCP 
into an equivalent graph, we design a reduction algorithm to figure out this model. 

Based on the network topology and the network transfer time, we construct a graph 
G=(V, E), this graph can be described as: 

V={n1, n2, …, nn}; E={(ni, nj) | responseTimeji<= Tupper}. 
As an example, a network topology and the network transfer time is shown in 

Fig.1, and the value of Tupper in this example is 10s. 
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Fig. 1. Network topology and network transfer time 
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From the graph, we can get the value of V and E. 
V={n1, n2, n3, n4, n5, n6, n7, n8, n9}; E={(n1, n2), (n1, n3), (n1, n4), (n1, n6), (n2, n3), 

(n2, n4), (n2, n6), (n5, n9), (n5, n8), (n6, n7)}. 
The goal is to find a subset V*, which is a smallest subset of V, for each element v 

from V, there must have at least one element v* from V*, and (v, v*) is an element in 
E. It means that for each node v in V, there must be at least one node v* in V*, and v 
can access file from v* within Tupper. 

Algorithm 1 shows the process of the reduction algorithm. We can place the repli-
cas in the nodes from V* to make sure that all the nodes can access file f within Tupper. 

 

4 Performance Evaluation 

In this section, we first compare our replica placement mechanism with other four 
replica placement strategies, then compare RTRM strategy with the five built-in repli-
ca strategies in OptorSim. From the experiment results, RTRM strategy performs 
better in terms of network utilization, average response time, and total replica number. 

4.1 Analysis of Replica Placement Mechanism 

We will compare our replica placement mechanism with other four strategies: Best 
Client, MinimizeExpectedUtil, MaximizeTimeDiffUtil, and MinimizeMaxRisk. 

Algorithm 1. Reduction algorithm 
INPUT: G = (V, E); OUTPUT: V* 
// degree(v) gets the degree of v in G; 
1. Begin 
2.        Initialize V* and v*: V* = Ø, degree(v*) = 0; 
3.        if ( V == Ø ) {go to 18;} 
4.        else {go to 5;} 
5.        for ( each element v in V ) 
6.                if( degree(v) > degree(v*) ) { v* = v;} 
7.                push v* into V*; 
8.                delete all the edges incident to v* from V; 
9.                delete v* from V; 
10.       end for 
11.       if ( V == Ø ) {go to 18;} 
12.       else {go to 13;} 
13.       for ( each element v in V ) 
14.               if ( (v*, v) ⊆E )  
15.  {if(degree(v) == 0) { delete v from V;}} 
16.       end for 
17.       go to 3. 
18.       return V*; 
19. End 
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The example in Fig. 1 is used in the analysis. The upper limit of the response time 
of a single request Tupper is set to 10s. We define replicaDegree to represent the num-
ber of replicas in the system, and use TotalresponseTime to represent the total re-
sponse time of all nodes in the system. We perform two analyses. In the first analysis, 
we compare the value of TotalresponseTime of the five mechanisms with the same 
replicaDegree. In second analysis, we compare the smallest replicaDegree of the five 
mechanisms while making sure the response time of all requests is smaller than Tupper. 

First Analysis 
Because in general storage systems, the smallest replica degree is 3, we set the val-

ue of replicaDegree of all the five mechanisms 3, and access the file from each node, 
then compare the TotalresponseTime of each mechanism. Result is in Table 1. 

Table 1. Results of first analysis 

Mechanism TotalresponseTime Nodes to host replica 
RTRM 40  n2, n5, n6 

Best Client 77  n2, n3, n4 
MinimizeExpectedUtil 48  n1, n2, n5 
MaximizeTimeDiffUtil 52  n1, n2, n9 

MinimizeMaxRisk 69 n2, n3, n7 

 
From the first analysis, we can observe that with the same replicas, our replica 

placement mechanism performs best, and has the smallest TotalresponseTime. 
Second Analysis 
As smaller replica degree means less cost of management, we compare the smallest 

replicaDegree of each mechanism to make sure that the response time of a single 
request is smaller than Tupper. The result is shown in Table 2. 

Table 2. Results of second analysis 

Mechanism replicaDegree Nodes to host replica 
RTRM 3 n2, n5, n6

Best Client 4 n2, n3, n4, n5 
MinimizeExpectedUtil 3 n1, n2, n5 
MaximizeTimeDiffUtil 4 n1, n2, n6, n9 

MinimizeMaxRisk 4 n2, n3, n5, n7 
 

From the second analysis, we can see that our replica placement mechanism has the 
smallest replciaDgree. MinimizeExpectedUtil also has smallest replicaDegree, but its 
TotalresponseTime is bigger. 

4.2 Simulation of Dynamic Replica Management Strategy 

OptorSim is a scalable, configurable and programmable simulation tool for grid. It 
has five built-in replica management strategies. We compare our RTRM strategy with  
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the five built-in replica strategies in OptorSim, and give the performance analysis. 
The simulation grid topology is shown in Fig. 2. 

 

Fig. 2. The grid topology of simulation experiment 

The simulation experiments are performed on a server machine, and the hardware 
and the software environment of the server machine is shown in Table 3. 

Table 3. Environment of server machine 

CPU Quad-Core Intel Xeon 1.6GHz processors 
Memory 4GB DDRII RAM 
Hard Disk 320GB SATA II hard drive 7200RPM (ST3500418AS) 
OS 64-bit CentOS 5.6 with Linux 2.6.18.8 kernel 
OptorSim OptorSim Release V 2.0.0 

 
The simulation parameter configuration of the grid in our experiments is shown in 

Table 4. 

Table 4. The configuration of simulation parameters 

Parameters value 
Number of jobs 1000 
Scheduler File access cost + job queue access cost 
optimizer SimpleOptimiser 

LruOptimiser 
EcoModelOptimiserZipf 
DynamicOptimiser 

Job delay 40000 
Init file distribution n1, n4, n7 
Max queue size  200 

 
Fig. 3 shows the average job time of the six replica management strategies under 

three user access modes. In sequence mode, RTRM strategy is second best. In the 
random mode, RTRM strategy performs not so well. While in the Zipf distribution 
mode, our strategy performs best among all strategies. 
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Fig. 3. Average job time 

Fig. 4 shows the network utilization of the six replica management strategies under 
three user access modes. From the result, in any mode, RTRM strategy performs the 
best among the six strategies. This is because RTRM strategy takes the response time 
of a single request into consideration, making sure that the response time of any node 
smaller than Tupper. 
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Fig. 4. Network utilization 

Table 5 shows the number of total replicas of the six replica management strategies 
under three user access modes. Because the simple strategy has no replicas, the num-
ber of replicas of simple in Table 5 is always 0. From the table, we can see that the 
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number of replica in RTRM strategy is far less than other five strategies in each 
access model. This is because we apply the reduction algorithm in the replica place-
ment, and find the relatively better nodes to host the replicas for all the nodes in the 
system. Make sure the average service time is smaller than the threshold. 

Table 5. Number of total replicas 

Sequential Random Random_Zipf 
Simple 0 0 0
LRU 8851 6982 3583 
LFU 6573 6751 3026 
Eco 205 225 112 

Eco_Zipf 425 512 374 
RTRM 43 57 36

 
Through the analysis of simulation results, it can be deduced that RTRM strategy is 

very suitable for user access mode which follows Zipf distribution. The Zipf distribu-
tion means that user’s access to file is coherent to time, which is very popular in the 
file sharing application of distributed storage system. 

5 Conclusion and Future Work 

Taking the response time of single request into consideration, we propose a response 
time-based replica management strategy referred to as RTRM, and it consists of replica 
creation method that can automatically increase the number of replicas based on the 
average response time. When a new request comes, RTRM will predict the bandwidth 
among the replica servers, and make the replica selection accordingly, and replica 
placement mechanism combing with the number of replicas and the network transfer 
time. In addition, we implement our dynamic replica management strategy in 
OptorSim. Through extensive simulations, we show that RTRM strategy behaves 
much better than the five built-in replica management strategies in OptorSim in terms 
of the network utilization and the service response time. 

Finally, due to the limitation of OptorSim, the performance advantage of our replica 
selection method does not fully revealed in the simulation, but we believe that our 
replica selection method could achieve good performance and low response time, and 
provide rapid data download. In the future, we plan to apply our response time-based 
replica management strategy in HDFS [3], PVFS [11], pNFS [12], Gpfs [13], and 
LusterFS [14]. 
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Abstract. As Hadoop becomes a popular distributed programming framework 
for processing large data on its distributed file system (HDFS), demands for se-
cure computing and file storage grow quickly. However, the current Hadoop 
does not support encryption of storing HDFS blocks, which is a fundamental 
solution for secure Hadoop. Therefore, we propose a secure Hadoop architec-
ture by adding encryption and decryption functions in HDFS. We have  
implemented secure HDFS by adding the AES encrypt/decrypt class to Com-
pressionCodec in Hadoop. From experiments with a small Hadoop 
testbed, we have shown that the representative MapReduce job on encrypted 
HDFS generates affordable computation overhead less than 7%.  

Keywords: Hadoop, HDFS, Security, Encryption, Decryption, Cryptography. 

1 Introduction 

Apache Hadoop [1], that originated from Google's MapReduce and GFS [2, 3], has 
been recently popularized due to its scalable distributed computing framework and 
file system, because it enables a big data processing platform for many data-intensive 
applications and analytics. Hadoop is an open-source distributed computing frame-
work implemented in Java, and provides the MapReduce programming model and the 
Hadoop Distributed File System (HDFS). MapReduce allows users to harness thou-
sands of commodity machines effectively in parallel for processing massive data in 
the distributed system by simply defining map and reduce functions. 

Since Hadoop is usually used in a large cluster or a public cloud service such as 
Amazon Elastic MapReduce where multiple users run their jobs at the same time, it is 
essential to provide the security of user data on HDFS. However, the security service 
in the current Hadoop project is at the early design stage [4] that the simple file per-
mission and access control mechanisms are employed. Particularly, encryption is the 
key means for the secure HDFS where many datanodes store files to HDFS and trans-
fer user files among datanodes while executing MapReduce jobs. It is reported that a 
future Hadoop software release will include encryption [5]. For the secure HDFS, a 
few studies assume that encryption is applied to HDFS [6-9]. However, the native 
encryption modules for Hadoop have not been fully implemented and tested. 

In general, encrypted file systems are widely deployed in various Operating Sys-
tems (OSes) such as MS Windows, Linux, MacOS and FreeBSD, and it is known that 
encrypted file system does not perform well because of the high CPU utilization of 
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encryption or decryption processes. However, recent CPU architectures equipped with 
multi-cores and special encryption accelerators can perform better than expectation. 
On the other hand, due to the development of CUDA [10] and OpenCL, GPUs can 
run general-purpose programs by augmenting the computing power with many paral-
lel processing units. Recent studies [11-15] begin to take advantage of GPUs for de-
veloping network systems such as routers and distributed file system by utilizing high 
degrees of parallelism of GPUs and saving CPU computing capacity. Yet, the current 
data center generally does not deploy the CUDA-capable GPUs to the cluster, because 
a cluster node is equipped with the popular hardware devices at the low cost. In addi-
tion, GPUs usually consume more energy than CPUs so that they cannot be adopted 
by a large-scale data center where the most serious problem is the energy-efficient 
computing infrastructure. This means that we cannot directly utilize the GPU capa-
bility for enhancing computing power in the commodity data center. 

Therefore, in this paper, we propose a secure HDFS architecture that is compatible 
with the current Hadoop applications and show its performance results on the Hadoop 
cluster testbed. From the experiments with an AES encryption algorithm [16], we 
present that the secure HDFS causes the computation overhead only less than 7% for 
the representative MapReduce jobs.  

The remainder of this paper is organized as follows. In Section 2, we describe the 
related work. Our proposal for the secure HDFS is explained in Section 3, and  
its experimental results are presented in Section 4. Finally Section 5 concludes this 
paper. 

2 Related Work 

As Hadoop becomes the main framework for the cloud computing service, a few stu-
dies [4, 6-9] have presented secure HDFS methods. In [4], a secure HDFS architec-
ture has been proposed such that Kerberos over SSL is used for strong mutual authen-
tication and access control to enhance HDFS's security. Tahoe [6], a prototype of 
using SSL and integrating an encrypted distributed file system with Hadoop, has been 
presented, but its write speed is 10 times slower and its read speed is about the same 
with the generic HDFS. In [7], an application-level encryption MapReduce, that as-
sumes the pre-uploaded plaintext to HDFS, was proposed to support the file system. 
In [8], hybrid encryption of HDFS was proposed with HDFS-RSA and HDFS-Pairing. 
However, both read and write performance of encrypted HDFS is lower than those of 
the generic HDFS.  In the write case, the encrypted HDFS is slower by 2 times. In 
[9], Hybrid cloud, where sensitive data is stored at private storage cluster and the 
remainder of data is transferred to public or partner storage cluster, was proposed. For 
more security, sensitive data can be encrypted using trusted platform module (TPM). 

GPUs have been also applied to distributed storage systems and Hadoop. In [11], a 
GPU-based library that accelerates hashing-based primitives for distributed storage 
system has been presented. In [14], a framework for integrating GPU computing into 
storage systems has been proposed, and it has been prototyped in the Linux kernel. 
The AES cipher powered by GPUs is reported to achieve 4 GBps, whereas the results 
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with CPUs are less than half of GPU's performance in [14]. Shredder [15]  uses 
GPUs for incremental storage and computation in Hadoop by mitigating the CPU 
bottlenecks of content-based chunking. Generally, GPU-based approaches put empha-
sis on performance enhancement, but they do not reveal the energy efficiency and 
consider form factors that are currently deployed by commodity servers in a data cen-
ter. Nowadays, dedicated encryption accelerators and CPUs with special encryption 
features such as Intel AES New Instructions (NI) [17] have been developed. 

3 Secure Hadoop 

3.1 Overview 

HDFS consists of a master (namenode) and multiple slaves (datanodes). In HDFS, a 
file is chunked by a block with the fixed size (64 MB by default). The namenode 
manages the file system metadata and controls access to files from clients by main-
taining the mapping between datanodes and blocks for a file. Each block belonging to 
a file is replicated three by default in HDFS. Hadoop provides a MapReduce pro-
gramming framework that runs multiple tasks for a job. A MapReduce job divides its 
job into multiple maps or reduce tasks to process many HDFS blocks in parallel. 
HDFS is well suited with a write-once-read-many access model. 

We assume that every file is encrypted and decrypted before it is written and read 
in the secure HDFS. In addition, we presume that each datanode is a commodity serv-
er that will encrypt and decrypt files with CPUs. Clients' requests to read or write a 
file in HDFS will trigger decryption or encryption functions to HDFS blocks at each 
datanode. We use 128-bit AES which is one of the most popular block cipher algo-
rithm and suitable for handling HDFS blocks. There are a few modes of operation for 
AES: ECB, CBC, OFB, CFB, CTR and XTS [16]. We choose AES ECB, because its 
computation can be concurrently performed in a distributed computing environment. 
AES CBC is the most commonly used mode, but it is not suitable for HDFS cluster 
consisting of many nodes because HDFS blocks must be processed sequentially on 
one slave node. 

3.2 Encrypting Files in HDFS 

As shown in Fig. 1, following the same procedure of the file write operation in HDFS, 
a HDFS client splits a file by a fixed size, encrypts every block and saves it to HDFS. 
In HDFS, the encryption function itself can be easily implemented by writing an en-
cryption Java class in the same way that the CompressionCodec is used for com-
pressing and uncompressing files [5]. Based on CompressionCodec, we have 
devised an AES encryption module (AESCodec) that executes the encryption algo-
rithm on the CPU. The HDFS client runs AESCodec class to perform encryption and 
to pass the encrypted HDFS blocks to a datanode. Then, the first datanode, that rece-
ives the encrypted HDFS blocks from the client, will stream the encrypted blocks to 
other datanodes for replication. In contrast to decryption, encryption of a file is  
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Fig. 3. File write performance under different file sizes: generic HDFS vs. AES-encrypted 
HDFS 

 

Fig. 4. Performance of MapReduce jobs under different file sizes: generic HDFS vs.  
AES-encrypted HDFS 
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5 Conclusion 

Since generic Hadoop lacks in secure file management, it is necessary to be upgraded 
with encryption in HDFS. Though encryption is the essential file protection method, 
its real implementation has not been fully examined. In this paper, we presented a 
secure HDFS by adding encryption and decryption function as a built-in encryp-
tion/decryption class in Hadoop. Based on CompressionCodec, we have imple-
mented AESCodec into Hadoop and shown that it is useful for securing MapReduce 
job in HDFS with marginal performance degradation less than 7%. 

Acknowledgment. This research was supported by the Basic Science Research Pro-
gram through the NRF, funded by the Ministry of Education, Science and Technology 
(NRF 2010-0021087). The corresponding author of this paper is Youngseok Lee. 

References 

1. Hadoop, http://hadoop.apache.org/ 
2. Dean, J., Ghemawat, S.: MapReduce: Simplified Data Processing on Large Cluster. In: 

OSDI (2004) 
3. Ghemawat, S., Gobioff, H., Leung, S.: The Google File System. In: ACM Symposium on 

Operating Systems Principles (October 2003) 
4. O’Malley, O., Zhang, K., Radia, S., Marti, R., Harrell, C.: Hadoop Security Design,  

Technical Report (October 2009) 
5. White, T.: Hadoop: The Definitive Guide, 1st edn. O’Reilly Media (2009) 
6. Cordova, A.: MapReduce over Tahoe. Hadoop World (2009) 
7. Majors, J.H.: Secdoop: a confidentiality service on Hadoop clusters. Auburn University 

Master Thesis (May 2011) 
8. Lin, H., Seh, S., Tzeng, W., Lin, B.P.: Toward Data Confidentiality via Integrating Hybrid 

Encryption Schemes and Hadoop Distributed FileSystem. In: IEEE AINA (2012) 
9. Yang, Y., Wu, Z., Yang, X., Zhang, L., Yu, X., Lao, Z., Wang, D., Long, M.: SAPSC: Se-

curity Architecture of Private Storage Cloud Based on HDFS. In: Proceedings of 26th 
IEEE Workshops of International Conference on Advanced Information Networking and 
Applications (2012) 

10. NVIDIA CUDA Programming Guide,  
http://developer.download.nvidia.com/compute/DevZone/ 
docs/html/C/doc/CUDA_C_ProgrammingGuide.pdf 

11. Al-Kiswany, S., Gharaibeh, A., Santos-Neto, E., Yuan, G., Ripeanu, M.: StoreGPU: ex-
ploiting graphics processing units to accelerate distributed storage systems. In: ACM 
HPDC (2008) 

12. Han, S., Jang, K., Park, K., Moon, S.: PacketShader: A GPU accelerated Software Router. 
In: Proceedings of the ACM SIGCOMM (2010) 

13. Jang, K., Han, S., Han, S., Moon, S., Park, K.: SSLShader: Cheap SSL Acceleration with 
Commodity Processors. In: Proceedings of NSDI (2011) 

14. Sun, W., Ricci, R., Curry, M.L.: GPUstore: Harnessing GPU Computing for Storage  
Systems in the OS Kernel. In: ACM SYSTOR (June 2012) 



 Secure Hadoop with Encrypted HDFS 141 

 

15. Bhatotia, P., Rodrigues, R., Verma, A.: Shredder: GPU-Accelerated Incremental Storage 
and Computation. In: USENIX FAST (February 2012) 

16. Advanced Encryption Standard, http://en.wikipedia.org/wiki/Advanced_ 
Encryption_Standard 

17. Intel, http://software.intel.com/en-us/articles/intel-advanced-
encryption-standard-instructions-aes-ni 

 
 



 

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 142–151, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

VM Migration for Fault Tolerance  
in Spot Instance Based Cloud Computing 

Daeyong Jung1, SungHo Chin2, Kwang Sik Chung3, and HeonChang Yu1,* 

1 Dept. of Computer Science Education, Korea University, Seoul, Korea 
2 Software Platform Laboratory, CTO Division, LG Electronics, Seoul, Korea 
3 Dept. of Computer Science, Korea National Open University, Seoul, Korea 

{karat,yuhc}@korea.ac.kr, 
sunghochin@gmail.com, kchung0825@knou.ac.kr 

Abstract. The cloud computing is a computing paradigm that users can rent 
computing resources from service providers as much as they require. A spot in-
stance in cloud computing helps a user to utilize resources with less expensive 
cost, even if it is unreliable. When a user performs tasks with unreliable spot in-
stances, failures inevitably lead to the delay of task completion time and cause a 
seriously deterioration in the QoS of users. To solve the problem, we propose 
the VM migration scheme to reduce the job waiting time. And in this scheme 
we use our previously proposed checkpointing method. When a running in-
stance occurs the out-of-bid situation (failure), the VM on the failed instance is 
to a new instance. Our proposed VM migration scheme reduces the rollback 
time and the task waiting time when an instance occur the out-of-bid situation. 
The simulation results show that our scheme achieves performance improve-
ments in the task execution time of 68.94%, 68.61%, and 46.35% compared 
with the hour-boundary checkpointing scheme, the rising edge-driven check-
pointing scheme, and our previously proposed checkpointing scheme., respec-
tively Further, our scheme outperforms the existing schemes in terms of the  
reduction the total costs per spot instances for a user’s bid. 

Keywords: Cloud computing, Spot instances, VM migration, Price history, 
Fault tolerance. 

1 Introduction 

Recently, due to increased interests for cloud computing many cloud projects and 
commercial systems such as Amazon EC2 [1], GoGrid [2], FlexiScale [3], have been 
implemented. Cloud computing is a computing paradigm that constitutes an advanced 
computing environment that evolved from utility and grid computing. In addition, 
cloud computing involves a type of parallel and distributed system consisting of a 
collection of interconnected and virtualized computers that are dynamically provided 
and presented as one or more unified computing resources based on service level 
                                                           
* Corresponding author. 
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agreements established through negotiation between service providers and consumers 
[4]. Typically, Cloud computing provides high utilization and high flexibility for 
managing computing resources. And, cloud computing services provide a high level 
of scalability of computing resources combined with Internet technology to multiple 
customers [5].  In the most of these cloud services, the concept of an instance unit is 
used to provide users with resources in cost-efficient way. Generally instances are 
classified into two types: on-demand instances and spot instances. On-demand In-
stances allow the user to pay for computing capacity by the hour with no long-term 
commitments. This frees users from the costs and complexities of planning, purchas-
ing, and maintaining hardware and transforms what are commonly large fixed costs 
into much smaller variable costs [1]. On the other hand, spot instances allow custom-
ers to bid on unused Amazon EC2 capacity and run those instances for as long as their 
bid exceeds the current spot price. The price for spot instance changes periodically 
based on supply and demand, and customers whose bids meet or exceed it gain access 
to the available spot instances. If you have time flexibility for executing applications, 
spot instances can significantly decrease your Amazon EC2 costs [6]. For task com-
pletion, therefore, spot instances may incur lower cost than on-demand instances. 

Spot market-based cloud environment configures the spot instance. This environ-
ment changes spot prices depending on the user’s supply and demand. The environ-
ment affects the successful completion or failure of tasks in accordance with the 
changing of spot prices. Spot price has market structure, law of demand and supply. 
Therefore, cloud service (Amazon EC2) can provide a spot instance when a user’s bid 
is higher than current spot price. And, a running instance stops when a user’s bid be-
comes less than or equal to the current spot price. After a running instance stops, the 
running instance restarts when a user’s bid is greater than the current spot price [7, 8]. 

Therefore, we solve the problem that the performed task is failed according to the 
current spot price. In previous study, we propose VM migration scheme using check-
pointing [9]. Our proposed checkpointing scheme basically performs a checkpointing 
operation based on two kinds of threshold: price and time. These two thresholds are 
extracted from the price history of spot instances and are used to determine the 
checkpointing time in the presence of failures of spot instances arising from price 
fluctuation in a cost-efficient way. Using this checkpointing scheme, cloud system is 
able to minimize loss of task and rollback time since rollback is shorter than that of 
existing checkpointing schemes. However, if spot price is higher than user’s bid, an 
instance is suspended with checkpointing. And, the instance makes a task waiting 
time until a task restarts. As a consequence, in this paper, we propose the VM migra-
tion scheme using checkpointing to solve task waiting time problem. However, intui-
tively our scheme makes an additional VM migration time VM from current instance 
to new instance and has to reduce total execution time than without VM migration. 

Lastly, we carry out simulations to demonstrate effectiveness of our scheme. Simu-
lation results show that our scheme outperforms the existing schemes, such as  
hour-boundary checkpointing, rising edge-driven checkpointing, and our previous 
checkpointing, in terms of reduction of both total costs and total task execution time 
per spot instance for a user’s bid. 
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The rest of this paper is organized as follows: Section 2 briefly describes related 
work on checkpoint and migration in cloud computing. Section 3 presents our system 
architecture and its components. Section 4 presents our checkpoint and VM migration 
algorithms based on the price history of spot instances. Section 5 presents perfor-
mance evaluations with simulations. Lastly, Section 6 concludes the paper. 

2 Related Work 

Many researchers and companies have recently studied two different types of envi-
ronment in cloud computing: reliable cloud computing environments, such as on-
demand instances [7], and unreliable cloud computing environments, such as spot 
instances [8]. [7] has addressed acquiring on-demand or reserved instances. Focus of 
our research is the unreliable cloud computing environment. The cost of unreliable 
cloud computing environment (spot instances) is less than that in reliable cloud com-
puting environment (on-demand instances) for task completion. However, a spot  
instance takes a longer task completion time than on-demand instance, because a run-
ning instance occurs out-of-bid situations (failure) when user’s bid exceeds the spot 
price. Out-of-bid situations may make a task waiting time that is not task execution in 
instance. To solve this problem, existing researches have focused on studies on the 
resource allocation [10, 11] and fault tolerance [7, 8, 10]. 

Voorsluys et al. [10] proposed a resource allocation scheme and resource provi-
sioning policy. Zhang et al. [11] introduced the question of how best to match cus-
tomer demand in terms of both supply and price in order to maximize the provider’s 
revenue and the customer’s satisfaction in terms of VM scheduling delay. [10] and 
[11] focus on a resource allocation scheme to achieve higher revenues and a reduced 
task waiting time. There are various fault tolerance methods. [7, 8] introduce a check-
point method to improve reliability of task. Based on the actual price history of EC2 
spot instances, the authors compared several adaptive checkpointing schemes in terms 
of monetary costs and the improvement in job completion time. Other studies com-
pared the performances of schemes based on fault tolerances in spot instances [8, 10]. 
Goiri et al. [7] evaluated three fault tolerances scheme, checkpointing, migration, and 
job duplication, assuming that the communication cost is fixed. [10] analyzed various 
types of schemes using spot instances. However, previous papers focus on reliability 
and do not consider a total task execution time to perform the entire operation. Only, 
papers focus on increment of reliability of task and reduction of total cost. Therefore, 
our paper focuses on decrement of a total task execution time and proposes the VM 
migration scheme using a checkpointing.  

3 System Architecture 

Fig. 1 shows the cloud computing environment assumed in this paper. Fig. 1(a) shows 
the cloud computing structure. This cloud computing structure basically consists of 
four entities: a cloud server, a storage server, cluster servers, and cloud users. The 
cloud server is connected to cluster servers and storage servers. The cluster server 
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consists of a lot of nodes. The cloud users can access the cloud server via the cloud 
portal to utilize the nodes in the cluster servers as resources. Therefore, the cloud 
server takes responsibility for finding virtual resources to satisfy the user's require-
ments, such as SLA and QoS. The coordinator in the cloud server manages tasks and 
VM, and is responsible for the SLA management. Fig. 1(b) shows the management 
operation flow. A cluster server consists of nodes of multiple instance types. To con-
figure a cluster server, each node creates VM depending on each instance type and 
manages a creation of VM. A cloud user accesses a cloud portal to select the type of 
spot instance of the cloud server. And they use a VM in a selected instance. In the 
cloud server, a coordinator manages history of multiple spot instances to meet the 
requirements of cloud users and monitors to migrate from a failed instance to a new 
instance. In addition, each VM node takes a checkpointing and determines the VM 
migration. We focus on the coordinator and the VM, which play an important role in 
our checkpointing and VM migration scheme. 

 

Fig. 1. Cloud computing environment 

3.1 VM Migration Scheme Using SLA-Based Checkpointing  

In this section, we propose the VM migration scheme using SLA-Based checkpoint-
ing in the spot instances. We introduce our proposed scheme and then represent the 
proposed processing and algorithm using VM migration scheme.  

Spot instance environment assume that VM can be performs on the same instance 
type until task completion. However, if the environment uses one instance type, a 
running VM stops when spot price is higher than the user’s bid. To solve the problem, 
we propose VM migration to continue job execution in spite of out-of-bid situations. 
And a running VM migrates from current instance type to new instance type. We use 
our previous proposed checkpointing scheme for VM migration scheme. Fig. 2 shows 
our proposed VM migration scheme to add previous proposed checkpointing scheme. 
Our VM migration scheme investigates an instance type to migrate the VM from cur-
rent instance type to other instance type when execution time on current spot price 
meets time threshold. And, an available instance type selects to consider a user’s bid 
and a remaining execution time. The data of selected instance type use kind of two.  
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Frist, if spot price using an instance exceeds the user’s bid, VM migrates a selected 
instance type. And the VM restarts from the last checkpoint. Second, if next spot price 
of an instance is lower than the user’s bid, the coordinator deletes the stored informa-
tion of before selected instance and obtains new information to select new instance. 

 

Fig. 2. Our proposed VM migration scheme 

We explain our previous proposed checkpointing scheme. This scheme basically 
performs a checkpointing operation using two kinds of threshold, price and time, 
based on the expected execution time according to the price history. Now, let tstart and 
tend denote, a start point and an end point, respectively, in the total of ETs. Based on 
tstart and tend, we obtain price threshold ( PriceTh ) and time threshold (

ipTimeTh ), 

which are used as thresholds in our proposed checkpointing scheme.  
The price threshold, PriceTh , can be calculated by eq. 1 

( , )

2
start end bidPriceMin t t User

PriceTh
+

=                   (1) 

where bidUser  represents the bid suggested by a user and ( , )start endPriceMin t t  represents an 

available minimum price in a period between startt  and endt . 

The time threshold of price iP , 
ipTimeTh , can be calculated by eq. 2 

( , ) (1 )
i i ip P start end pTimeTh AvgTime t t F= × −

                        
(2) 

where 
ipF is a failure probability of price iP  and ( , )

iP start endAvgTime t t
 
represents an 

average execution time of iP in a period between startt  and endt . 

Using these two thresholds, our proposed checkpointing scheme performs check-
point operations in two cases. The first case is that a checkpoint is taken when there is 
a rising edge between users bid and the price threshold; and the second case is based 
on the failure probability and average execution time of each price. A checkpoint is 
taken when the time threshold exceeds execution time of current price. And a migra-
tion prediction module is performed with taking a checkpoint when time threshold is 
calculated. The migration is performed when out-of-bid occurs in a running instance. 
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3.2 Efficient Checkpoint and VM Migration Scheme Algorithm 

In this section, we introduce a proposed efficient checkpoint and VM migration algo-
rithm. Fig. 3 and 4 show two kinds of checkpointing scheme and VM migration me-
thod. Two checkpointing points have price threshold and time threshold. Using these 
two thresholds, our proposed checkpointing scheme takes checkpoint in the two cas-
es: first case is that a checkpoint is taken when there is a rising edge between a user’s 
bid and price threshold. Second case is based on failure probability and an average 
execution time of each price. A checkpoint is taken when time threshold exceeds the 
execution time of current price. The migration method has a migration prediction, a 
migration execution, and predicted information of migration. 
 

1: 
2: 

 
3: 
4: 
5: 
6: 
7: 
8: 
9: 

10: 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 
20: 
21: 
22: 
23: 

Boolean F_flag = false        // a flag representing occurrence of a task failure 
Boolean M_flag = false   // a flag representing occurrence of the prediction 
information of a VM Migration position 
while (!task execution finishes) do 
   if (spot prices < User's bid ) then 
       if (F_flag) then 
          VM Migration ( ); 
          Recovery ( ); 
          flag = false; 
       end if 
      if (!F_flag) then 
          if (rising edge && Price Threshold ≤ spot prices) then 
             Checkpoint ( ); 
          end if 
          if (Time Threshold < execution time in current price) then 
             Checkpoint ( ); 
             VM Migration Position Prediction ( ); 
         end if 
      end if 
   end if 
   if (failure is occurred) then 
      F_flag = true; 
   end if 
end while 

Fig. 3. Checkpointing with VM migration and recovery algorithms 

Fig. 3 shows the checkpointing and recovery algorithms with VM migration used in 
our proposed scheme. In these algorithms, the flag for representing an occurrence of a 
task failure is initially set to false. The checkpointing process repeats until all tasks are 
completed. Line 1 and line 2 show the flag information of task failure and prediction, 
respectively. When task execution is normal (i.e., the flag is false), the scheduler per-
forms checkpoint process to provide against a job failure (lines 3-23). Recovery 
process is performed when the flag is true (lines 5-9). Two cases to take checkpoints 
are performed (lines 10-18). If a rising spot price is between user’s bid and price  
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threshold, the scheduler performs checkpointing operation (lines 11-13). If execution 
time is greater than time threshold, the scheduler also performs an operation of check-
pointing and VM migration position prediction (lines 14-17). When a task failure event 
occurs, the flag is set to true to invoke the recovery function (lines 20-22).  

 
1: 
2: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 

10: 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 

Function Checkpoint  ( )  
   take a checkpoint on the spot instance; 
   send the checkpoint to the storage; 
end Function 
Function Recovery ( )  
   retrieve�the checkpoint information from the storage; 
   restart the job execution; 
end Function 
Function VM Migration Position Prediction ( ); 
   if (M_flag) then 
      delete the before prediction information of a VM migration Position; 
   end if 
   M_flag = true; 
   calculate VM Position for the VM migration; 
end Function 
Function VM Migration ( ); 
   migrate the current VM position to the calculated VM position; 
   M_flag = false; 
end Function 

Fig. 4. Algorithms for the operation of VM migration, checkpointing, and recovery 

Fig. 4 shows the algorithms for the operation function of VM migration, checkpoint-
ing, and recovery. Lines 1-4 and 5-8 show detailed process of checkpointing and recov-
ery, respectively. Lines 9-19 show the migration process. Line 9-15 and 16-19 show 
detailed process of VM migration position prediction and VM migration, respectively. 

4 Performance Evaluation 

In this section, we evaluate the performance of our checkpointing scheme with VM migra-
tion scheme using simulation and compare it with that of the other checkpointing schemes 
using VM migration. Our simulation are conducted using the history data obtained from 
the Amazon EC2’s spot instances [12], which is accumulated during a period from 9-27-
2010 to 10-4-2010. The history data before 10-01-2010 are used to extract expected  
execution time and failure occurrence probability for our checkpointing scheme. The ap-
plicability of our checkpointing scheme is tested using the history data after 10-1-2010, 
which are also used for hour-boundary checkpointing and rising edge-driven checkpoint-
ing schemes. In our simulations, one type of spot instances are applied to show an effect of 
analyses on the performance of three checkpointing schemes that is a user’s bid. 

Table 1 shows a various resource types used in amazon EC2. In this table,  
resource types show a number of different instance types and pot price information  
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(Max, Min, and Average) in each instance type. First, Standard Instances offer a basic 
resource type. Second, High-CPU Instances offer more compute units than other re-
sources and can be used for compute-intensive applications. Finally, High-Memory 
Instances offer more memory capacity than other resources and can be used for high-
throughput applications, including database and memory caching applications. Under 
the simulation environments, we compare the performance of our checkpointing 
scheme with that of two checkpointing schemes in terms of various analyses accord-
ing to the user’s bid. The information is measured during a period from 2009-11-30 to 
2011-01-23. As the table result, if the user’s bid sets lower, the High-Memory in-
stance did not perform task. Our simulation set the user’s bid from $0.31 to $0.34. 
This setting creates a test environment for migration. Table 2 shows the simulation 
parameters and values used for the analysis of computing type instances. 

Table 1. Spot price (Max, Min, and Avg) information in nstance tpye 

No Instance type 
name 

Compute 
unit 

Spot price 
Max 

Spot price 
Min 

Spot price 
Avg 

1 m1.small (Standard Instances) 1 EC2 $0.053 $0.038 $0.04 
2 m1.large (Standard Instances) 4 EC2 $0.168 $0.152 $0.16 
3 m1.xlarge (Standard Instances) 8 EC2 $0.336 $0.304 $0.32 
4 c1.medium (High-CPU Instance) 5 EC2 $0.084 $0.076 $0.08 
5 c1.xlarge (High-CPU Instance) 20 EC2 $1.52 $0.304 $0.323 
6 m2.xlarge (High-Memory Instance) 6.5 EC2 $0.588 $0.532 $0.561 
7 m2.2xlarge (High-Memory Instance) 13 EC2 $0.588 $0.532 $0.561 
8 m2.4xlarge (High-Memory Instance) 26 EC2 $1.176 $1.064 $1.122 

Table 2. Simulation parameters and values for instances 

Simulation 
parameter 

Users bid 
interval 

Baseline Task time Migration 
time 

Checkpoint 
time 

Recovery 
time 

Value $0.005 m1.xlarge 259200(s) 300(s) 300(s) 300(s) 

Fig. 5 shows the simulation results about hour boundary checkpointing scheme 
(HBCS). Same task time in our simulation means that we do not consider the perfor-
mance condition of each instance (Same) and different task time means that we consid-
er performance condition of each instance (Different). In fig. 6 the HBCS-Number is a 
type number of instance. In the case of same task time, the result of experiment shows 
that user’s bid determines total execution time and total costs. Therefore, Rising edge-
driven checkpointing scheme (RECS) and our previous checkpointing scheme (PCS) 
simulate a different task time to reflect the performance of each instance.  

Fig. 6 shows the performance comparison of proposed scheme (PCS+M: PCS with 
VM migration scheme) with HBCS, RECS, and PCS. Various simulations set stan-
dard instances type (m1.xlarge) for performance comparison. However, P+M method 
uses all instance types. In fig. 6(a), PCS+M achieves performance improvements in an 
average task execution time of 69.94%, 69.61% and 46.35% over HBCS, RECS, and 
PCS, respectively. In fig. 6(c), PCS+M achieves performance improvements in terms 
of an average rollback time of 77.94% over HBCS and 74.76% over RECS and  
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performance reduction in terms of the average rollback time of -7.93% over PCS. 
And, PCS+M reduces the cost by an average of 36.91%, 36.86%, and 1.71% over 
HBCS, RECS, and PCS, respectively. 

 

Fig. 5. Simulation result about HBCS 

 

Fig. 6. Comparison of PCS+M and checkpointing schemes (HBCS, RECS, and PCS) 

5 Conclusion 

In this paper, we proposed VM migration scheme with our previous proposed check-
pointing scheme in order to reduce rollback time in unreliable cloud computing envi-
ronment. Our previous proposed checkpoint scheme takes a checkpointing based on 
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two kinds of thresholds: price and time. When a execution time is higher than the time 
threshold, VM migration predictor decides predicted migration time and checkpoint is 
taken. The VM migration is performed when out-of-bid occurs in a running instance. 
Our scheme removes a failure time and has additional migration time. The rollback 
time of our scheme can be lesser than that of the existing checkpointing schemes 
(HBCS, RECS, and PCS) because our scheme adaptively performs migration opera-
tion according to the time threshold of each spot price. The simulation results show 
that our scheme achieves performance improvements in the task execution time of 
68.94%, 68.61%, and 46.35% compared with HBCS, RECS, and PCS. Further, our 
scheme reduces the cost by an average of 36.91%, 36.86%, and 1.71% over HBCS, 
RECS, and PCS, respectively. In the future, we plan to expand our environment with 
task scheduling and more efficient prediction method. 
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Abstract. Natural disaster management needs to deal with large amount of data 
originated from various organizations and mass people. Therefore, a scalable 
environment provided with flexible information access, easy communication 
and real time collaboration from all types of computing devices, including mo-
bile handheld devices, such as smart phones, PDAs and iPads are essential. It is 
mandatory that the system must be accessible, scalable, and transparent from 
location, migration and resources. In this paper a framework has been proposed 
in order to design a Cloud based workflow management system along with 
scheduler for natural disaster management system, where in Cloud environ-
ment, web service and EC2 technologies have been leveraged in order to design 
the Cloud based workflow model for disaster management system.   

1 Introduction 

The recent progress in virtualization technologies and the rapid growth of Cloud 
computing services have opened a new opportunity for complex scientific workflow 
such as Disaster Management System (DMS) [1, 3]. Cloud services such as Amazon 
EC2, Google Cloud services etc. can provide reliability, scalability and interactive 
platform to increase the performance [5].Therefore in this paper we have described a 
Cloud based implementation of Disaster management system [2]. Cloud can provide a 
large amount of computing power over short periods of time during a disaster - so 
several government agencies as well as NGOs and other associations like Red Cross, 
UNO etc. can respond more efficiently to anything in the world during disaster [4]. 
Moreover, in case of disaster people never knows when it might have a spike for a 
need in compute power or disk storage. In such case, Cloud platform allows resources 
to be used on an elastic basis. In addition, Cloud platform drives down costs by shar-
ing resources and being more communal, it allows quicker communicating response 
to emergencies and disasters to be more agile. Furthermore, for massive information 
sharing among government and other agencies in such situation, Cloud computing 
environment can be the most helpful [3]. Finally, Cloud computing allows for rapid 
scaling when needed, it allows for significant flexibility and reduces cost tremendous-
ly. Therefore, most experts agree that when it comes to information technology, and 
especially a complex, uncertain and dynamic system likes disaster management, 
Cloud computing is the best way to go.  In this paper, the design of a complete Cloud 
based DMS is described along with its different functionalities. 
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2 Related Work 

Several ICT based DMS have been implemented already [1,10]. An ICT based DMS 
should be well designed to deal with all four stages of the life cycle of DMS [2] such 
as (1) planning, (2) emergency response, (3) recovery and (4) post-planning. Howev-
er, most of existing DMS model mainly deal with first two stages. For example, 
Emergency response system [1] and warning system for mass people [10] are two 
significant example of existing DMS model which mainly design a warning system 
for people, vehicle and transport. On the contrary, the proposed system architecture of 
a DMS in this paper deals with all four stages along with following contributions 

1. Improve the intelligent system of  traditional DMS and make easier the deci-
sion making process 

2. Increases the efficiency of the system through task distribution among differ-
ent services 

3. Simulate the performance and compare that with traditional system to evaluate 
the efficiency 

3 Proposed Disaster Management Workflow Management 
System 

In this paper, the implementation structure of a DMS has been proposed based on 
Cloud environment for following reasons 

1. Huge data can be computed easily and quickly. 
2. During natural disaster ICT infrastructure also get damaged, such as some 

servers of IEEE damages due to recent violent flood sandy [5]. However as the 
data will be stored in Cloud, those will have replicated back up. 

3. The computation and decision making process for DMS is too complex and 
need apparently large amount of time. However, distributed environment in 
Cloud has expedite decision making process. 

4. For data storage, Cloud is superior in providing security, easier sharing and 
migration, flexible access and rights management. if Cloud is used for imple-
menting DMS data storage and management can be taken care of by Amazon 
S3 and Google BigTable [5]. 

5. Improve discovering different class and characterizes resources. 

3.1 Components of Proposed Disaster Management System  (DMS) 

The proposed DMS consists of six major components such as (1) Web Portal, (2) 
Role Manager, (3) Workflow Engine, (4) Workflow Scheduler, (5) Workflow Moni-
tor and (6) Notification depicted as in figure 1. Among these components, Workflow 
Engine (WE) and Workflow Scheduler (WS) are the most important components. 
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Workflow Scheduler 
The MAS based workflow scheduling algorithm proposed by S. Akhter et al. [2] has 
been deployed in the workflow scheduler of the proposed DMS.  

 

Fig. 6. Workflow Scheduler Structure 

Figure 6 depicts that the workflow scheduler has six main components. At first all 
tasks of current workflow prepared by WE are put in to Ready Queue. The priority of 
tasks can be changed dynamically by On-time priority changer. After tasks are or-
dered according to their priority in Ready Queue, Scheduler runs the scheduling algo-
rithms [2]. All successful jobs are stored in Successful Task list along with their  
report and failed tasks are stored in Failed Task. Failed task are rescheduled by Re-
Scheduler and sent back to Ready Queue. 
 
Workflow Monitor 
All performance and status of currently running as well as previous workflow are 
generated by Workflow Monitor. Later all reports can be view from web portal based 
on performance parameters described in table 1.  

Table 1. Performance parameters for Workflow Monitor 

Name Description 
Number of Succeed Task per workflow Defines the success rate  
Number of failed task per workflow Defines the failure rate 
Number of used resources Define the resource business 
Number of total assigned resource Define the actual resource capacity 
Resource Status  Define the resource availability 

Notification 
This is an important component of the system. There are two different types of activi-
ties those have been performed by Notification. One is to implement Cloud to device 
messaging (C2DM) in order to broadcast notification to mass people. Another is to 
notify several components within the system. 
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for sending emergency notification to mass people. Notification Service is used for 
internal notification for the DMS. Resource Management Service as well as Resource 
Discovery Service both services deal with resource management and help other ser-
vices for taking decision based on the availability of resources. Data Record Service 
is used for recording data and monitoring overall performance. 

 

Fig. 8. Cloud Services for Proposed DMS 

Proposed System Structure 
In the proposed DMS, CCS performs the role to define workflow of DMS within WE 
with the help of other services and data storages. CCS communicates with GIS ser-
vice in order to pull location based information. Similarly CCS gets weather related as 
well as available resource related information from weather service and resource 
management service. Finally CCS also gets data from storages and prepared the 
workflow of tasks those are needed to be performed in four different stages of Disas-
ter Management lifecycle [2]. Once the workflow is prepared, WS schedules the 
workflow with the help of resource discovery service and resource management ser-
vice. Therefore, all decision making tasks are performed in WE and workflow sche-
duling activities are performed in WS. Notification is responsible for messaging, alert, 
notification within the System or to other external system. As during natural disaster 
system internet connection or Wi-Fi connection could be damaged. In such situation 
C2DM can be a suitable solution. Therefore in this proposed DMS, along with web 
portal C2Dm based push notification service in mobile phone is implemented to send 
alert, notification or general information.  

4 Experimental Evaluation 

For simulation icanCloud [4] has been used in this proposed DMS system.  Different 
types of damage for which we have collected data from two different data sources [7] 
and [8] are listed in table 2. The same data were used in [2]. 
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Table 2. Query criteria for Ten Cases used in Simulation 

 Data Source Disaster Type Location Year 

Case-1 DMSS Tsunami All Region 1974-1986 

Case-2 DMSS Flood All Region 1990-2010 

Case-3 DMSS Epidemic All Region 1990-2010 

Case-4 DMSS Flood + Epidemic North and South coast 1990-2010 

Case-5 DMSS Forest Fire North and South coast 1990-2010 

Case-6 DMSS Tornado All Region 1990-2010 

Case-7 DMSS Strom All Region 1990-2010 

Case-8 NDDB Earthquake Asia Zone NA 

Case-9 NDDB Cyclone + Flood Asia Zone NA 

Case-10 NDDB Tidal wave Asia Zone NA 

4.1 Result and Observation 

In this section we will describes the simulation result of the proposed DMS. Figure 9 
describes that for this experiment with data from table [2], 71% of total tasks are suc-
cessful. The proposed DMS also provides higher rescheduling success rate (83.31%) 
and comparatively lower dropout rate (9.66%). Moreover, the data migration time is 
comparatively less than other WfMS [6]. This is the most significant contribution of 
proposed DMS. 

 

 

Fig. 9. Final Result (Successful, Dropped, Rescheduled) 

5 Conclusion and Future Discussion 

In this paper the implementation of this MAS model for DMS in real time system  
is described and designed. Moreover, the design and implementation plan of a web 
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portal based on proposed DMS is described. The system architecture and components 
of the proposed DMS are also described in this paper. Following, but not limited to, 
are some contribution of this proposed work: 

1. Web Portal Implementation for Automated workflow model for DMS 
2. Real time implementation of DMS on Cloud 
3. Eliminate dynamic on time dependency rather than providing proactive de-

pendency calculation 
4. In corporate more parameters to DMS such as time, cost, performance, 

Quality of Service etc 
5. Redistribution of task among agents during idle time  

Future work will focus on further analysis and validation of different stages of disas-
ter management system life cycle, and on broadening the scope of this work to real-
time operational, decision making and strategic management of DMS. Moreover, 
another suitable extensions of this proposed work can be implementation of Cloud 
based augmented reality to detect damaged area and possible easier transport route 
which can be a great contribution for recovery system in case of natural disaster. 
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Abstract. The scene of the computational sciences has considerably changed dur-
ing the last years. Today, new emerging Desktop grid and Cloud e-infrastructure 
have a considerable potential to be adopted and used in large scale to exploit thou-
sands of CPUs power to run both scientific and commercial applications. This  
paper targets scientists and programmers who need to accelerate their scientific re-
search by running their applications on distributed Grid/Cloud infrastructures. We 
present a hybrid Grid/Cloud platform used to deploy a phylogeny application 
called MetaPIGA. The aim is to combine the advantages of Grid and Cloud archi-
tectures in order to set up a robust, reliable and open platform. We propose two 
scenarios. 

Keywords: distributed computation, Grid and Cloud computing, MetaPIGA. 

1 Introduction 

The concept of grid Computing was born in the mid of 1990s as an answer to the in-
creased demand of high performance computing that required more computing power 
than a single cluster could provide [1]. According to [2], Grid Computing has three 
characteristics: 

─ decentralized resource control, 
─ non-guaranteed qualities of services : latency, throughput, and reliability, 
─ standardization: Grid middleware is based upon open and common protocols and 

interfaces. 

Simultaneously with Grid Computing, a second alternative emerged. It consists of 
executing high performance applications on anonymous connected computers by 
using their available resources. This concept is called Volunteer Computing (VC). 
The most known systems are BOINC [3] and XtremWeb [4]. In the remainder of this 
paper, Grid will also include volunteer computing. 
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Despite the number of research projects carried out in the domain of Grid, these 
technologies were rarely commercialized. The development of Grid Computing and 
its standards was mainly driven by scientific communities. 

For Cloud Computing, there is no established definition yet. According to [5], "a 
Cloud is a pool of virtualized computer resources". The same paper considers Clouds 
to complement Grid environments by supporting resources management. Clouds al-
low the dynamic scale-in and scale-out of applications by the provisioning and de-
provisioning of resources. Many researchers and actors think that Cloud Computing is 
not a new paradigm. It draws on existing technologies and approaches, such as Utility 
Computing, Software-as-a-Service, distributed computing, and centralized data cen-
ters. What is new is that Cloud Computing combines and integrates these approaches, 
in particular, Utility Computing, represented by business models, pricing and SLAs. 

This paper proposes a "hybrid" platform composed of a volunteer computing infra-
structure, called XtremWeb-CH (XWCH: www.xtremwebch.net), and a Cloud infra-
structure, used as provisioning system. The platform is used to develop, deploy and 
execute a high performance phylogenetic application called MetaPIGA [6]. As stated 
by [7] and [5], Clouds are a "useful utility that you can plug into your Grid". Our 
vision is to: 

─ combine the reliability of Cloud infrastructures and the "openness" of Grid  
environments, 

─ allow users deploying their applications on a reliable platform composed of a hete-
rogeneous infrastructure: Grid, Cluster and Cloud. 

This document is organized in 6 sections. After the introductory section 1, section 2 
gives an overview of Grid vs. Cloud.  Section 3 presents the Venus-C European project 
that aims at implementing a development environment for e-sciences applications on 
Cloud Infrastructure. The concepts proposed by Venus-C are used as guidelines in our 
research. Section 4 presents the hybrid solution developed in the framework of our re-
search. Section 5 gives some experimental results carried out in order to evaluate the 
proposed solution. Finally, section 6 gives some perspectives of this research. 

2 Grid vs. Cloud 

This section compares Grid and Cloud [8] within 7 criteria detailed below: 

1. Resource localization: while Grid Computing is defined by its geographically dis-
persed and decentralized resources, Cloud Computing seems to be a step back to-
wards centralizing IT in data centers. 

2. Virtualization: few research projects have integrated virtualization in grid projects. 
In Cloud, virtualization is one of the cornerstones; it allows the dynamic scale-in 
and scale-out of applications by the provisioning and de-provisioning of resources. 

3. Type of applications: Contrarily to Grid, Clouds are not limited to e-sciences 
"batch" applications, but also support "interactive applications" such as Web and 
three-tier architectures. 
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4. Development of applications: the approach of how to develop applications is very 
different in Grids and Clouds. In Grids, the user typically needs to generate a bi-
nary for his application. This binary is then transferred to and executed on the re-
mote resources in the Grid. Clouds allow a fundamentally different approach to 
software development. For instance, the Cloud provider offers "ready-to-use" com-
ponents, the user can then dynamically assemble these existing functionalities to 
construct his Cloud-native application. 

5. Access & ease of use: access to Grid resources is realized via a specific and often 
complex middleware. In contrast, interaction with resources in the Cloud is estab-
lished via standard Web protocols, facilitating the access for the users. The 
lightweight accessibility and ease of use is one key factor that helped Cloud ven-
dors succeed to convince non-academic customers to deploy their applications on 
their Cloud in a relative short period of time. 

6. Business model and SLAs: as stated previously, business model, pricing and SLAs 
are one of the cornerstones of Cloud. These concepts are completely absent in Grid. 

7. Switching cost: Through standardization, a Grid user can easily switch from the re-
sources of one Grid provider to another. Due to the lack of standards, this is not 
possible in Cloud environment. Typically, Cloud providers have no interest in par-
ticipating and implementing standards enabling potential customers to switch easily. 

3 The Venus-C European Project 

3.1 Project Overview 

Venus-C [9] is a European project funded with the purpose to provide a new friendly-
user Cloud solution for the scientific research domain in Europe. The target end-users 
are mainly individuals and researchers group that never have had access to high per-
formance computing resources and are content with their desktop machines to run 
their applications. The objective of Venus-C project is to make it possible for re-
searchers’ community to run easily their applications on a large Cloud computing 
infrastructure in order to accelerate their scientific researches. Several scientific appli-
cations from several domains have been ported on the Venus-C platform. 

Technically, the Venus-C is an interface between the Cloud providers and the end-
users. It aims to provide a Platform as a Service (PaaS) with a set of tools and APIs to 
easily develop e-sciences applications and execute jobs that requires an execution 
coordination and a platform elasticity features. 

One of the potential Cloud resources providers of the Venus-C project is the Mi-
crosoft Windows Azure infrastructure, which is based on Windows operating system. 
In what follows, we will interest on one of the programming model in Venus-C 
project: the "Generic Worker". 

3.2 Generic Worker Concept 

The Venus-C project comes up with the Generic Worker (GW) concept, an intermediate 
layer between the Azure platform and the end-users that shields them from technical 
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complexity of the steps to use cloud computing resources. The main role of the GW is 
to facilitate the creation of the VM instances on the Cloud infrastructure and the applica-
tion execution.  Figure 1 depicts the GW component and its features. 

In its simple form, the GW is composed of a .Net based package and an API used 
to start VM instances on the Azure platform. Several types of the VM are supported: 
small, medium large and extra-large. The type of a VM is mainly determined by the 
number of cpus and the memory size. To start VM instances through the Azure web 
portal, the user should upload the GW package with his XML configuration that 
mainly determines: 

─ the number of VM instances 
─ data access  and certificate credentials.   

 

Fig. 1. Venus-C architecture overview 

A Venus-C application can be composed of a workflow of jobs, where dependen-
cies are based on input files: a job cannot be started unless its input files exist in the 
storage domain. Each running VM contains a GW instance that handles the execution 
of a given job (1). All the submitted jobs are stored in an Azure database table, and, 
then, scheduled by a service monitoring to the available GW instances. Periodically, 
each GW instance reads the database and retrieves its scheduled job (2). To execute 
the job, the GW instance should check the existence of its job's input file in the Cloud 
storage domain, then, loads them with the binary and  any necessary libraries files to 
its local machine disc (3). Accordingly, the status of the job is tracked during its ex-
ecution in the database (4). When the execution ends, the GW instance stages out the 
job result in the user storage domain (5). Besides, the GW provides a web service 
interface that allows the user through its client program to perform the scaling, notifi-
cation and job management services. It worth noticing here that the number of the 
GW instances can be efficiently scaled on demand through the client program. 

4 Hybrid Solution 

The main idea behind the hybrid solution is to combine the XtremWeb-CH volunteer 
computing platform (XWCH: www.xtremwebch.net) with: 
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─ Cloud infrastructures such as Amazon Elastic Cloud Compute (EC2) [10] and 
Azure, 

─ high performance oriented Cloud platforms such as Venus-C Generic Worker 
(GW) package. 

The goal is to create a scalable and reliable large scale distributed platform used to 
deploy and execute the phylogenetic MetaPIGA application [6]. In what follows, we 
present, first, a brief description of the XWCH platform. Then, we describe how the 
hybrid solution is elaborated. 

4.1 The XWCH Platform 

The XWCH platform consists of three components: a coordinator, workers and ware-
houses. The coordinator schedules jobs and pre-assigns them to the workers. An 
XWCH worker is a small Java daemon that runs on a user or institute machine. Pe-
riodically, a worker reports itself to the coordinator, asks for a job, retrieves job's 
input files and stages out computation results in the warehouses. Since the workers 
could be fire-walled and could not communicate with each other to retrieve files for 
their jobs, the warehouses are used as file repositories to ensure file communication 
between the jobs within the same workflow. If the coordinator does not receive signal 
from a worker which is executing a job, it simply removes it from the workers list and 
assign its job to another available worker. A flexible API allows users to submit and 
monitor jobs according to their needs. Several applications have been ported on the 
XWCH platform [11]. 

4.2 Hybrid Platform 

The "global" challenge behind bridging XWCH and Cloud is to scale up the XWCH 
infrastructure with Cloud resources. Let's remind here that XWCH workers are volun-
teer based, they belong to universities and/or individuals. Resources (CPU, number of 
cores, memory, software tools) which are available on these volunteer workers are 
similar to those available on "off-the-shelf" computers.  

The main idea can be simply described as follow: when resources requested by the 
MetaPIGA application are not available on the volunteer XWCH infrastructure, the 
system creates its "private" resources on the Cloud according to the needs (processor 
performance, main memory, etc.) of the application. These resources are created "on 
the fly" on the Cloud, used by MetaPIGA jobs and released as soon as the execution 
ends. In this paper, we consider two scenarios for resources scaling.  

In the first scenario (figure 2), MetaPIGA jobs are submitted to the XWCH coordi-
nator (1). When the requested resources are not available on the Volunteer infrastruc-
ture, the XWCH-coordinator creates a "private" XWCH worker supporting these  
resources (2). This private worker will then execute the job for which it was created. 
In this scenario, Cloud resources are considered as part of the XWCH infrastructure. 
The user uses only one developing environment: XWCH API. This scenario was 
tested with two Cloud infrastructures: Amazon and Azure. 
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In the second scenario (figure 2), when XWCH infrastructure is unable to provide 
the necessary resources, the MetaPIGA application creates itself the requested re-
sources (1) and submits directly its jobs to the Cloud (2). In this case, Cloud resources 
are not considered as part of the XWCH platform. MetaPIGA jobs use the Cloud sto-
rage to retrieve their input files. After execution, the job's results are stored in the 
Cloud storage in order to be retrieved by the metaPIGA application. The developer 
uses two different APIs to submit his jobs: XWCH API and Cloud API. He also man-
ages data flow between jobs running on the Cloud and those running on XWCH plat-
form. This scenario was tested with Venus-C GW platform. 

 

 

Fig. 2. Hybrid platform 

5 Experiments 

The two proposed scenarios are used to deploy and execute the MetaPIGA application, 
developed at the University of Geneva, over large hybrid computing infrastructure. 

5.1 MetaPIGA Application 

The Java based MetaPIGA [6,12] application consists of a robust implementation of 
several stochastic heuristics for large phylogeny inference (under maximum likelih-
ood), including a simulated annealing algorithm, a classical genetic algorithm, and the 
metapopulation genetic algorithm (metaGA) together with complex substitution mod-
els, discrete Gamma rate heterogeneity, and the possibility to partition data. Heuristics 
and substitution models are highly customizable through manual batch files and 
command line processing. 

MetaPIGA is a CPU time consuming application. For instance, one big dataset 
needs in general 500 CPU hours. Assuming that 200 analyses are launched every 
year, the total number of CPU hours needed per year is equal to 100'000. 

MetaPIGA is well suited for parallelization since several populations can be run in 
parallel and can therefore be sent to different machines. 
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5.2 Measurements 

Figure 3(a) compares the overhead generated by the two API: XWCH and Venus-C 
GW. Since the native Venus-C GW API is only implemented on Azure, we use this 
platform as a hardware infrastructure. 
 

  

 

Fig. 3. Time execution of MetaPIGA 

The results show that the overhead generated by XWCH API is slightly inferior to 
Venus-C GW API. In this figure, the number of available XWCH workers (resp. GW 
instances) is equal to 20. 

Figure 3(b) compares the performances of MetaPIGA when executed on an 
XWCH platform using three ''types'' of workers: 

─ volunteer, non dedicated, workers, 
─ workers deployed on Azure, 
─ workers deployed on Amazon. 

For both Amazon and Azure workers, we have used small VM instances.  An Ama-
zon VM instance runs Ubuntu operating system and has a 1 ECU (EC2 Compute Unit 
≈ 1.0-1.2 GHz) of CPU speed and 1.7 GB of memory}. An Azure VM instance runs 
Windows operating system and has a 1.6 GHz of CPU speed and 1.75 GB of memory.  
Regarding the XWCH workers (Linux and Windows), they are installed on   
student machines having each an average CPU speed of 2.2 GHz and 3 GB of system 
memory.  

Results show that the execution time of the MetaPIGA application on Azure work-
ers is slightly higher comparing to the Amazon ones. Besides, the non-stairs shape 
obtained in the XWCH curve can be explained by the volatility aspect of the XWCH 
platform, i.e that the number of connected XWCH workers on the platform can vary 
during execution. 

(a) on XWCH and Venus-C GW (b) on workers deployed on Azure, Amazon 
and volunteer computer 



 A Hybrid Grid/Cloud Distributed Platform: A Case Study 169 

6 Conclusion 

This paper presents two scenarios to bridge the XWCH Grid platform with Cloud 
infrastructure. Cloud is used as a provisioning system which allows users to "rent" 
resources not supported by the Grid. Two scenarios were proposed: In the first case 
Cloud resources are not seen by the user, they are managed by the Grid itself. Contra-
rily to this approach, the second scenario assumes that the user submits himself the 
jobs to the Cloud.  

It therefore obliges the developer to use two different developing environments. 
The two scenarios have been tested in the case of MetaPIGA application with Ama-
zon, Azure and Venus-C Cloud platforms. The next step will be to generalize this 
approach to other applications and develop a "generic" toolkit environment that sup-
ports other Cloud infrastructures. 
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Abstract. Several Cloud computing business models have been developed and 
implemented, including dynamic pricing schemes. This paper extends the known 
concepts of revenue management to the specific case of Cloud computing from 
two perspectives. First, we propose system architecture for Cloud service 
providers for combining demand-based pricing and scheduling. Second, a 
comparison of two yield management methods for cloud computing has been 
compared: Limited Discount Period Algorithm and VM Reservation Level 
Algorithm. By taking advantage of demand estimation, the two algorithms find 
the optimum number of VMs that are sold at full price and the optimum time 
period before the allocation when the prices should change. Simulation results 
show that both yield management methods outperform static pricing models and 
the algorithms perform differently considering the deviation of demand. 

Keywords: Cloud computing, revenue management, pricing strategy,  
autonomic resource management. 

1 Introduction 

Cloud service providers (CSPs) face challenges regarding performance and pricing. 
On the one hand, Cloud service consumers wish to minimize the execution time of 
their submitted tasks without exceeding a given budget, while, on the other hand, 
CSPs are keen on maximizing their revenue while keeping customers satisfaction [1]. 
A real-time view of the Cloud provider’s business with respect to revenue and costs 
becomes essential. Such a system helps to respond in an economically efficient way. 
Solutions to these issues are provided through business economics [2]. 
                                                           
* Corresponding author. 
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The current problem that CSPs face is that they have to reserve resources (e.g. a 
specific number of virtual machines) at a particular time upon a given user request. 
This reservation of resources basically follows the traditional first-come-first-served 
approach, so that late service requests have to be rejected if resources have already 
been reserved for earlier service requests, even if these late service requests have a 
higher value for the CSP. To address this problem, dynamic pricing methods have 
been successfully applied in many cases [3]. The reservation price can depend on the 
demand. For instance, an industry that has applied this pricing is the airline sector. Its 
solutions are based on yield management [4], maximizing revenue.  

In the scope of this paper we apply two orthogonal yield management practices for 
maximizing the revenue. For both yield management practices, the full price and the 
discount price for VMs will be set. In addition, for the first practice we set the time L, 
which represents the time when price offerings switch from a discounted to a full 
price. For the second practice, we set the number of VMs (i.e., the protection level 
(PL) of VMs) that should be offered at full price. The research questions that will be 
addressed are how such a dynamic pricing model can be integrated into a scheduling 
architecture, and how those dynamic pricing models (if they perform differently) can 
be combined in the architecture through a smart switch. 

For answering these research questions, this paper is structured as following: in the 
next section, an overview about related work is given. Chapter 3 introduces our 
proposed architecture as well as suggested pricing algorithms. The effectiveness of 
the work will be evaluated by simulation in Chapter 4 while Chapter 5 concludes the 
paper.  

2 State-of-the-Art 

2.1 Cloud Computing 

It has recently become very popular as a new paradigm to shift IT resources and 
software from locally independent computers to a more collaborative level [4]. Cloud 
computing refers to not only “the applications delivered as services over the Internet” 
but also “the infrastructures and systems in the datacenters” [5]. In this work, we 
follow the definition of Cloud computing of NIST (National Institute of Standards 
and Technology) [6]. 

Though Cloud computing has a clear definition and features, there is no clear line 
of separation with other forms of distributed computing systems like Grid computing. 
It is no wonder because Cloud not only overlaps with Grid, it has indeed evolved out 
of Grid and relies on Grid as its backbone and infrastructure support [7].  In this work, 
the authors compare Cloud and Grids and despite the fact that they have similarity in 
their vision, architecture and technology, they significantly differ in security, 
programming model, level of abstraction, compute model, data model, applications, 
and business model. In case of our work, we have focused on business model 
differences between those systems. Han [8] believes that the Grid systems are 
scientific orientated, and are mainly supported by research communities; and 
compared to that, Cloud computing is profit-orientated and has a much broader user 
base, including non-IT companies and individuals.  
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2.2 Revenue Management 

The idea of revenue management (RM) or yield management is to give the seller the 
right to set the optimum price. The techniques of RM have been firstly implemented 
in airline industry, which benefited at $1.4 billion over three years [9]. Other 
industries, such as hotels, restaurants, and car rental companies, also use RM as a tool 
for resource allocation and revenue maximization, and this has been studied by a large 
number of scientists. Following the definitions of yield management presented in [10, 
11], the definition of RM that is most suitable for this paper is “a method that helps to 
sell the VMs to the right consumer, at the most suitable moment, and at the optimum 
price.” 

Based on “expected marginal seat revenue” (EMSR) technique developed by 
Belobaba [12], airline companies make decisions about how many seats to sell for 
each price class they have. The same algorithm has been implemented in the hotel 
industry [13-15]. Hotels have different prices for the same quality of rooms. To 
separate two guest segments, the hotel introduces a protection level (PL) that divides 
the total capacity of rooms into two parts. The protected rooms will not be sold at a 
discount price because of the possibility that some customers might buy the same 
rooms at a full price later. Furthermore, the booking limit (BL) is the number of 
rooms that may be sold at the discount price. 

In [10, 16, 17], the possibility of using RM in telecommunication industry and 
specifically in Grid was studied in detail. Arun Anandasivam et al. overviewed RM 
how this concepts can be deployed to Grid. He compared the Grid computing domain 
with other common areas for RM showing that even there are notable differences, RM 
is applicable on Grid. Anthony Sulistio et al. went deeper and presented the model 
using RM and simulation for two Virtual Organizations (VOs) with broker between 
users and Grid to determine pricing of reservations. Both of these works outlined the 
requirements for applying RM to the Grid and showed how the RM tools can be 
effectively exercised. But their architecture does not give consumer any possibility to 
use other allocation method that could be more applicable on consumer’s need. 

2.3 Resource Management 

Existing studies of the internet and media workloads indicate that client demands are 
highly variable (“peak-to-mean” ratios may be an order of magnitude or more), and it 
is not economical to overprovision the system using “peak” demands [18], [19]. 
Gmach has presented results that illustrate the peak-to-mean behavior for 139 
enterprise application workloads. He has shown that an understanding of burstiness 
for enterprise workloads can help in choosing the right tradeoff between the 
application quality of service and the resource pool capacity requirements. The ability 
to plan and operate at the most cost-effective capacity is a critical competitive 
advantage [20]. 

Van et al. presented an autonomic resource management system, which has the 
ability to automate the dynamic provisioning and placement of VMs. For this, they 
have taken into account both the application-level service level agreements and 
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resource exploitation costs with high-level handles for the administrator to specify 
trade-offs between the two [21]. 

3 System Architecture and Algorithms 

For the sake of maximizing the revenue of a CSP, we propose the system architecture 
as shown in Fig. 1. 

 

Fig. 1. Proposed architecture for pricing and resource allocation in a CSP 

The proposed architecture for the CSP includes information about demand and the 
system cost [see a) in Fig. 1], the business support framework (BSF) [see b) in Fig. 1], 
the provider and the scheduler. The sequence is as explained here: In order to manage 
the requests, user interacts (1) with a component, namely, the provider. The provider 
manages requests based on First-Come-First-Served. It sends (2) job information to 
the scheduler to check the technical feasibility of the job (e.g. are sufficient resources 
of requested quality available). The scheduler will report (3) the feasibility to the 
provider. In case of being feasible, an order from provider will be sent (4) to block ‘a’ 
of Fig. 1, which means start demand estimation and cost calculation. Hence, the cost 
module and the estimation module request and get (5) needed data from data base to 
calculate the estimated demand by which (6) total cost is computed. The results are 
input (7) for BSF. The outcome of BSF processes will be sent (8) to provider. Based 
on the proposed data, the provider is able to negotiate with the user to finalize the deal 
(9, 10). Finally the provider orders (11) the scheduler to allocate proper VM on the 
requested time to the job. The scheduler will assign the VM to the job as per order 
(12), and send a confirmation notice back to the provider (13). Finally, the user will 
be informed of the confirmed deal (14). Yet, all information regarding the jobs goes 
to the database to keep the historical records. This data helps the CSP to set the prices 
that reflect the risk of losing opportunity cost and to estimate the near future demand.  



174 M.M. Kashef et al. 

 

3.1 Demand Estimation Module 

Forecasting is often considered the most critical part of revenue management. The 
quality of decisions, such as pricing and capacity control, depends on an accurate 
forecast [22]. The data used in a demand estimation module is based on the historical 
data of requests and submitted jobs in the full price class. In designing the estimation 
module, such inputs should be available due to our modeling. Required inputs include 
historical data of demand (number of jobs requested at full price), application (VM) 
category, type of VM, e.g., in the case of Amazon: EC2, S3, etc. The module 
performs the analytical calculations and returns the estimated future trends, i.e., the 
demand for the full price. The module takes advantage of a heuristic method to 
estimate the demand of VM. More specifically, based on the past experience of the 
Cloud vendor, particular application categories, such as web server, game server, 
online-shopping server, e-learning server, etc., are required before going through the 
details of trend estimation since the module categorizes data based on its application 
category. This helps to obtain a better prediction for each category. 

For simplicity, we assumed that the curves are of a monotonic function, modeling an 
overall upward or downward change in demand. We further assumed that all demand 
traces have a cyclic behavior. To perform the abovementioned prediction, four major 
processes are considered: extracting patterns, calculation of the pattern, deviation 
calculation and classification. Based on the estimation, two trends are generated, i.e., the 
demand for the full and the discount price to be used by the pricing module. 

3.2 Cost Module 

For any kind of service pricing, one should be aware of total cost of the service; so 
that price setting won’t make any loss for the service provider. Hence in the proposed 
architecture all of the BSF processes are based on the calculated cost of the service. 
To calculate the overall costs of a VM, a detailed cost model has been proposed in 
[23] in which fixed and variable costs should be calculated. For fixed cost (FC) the 
proposed formula accounts all of the initial costs: server purchase, network device 
purchase, cost of software licenses, cost of facility space, the cost for cabling and 
preparation of data center. Then all variable cost factors should be extracted  
and calculated. Items as listed in [23] are cost of electricity, the cost for Internet usage 
and the cost of maintaining labor. Finally total cost is gained based on total fixed  
cost and total variable cost; which will be inputs for pricing module. 

3.3 Business Support Framework 

First step of is that the Smart Switch (SS) checks the demand situation and 
recommends algorithms performing superior for the respective time span. Then the 
selected algorithm(s) use provided information by step 7 for setting full and discount 
prices. The BSF is able to run various economic-based algorithms. By now we have 
proposed two algorithms namely, Limited Discount Period (L algorithm) and VM 
protection Level (PL algorithm) as shown in b) of Fig. 1. Both of the algorithms need 
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proposed prices, so the pricing module is embedded in them. This module, being 
dependent on demand level, generates on-time prices for the allocation algorithms of 
the BSF. In the L algorithm, the prices of VMs depend on how many days in advance 
the request is made, while the PL algorithm sets prices according to the PL of 
resources. Then Report Generator (RG) will merge the results of algorithm(s). 

Pricing Module. Since the approach of this work is YM method, the prices for the 
services of the CSP should be differentiated. The pricing module generates two 
prices: the full price (A) and the discount price (B), which are directly linked to 
demand. The key principle of the price strategy used by pricing module is that, if the 
probability of selling the product is very high then there is no need to offer a low price 
to sell it. Hence, the prices will be set using the full-cost method (or cost-plus)[24]. 
This method is very easy to explain, and the structure of the price is clear. The gross 
profit margin (GPM) in this method is set manually. To minimize human intervention 
in the price setting procedure in this work instead of the GPM other values that are 
directly tied to demand has been used as explained in equations 1 and 2.  1 ∗                                            1  

1 ∗                                             2  

In the proposed formula, where  is the total cost,  means the total capacity of 
the CSP. Therefore, the full price is set based on the highest demand point (qmax), and 
the lowest demand point (qmin) determines the discount price. An average demand 
within the same accounting period is .  

The Limited Discount Period algorithm (L algorithm). The objective of the first 
algorithm is to define the time duration, L, before the “job-start-time” so that when it 
occurs, the price changes from discount price to full price [25]. The idea of starting 
from the discount price and then switching to the full price is selected for two reasons. 
First, a low price attracts more customers, and it reduces the risk of not covering the 
production cost. Second, the practice of buying services in advance contributes to 
forecasting and resource allocation planning. In this case, the discount price is seen as 
an incentive for customers.  

Hence, we use a breakeven analysis as a simple and easily understandable method 
of examining the relationship between the fixed cost, the variable cost, the volume, 
and the price [26]. The breakeven sales quantity helps to assess the number of 
products that must be sold to generate a contribution equal to the total cost.                                                             3  

Where BEQ is the breakeven sales quantity, FC is the fixed cost, VC is the variable 
cost per unit, and p is the price per unit.  
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The calculation of point L starts with the breakeven analysis. Equation (3) helps to 
find the point where the sales revenue covers all the costs exactly, i.e., the profit is 
zero. Only when the next unit is sold, the CSP realizes any profit. Therefore, the CSP 
starts to receive requests taking into account the time of request, , and the job-start-
time, . Having ascertained the BEQ and the outcome of the estimation module, the 
CSP can calculate how many days are needed, L, to cover the production cost. 

Steps of the algorithm are: 1) First assess system’s parameters  and ; 2) After  
receiving a request, set  and  where 1 until ∑ ; 3) If 

, and , let  1, otherwise,  and let  1; 4) 
Calculate the total capacity. If  ∑ , go to the last step, otherwise start from 
the beginning; 5) The calculation stops with summing the total revenue ∑ ∗  . 

The VM reservation level algorithm (PL algorithm). Since the CSP must decide the 
quantity of VMs to sell at the full price, the CSP must determine the protection level 
(PL) that divides the CSP’s total capacity into two parts: the protected VMs and the 
VMs at discount price[15]. 

To explain mathematically, we refer to the EMSR technique[12]. We define  
to be the probability density function for the total number of reservations requests, , 
for VMs in price class . The number of VMs allocated to a particular price class, , 
in case of rejection may not exceed the number of actual requests for that price class.                                                 4  

The optimal protection level, PL, for the business class is the value of C  that satisfies 
the condition:  ∗ ∗                                               5  

∗                                                       6  

Steps of the protection level algorithm are as follows: 1) After assessing the system’s 
parameters C  and p , calculate Q∗ and find from the table of cumulative probability 
the smallest cumulative value greater than or equal to PL∗; 2) Calculate BL CPL; 3) Receive a request and, if C , accept the order and let C  C 1 and p B; 4) Otherwise switch the price so that C  C 1 and p A; 5) Then 
calculate the total capacity. If ∑C C , go to last step, otherwise go to beginning; 
6) Calculate the total revenue ∑ p ∗ C , then stop. 

4 Simulation Experiments 

4.1 Simulation Scenario 

In our scenario, a CSP wants to identify optimum prices of VMs in order to maximize 
revenue. In presented simulations “the future time horizon of the simulation” is 
considered to be 30 days (but one may set it to other values). For simplicity, group 
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requests are not considered hence one job means one VM for one hour. The Cloud 
vendor charges the customers two classes of prices: full price and discount price. 
There are three price-impacting inputs associated with the CSP’s production cost: the 
fixed cost, the variable cost, and the total capacity. The fixed cost and variable cost of 
the Cloud provider are given as  €20 and €1 accordingly. The total capacity of the 

CSP is assumed to be 100. 
Each job request has two timing parameters: the job request time and the job start 

time. In this step of the work simulation is limited to solve the problem for a 
particular “job-start-time” (JST), i.e. to find the optimum L and the PL for a particular 
JST.  

4.2 Data Generation 

In this work, two types of simulations have been performed. First, demand was 
generated between 1 and 100 based on uniform random distribution. Second, the 
simulator generated demand based on normal random distributions, for which μ was 
set to be 25, 50 and 100, while σ was considered to be 1, 10, 20 and 30.  

4.3 Simulation Results 

Based on the generated random data in each simulation, full price and discount price 
have been calculated using formula 1 and 2. Then, the total revenue of each 
simulation is counted. Total revenue of both pricing strategies is shown in Fig. 2. The 
diagram shows a comparison of four pricing methods: the L algorithm, the PL 
algorithm, fixed high price (A) and fixed low price (B). It shows that the L algorithm 
often generates more revenue than the PL algorithm. But in some other cases PL 
algorithm is making more profit; and with this information one can’t imply when and 
under which situation L or PL works better. So another round of simulation has been 
performed to find out the situation of better revenue by each algorithm.  

 

Fig. 2. Comparison of the results of the four pricing strategies in first round of simulation 
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Then a second round of simulation has been performed. The average results are 
shown in Table 1 (from 50 simulation runs). Based on those values, the full price and 
discount price are also calculated (Table 1). 

Table 1. Average results for mean μ = 25, 50, 100 and standard deviation σ= 1, 10, 20, 30 

St.Dev 1 10 20 30 

Mean 25 50 100 25 50 100 25 50 100 25 50 100 

Max demand 27 52 102 46 71 120 68 91 140 87 99 161 

Min demand 23 48 98 5 30 80 1 8 57 1 2 39 

Avg demand 25 50 100 25 50 100 35 49 99 44 51 100 

Full price (A) 2.3 2.1 2.4 2.6 2.4 2.6 2.7 2.7 2.9 2.7 2.8 3.1 

Disc price (B) 2.2 2.1 2.4 1.9 1.8 2.2 1.7 1.5 1.9 1 1.4 1.7 

The revenues of the L and the PL algorithms have been calculated according to the 
3.2.3.2 and 3.2.3.3. The generated revenue ratio of L and PL algorithms is compared 
in Fig. 3. Moreover, the average total revenue of 50 experiments is depicted in Fig. 4. 

 

Fig. 3. Comparison of the total revenue ratio of 
L to PL in case of five σ for three different µ. 

Fig. 4. Comparison of the total revenue in 
seven cases of σ and three means (25, 50 and 
100; unit: K€)  

4.4 Analysis and Discussion 

The results of the first simulation are not giving meaningful conclusion about which 
algorithm (i.e., L or PL) is superior. To figure out the conditions, under which it is 
better to run the L algorithm, some additional simulations have been done. As 
diagram of Fig. 3 shows as the demand approaches the full capacity (here 100 VMs) 
revenue ratio is increasing for PL algorithm. The statement is true vice versa, i.e. for 
the µ=100 the more variation of demand the more revenue of PL algorithm. It can 
imply that if demand is very near to full capacity, the revenue is better when 
considering the protected level of VMs than L days prior to the job-start-time. While 
observing the cases in which the L algorithm made less revenue, it can be concluded 
that, if demand is low, the L strategy is more applicable. Nevertheless, both of the 
proposed pricing strategies are more effective than selling the VMs at any fixed price. 
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The conclusion is supported by the Fig. 4 showing in case of PL algorithm as far  
as getting farther from full capacity revenue decreases, but this is reverse for  
L algorithm. 

In the real world, CSPs may take advantage of the two proposed models to gain 
greater revenue. A smart switch in BSF as drawn in Fig. 1, can select best method 
according to demand situation. 

5 Conclusion 

Within this paper, we described how providers can be supported in price setting 
decisions. We proposed a system architecture, which included a demand prediction 
module, a cost module, a pricing module, and a business support framework. The 
system modules are described in details. In particular, we introduced two different 
pricing strategies, which follow the yield management method, for selling a Cloud 
service. 

Our simulation results show that the proposed architecture and algorithms can be 
helpful to set an optimum price that generates maximum revenue. Our future work 
aims at extending this research so that more complicated cases, which have greater 
applicability in the real world, are assessed.  
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Abstract. For comparing Java virtual machines targeting smart systems such as 
wireless sensor nodes, a list of qualitative and quantitative criterions is pro-
posed. The open source JVMs Takatuka and Darjeeling are then compared by 
architecture and features. The JVM runtime properties are benchmarked on an 
MSP430-based test platform. Results show that Takatuka is the mature, feature-
rich, multi-purpose JVM near J2ME with a 50% advantage in Java byte code 
size. Darjeeling fits well for tiny, focused applications and offers a runtime  
performance bonus of up to a factor of six. 

Keywords: Java, JVM, Benchmark, Performance, Takatuka, Darjeeling. 

1 Introduction  

For wireless sensor network (WSN) nodes, energy efficiency directly translates into 
feature opulence, agility and computational power. Smart firmware development is 
one of the most complex and hence, time-consuming tasks during WSN development. 

In heterogeneous environments, Java plays best its “platform-independency” card. 
So, specifically for WSNs, Java is an attractive alternative to well established pro-
gramming languages, such as C/C++. 

We aim at answering the question: What are the similarities and differences of the 
Java virtual machines available for WSN nodes? As the properties of a Java Virtual 
Machine (JVM) strongly depend on the underlying hardware platform as well as on 
the operating system (OS), we first narrow down the latter two. 

To take advantage from synergies between related projects, the hardware platform 
was chosen to be TI’s MSP430. For easily reproducing the results, the TI MSP430 
experimenter board (MSP-EXP430F5438) defines the hardware test bed. 

In order to produce the slimmest possible software stack, no operating system is 
used. Instead, the JVMs run “natively” or “barely” on the hardware. A few hardware-
adapters to bridge the gap between JVM and hardware were added manually. This 
collection of hardware-adapters was named ocapi and was published as open source. 
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1.1 Comparison Parameters 

The comparison parameters are features and attributes that characterize the JVM’s 
behaviour during both, compile- or runtime. To relate results to earlier comparisons 
by Brouwers [2009] and Aslam [2010] and motivated by general requirements in 
software development, the following set is proposed. 

• Standard Conformance (qualitative); Compatibility with the Java language specifi-
cation by Gosling et al. [2005] and conformance to a Java Core API (J2ME, J2SE). 

• Pointer Size (quantitative) 
• Threads (qualitative) 
• JNI Support (qualitative); How much of a Java native interface is supported. 
• Tool Chain (qualitative); Complexity, availability, openness of the tool chain. 
• Build Time (quantitative). Time necessary to build the JVM including the Java 

application from a clean project. 
• Size in Memory (quantitative). Size of the final byte code and VM’s native part. 
• Runtime Performance (quantitative). Accomplishment of several reference-tasks.  
• Power Consumption (quantitative). During runtime for a specific reference task. 
• Energy Efficiency (qualitative). Use of idle and sleep modes. 
• RAM Usage (quantitative). Peak requirement for volatile memory. 

2 Field of Candidates 

For the comparison, we seek suitable JVMs for the MSP430 microcontroller platform. 
They should be general enough to run different types of applications. Furthermore, 
they should be alive, i.e. actively supported and developed further. An extra bonus 
will be rewarded to open source JVM due to public availability and transparency. 
Anticipating the result of surveying the manifold of available JVMs, we select the 
following two for an in-depth comparison. 

Takatuka is a matured JVM for sensor nodes by a research group with Faisal As-
lam [2011]. The VM’s hardware abstraction layer supported Atmel’s AVR processors 
right from the beginning, while a port to MSP430 was added as a result of this work. 
Takatuka aims at providing J2ME CLDC. Depending on the application, it occupies 
less than 40KB of flash and about 4KB of RAM. Takatuka is open source and still 
developed further by an active community. 

Darjeeling by Niels Brouwers [2009] and his team targets 16-bit microcontrollers 
like Atmel’s ATmega128. It was implemented on different OS platforms, TinyOS and 
Contiki among them. The VM features a well-designed hardware abstraction allowing 
also “native” deployment on a suitable set of drivers. Darjeeling supports on-the-fly 
loading of Java modules. The memory requirements are very similar to those of Taka-
tuka. The VM is an open source project with a moderately active community. 
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3 State of the Art – Earlier Comparisons 

Darjeeling was examined by Brouwers [2009] on an ATmega128 at 8 MHz. Perfor-
mance tests revealed an execution overhead of roughly two orders of magnitude when 
compared to a native C implementation. Thanks to elimination of string literals, the 
code size could be shrinked over jar files by a factor of two to six. A portability sec-
tion compares memory usage of that same VM on different hardware platforms, At-
mega128 and MSP430 among them. 

Aslam [2010] et al. compared Takatuka, Sentilla and Darjeeling. Takatuka occu-
pies less RAM than Sentilla on the JCreate (MSP430), and less than Darjeeling on the 
Mica2 (ATmega128) platform. Further, the impact of different byte code compaction 
algorithms on the runtime performance of Takatuka was analysed. Comparing the 
three JVMs compacted class files size shows that Takatuka in generally produces the 
smallest Java binary. Interestingly, the presented data suggest, that code produced for 
the MSP430 platform tends to be smaller than for the ATmega platform. 

Concluding, there is only little comparison between Darjeeling and Takatuka on 
the same hardware. This is especially true for the MSP430 processor platform and 
parameters like runtime performance or energy efficiency. 

4 Qualitative Comparison 

This section discusses the JVM candidates subject to their qualitative features.  

4.1 Standard Conformance and Features 

Darjeeling provides neither floating point nor 64bit data types, while Takatuka does. 
Darjeeling can run multiple applications within separate infusions concurrently, but 
the current implementation provides insufficient control of this feature. 

Both candidates do not fully comply with the J2ME CLDC specification. They do 
not support reflection mechanisms and lack a meaningful java.lang.Class implemen-
tation. However, Takatuka is a more complete subset of J2ME, than Darjeeling is. 

4.2 Multi-threading  

Both candidates support threading in which all threads share a single stack. 
Unlike Takatuka, Darjeeling also supports multiple applications at a time. This is 

accomplished by a concept of static class file libraries called infusions which can use 
each other. Infusions render dead code removal as in Takatuka unfeasible (see  
Subsection 4.6). As the GC does not completely handle indirect references to un-
loaded infusions, a dedicated VM exception leaves it up to the application to cope 
with it. 

Synchronization is supported by both JVMs. However, both appear to lack syn-
chronized method calls. Fortunately this does not reduce the flexibility as such  
methods can easily be rewritten. 
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4.3 JNI Support and Tool Chain 

Both JVMs do not comply with the JNI specification but instead, provide a proprie-
tary interface for invoking native methods from Java. The native code is linked stati-
cally with the JVM binary. 

Takatuka and Darjeeling both rely on Apache Ant as the build environment. They 
support at least one commonly accessible tool chain for each target system. Extending 
the Ant scripts to accommodate further compilers is a minor effort. 

When targeting MSP430 hardware, Takatuka supports both, the TI tool chain as 
well as GCC. It optionally allows transferring the binary onto the node, but we pre-
ferred using the debugging software NoICE for this purpose, instead. 

Darjeeling relies solely on GCC when targeted to the MSP430 platform.  

4.4 Energy Efficiency 

The MSP430 has five operating modes (LPM0…LPM4) each of them at a different 
power consumption level. Both JVMs do not take advantage of this technique, but 
always run the processor in the full-functional mode at the cost of the highest-possible 
power dissipation. 

4.5 Garbage Collection and Memory Compaction 

The Darjeeling approach is to minimize the GC and memory compaction effort with 
the introduction of a double ended stack by Brouwers [2009]. So it stacks reference 
types and non-reference types on either end of the stack. This renders runtime type 
analysis unnecessary, reducing the GC effort to O(n) and eliminating false positives. 
The costs are one byte for an additional stack pointer in each stack frame. It further 
requires the introduction of customized instructions, such that pop has to split into 
apop and ipop for references and non-reference types. Further the non-reference types 
are packed, that is, byte and short occupy only one or two bytes on the stack. Respec-
tively, the getfield and setfield operations are replaced with typed versions for byte, 
short, int and ref. 

Takatuka approaches to minimize running the GC at all by the introduction of an 
offline-GC. With a data flow analysis at compile time, Takatuka identifies objects that 
might still be reachable but are guaranteed not to be used again, as reported by Aslam 
[2011]. At those positions, customized instructions for explicit memory freeing are 
inserted. This increases the free RAM at runtime up to 66%. 

4.6 Code Compaction 

In order to achieve smaller class files, most JVMs for embedded devices apply a split 
VM architecture as originally introduced by Simon et al. [2006]. By transforming 
dynamic linking information into static linking of classes, the code size can be signif-
icantly reduced at the cost of losing Java reflection capabilities and, thus, dynamicity.  
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Darjeeling statically links classes within an infusion in a way that becomes merely 
a set of up to 255 methods, which are mutually called. An infusion header file keeps 
track of mapping of these methods to their names and classes at compile time. Using 
the header files, other infusions can correctly lookup the methods in this infusion. 

Similarly, Takatuka statically links classes and methods into a monolithic tukfile. 
Besides stripping off class and method names from classes’ constant pools, Aslam 
[2011] describes, how Takatuka globalizes the constant pools into a single one. By 
that, duplicated constants from different classes can be removed, saving further space. 

Takatuka’s dead-code removal mechanism eliminates all methods or classes that 
are never used in the flow path. So, a programmer can take advantage of a broad class 
and method library, e.g., almost complete J2ME CLDC and third party APIs. 

As introduced by Aslam et al. [2010], Takatuka uses few of the 52 customizable 
Java byte code instructions for single instruction compaction (SIC) and multiple in-
structions compaction (MIC). The sorted, globalized constant pool allows for a con-
stant pool access instruction with a single byte operand for the most frequently used 
constants. This reduces the code size in lots of places. With MIC, recurring sequences 
for instructions are combined into one instruction. The operands are just concatenated.  

The Takatuka implementation uses a label-as-values approach, described by Ertl 
[2001] and Aslam [2011], which is more efficient than using a switch statement. 

5 Quantitative Comparison 

For quantitative comparison, both candidate JVMs where compiled to run “natively” 
on the MSP430 experimenter board. The CPU clock was configured at 16.7 MHz. 

For the comparison to be most expressive, one application containing five charac-
teristic test cases was written. HelloWorld is a well-known minimalistic case just 
printing the string “Hello World!” to the standard output. IterativeSort is to bubble-
sort a 253 elements array to ascending order. The array is deterministically initialized 
with the values i17 mod 253 (i being the field index). MemoryGC tests the memory 
allocation and garbage collection performance by allocating 50 byte arrays of size 
100. In a second step, half of those are dropped and then newly allocated. Arithmetics 
is iteratively calculating the result of 69!, which is a rather computationally extensive 
task. Finally, HanoiTowers is a recursive implementation of the solution to the towers 
of Hanoi problem with 10 discs. 

Numerical results of comparing the pointer size, VM build time and size in memo-
ry are given in Table 1 while runtime performance, energy consumption and RAM 
usage are summarized in Table 2 below. 

Table 1. Pointer size, JVM build time and memory size for Takatuka and Darjeeling 

Parameter Takatuka Darjeeling 

Pointer size [bit] 8, 16, 24, 32 16 

Build time: VM alone / optimizer [s] 33 / 8 17 / 16 

Size in memory: Java / Native [byte] 8435 / 46076 19626 / 42336 
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Table 2. Runtime performance, energy consumption and dynamic memory consumption of 
Takatuka (TT) and Darjeeling (DJ) for different test cases 

Test Case  Runtime [ms] Energy [µJ] RAM usage [byte] 

 TT DJ TT DJ TT DJ 

HelloWorld 21 73 242 836 1413 6446 

IterativeSort 67766 11753 779822 134553 1725 1422 

MemoryGC 11112 11004 127872 125978 7417 7912 

Arithmetics 33 5 380 57 1337 846 

HanoiTowers 14172 2252 163085 25782 2013 1142 

5.1 Pointer and Stack Slot Sizes 

Darjeeling defines a fixed 16-bit slot size and introduces 16-bit pendants for each 32-
bit instruction. In an optimization step, this allows replacing low-range 32-bit instruc-
tions by corresponding 16-bit instructions reducing RAM usage and CPU cycles. 

Takatuka introduced a variable slot size. At the programmers choice, it uses 32, 16 
or even 8-bit slots, to waste as little RAM as possible. Obviously, there will be no 
savings unless the Java data types are shorter than 32 bits. Since the operations remain 
32-bit, a smaller slot size likely comes at the cost of CPU cycles. 

Also, Takatuka allows an adjustable reference/pointer size. Darjeeling references 
are always 16-bit. Table 1 gives a comprised view on the supported pointer sizes. 

5.2 Build Time 

Build time was measured automatically by the build environment. Each measurement 
started from a clean project and extended to when the binary file was created. Instead 
of detailing certain fragments, investigations were restricted to only the optimizer tool 
and the total VM build time. 

Averaged results over 10 runs for each JVM are given in Table 1.  
The build time comparison is clearly advantageous for Darjeeling. For the VM 

alone, the advantage is 17 s versus 33 s for Takatuka and thus, about 50%. For a full 
build including the optimizer tool, Darjeeling needs 33 seconds, which is 8 seconds or 
20% less time than Takatuka. 

5.3 Size in Memory 

Two characteristic measures comprise this attribute. The size of the VM’s native part 
covers the lower-level part, including necessary hardware drivers. The byte code size 
covers all Java code, which is the high-level VM code plus the application code. 

These static sizes were determined by the object file inspection utilities size and 
objdump. A comparison of results for both JVMs is given in Table 1. 

It can be seen that Takatuka has a roughly 10% larger native part and produces 
about 50% less byte code. Obviously, the larger native part must be paid for more 
features and capabilities, but is more than compensated by the resulting byte code. 
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5.4 Runtime Performance 

The java.lang.System.currentTimeMillis() function was deployed to measure runtime 
performance. Averaged results over four runs are given in Table 2. 

For the one-liner HelloWorld, Takatuka is faster by roughly a factor of 4. With the 
memory-intensive task MemoryGC, both JVMs perform nearly the same. With all 
other tasks, Darjeeling is faster by a factor of about 6, demonstrating the pay-off of 
the simpler, feature-constrained JVM over a standard-like, multi-purpose JVM. 

5.5 Power Consumption 

The power consumption was deduced arithmetically from the product of supply vol-
tage, the run of current drawn and the specific run time for each test case. 

Supply voltage was measured independently of test cases using a digital multime-
ter. The average over 100 samples was 3.286 V with a standard deviation of 33 µV. 

Current was measured and averaged over execution time using the same multime-
ter. For Takatuka, 5000 samples yield 3.502 mA with a standard deviation of 8.0 µA. 
Darjeeling’s 2100 samples average to 3.484 mA with a standard deviation of 34.7 µA. 

The resulting amount of energy, expressed in Micro Joule, is given in Table 2. 
Except for the primitive HelloWorld, Takatuka consumes more energy than Dar-

jeeling, sometimes by just 1.5%, in other cases by roughly a factor of 6. The dominant 
source for this effect is the advantageous runtime performance of Darjeeling. 

5.6 RAM Usage 

The peak RAM usage is an important indicator for dynamic memory requirements. 
Measurements were made by using the function java.lang.Runtime.freeMemory(), 
neglecting the distribution between VM and native, as well as for stack and heap. 
Results are given in Table 2. 

Obviously, RAM usage depends very much on the type of application. While  
Takatuka is good at the extreme ends, i.e. one-liner and memory-intensive tasks,  
Darjeeling copes well with medium-complicated applications stressing indexing or 
looping. 

6 Conclusion 

Takatuka and Darjeeling were compared subject to qualitative and quantitative meas-
ures, relevant to WSN software development. 

Takatuka makes points on the architectural side as it does not restrict the number of 
classes or methods, deals with various pointer sizes, introduces variable stack slot 
sizes and has a very efficient byte code compaction phase leading to a 50% reduction 
when compared to Darjeeling. Moreover, it supports 32bit floating point and 64bit 
integer data types and implements the J2ME CLDC specification more completely. 
Despite this fact, the size of the JVM’s native part is still competitive. 
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Darjeeling convinces on the performance side of the competition. It has a 20% ad-
vantage in build-time and uses less RAM in most of the test cases. Subject to runtime 
performance and power consumption it displaces Takatuka by a factor of 6. 

Both JVMs are well-suited for resource-constrained devices. They could signifi-
cantly decrease power consumption by deploying power-saving run modes provided 
by the MSP430 hardware. We suggest tiny, performance critical applications to run 
on Darjeeling, while more complex, feature rich applications should prefer Takatuka. 

Future work should relate upcoming JVMs with the given results. To increase ex-
pressiveness, the test suite should converge to standardized benchmarks, such as Ack-
ermann, Dhrystone, Whetstone or Linpack. However, additional metrics will be 
needed to fairly assess missing features like floating point arithmetic. 
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Abstract. In order to research the law of public opinion formation of
microblog from the perspective of complex systems, agent’s action rules
are put up. Opinion updated equation is amended in accordance with
affinity of participants of topics in microblog. Combined with the network
topology of micro-blogging topics participants, the process of opinion
formation is simulated. Disordered individual opinions emerged out of
the system of ordering turns out to be the result, which is, forming
public opinion. Examples are used to verify the validity of the model. It
will make exploratory groundwork for further media dissemination and
monitoring of public opinion online.

Keywords: Public Opinion of Micro-blogging, Multi-agent Simulation,
Small World.

1 Introduction

Ever since 2010, microblog has become the most powerful online public media
and the first choice for netizen to release information (Microblog Annual Report
of China, 2010). According to the report released by DCCI( Data Center of China
Internet), by the end of December 2012,the number of microblog users have
reached 327 million in China,and more than 70% users tweet everyday. It can
highlight the important position of microblog.The characteristics of microblog
netizen and information dissemination have attracted researchers in different
fields.

Microblog contains a great amount of information, and users are very com-
plicated. It is difficult to use linear or macroscopic quantity theory to explore
such a complex system. However, we can establish a simplified model based on
microblog network society by using multi-agent model method. And then the
emergence of macroscopic systems can be obtained through microscopic indi-
vidual interactions. Generally, it is difficult for multi-agent modeling method to
make accurate predictions of real system, but it can provide insight and under-
standing of the nature of system. From complex system perspective, this paper
take the opinions formation in a particular topic of microblog as our study ob-
ject with agent modeling method. We defines the interactive rules of individual’s
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behavior combining with the topological structure of interpersonal network be-
tween participants of tweets. Thus we can derive the emergence of group opinion.
Through investigation, the validity of the simulated opinion formation model of
tweets discussed in microblog is verified. This study makes a foreshadowing for
further transmission of microblog opinion and public opinion monitoring.

2 A Multi-agent Model of Microblog Opinions

2.1 Elements of the Model

This study introduces a social network topology between the participants of
microblog tweets, combined with equation of opinion update and the affinity
[1-3]. The formation of microblog opinion is simulated with agent modeling
method. Before modeling, the elements related to the model and the relationship
between them should be explained.

Explanation of Concepts. One of the study object is the tweets in microblog.
The range of the microblog tweets is wide, containing topics which are discussed
by interest groups in the micro-groups, as well as topics which cause the public
discussion, such as “edible oil prices”, “ price war among e-commerce firms” and
so on. We try to understand the formation of public opinion more extensively
and directly by imitating it in these topics.

There is no authoritative and unified definition about microblog opinion.In
this paper microblog is defined as the synthesis of opinions which are expressed
by the majority participated in the microblog issues.

As to social network topology of microblog participants, the nature that net-
work does not depend on specific location of the nodes and specific form of the
edges is called topological properties of the network. The corresponding struc-
ture is called network topology [4]. The participants’ social network topology
refers to the specific real social relations among the members who participate
in a specific topic. It is manifested as the relationship of “unilateral fan” and
“bilateral fan” in microblog.

The relationship of “unilateral fan” which performs in topology structure
refers to the concept of “in-degree”. If individual A is an “unilateral fan” of in-
dividual B, meaning that A accept published tweets from B unilaterally, namely
information flows from B to A. “bilateral fan” represents the relationship be-
tween users is two-way, namely A is B’s fan and B is A’s fan,too.

The model of dynamic opinion is mainly divided into two categories: discrete
opinion and continuous opinion. These two models must meet following condi-
tions that the system of dynamic opinion is closed and the participants are fixed
during the evolution of opinion. Participants meet in some space. They exchange
views, and then they update viewpoints according to certain rules.

As most of microblog users always have their own circles, the affinities change
between different users. Based on the views of social impact model, this study
believes that users’ opinions are influenced by the affiliation between them, and
they will make decisions depending on the affinities.
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Agent in Microblog. Maes defined agent as “computing system that trying
to achieve a set goal in complex dynamic environments” [5]. Generally speaking,
agent should have the following attributes: autonomy, reactivity, initiative, socia-
bility, evolutionary[6]. As opinions in microblog are complex, dynamic, relatively
closed etc. , for simplicity, this paper only focuses on a particular microblog topic;
ongoing interactions between the participants reflect the dynamic opinions on
the topic. In addition, a specific number of participants will join in interaction.
Agents have the attributes of autonomy, reactive, proactive and sociality.

In the model, evolution of public opinion is reflected by opinion updating equa-
tion which means that agents update their opinions based on the reinforcement
learning.

2.2 Modeling of Microblog Opinion

Assumptions of the Model. For simplicity, we assume that the number of
involved agents is a known constant. In the future, we will do further study
considering dynamic number of agents.

We assume that the agents’ social network is consistent with the small-world
network topology, which means the shortest path length between each node
is limited. But it is probably that two nodes are connected together through
their own adjacent nodes, interpreting as limited path length and high degree
of polymerization [4]. As a lot of researches have verified the characteristics of
small-world in the virtual space, this assumption has sufficient scientific basis.
Many of these researches are about the topological properties of social network
in microblog specifically. The results show that the network has a high degree of
polymerization and limited path length, in line with small-word properties and
power-law distribution.

Figure 1 is a directed small-world graph with 200 nodes generated by simu-
lation in Repast Simphony-2.0 where there are bidirectional connection nodes
representing the relation of “bilateral fan” and unidirectional connection nodes
representing the relation of “unilateral fan”.

Fig. 1. Small-world graph generated by simulation
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Action Rules of Agents. The rules here are established according to the
opinion updating equation [7-9]. Considering that affinity changing between in-
dividuals in microblog topics need a long time, we assume that affinity does not
change and then adjust the existing models.

When agents participate in a topic, their attitudes are not entirely clear.
Therefore, we assume that the opinion of an individual on this topic is continu-
ous. Oi represents agent i’s opinion about a specific question. When Oi approx-
imates 1, it implies that the majority of participants have negative opinions to
this topic, otherwise, they hold a positive view. αij ∈ [0, 1] indicates the affinity
between agent i and j. The larger the αij is, the closer the two agents are; In
general, opinion formation can be completed in a relatively short time, and the
affinity among agents is difficult to change within a short time. Thus, that αij

is assumed as a constant.
At the beginning of the simulation, the number of agents in the system is k,

and they form a small-world network topology. There is a threshold lc. If agent
A is agent B’s fan, the affinity will be any value between [0, lc]. If agent A and
B are not directly connected, the affinity will be any value between [0, lc].

s agents are selected randomly as the initial agents, and their opinions are
initialized randomly.

Every time step, a number of fans are selected from s agents’ fans randomly,
and their fans’ opinions about this issue are initialized. The affinity between “fan
agent” and “fancied agent” exist threshold fc. If the affinity between the two
agents exceeds the threshold fc, “fan agent” will change its opinion based on the
average value of the coupling point of view, otherwise opinions stay the same.

The opinion updating equation is below:

Ot+1
m = Ot

m + μ
tanh(ζ(αmn − αc)) + 1

2
(Ot

n −Ot
m) (1)

αc is used to measure the affinity of opinions convergence, taking a constant value
of 0. 5. μ is fixed to 0. 5, and its value does not affect the system’s dynamical
behavior, but affects the time to reach equilibrium. ζ is set to 1000 for converting
the function tanh.

There is an additional case that agent m is a fan of two or more “fancied
agents”, and then agent m’s opinion is decided by “fancied agent” who has
minimum social distance. Select another agent n in all in-degree nodes of m;
the rule of selecting n is to minimize the social distance which is influenced by
opinion and affinity between n and m.

The equation of selecting n is below:

n = arg[min((1− αmj)|Ot−1
j −Ot−1

m |) +N(0, σ)], ∀j ∈ N : j �= m (2)

N(0, σ) is a random element of normal distribution, generally called social tem-
perature [10]. It is used to indicate the degree of randomness of the individual’s
behavior, also mean fluctuations of the group [11]. In addition, social tempera-
ture is also used to identify different social systems. For instance, people would
not accept different opinions in a relatively conservative social system. They
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stick to their traditions and do not accept others’ opinions. But in active or free
social system, people are willing to accept different opinions, and they are more
likely to change their opinions when affected by the views of others [12].

3 Multi-agent Simulation of Microblog Opinion

Supposing that the small-world network consists of fifty nodes, the simulation
result is shown from Figure 2 to Figure 5.

Fig. 2. The public opinion tends to be positive

Fig. 3. The public opinion tends to be evenly distributed

At the beginning, we analyze the simulation results combined with the actual
situation of public opinion in microblog. The opinions are evenly distributed
at the start, then become steep and ultimately the polarization opinion arise.
Initially, opinions distribute from 0 to 1 randomly, and neither side has a distinct
advantage. As time goes by, the discussion in the group is deepening. Information
is excavated continuously and opinions are constantly fused, and then divided.
Both positive and negative opinions come into fierce conflict. In the competition,
if one side is persuaded by the other side or one side comes into silence, the other
side will hold the dominant position, emerging a consistent public opinion.
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Fig. 4. The public opinion tends to be neutral

Fig. 5. The public opinion tends to be negative

Figure 3 shows the public opinion towards the certain issues is not formed.
Generally speaking, the concentration goes toward intermediate point, but it
does not reach the final unification. We can see that opinions of individuals
are widely distributed. Figure 4 shows opinions are dispersed initially but ulti-
mately tend to neutrality. In fact, topics in microblog are quite different. There
are mainly three types of public opinion: message,concept and art [13]. As to
the characteristics of message, “Firstly, people pass the message to each other
in a short time. An opinion trend forms eventually because of people’s high in-
terest in spreading some message. Secondly, people may not even become aware
of the opinions tendency contained in the message. They merely want to tell
others the facts they know. ” The characteristics of concept are manifested as
“to varying degrees,the tendency of public opinion is directly expressed as agree-
ment (sympathy), opposition (abhorrence), or indifferent (neutrality). ” Artistic
forms are“ the tendency of public opinion is manifested through various genres
such as literature, music, dance, painting and other art information. ” Generally
speaking, most views of message are neutral. Views of concept are mixed, and
mostly in criticism. Views of art are uncertain. Figure 4 shows the characteristic
of message, while figure 2 and figure 5 show that of concept, and figure 3 shows
that of art.
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From the perspective of complex system, the simulation results represent that
the system emerges orderly equilibrium from disordered initial state, showing
an spontaneous order. Figures 2 to 5 represent the four results emerged from
disordered initial state. The simulation result is neutral, neither good or bad. The
simulation results confirm the explanation of emergence [14]. From the points of
macro-level and the dynamic tendency, the trend of emergence is determined,
which is the inevitable result of any system on the evolution of path dependence.
And the specific pattern of emergence has nothing to do with the preset behavior.
With the increase of complexity, the system’s structure will not be identified
completely before the actual emergence is completed. In addition, the emergence
of system does not depend on initial state. When we regulate microblog rumor
or public opinion which is not conducive to the development of a healthy society,
the way to minimize the cost and maximum the utility is guide the public opinion
before it forms.

Fig. 6. Affinity’s influence to public opinion dynamics

4 Empirical Analysis of the Multi-agent Model

We choose a sample from the list of hot topic of Sina Microblog. A topic can be
heatedly discussed if an increasing number of netizens are involved. And then
the topic becomes a hot one. We select a topic randomly in the hot topic list
of Sina Microblog which is about that college students use performance art to
protest unfairness in education which is caused by residency restrictions. The
topic triggers a big discussion on the issue that household registration would
lead to unfair education.

We sampled the opinions of participants randomly from 17:20 to 19:50 on Oc-
tober 8th, 2012 and gained 1065 samples in 150 minutes, including 880 effective
samples published by 203 participants. Removing the 24 invalid participants (the
content of discussion is not relevant to the topic, such as advertising, etc. ), the
effective number of participants is 179. The samples have the following features:
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a). Groups update opinions continuously along with new participants joining
in. And many participants have fan-relationship.

b). Opinions are widely exchanged; microblog users are persuaded by others or
try to convince others. We use content analysis to encode 880 samples: 0. 1 means
extreme opposition; 0. 2 means extreme questioned; 0. 3 means opposition; 0. 4
means questioned; 0. 5 means indifferent; 0. 6 means worried; 0. 7 means favor;
0. 8 means anger; 0. 9 means extreme anger. Statistical results are illustrated as
follows.
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Fig. 7. Public opinion dynamics of empirical topics in Sina microblog

It can be seen in figure 7 that public opinion is not formed eventually. There
are always different views.At the beginning of the discussion, more extreme opin-
ions appear and the positive group takes dominant position. Negative views grad-
ually gain the upper hand. They hold the view that the unfair education results
from unbalanced economic development and government’s imbalanced invest-
ment, not simply the household register system. However, with the involvement
of some opinion leaders, remarks eventually tend to rational. Discussants prefer
to think about deep-rooted reasons for education unfairness, such as unbalanced
economic development and government’s imbalanced investment, not simply the
household register system.

Based on the participants and evolutionary time, we get figure 8 of opinion
evolution.

Firstly, the model assumes that the initial state is random, so they distribute
evenly from 0 to 1. Empirical evidence shows that public opinion is indeed at
uncertain state in the beginning.

Secondly, the convergence rate of the model is faster than the empirical con-
vergence rate. Both positive and negative opinions always exist in the entire
simulation process, and they cannot come to an agreement in a short time,
which is consistent with the empirical trend.

Thirdly, from the perspective of opinion evolution, there is a small number of
extreme opinions in topics at the beginning. As individuals continue to interact,
opinions update constantly, and they become more calm and rational.
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Fig. 8. Simulation of opinion dynamic in the topic of Sina microblog

Finally, public opinion converges toward middle ultimately. While there are
always different voices, public opinion tends to the middle point of view, such
as ”“anxiety”, “approval”, etc.

5 Conclusions

We assume that social network in microblog topics has a small-world topology.
People select the other to retweet according to the affinity between them. We
set the opinion updating equation to update agents’ opinions on a specific topic.
Then, there is the emergence of public opinion formation. The examples show
that the study of public opinion formation mechanism in microblog space com-
bined with network topology is feasible at some extent. The simulation results
show that the microblog issue is prone to polarization in the formation of public
opinion. The main reason is the emotional or rational guides from opinion lead-
ers leading to the silence spiral. The empirical result indicates that there exists
the spiral of silence and it is consistent with the simulation results.

The intelligent agent simulation of microblog opinion combined with opinion
update equation is a new perspective to study the formation of online public
opinion. We can still get some realistic revelation from the simulation results
and conclusions above.

Because virtual space has some specific characteristics, such as hide and vir-
tuality, public opinion is easy to fall into chaos so that it goes out of control.
When some topic attracts public attention in the early stage, the opinions are
relatively dispersed. There are no opinion leaders and opinion tendency is not
formed. It is the best opportunity to guide the public opinion by grasping the
development direction at this moment and costs least. It is important to seize
the opportunity to attack illegal activities such as spreading of rumors and false
information, stirring of public scare.

In the first stage for hot topics, it is susceptible to incite the masses and make
the extreme opinions occupy the high ground of public opinion. It is important
to value the role of opinion leaders in microblog and with their help a rational
and healthy online environment can be more easily established.



198 J. Zhang et al.

The future study will set various of agents in the model who have different
natures and action rules. Besides, the opinion updating equation will be further
improved. A more scientific and effective model will be used to simulate the
formation and spread of public opinion in microblog.

Acknowledgement. Thanks to the support from the National Nature Science
Fund of China.
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Abstract. Virtualization is a process of manifestation of the logical group or 
subset of computer resources in computer science. However, virtualization we 
mentioned in this paper is “platform virtualization”. It is VM (virtualization 
machine) as we often named. Benefits of virtualization are numerous and it is 
considered to be a previous procedure to learn before adapting cloud technology 
for the enterprise. The constructed environment in this paper has implemented 
virtualization for further experiment. The main subject of this paper is how to 
construct virtualization in the cloud with integration of KVM and OpenNebula 
for users. It provides private cloud solutions for enterprises or organizations and 
focuses on IaaS of three services in cloud. This system can reduce the complex-
ity of accessing the cloud resources through users’ interface. That is to say it is 
easy to manage deployment of the VMs by the web-based users’ interface. The 
paper contains of live migration data measurement, comparison of physical  
machines and virtual machines, and analysis results. In the experimental envi-
ronment, we prove that the performance of full virtualization is closer to the 
physical machine as well.  

Keywords: Cloud Computing, IaaS, Live migration, VM provision. 

1 Introduction 

With cloud computing is a highly important topic in the recent IT world, and there are 
many of the different services developed. In actually cloud computing is not a new 
technology; it is a new concept [1, 10, 19, 23, 21, 22, 24, 28]. The early stages of the 
laboratory started in the creation and development of gird computing cluster and other 
distributed computing technologies and related issues, for the vigorous development 
in recent years is also very interested in cloud computing [13, 15]. There are many 
companies currently offer a cloud of related services, like Google, Amazon, Yahoo! 
other companies, tens of thousands of servers used to construct a large-scale compu-
ting resources, and provides a variety of services previously not available such as: 
large storage space, a huge amount of computing power, no need to download the 
online features such as edit view, for their own local computing and storage resources 
are limited, users can access via the Internet computing resources they need. 
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This paper focused on the cloud computing infrastructure, particularly virtual  
machines and physical monitoring component and cloud computing infrastructure 
especially virtualization[3, 4, 5, 6, 7, 8, 9, 11, 12, 14, 18]. The goal is to implement a 
system which can manage and deploy VM for cloud system. The information which 
be supplied by system can be monitored include CPU utilization, disk usage, virtual 
machine space, memory usage. This system also uses a mechanism for Migration, 
when a problem occurs, the administrator can shift the user's virtual machine to 
another physical machine operation, and the user will not feel any abnormalities. 
Meanwhile, this paper also carried on the system performance test using the KVM  
[2, 20, 26, 27, 29, 30, 31, 32]. 

2 Background Review 

2.1 Virtualization 

Virtualization is simply the logical separation of requests for some services from the 
physical resources where the service is actually provided. In practical terms, virtuali-
zation allows applications, operating systems, or system services in a logically distinct 
system environment to run independently of a specific physical computer system. 
Obviously, all of these must run on a certain computer system at any given time, but 
virtualization provides a level of logical abstraction that liberates applications, system 
services, and even the operating system that supports them from being tied to a specif-
ic piece of hardware. Virtualization, focusing on logical operating environments, 
makes applications, services, and instances of an operating system portable across 
different physical computer systems. Virtualization can execute applications under 
many operating systems, manage IT more efficiently, and allot computing resources 
with other computers [2]. 

2.2 Virtualization Management 

The virtual machine is not only available user interface, but it is the computer with 
actual loading. Management of virtual machines and management of physical systems 
are equally important. Virtualization Management includes a set of integrated man-
agement tools, can be minimize complexity and simplify the operation. It should cen-
trally manage physical and virtual IT infrastructure, increased server utilization, but 
also across multiple virtualization platforms to optimize dynamic resources. 

2.3 Live Migration 

By adjusting the resources with virtual technology, to make provided services to clos-
er to the actual needs of different users. Live migration of virtual machines is an  
important technology. The live-migration of VM can transfer VM to other physical 
servers without shutdown. It achieve the high HA ability with the non-stop services.  
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• Down time: The time of shutdown during migration 
• Total migration time: The VM can run in the target host without error and source 

host discarded the old VM. 

The method of live migration in this paper is "Pre-Copy ". It's the same with KVM. 
Another important paper about live migration is "Post-Copy Live Migration of Virtual 
Machines". The method proposed in this paper is "Post-Copy". The purpose of pre-
copy method is trying to reduce the down time. But the purpose of post-copy method 
is trying to reduce the total migration time. 

3 System Implementation 

3.1 System Architecture 

Besides managing individual VMs’ life cycle, we also designed the core to support 
services deployment; such services typically include a set of interrelated components 
(for example, a Web server and database back end) requiring several VMs. Thus, we 
can treat a group of related VMs as a first-class entity in OpenNebula. Besides man-
aging the VMs as a unit, the core also handles the context information delivery (such 
as the Web server’s IP address, digital certificates, and software licenses) to the VMs. 
In Figure 2, it shows the system architecture perspective. According to the previous 
works, we build a cluster system with OpenNebula and also provide a web interface 
to manage virtual machines and physical machine. Our cluster system was built up 
with three homogeneous computers; the hardware of these computers is equipped 
with Intel i7 CPU 2.8 GHz, four gigabytes memory, 500 gigabytes disk, CentOS op-
erating system, and the network connected to a gigabit switch. 

 

Fig. 2. System architecture 
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3.2 Management Interface 

We design a useful web interface for end users and it is indeed the fastest and the 
friendliest to Implementation virtualization environment. The authorization mechan-
ism, through the core of the web-based management tool, it controls and manages 
both physical machine and VM life-cycle. The entire web-based management tool 
includes physical machine management, virtual machine management and perfor-
mance monitor. In Figure 3, it sets the VM attributes such as memory size, IP address, 
root password and VM name, etc. It includes the life migrating function as well. Life 
migration means VM can move to any working physic machine without suspending 
in-service programs. Life Migration is one of the advantages of OpenNebula. There-
fore, we could migrate any VM what we want under any situation because we have a 
DRA mechanism to make the migration function more meaningfully.  

 

Fig. 3. Virtual Machines Manager 

4 Experimental Results 

HPCC performance testing -We implement HPCC performance measurement in the 
same hardware with 4 different platforms. 

• PM (Physical Machine) 
• KVM 
• VM Ware 8.0 in Linux 
• VM Ware 8.0 in Win7 Professional 

The host OS of (1), (2) and (3) is CentOS6.2 x64 (Desktop version). We can compare 
the differences of physical machine, KVM and VMware. And we choose the VM 
Ware because VMWare and KVM are the technique of full-virtualization. Moreover, 
we can compare the pop technique of full-virtualization in Linux and Windows. 

4.1 Experimental Environment 

The host list of the test environment as below.   



204 C.-T. Yang et al. 

Table 1. Environment Specification 

 
CPU Memory Disk Network OS Software 

Node01 i7 CPU 2.8 GHz 4GB 500GB 

Gigabits CentOS6 X64 

OpenNebula 
Front End/Host 

Node02 i7 CPU 2.8 GHz 4GB 500GB 
OpenNebula-Host 

Node03 i7 CPU 2.8 GHz 4GB 500GB 

4.2 Experimental Results 

Experiment: the Comparison of Physical Machine- KVM and VMware  

To avoid running service on testing environments which affects machine perfor-
mance, we do not pick up the host from cloud platform. The HPCC testing is com-
pared to physical machine, KVM and VMW which are on the same with independent 
hardware VMs. We compared the differenced of performance and computation by 
controlling the number of CPU. We list the hardware and software specification in the 
following: 

Table 2. Environment of Experiment 3 Specification 

Host OS Guest Os H/W SPEC 
Physical Ma-

chine 
CentOS6.2 x64 

(Desktop) 
N/A 

Intel 
E3400 
2.6GHz 
dual 
cores 

Ram 
8GB 

HDD 
500GB 

KVM 
CentOS6.2 x64 

(Desktop) 
CentOS6.2 x64 

(Desktop) 

VM Ware 8.0 
CentOS6.2 x64 

(Desktop) 
CentOS6.2 x64 

(Desktop) 

VM Ware 8.0 Win7 Professional
CentOS6.2 x64 

(Desktop) 

 

 

Fig. 4. The results of HPCC by one CPU in different platform 
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Fig. 5. The results of HPCC by two CPUs in different platform 

Shown in Figure 4 for single core case, we find that the gap of these four platforms 
is small in low amount of computation (Ns =5000). By increasing the amount of com-
putation, the tested value of KVM is closed to PM. However, the tested value of 
VMware lags far behind the KVM and PM. The result of the order is PM, KVM, 
VMware in WIN7, VMware in Linux. On the other hand, the gap of computation in 
different VMs is small other than the physical machine in Figure 4. 

5 Conclusions 

This paper implemented a cloud of KVM infrastructure and monitoring website, 
which offers users to apply for the use and monitoring of VM state, and the main page 
with easy to understand the type, the user in the application and monitoring, can ob-
tained through the needs of the most simple steps in order to user friendly. Unlike the 
past, the usage of Xen as the virtualization technology, this paper tries to use KVM 
virtualization technology as a major. In addition, this paper also tested live migration 
and implementation of the efficiency of the test, although there is still a gap from the 
best performance, but the final results were very satisfactory. 
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Abstract. Almost cloud service providers are having their own architectures for 
providing a variety of cloud services to their customers, cloud service clients. 
These various architectures and services increase the complexity of security 
management policies, frameworks, and systems, because they would require 
different aspects of security solutions for their own architectures and services. 
Consequently, such compatibility issues make us difficult to design a common 
security framework, security management system, or security evaluation sys-
tem. Recognizing the need to solve such issues, we analyze common security 
elements to be required for cloud computing virtualization, and identify re-
quirements for information protection in this paper. We also identify possible 
threats that may occur depending on different functions and roles over the cloud 
virtualization environments, and define security elements and requirements to 
deal with those issues. We show a set of common directions or approaches to 
prevent any possible treats to cloud computing, and provide more efficient and 
systematic method of managing and operating cloud computing system. 

Keywords: Cloud Computing Services, Cloud Computing Architecture, Virtua-
lization Security Layer, Security Requirement. 

1 Introduction 

Cloud computing system is a large scale dispersed computing paradigm based on 
economy of scale in which large IT resources such as storage, platform, and service 
are virtualized and dynamically expanded in which users can use through the interest 
with needed amount. The current clouding computing market is passing its early in-
troduction phase and is already being used in web mails, blogs, web hard service, web 
hosting service, and etc. However, development of applications and services fitting 
user demand levels, expansion of linkage with original systems, relief of worries on 
security must be solved first to enter development phase. International market investi-
gation organization IDC has investigated IT executives and answered that security 
must be solved for usage of cloud computing service. For this reason, research on 
cloud computing technology and security is being actively conducted nowadays, but 
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problems on security element research and specific correspondence method research 
has occurred by different cloud architecture. Also, there exists flaw of mutual compa-
tibility, linkage problems and deduction, application of security elements on virtuali-
zation which is the core function of cloud computing. For effective supplementation 
of these problems, architecture reflecting mutual functions of each vendor and organi-
zation architecture should be composed, virtualization security layer role and func-
tions should be analyzed, and research on possible threats and correspondence plans is 
needed [1-3]. 

In this paper, we composes cloud computing architecture of common concept to 
present correspondence methods and information protection demands for possible 
threats by roles and functions related to virtualization and improvement of security of 
virtualization environments. In section 2, we introduce various researches on original 
cloud computing service architecture and its security, and we categorize them into 
several layers by its functionalities and roles. In section 3, we present well-known 
security issues for cloud computing mentioned in the prior research articles. In section 
4, we analyze the existing research works and identify important security considera-
tions and monitoring system requirements for cloud computing virtualization envi-
ronment. Lastly in section 5, the conclusion and contribution of this paper is de-
scribed.  

2 Various Cloud Computing Architecture Models 

In cloud computing standardization aspect, there is difficulty of application on mutual 
compatibility, portability, security between systems due to vendor dependence of 
various cloud computing platforms by provided platform dependent security solutions 
by vendors. For limited support where original system or mutual software is provided, 
stability of the system could be contained because of patches and enough security 
policies. However for cloud environment using integration of resources and virtuali-
zation technology, there was limit only with original patches or security policies. 
Therefore, stability of total system must be prior that analysis on mutual virtualization 
layer composition and functionality specifically reflecting core technology of cloud 
computing virtualization [1]. 

We compared and analyzed commonly used cloud computing building platforms 
such as cloud computing virtualization open source OS Xen, representative cloud 
services by IBM, Microsoft, RedHat and international organizations related to cloud 
computing or services, in order to find common characteristics by each layer. Compo-
sition of architecture presented by each vendor and organization was categorized from 
Layer 1 to Layer 6 shown in Table 1 and Table 2 by function and role by architecture 
layer. For common concept in Table 1, Layer 1 is physical equipment and facility. 
Layer 2 is virtualization of physical resources such as server, storage, and network. 
Layer 3 is providing and managing integrated and virtualized resources. Layer 4 is 
providing service by adding applications and middleware using allocated resources. 
Additionally, Layer 5 and 6 of architecture by the cloud service platform were catego-
rized by additional middleware or application composition to provide PaaS and SaaS. 
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Through analysis of cloud computing architecture of Xen, IBM, MS, RedHat, 
CSA, IETF, and DMTF, we categorized all functions of cloud services into six (6) 
layers as shown in Table 1 and 2. 

• Layer 1 is the infrastructure of cloud computing and includes data processing serv-
ers, inner/outer communication networks, data storage sets, and other physical re-
sources. 

• Layer 2 implements virtualization for providing capsuled resource views by inte-
grating and abstracting physical resources such as server, storage, network into in-
tegrated. 

• Layer 3 provides integrated resources such as virtual machines (VM), cluster, logi-
cal file system, and database system to upper layers. 

• Layer 4 presents specialized tools and applications to users with integrated re-
sources and allocation platforms. 

• Layer 5 includes resource integration and middleware environment for providing 
application development frameworks, programming languages, tool functions 
(PaaS). 

• Layer 6 is built on IaaS and PaaS stacks, and presents independent operating envi-
ronments to users. 

Table 1. Cloud computing categorization for Xen, IBM, MS, and RedHat [1] 

 Xen IBM MS RedHat common 
concepts 

Layer 
1 

Physical 
Host 

Hardware 

System 
Resources 

Servers 
Storages 
Networks 

Physical 
Hardware 

(Servers, Storage, 
Networking) 

Physical 
resources 

Layer 
2 

Xen 
Hypervisor 

Virtualized 
Infrastructure 

Virtualization 

RHEV 
(virtual servers, 

storage, networks, 
clients, applica-

tions, middleware) 

Building 
virtualized 
resources 

Layer 
3 

dom0 
(Host 

Domain) 
domU 
(Guest 

Domain) 

Virtualized 
Application 

Virtualized 
Inframanagement, 

Cloud Service 
Platform, 

Infrastructure 
Service Platform 

JBoss, Websphere 
Windows, RHEL 

Providing and 
managing 
virtualized 
resources 

Layer 
4 

 
Service 

Management 
Cloud Service 
Presentation 

Thousands of 
Certified 

Applications 

Providing tools 
and applications 

on the 
virtualized 
resources 
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Table 2. Cloud computing categorization for CSA, IETF, and DMTF [1] 

 

CSA (Cloud Security Alliance) IETF 
(Cloud 

Reference 
Framework) 

DMTF 
(Cloud Service 

Reference 
Architecture) 

common 
concepts 

IaaS PaaS SaaS 

Layer 
1 

Facilities Facilities Facilities 
Physical 
Resource 

Layer 

Firmware, 
Hardware 

Physical 
resources 

Hardware Hardware Hardware 

Layer 
2 

Abstrac-
tion 

Abstrac-
tion 

Abstraction 

Resource 
Abstract & 

Virtualization 
Layer 

Software Kernel 
(OS, VM 
Manager) 

Building 
virtualized 
resources 

Layer 
3 

Core 
Connec-

tivity 
& 

Delivery 

Core 
Connec-

tivity 
& 

Delivery 

Core 
Connectivity 

& 
Delivery 

Resource 
Control 
Layer 

Virtualized 
Resources, 

Virtual image 

Providing 
and manag-

ing 
virtualized 
resources 

Layer 
4 

APIs APIs APIs 
Application/ 

Service Layer 
Cloud 

Applications 

Providing 
and manag-

ing 
virtualized 
resources 

Layer 
5 

 

Integra-
tion & 

Middle-
ware 

Integration & 
Middleware 

 
SaaS 
PaaS 
IaaS 

Resource 
integration 
for PaaS 

Layer 
6 

  

Data, 
Metadata, 
Content 

Applications 
APIs 

Presentation 
Modality, 

Presentation 
Platform 

  
Contents 

provisioning 
for SaaS 
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3 Well-Known Security Issues for Cloud Computing 

We can find well-known security issues and countermeasures against them for data 
privacy and data protection in cloud computing environment in [4]. For data security 
in cloud computing, characteristics of servers of SaaS, PaaS, IaaS were analyzed and 
investigated on vulnerability or possible attacks. Security elements can be defined as 
follows; data security, network security, data integrity, data access, authentication and 
authorization, web application security, vulnerability in virtualization, availability, 
backup, identity management and sign-on process defined. Other than these elements, 
difference between expansion of resource usage and increase of authority range is 
considered in PaaS providing platform service resource and IaaS providing infra ser-
vice different from SaaS condition in which environment of each service and addi-
tional security element was researched. However in this study, security elements on 
data process such as data security, data integrity, access, authorization, were consi-
dered as security elements for SaaS, PaaS, and IaaS data management, but was re-
peated or excluded in composed architecture by service type. Also, specific security 
element research on virtualization technology or operation such as monitoring meter-
ing, reporting is lacked due to computing storage, networking resources that are core 
technology of cloud computing system based on characteristics of SaaS, PaaS, and 
IaaS service. 

We can see also a concept of CCOA (Cloud Computing Open Architecture) of 
cloud architecture, and architectural modules reflecting flexibility, expandability, and 
reusability of cloud computing in [5]. Also, functions and roles of architecture were 
categorized by considering expandable IT infrastructure and business values of man-
agement system based on integrated access providing and cloud computing base by 
users who are consumers of business services or companies. These prior studies de-
fined categorized architecture layers, using SOA (Service Oriented Architecture) and 
business value concept of cloud computing. 

4 Security Considerations and Monitoring System 
Requirements for Cloud Computing Virtualization 
Environment 

The existing studies mentioned in the above section, only show simple definitions on 
operations and roles of categorized layers with specific functions. They do not pro-
vide security requirements or security elements to be considered in each architecture 
layer. Also, there are not enough security analyses on cloud computing virtualization, 
which is the core function of cloud computing.  

In most of cases, a customer (service user) does not know where exactly his/her da-
ta is computed, processed, and stored in the cloud service provider’s cloud farm. Over 
the Internet, the data can be transferred or computed over national wide range, and 
this situation can make more security threats and security audition issues. This situa-
tion can make also complicated billing issues. In other words, the service provider the 
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customer’s detailed usage of processors and storages over its Internet-based cloud 
computing environment.  

For more secure and controllable cloud computing virtualization environment, we 
identified the following key security considerations from several research works [1-7] 
related to the cloud computing and its virtualization technology, especially from [7]. 

• Role-Based Access Control 
─ Only authorized customers/users based on an RBAC mechanism can access to 

sensitive data on the platforms, in order to avoid data misuse or abuse. 
• Data Isolation 

─ An instance of customer data and information must be fully isolated from other 
customer data physically and/or logically 

• Customer Privacy Protection 
─ Any sensitive or privacy related information stored in cloud system must not be 

disclosed to other customers and even to the service provider itself. 
• Exploit Code Blocking 

─ The cloud service provider should prevent attackers to execute exploit codes on 
the cloud to access cloud customers’ data or to take illegal privileges for further 
attacks. 

• Backup and Recovery 
─ The cloud provider has to provide an efficient replication scheme for safe back-

up, and a rapid recovery mechanism to restore services, in order to mitigate the 
risks of uncontrollable natural, environmental, or societal disasters. 

• Digital Forensic and Accountability 
─ Even though cloud services are difficult to trace for accountability purposes, in 

some cases this should be considered as a mandatory application requirement 
for digital forensic and for other legal activities. 

Especially, many people have been mentioning accountability can provide forensic 
aspects of the cloud system onto legal investigation parties, but reduce privacy aspects 
of the customers. In other words, a trade-off between privacy and accountability ex-
ists, since the latter produces action records or usage logs that can be examined by a 
third party when something goes wrong. Of course the customers can use obfuscation 
and privacy-preserving techniques to limit the information the VM exposes to the 
cloud. Still current cloud and its security system have open confidentiality issues with 
respect to the service provider or with respect to an attacker if he abuses the hosting 
platform. 

Considering the above mentioned security issues, we can design and implement a 
common security monitoring system for cloud computing platform. For this design or 
implementation, we should take some technical issues into account. The followings 
are identified as the common set of requirements to be considered in security monitor-
ing system for cloud computing virtualization environment. We have revised and 
elaborate the requirements described in [7]. 

• Effectiveness 
─ The security monitoring system should be able to detect most kinds of attacks 

and integrity violations. The effectiveness means how many attacks it can  
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recognize. In other words, it should minimize false-negatives for maximizing its 
reputation and reliability. 

• Precision 
─ The security monitoring system should be able to avoid false-positives, so nor-

mal authorized activities could not be considered as malware activities. False-
positives would make the customers very inconvenient.  

• Transparency 
─ The security monitoring system should minimize visibility from VMs and pro-

vide perfect transparency to service providers, customers, and even to potential 
intruders, so they should not be able to detect any monitoring activities and even 
to recognize the presence of the monitoring system. 

• Self-Defense 
─ The cloud system and its sub systems should not be possible to disable or alter 

the monitoring system itself. 
• Interoperability 

─ The security monitoring system should be deployable on the vast majority of 
available cloud frameworks with various configurations. 

• Reaction Capability 
─ After detecting an intrusion attempt over a cloud component, the security moni-

toring system should take appropriate actions against the compromised guest 
and his/her actions. Moreover, it should notify remote middleware security 
management components or security supervisors. 

• Efficiency 
─ The security monitoring system should not interfere with cloud and cloud appli-

cation actions. 

There is a trade-off between the above mentioned requirements. However, these can 
be included as a subset of regular guest maintenance capabilities, so they are virtually 
indistinguishable from regular load-balance based VM operations, from the point of 
view of the users and service providers. 

5 Conclusions 

After analyzing various cloud computing architectures and its security aspects, in this 
paper, we have identified a common set of security considerations which must be 
taken into account in cloud computing virtualization environment, and introduced 
important requirements for security monitoring system on the cloud. These considera-
tions and requirements can be taken into account for managing virtualization middle-
ware system of the existing cloud computing products and services, and also can be 
reflected in designing a novel and secure cloud computing virtualization framework. 

Acknowledgement. This work was supported by NIA, KOREA under the KOREN 
program (1295100001-120010100). 
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Abstract. During last few years we have witnessed a steady increase in 
medicine use for healthcare. The medicine experiences rated by other patients 
have huge potential to empower people to make more informed decisions. 
While the majority of previous research focused on rating prediction and 
recommendations on E-Commerce field, the area of healthcare or medical 
treatments has been rarely handled. Moreover, the geographical and temporal 
factors were not considered in their recommendation mechanisms. The rapid 
development of mobile devices, wireless networks, smart phones and 
ubiquitous wireless connections enable people to build and maintain mobile 
social interactions and relationships. In this paper, we identify and formalize the 
significant problem that exploits the over-the-counter medicine rating 
prediction and recommendation in mobile social networks. Then we devise the 
recommendation model and develop corresponding prototype of iDrug, 
reflecting a solution scheme of medicine rating prediction and recommendation 
in mobile social networks to increase the information accessibility for people's 
decision support. 

Keywords: Machine learning, Medicine rating prediction, Mobile social 
network, Recommender system, Ubiquitous healthcare. 

1 Introduction 

With the rapid development of society and technology, people are becoming more 
healthy conscious in recent years, they usually take various medicines periodically in 
order to normalize serum cholesterol, glucose levels, or for the purpose of losing their 
weight [1] [2] [6]. As shown in Figure 1, the cost of medicines in the U.S. was 234.1 
billion $ in 2008 which was more than double what was spent in 1999, indeed almost 
half of the populations take prescription medicines every month [4]. At the same time, 
these medicines often have debilitating and life-threatening side effects which are the 
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factors should not be neglected, when a person takes multiple medicines and 
experiences a new symptom. It is not always clear which, if any, of the medicines or 
medicine combinations are responsible [6]. As new medicines are introduced 
continuously and still new patients for old medicines are found, more and more 
patients can improve their health and quality of life with the appropriate use of 
different medicines [2]. Obviously, the use patterns of current different kinds of 
medicines need to be better understood, especially the over-the-counter (OTC) 
medicines. Which can increase information accessibility for customer decision-
support, e.g., to purchase healthcare or disease-treatment medicines etc. 

 

Fig. 1. Trends in the Percentage of People Take Medicines 

In the past when people had a problem, they used to seek support and advice from 
family or friends. Nowadays they turn to smartphones or internet that can often make 
up by being less judgmental and more anonymous. A survey conducted by “Opinion 
Research Corporation”1 reveals that 34% of people who search health information 
use mobile social resources, online forums and message boards etc. Meanwhile, 
according to “Pew Research Center”2 20% network users suffering from a chronic 
condition such as high blood pressure or diabetes, they try to find medicines of others 
with similar health concerns. Moreover, there are many medicines which can be 
purchased via online shopping where they can publish opinions and read many 
medicine reviews and comments [2]. 

There is no doubt that many researchers apply machine learning and data mining 
techniques to recommender systems. It has also gained some impact in tourism, 
restaurant, and entertainment [1] [3] [8]. However, recommendation techniques can 
be improved, by utilizing the geographical and temporal information to make 
medicine rating prediction and recommendation in mobile social network. These 
techniques have still been largely neglected [8]. Increasingly, the patients are turning 
to smart phones to seek medical suggestions. The wide usage of mobile social 
networks facilitates the development of social recommendations which are common 

                                                           
1 http://www.icrossing.com/articles 
2 http://www.pewinternet.org/reports/2011/p2phealthcare.aspx 
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activities in our daily life, such as Facebook 3 , Twitter 4 . In mobile social 
recommendation, rating prediction and item recommendation are two main research 
topics [8] [9]. In medical or healthcare domains, as for a new patient, medicine 
experiences reported by other former patients have great potential to empower 
medical consumers to make more informed decisions about medical medicines [6]. 
Issues like how to efficiently predict the rating for a certain medicine and to whom 
recommend some potential relevant medicines effectively with mobile social 
recommendation mechanism are a grand challenge [5] [7] [8]. Our major 
contributions are twofold: first, we identify and formulate the practical problem about 
medicine rating prediction and recommendation in our daily life; second, we devise 
an efficient recommendation model with considerations of geographical and temporal 
factors extracted from mobile social networks, and then implement a corresponding 
prototype of iDrug. 

 

Fig. 2. Structure of Mobile Social Rating Network 

2 Problem Statement 

2.1 Mobile Social Rating Network 

Definition 1: (Mobile Social Rating Network) MSRN is formalized as a six-tuple Ω , , , , ,  with φ indicates the certain patient; δ indicates the certain 
medicine; λ  indicates the certain location; Φ  indicates the social relationships 
between different patients with the same certain disease or symptom, where φ ∈ Φ 
denotes the relationship between patient i and j; Δ indicates a triple with patient, 
                                                           
3 http://www.facebook.com 
4 https://twitter.com 
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medicine, and rating per time unit ∆ , ,  where  is the rating (e.g., star 

grade, progress bar marking) on δ given by φ, and τ is the average elapsed time 
horizon from the other patients rated this certain medicine to current period on the 
occasion of the certain patient want to obtain some personalized suggestions of 
medicine recommendation; Λ  indicates a triple with patient, location and 
corresponding rating (e.g., distance, longitude, latitude) Λ , , .   

In a broad sense, the “patient” mentioned means the customer who has already 

taken or will take the medicines respectively. More concretely, ∆ , ,  

means the certain patient φ  give the rating  to a certain medicine δ ; Λ, ,  means the certain patient φ give the rating  to a certain location λ in 
terms of metric between patient and location. 

Figure 2 depicts the structure of MSRN (Mobile Social Rating Network). In the left 
part of Figure 2, we notice that for a certain medicine , there is a cluster of patients 

 and   who have given ratings or posted their reviews or comments on it. These 
patients come from the same community or clinic, which means they have similar 
symptom or disease. In the right part of Figure 2, for a given geographical location 
“U.S.”, patients ,  and  who have given ratings according to a distance metric 
between the certain patient and the certain location of a local clinic or hospital. In 
other words, each kind of medicine in MSRN is associated with a community or 
single patient, as well as each kind of location in MSRN is associated with a 
community or a single patient [10]. Obviously, we refer to these communities as the 
potential medicine communities and local area communities respectively. 
Investigating the properties and customers’ behavior in both medicine communities 
and local area communities is important to support the decision making of sales 
marketing and business analysts etc. 

 

Fig. 3. The Distribution of Mobile Devices 
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2.2 Problem Formulation 

Input: The Mobile Social Rating Network (MSRN) consists of different patients who 
have the same disease or symptom. A certain patient φ ∈ Φ, Φ represents the 
mobile social relationships that they build. The mobile penetration rate in the world 
from “International Telecommunications Union (ITU)”5 is shown in Figure 3. And 
the medicine δ ∈ Δ; the location λ ∈ Λ; the rating on the medicine δ given by 
patient φ divided by the time difference from rating moment to current time τ, 

called ; the rating on the location λ given by patient φ, called . Therefore, the 

training data set can be represented as 

Δ , , , , , , … , , ,           1  

Λ , , , , , , … , N, ,                   2  
 

Learning: The goal of our medicine recommendation is to score a certain amount of 
relevant medicines in candidate set and return optimal affinity medicine for patients. 
However, the rating prediction is to derive rating predictions for a specific patient φ, 
we take into account ratings of the “top-K” similar patients to φ, where K is a patient-
defined parameter [5] [7]. We can utilize these inter-dependencies to score the 
medicines using probability P δ|φ, λ . 

Prediction: Suppose , … ,  to be the corresponding final similarity values of 
the “top-K” similar patients φ ,φ … , φ  to φ; the predict ratings for the patient φ are defined as follows ̂ , ∑ | |∑  ,                                                   3  

where j is any unrated medicine by the patient φ;  refers the corresponding 
rating, and  means the average ratings value of the patient , for the i 1,2, … , K .  denotes the average known ratings of the patient φ who wants 
recommendations. ∗  is a mapping function from the similarities derived by Φ, Δ, Λ  to an overall similarity between  and φ [7][9]. It aggregates three 
different similarities to obtain the optimal similarity between  and φ. 

Recommendation: Based on the score P δ|φ, λ  obtained in the learning step, the 
set of recommended medicines for a given user  and a given location  will be                 Δ , ∈∆P δ| ,  ,                                  4      

 
where N is the number of recommended medicines in MSRN, Δ is the collection of 
recommended medicines. Finally, after sorting the predicted ratings ̂ ,  of patient φ, it makes a suggestion list including the “top-K” medicines in the Δ, where K is a 
desired cardinality value. 

                                                           
5 http://www.itu.int 
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2.3 A Motivating Example 

Figure 4(a) illustrates the motivating scenario: Prof. Charles is on a business trip from 
Korea to U.S. for attending a conference. Because different parts of the world have 
different climates, he caught a cold when he arrived in New York City. What can he 
do then? Actually there are 3 nearby medicine stores or hospitals where he can buy 
the corresponding medicines. In the past, other customers or patients may have also 
bought the similar medicines, and had the medicine use experience. Some of them 
may have already given rating scores to the taken medicines. Based on the 
aforementioned scenario, how can we solve Prof. Charles's practical healthcare or 
medical issue? 

3 The Prototype of iDrug 

To solve the problem mentioned earlier, based on previous recommendation model, 
this section presents the devised prototype (Data Set originates from “Drug Store”6) 
of iDrug for medicines rating prediction and recommendation in mobile social 
network. In Figure 4(b), this scenario is described as: in Canal Street of New York 
City, Prof. Charles wants to cure certain disease (or he just wants to invigorate his 
health), e.g. he wants to cure cold. With the help of his smart phone, he opens iDrug 
and inputs the keyword like “cure cold” in the text box. Then he will get a screen like 
Figure 4(b), where we can see there are another historical nearby customers or 
patients like Alice, Bob, and David, and corresponding pins represent a variety of 
locations (such as medicine stores or hospitals) when they can buy and rate 
medicines. 

After Prof. Charles clicked the top left iDrug button, he enters screen like  
Figure 4(c), it depicts scenario that provides rating prediction and recommendation 
list for Prof. Charles to make useful decisions. In Figure 4(c), we can see medicine 
names and short text descriptions of functions, a specification, the rating which is 
represented by stars from one to five, the price, the average distance and the time 
period about all the previous customers or patients who rated this medicine, e.g., 
Nature's Bounty: Original Apple Cider Vinegar Diet 90 tablets. The mobile social 
network icon like “Facebook” or “Twitter” is facilitating Prof. Charles to share 
through any of the recommended medicines with his friends. Moreover, in the bottom 
there are some function buttons: 1) “location” button is to go back to the previous 
screen like Figure 4(b), 2)  “time” button is to zoom in and displays the time 
difference from the patient's rating moment and current time among the different 
medicines, 3) “patient” button is to preview the patient’s account information, 4) 
“profile” button is to edit the patient’s profile, and 5) “setting” button is for the 
recommender system parameters tuning, e.g., to set the numbers of recommendation 
results that patients want to make a query for. 

 

                                                           
6 http://www.drugstore.com 
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Finally, when Prof. Charles clicks his interesting medicines, e.g., he clicks the first 
item “Alli” then the screen jumps to Figure 4(d). This scenario is about specific 
concrete medicine information that he is interested in. We can see the high resolution 
medicine image, the average rating score, price and medicine description in detail, 
under which are a variety of medicine reviews and rating scores given by different 
patients such as Angel and Shine, then the date, and location information. 

 

Fig. 4. The Motivating Example and Prototype of iDrug 
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4 Conclusion and Future Work 

In this paper, we identify and formalize a challenging and significant problem that 
exploits the OTC medicine rating prediction and recommendation in mobile social 
networks. We take into account the most critical geographical and temporal factors 
extracted from mobile social rating network. At the same time, we illustrate the 
corresponding user scenarios, devise and develop the prototype of iDrug to reflect  
the solution scheme for the given practical problem. In the future, we plan to adopt 
the “Nursing Home Compare and Patients' Hospital Experiences Data Set”7, devise 
similarity measures, ameliorate a corresponding model and prototype, and deploy 
usability test for the ease-of-use of iDrug. 
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Abstract. The web browser has become one of the most important and fre-
quently used computer programs that people use. The web browser has effec-
tively assumed the role of an operating system. Yet there have been predictions 
that the web browser and the Web itself will effectively die. More specifically, 
it has been argued that the web browser will lose the battle against native, cus-
tom built web apps. In this paper we predict that the web browser may indeed 
disappear but for entirely different reasons. We present a concept and imple-
mentation of a cloud browser that moves the users' browser sessions and the us-
er interface chrome of the web browser to the cloud. The benefits of a cloud 
browser are especially valuable to those people who use a plethora of web-
connected devices, allowing the same web pages and applications to be used 
flexibly – and even simultaneously – from different devices. 

Keywords: Web browser, web applications, session-based browsing, proxy 
browsing, cloud browser, HTML5. 

1 Introduction 

In a September 2010 Wired magazine article [1], Chris Anderson and Michael Wolff 
claimed provocatively that “the (World Wide) Web is dead.” They based this claim 
on two main arguments. The first was that the amount of (text-based) Internet traffic 
generated by web page downloads has decreased dramatically over the years in pro-
portion to the traffic generated by video and music downloads. The second argument 
was that users will no longer surf web pages with a traditional web browser, because 
– for the vast majority of web services such as e-mail, news, Facebook and Twitter – 
they will prefer custom-built native applications (e.g., Flipboard for iPad) over open, 
unfettered web browser access. Anderson and Wolff argued that the trend toward such 
apps will be even more evident in the mobile device space, where – according to the 
authors – web browsers have already lost the battle against custom-built native apps.  

Anderson and Wolff’s first argument has been widely refuted in the press and on the 
Web (see, e.g., www.smallfish-bigpond.com/2010/08/wired). The statement that the 
amount of text-based Web traffic is insignificant compared to other types of traffic, 
while literally true, is misleading because, at the same time, web page and web browser 
usage has increased dramatically – nearly exponentially, in fact. Consequently,  
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the notion that video and music downloads generate the majority of network traffic is 
irrelevant and in no way confirms that the Web itself is dead.  

Interestingly, Anderson and Wolff’s second argument about the transition from 
open, browser-based Web access to custom-built native apps has generated much less 
debate. Given the current popularity of Apple's iPhone and iPad and Google's Andro-
id devices, many people seem to take it for granted that the success of custom-built 
native applications will predicate the demise of browser-based web applications and 
the use of the web browser more broadly. We believe that the trend toward such cus-
tom apps is only temporary, though. We predict that the use of Open Web applica-
tions – that is, those applications that run directly in a standard web browser without 
plugins or extensions [2-4] – will eventually surpass the use of custom native apps not 
only in the context of desktop computing, but also in mobile devices.  

In this paper we postulate a different future for the web browser. We anticipate that 
the web browser itself will largely move to the cloud, so that the users' browser ses-
sions can be used easily from a plethora of computers and devices simultaneously. 
This is critical, since in the future most people will use far more web-enabled devices 
in their daily use than just a laptop computer and a smartphone. Furthermore, we be-
lieve that the web browser's UI (browser chrome) may also become downloadable 
from the Web, so that the look-and-feel of the entire browsing environment can be 
adapted flexibly to each type of a device. In other words, the users will be able to 
carry their sessions from device to device, but the UI of those sessions can be tailored 
to each particular device and usage scenario. Such browser customization is already 
possible to a limited degree today, e.g., with downloadable browser color themes. 
However, ultimately the entire UI of the web browser could be fully dynamic, net-
work-downloadable and customizable. 

2 Making the Web Browser Disappear 

Paradoxically, the best way to ensure the continued evolution and success of the web 
browser is to make the web browser “disappear”. By this, we do not mean killing the 
web browser literally. We base our paper on two observations/trends. 

(1) Towards a New Era with Multiple Device Ownership. First, we believe that the 
world will rapidly move from the current PC- and smartphone-centric era to an era in 
which the average user will have dozens of web-enabled devices. Today, the average 
user has perhaps two or three web-enabled devices, e.g., a laptop computer, a smart-
phone and possibly a tablet device. In the future, the number of web-enabled devices 
(computers, phones, tablets, TVs, car displays, game consoles, photo frames, wrist 
displays, etc.) that the average users will use in their daily lives will explode, and will 
likely be measured in double digits. This trend – when combined with the desire to 
access the same information and personal data from a multitude of different devices – 
will profoundly change the requirements for software platforms. 

(2) Broad Variety of Devices with Different Screen Sizes, Input Mechanisms and 
Usage Situations. The second major trend that will have a significant impact on the 
characteristics of software platforms is the broad variety of that the future devices will 



226 A. Taivalsaari, T. Mikkonen, and K. Systä 

have in terms of screen sizes and input mechanisms. With screens ranging from tiny 
phone displays to large TV screens, and input mechanisms ranging from T9 keypads 
and remote controls to touch displays and conventional QWERTY keyboards, one UI 
solution does not fit all. Moreover, the more the industry moves towards real web 
applications instead of just web pages, the more obvious the limitations of the stan-
dard web browser UI, with its tabs and arcane back, forward, and reload buttons will 
become. 

Solution: Session-Based Browsing with “Downloadable Chrome”. As a result of 
the trend towards multiple device ownership, we argue that the web browser should 
be cloud based, so that the users can create and access the same browser sessions 
from a plethora of different computers and devices. We refer to mechanisms that ena-
ble such behavior broadly as session-based browsing. In session-based browsing, the 
user's browser sessions persist on the Web independently of any specific device(s), so 
that the sessions can be used readily from a number of different devices. Without such 
capabilities, the users would have to explicitly open and manage their web sessions 
(“tabs” of pages and applications) on each device that they use, and typically do that 
again and again each and every time when they use a device. 

Furthermore, to cope with a large variety of screen sizes, input mechanisms and 
usage situations, the top-level UI of the web browser, i.e., the browser “chrome” sur-
rounding the actual web pages or applications, should become dynamic and network-
downloadable. Although the classic UI of web browser is well suited (at least in terms 
of familiarity) to conventional computers and tablets, it is hardly ideal for devices that 
commonly require single-handed operation. With dynamically downloadable chrome 
and associated code, the UI can be customized to each type of a device and usage 
scenario. Our goal is to make the entire UI of the web browser fully dynamic, net-
work-downloadable and customizable. When combined this session-based browsing 
discussed above, the users can carry their sessions from device to device, but with a 
top-level UI customized to each particular device. 

We discuss session-based browsing and downloadable chrome (including the risks 
and issues associated with such mechanisms) in more detail in the following sections. 

3 Cloud Browser Introduced 

Figure 1 contains a screen snapshot of our cloud browser implementation running a 
number of HTML5 game applications. The cloud browser itself is a pure HTML5 
web application (in other words, just a web page) running in a standard web browser, 
complemented with a server-side architecture that supports the creation of user-
specific browser sessions and downloadable UIs. In this case the UI of the browser 
chrome is based on movable and resizable windows. 

Cloud-Based Data System. A fundamental enabler for our cloud browser is the Data 
API explained in [5]. In this system the updates to the data are automatically synchro-
nized to the server, and local copy of the data is automatically updated to repeat 
changes in the server. Individual applications can use this system, but we also use it to 
synchronize information about the browser session. The Data API includes also a 
notification service that allows applications to react to changes immediately. 
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It Is Just a Web Page. The cloud browser client itself is just a HTML5 web applica-
tion, and therefore it does not require any installation. This means that the user can 
launch the system simply by entering its URL in an ordinary web browser. Upon 
starting the system, the system will download the currently selected UI, and then open 
the applications based on previously stored information. 

Sessions are user-specific, meaning that each user of the system will have their 
own persistent sessions. Before using the system the users will have to register them-
selves and then login to our system based on their own user credentials. 

 

Fig. 1. Cloud browser displaying a session of HTML games 

It Can Support Any Number of User Sessions Containing Ordinary Web Con-
tent/Applications. The cloud browser is built around the notion of persistent sessions 
that can contain any standard web content. Each session consists of a number of web 
pages/applications opened by the user. Any number of sessions can be created for 
whatever purposes the users want. Common examples of session-based browsing 
include creating separate sessions, e.g., for social networking sites, e-mail accounts, 
games, financial news, photos, business (web) applications, and so on. 

For example, the applications and pages displayed in Figure 1 are “off-the-shelf” 
HTML5 games available on the Web. The displayed set of games together with layout 
information of the windows constitutes one user session. In our current window-based 
cloud browser interface, the user can switch between different sessions by pressing 
the left and right arrow buttons on the top of the screen.  
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It Supports “Downloadable Chrome”. In Figure 1, we have intentionally left the 
native UI chrome of the web browser (in this case: the URL bar and the back and 
forward buttons of Google Chrome) visible to illustrate the point that the system runs 
in an ordinary web browser. However, typically we would use the web browser in 
full-screen mode, so that the user will deal only with the UI controls of our cloud 
browser, and not those of the underlying web browser. In Figure 1 we use a window-
based UI style, with a number of built-in window controls/buttons that allow the win-
dows to be arranged in a number of ways. All these buttons, as well as all the win-
dows shown in Figure 1 are generated by the cloud browser, i.e., they are not native 
controls of the surrounding web browser. 

It Supports a Number of Different Downloadable UI Styles. While a window-
based UI is well suited to desktop computers, it is not ideal for mobile devices. In 
order to support mobile devices, we have implemented a number of different UI 
styles. One of our alternative UIs is built around tiles instead of windows. In a tile-
based UI, applications are positioned automatically on the screen, i.e., they cannot be 
resized or moved. All our downloadable UIs leverage the same session information, 
i.e., the set of open applications remains the same regardless of the UI style. 

 

Fig. 2. Different kinds of terminal devices 
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It Supports Multiple Device Ownership. One of the central ideas in our cloud 
browser is that the users can “carry” their browsing sessions and applications from 
one device to another. Figure 2 shows a photo that illustrates our cloud browser run-
ning on three different devices simultaneously: a desktop PC, Apple iPad (bottom 
left), and Nokia N950 mobile phone (bottom right). Although the underlying web 
browser implementations on each device are different (Google Chrome, Safari, Nokia 
MeeGo browser, respectively), the system runs on each device without installation or 
any other native software than the web browser; the user can launch the system simp-
ly by entering its URL in the (native) web browser. In Figure 2, we have intentionally 
used the same top-level UI style in all the devices, even though a window-based UI is 
not well suited to devices with small screens. In a more practical scenario, mobile 
devices would use, e.g., a tile-based UI that we have also implemented. 

Since our implementation is based on Cloudberry, the cloud browser can also work 
in off-line mode by using HTML5 caching. Similarly, if the individual applications 
have defined the HTML5 cache manifest, they can also work off-line. Another feature 
we inherit from Cloudberry is the security mechanism. The domain- and permission-
based security model of Cloudberry provides protection to critical resources. More 
details about the off-line and security features have been described in [5].  

It Runs Web Content Either on the Client Side or Server Side. By default, content 
execution in our current cloud browser takes place on the client devices, following the 
HTML5 Specification [6]. In this model, the HTML/CSS/JavaScript code of the web 
pages or applications is downloaded to the client device for execution. As an alterna-
tive execution model, pure server-side browser instances may be created as well. In 
this model, a server-side browser execution context is created whenever the user 
opens a new page or application on a client device. For example, a VNC-like “pixel 
streaming” approach is then used for displaying the generated browser content on 
client devices, and for passing events between the clients and the server. The two 
execution models have very different characteristics and tradeoffs especially when it 
comes to sharing and synchronizing content between multiple devices. 

It Supports Synchronization of Content between Multiple Client Devices. In a 
world with multiple devices, people will have the implicit expectation to use their 
browser sessions from different devices even simultaneously, so that changes from 
one device are reflected automatically to the other devices viewing the same session 
and content. This way, they can immediately continue the work that they have been 
doing on one device or computer on another one, e.g., continue viewing or editing the 
same document or even continue playing the same game on a tablet or mobile phone 
after leaving from their computer at home or work. Such notification/synchronization 
features are familiar from systems intended for computer-supported collaborative 
work (CSCW), but unfamiliar to most web users today. 

Depending on the content execution model discussed in the previous paragraphs, 
session/content synchronization can be either trivial or non-trivial. In the server-side 
execution model, the clients share exactly the same rendered and streamed content. 
As long as an active network connection exists, changes in the session are instantly 
visible in all the clients viewing the same session. In the client-side execution model, 
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notification APIs provided by our system must be used to synchronize the state of the 
content running on different devices. We will discuss the implementation issues and 
tradeoffs related to the cloud browser concept in more detail in the following. 

4 Implementation Issues and Remaining Challenges 

Problems with the Server-Side Execution Model. There are a number of technical 
issues that make the implementation of a cloud browser more challenging than it 
should be. For instance, the use of a pure server-side execution model is impractical 
for mobile devices with intermittent, unreliable and potentially expensive network 
connections. If the network connection fails for any reason, the clients will stop see-
ing the streamed sessions pretty much immediately, and can no longer interact with 
any of the pages or applications. With intermittent connections, display streaming and 
event handling can become jagged and erroneous. Furthermore, the continuous 
streaming of pixels from the server to the client necessitated by this model can be 
expensive on those network connections that do not allow unlimited network use at a 
flat rate. In short, this model is suitable only for devices with reliable, fast, inexpen-
sive network connections with low latency. 

Problems with the Client-side Execution Model. The client-side execution model 
solves many of the problems associated with pure server-side execution. In particular, 
since the client-side model utilizes the host browser for executing web content, inter-
mittent network connections do not pose any major problems. Offline use is supported 
according to the HTML5 Specification [6]. However, since application instances in 
different devices run independently of each other, synchronization of state can be-
come a major challenge if the users wish to use the same sessions simultaneously 
from multiple devices, with the expectation to see changes made on one device  
reflected to the other devices immediately. 

In our current system, we use a Data API with notification service – inherited from 
our earlier Cloudberry system [5] – that allows URL changes in one browser session 
to be automatically passed on to the other clients currently viewing the same session. 
This way, when the user clicks on a link in a certain web page or application on one 
device, the other device(s) will change the URL correspondingly. In our current win-
dow-based top-level UI, changes in window position, size and transformations (e.g., 
rotation, scaling) are also synchronized automatically between clients. As described 
earlier the same Data API with notification service can be used for synchronizing the 
data of individual applications, too. For instance, if the same web-based calendar 
application is running on a number of devices, changes in a calendar entry from one 
device can be automatically reflected to the other devices. The notification mechan-
isms must be used explicitly by the application developer. The state of arbitrary 3rd 
party applications will not be synchronized automatically, unless those applications 
are modified explicitly to support such behavior. 

Limitations Arising from the Web Browser. The standard web browser places  
various restrictions on supporting “browser in browser” behavior as required by the 
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client-side execution model. Currently, the only portable way to support “embedded 
sub-browser” instances that run within a web page (representing a top-level UI that 
manages the embedded sub-browsers) is to use iframes (the HTML <iframe> tag)  
[6, section 4.8.2]. Iframes suffer from well-known limitations. For instance, iframes 
do not provide any support for process isolation. This kind of a system is inherently 
less robust than a system in which web content arriving from different domains runs 
in separate native processes. 

The same origin policy of the web browser [6, section 5.3] places additional limita-
tions on the use of iframes. For instance, the main page (top-level UI) cannot access 
browser history information, or receive information about link clicks from those 
iframes (embedded sub-browsers) that display content arriving from different do-
mains (servers) than the main page (cloud browser) itself. Although the forthcoming 
HTML5 Specification provides some mechanisms for bypassing these limitations, 
these features are not widely supported by commercial browsers yet. Many commer-
cial web browsers also have iframe-related rendering bugs, i.e., content displayed 
within iframes is not rendered exactly the same way as it otherwise would. 

Furthermore, many popular web sites (such as www.facebook.com and 
www.gmail.com explicitly prevent themselves to be embedded and used from iframes 
by using an “X-Frame-Options deny” response header.  

Risks of Downloadable Chrome and Dynamic User Interface Customization. In a 
system with downloadable chrome, the user interface of the entire system can be 
changed even while the system is running. This kind of a feature can potentially be 
used in harmful ways, e.g., for different types of phishing attempts. For instance, 
browser chrome could be modified to look like a fake version of an application or site 
that the user is familiar with.  

In practice, since our system allows top-level UI code to be downloaded only from 
the same domain (origin) as the cloud browser itself, these security issues arise pri-
marily if hackers find their way into the server containing the cloud browser. This is 
not really any different from hacking into any major web server in order to modify the 
behavior of the site. In any case, security remains an interesting and relevant topic for 
further research in the cloud browser area. 

Privacy of User Content. All systems that store users’ data in the cloud need to se-
cure the data against loss and misuse. On the other hand cloud browser approach en-
sures that the users do not lose their data in case of losing or breaking the device. 

Our current system can use https protocol for protected access and users need to 
authenticate themselves. In addition the server has to be protected against hackers. 
Obviously there is still a lot to do. 

5 Related Work 

The term cloud browser has been used in a number of different contexts before. For 
instance, there exists a popular Cloud Browse application for the Apple iPhone 
(http://www.alwaysontechnologies.com/cloudbrowse/) that employs the use of a re-
motely streaming desktop browser. Unlike the native Safari browser on the iPhone, 
the remote browser is fully Flash and Java-enabled, allowing an iPhone user to access 



232 A. Taivalsaari, T. Mikkonen, and K. Systä 

web sites that would not be usable on the iPhone otherwise. The iPhone Cloud 
Browse app displays only one web page at a time, i.e., it does not support persistent 
sessions, downloadable chrome, or other more advanced features that our system has. 

On the academic side, the term cloud browser was introduced recently (and inde-
pendently of our work) by Lu, Li and Shen from Microsoft Research Asia [7]. Their 
proposed approach focuses on server-side screen rendering and on streaming rendered 
content to multiple client devices. They do mention the possibility of a hybrid ap-
proach, in which screen rendering is performed partially in the cloud and partially in 
the clients. They do not pursue the client-side model further, though. 

Ever since the World Wide Web became popular, there have been server-side 
proxy browsers that can be used for anonymizing the identity of the person accessing 
content on the Web. Examples of such servers are http://freeproxybrowsing.com/, 
http://www.proxsafe.net/, and http://www.proxybrowsing.com/. Proxy browsers have 
been especially fashionable in the mobile device space, in which they are commonly 
used for transliterating content from ordinary web sites to smaller form factors, so that 
bandwidth consumption can be reduced and content can be optimized (before down-
loading) to specific mobile devices and different screen sizes. For instance, Opera 
Mobile (http://www.opera.com/mobile/) uses such an approach. 

Remote screen rendering and streaming are nothing new either. Desktop shar-
ing/streaming was pioneered by the developers of the Virtual Network Computing 
(VNC) [8]. Web-based VNC clients such as noVNC (http://kanaka.github.com/-
noVNC/) are available nowadays, so that VNC servers can be accessed from a stan-
dard web browser without installing any native client software. Many other streaming 
protocols, such as RDP (Remote Desktop Protocol) and RFB (Remote Framebuffer) 
exist for similar purposes. 

Session sharing and notifications have been studied in the area of computer-
supported collaborative work (CSCW), beginning from the mid-1980s after graphical 
UIs and online connectivity became widely available. In recent years rudimentary 
session synchronization mechanisms have started appearing in commercial web 
browsers, too. Nowadays, Mozilla Firefox and Google Chrome browsers offer me-
chanisms for synchronizing, e.g., bookmarks and the set of open windows/URLs 
across different computers. 

6 Conclusions 

The massive popularity of the World Wide Web is turning the web browser from a 
document viewing tool into a general-purpose host platform for various types of ser-
vices, including desktop-style web applications. HTML5 web applications require no 
installation or manual upgrades, and they can be deployed instantly worldwide. These 
capabilities will allow application development and instant worldwide deployment 
without middlemen or distributors. Conventional binary applications are at a major 
disadvantage when compared to web-based software that can be deployed instantly 
across the planet. 
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In this paper, we have presented the concept and implementation of a cloud brows-
er that will move the users' browser sessions and the UI chromes of the web browser 
to the Web. Our contributions include support for persistent web sessions, download-
able chrome, support for both server-side and client-side execution (with notification 
support), with a specific focus on multiple device ownership. The benefits of a cloud 
browser are especially valuable to those people who use a plethora of web-connected 
devices in their daily lives, allowing the same web pages and applications to be used 
flexibly – and even simultaneously – from different devices. 

The cloud browser concept relegates the role of the native web browser primarily 
to that of a rendering engine. From the user’s viewpoint, the actual web browser con-
tent is run inside the cloud browser, while the native browser is treated simply as a 
host and a “viewport” for the cloud browser itself. It will be very interesting to wit-
ness the reactions of major browser vendors and see whether this kind of architecture 
will start reaching widespread popularity. 
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Abstract. Current educational games vary in how they present content, how 
they evaluate recently learned topics, and how student-teacher interaction is 
mediated. And while some treat educational games as an extra tool, others as 
virtual environments for practice, and some others as a replacement of the 
teacher, the areas of knowledge these are best suited for are usually abstract and 
technical. We present a method adapted from Visual Novels (VN), a sub-genre 
of Adventure Games born in Japan, that makes use of attractive characters, 
narrative engagement, puzzles and other interactive features to maintain user 
interest while submerging players in complex stories. With this our approach 
we are able to teach theoretical topics through discernment in multiple game 
scenarios, increasing knowledge and maintaining entertainment value. We show 
our results from experiments with a VN for Smart Pads we developed with 
Participatory Design, discuss our findings, limitations and talk about our future 
work. 

Keywords: Educational Games, Visual Novels, Adventure Games, Pervasive 
Games, Game Scenarios, Participatory Design. 

1 Introduction 

Over the last decade, the research community has showed special interest in creating 
tools that support education [2]. Some of the products include pervasive games. 
Games are powerful mediators for learning, mostly thanks to their interactive, 
immersive, personalization and knowledge oriented characteristics [2]. One predictor 
of success in studies, is the amount of time spent absorbing the content, also referred 
to as time-on-task [5]. Video games stimulate cognitive processes including reading, 
deductive and inductive reasoning, problem solving, and inference making [2], and 
are able to motivate players to spend longer time-on-task [5]. Thus, they can be of 
direct educational or skill development value. Yiannoutsou [15] designed mobile 
pervasive applications, considering them more as a natural aid to learning, extra tools, 
that stimulate imagination and engagement. She classified educational games as: 1) 
suppliers of content, 2) enrichers of interaction or 3) task providers. To her the pre-
established notion of 'static' content (i.e. written text), is a one-dimensional flow of 
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information, advocated for an understanding of knowledge as interactive, favoring 
exchange and communication. With different tasks to be performed in a 3D world, a 
chat interface for 'socialization', and by taking the learning process to a simulated 
field, Belloti [2] assured assimilation and comprehension of topics by translating text-
based studying to field practice in a virtual environment. As he suggests, making 
educational purposes part of the game, does not compromise the overall enjoyability. 
In order to avoid a chocolate-covered broccoli [5], neither fun nor educative, game 
and psychological techniques should be interrelated. Linehan presented clear 
guidelines from behavioral psychology [5], which enable developers to create viable 
applications to teach skills with the Applied Behavior Analysis (ABA). He believes 
that instruction should not be evaluated in blocks, but rather, the play itself is what 
should be examined, changing focus from what is taught to how well a student learns. 

The three approaches teach while securing enjoyment. Nevertheless, the areas of 
knowledge to which they may be applied are somewhat limited, as they favor 
memorization/practicing over discernment. Yiannoutsou [15] used exhibits in a 
museum to make progress on-game, by storing, manipulating and exchanging specific 
information on them. SeaGame [2] gave students control over what and how to learn, 
with an event generator that activates tasks as the user gets near-by. And ABA 
formatted game design [5], consists of disciplined repetitive rehearsal, crucial to 
success in 'task/skill' oriented education. However, to our knowledge, a method to 
teach content, that requires the contextualization of subjects and discernment, has not 
been presented. For example, deciding if a special treatment would suit better a 
patient based on his or her antecedents, or making a judgement after evidence has 
been presented. We introduce Visual Novels (VN), a  popular sub-genre of Adventure 
Games born in Japan, that facilitates information presentation and persuasion through 
a method we adapted using strong stories, dramatic tension, attractive characters, 
interactive puzzles, among other characteristics [7]. Persuasion has been suggested to 
be a valid mean to educate [5]. Therefore, with the use of educational game elements 
[5] together with narrative engagement [11], affect in messages [10], and coping 
techniques to elicit thought [14], we are able to increase knowledge and persuade. We 
developed a pervasive game for smart pads, in workshops conducted following 
recommendations of participatory design [12]. We present our scope, show results 
analyzed through qualitative grounded theory techniques [3], discuss our findings, 
and talk about limitations of our approach and future work. 

2 Background 

A game must have planning, enacting, feedback, rewarding, learning, practice and 
deduction features to be considered as entertaining [6]. Planning makes reference to 
the setting of short and long term goals, feedback to immediate and appropriate user-
tool communication, rewarding to prices or stimulus obtained with desired behavior, 
learning to skill teaching before evaluating, practice to the gradual growth in 
complexity, and deduction to the obviation degree of the right course of action. One 
mistake made by educative pervasive game designers, according to [6], is to focus 
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more on the educational content, translating standard textbooks into point-and-click 
applications. In order to obtain a balance between our educative, persuasive, game 
and pervasive elements, we made use of critique techniques from Participatory 
Design [12]. Like [5] suggests, persuasion is a viable mean to educate. For our work 
we make use of narrative engagement [11], affect in messages [10] and coping (fear) 
techniques [14], which also serve to maintain the entertainment value of the game. 
Through means of regulatory fit, a 'reader' gets involved with the plot, that is, the 
emotions of rightness and wrongness play an important factor to transport people to 
scenarios in the narrative on which persuasion messages are implicit. Affect consists 
in framing positive messages (desired behavior) as gain framed, and negative 
messages (undesired behavior) as loss framed [10]. Dissonance (coping) occurs when 
a threatening (fear) situation is presented, and the possible outcome is not favorable to 
the user, as when different routes are available, people prefer to reduce such 
dissonance by directly changing their attitudes/behaviors, rather than alleviating 
through self-affirmations [14]. Linehan [5] delimited requisites for pervasive 
educational games to successfully present, teach and evaluate information. He 
accentuated factors like fun, flow, engagement, feedback, goals, problem solving, 
balance and pacing, interesting choices and narrative, as essential to maintain player 
interest. With his group, they relied on positive/negative reinforcement and 
punishment to maximize results [5]. Reinforcement refers to the attainment or 
removal of stimulus, and punishment to the chastisement of undesired positive or 
negative behavior. Unlike Linehan [5], we preserve interest and enjoyment through 
the guideline of Visual Novels (VN), which make use of multiple branch storylines, 
attractive characters, puzzles and affordances to constantly challenge the player to 
explore and get involved with the plot(s) [7]. Instead of rewarding and punishing, we 
persuade with the story, characters and dramatic atmosphere of the game [11,10,14]. 
And unlike Linehan, we evaluate not based in overall performance, but in the 
deductive and discernment abilities shown by the player when solving puzzles and 
discovering secrets. For example, to prove the efficacy of our approach, we developed 
a game on which, knowledge on nutrition and health was to be taught and graded. On 
this game, knowing what fruits and vegetables are good was not sufficient, but 
providing good advice to a patient with anorexia on his or her personal diet was also 
required. 

2.1 Related Work 

The concept of teaching through narrative enhanced puzzles [6], or using comics 
(animated characters with a dialogue) to create a narrative [1] is not new. Marsh and 
his team [6], developed a flash-based set of interactive puzzles, with which, physical 
concepts of displacement and velocity were to be learned through continuous task 
repetition. They managed to show how interactive games with narration(s) perform 
higher in fun, attention and excitement. Andrews [1] on the other hand, aimed at 
portraying why branching narratives encourage interaction. On his application, a 
predefined set of sketches was provided to users, who would adapt text and create a 
narration at will, following fixed guidelines. He showed how, having too loose,  
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or providing too much creative freedom to users, was actually a limitation. Thus, he 
suggests that some predefined elements should be at hand. Our method differs from 
[6] in that with our approach puzzles serve as means of evaluating, not teaching a 
concept, characters are in charge of teaching content, through contextualized learning, 
and we have a predefined multi-branch story. Our work differs from [1] in that we 
make users the drama managers, and our goal is education, not just fun. 

3 Visual Novels (VN) 

Premise of Visual Novels (VN) is to submerge players in a narrative, allowing them 
to decide outcomes, and the path the story takes, at will, depending on feedback [7]. 
VN make use of multi-branch storyline, as opposed to common single-line story. In 
VN, the user makes decisions for by responding, asking questions, choosing the next 
step or action to take, etc [7]. As they are story driven, characters are more than mere 
actuators, they are actors, who follow literary conventions of personal and emotional 
growth, instead of power or ability upgrade [7]. Players engage with characters by 
choosing one of pre-written options in a menu, and every action triggers a response 
[7]. Conversing reveals clues about how to solve a puzzle and disclose secrets [7]. 
Like any other game genre, high scores provide secondary goals, and serve as 
indicators for progression [7]. Each decision point provides the opportunity to alter 
the course of action, and lead to alternative outcomes [7]. Moving from one node to 
the next may expand from the original, or be a completely different proposition. 
While some aspects of the overall story are revealed to the user from the beginning, it 
is not until he or she uncovers different paths that the complete story may be finally 
understood [7]. Characteristic features of VNs include: narrative, attractive characters, 
puzzles and affordances [7]. Puzzles may be of inventory, dialogue, environment, or 
non-contextual type, depending on their goal and connection to the story [7]. 
Commercial examples of VN are available in different game hardware platforms, 
including the web [8]. As can bee seen in figure 1, non-playing character's attitude 
(NPC) will variate according to user feedback, and exploration is available [8]. 
Common affordances in VN include virtual currency, gifts or objects necessary on 
later stages of the game [7]. Unlike health/progress bars in action games, or popularity 
bars in simulations, 'love' or 'emotional' bars (Fig. 1) depend on the relations of the 
player with characters, not only on tasks performed. 

3.1 VN Methodology for Education 

Based on the precepts discussed so far, let us present the steps to create a Visual 
Novel (VN) for Education: (1) target a specific audience, (2) determine a topic to 
teach, (3) elaborate on the purpose and objectives, (4) create characters (main-role, 
NPC, allies and enemies), and general plot, (5) test stories and characters with future 
users, to see how they engage with the visual, interactive and narrative elements, (6) 
carefully construct the issues the user will have to deal with (dramatic tension points 
and climax), (7) decide the implementation technicalities, based on the vision of the 
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virtual world, (8) choose a conversation pattern (dialog bubbles, recorded sound, 
etc.), a graphic technology for display (2D, 3D, text-based, etc.), and other media 
(music, BGM, etc.), (9) elaborate all visual elements, based on the perspective of the 
game (1st or 3rd person), (10) select interaction mechanisms, and designate how items 
or objects will be used, (11) determine if maps or inventories will be necessary, 
resolve a way to track and record user-progress, and a point-counting method, and 
(12) design puzzles, rewards and secrets to unlock. 
 

 

Fig. 1. Screen captures of 'My Candy Love' (art by Stephanie Sala, property of Beemov Games) 

4 Amigo 

To test our method, we created a game to teach nutrition to young japanese students 
with regular eating behaviors. Contextual teaching of nutrition and eating disorders 
may increase knowledge and persuade to have a healthier lifestyle [13]. While 
providing a predefined set of nutrition concepts to an audience may prepare them to 
use that knowledge in a specific occasion, presenting the same information when 
'necessary' with game narrative, enabled us to help players reflect on content with 
multiple perspectives. To make our work culturally conscious, we created a demo 
using Japanese animation as inspiration for our characters, backgrounds, story and 
other media elements. Amigo is spanish for friend, and becoming friends with the 
main and non-playing characters is pivotal to our game. Our goal was to persuade 
participants, to make good decisions by helping the main character to recover from 
anorexia. We used regulatory fit for narrative engagement [11], presenting a fantasy-
mystery story, on which all health/nutrition positive content was introduced as gains, 
and all bad behavior as losses [10], and the dangers of a poorly treated case of 
anorexia lead to unwanted outcomes, prompting players to use coping techniques 
[14]. As Fig. 2 shows, after our 'friend' had a specific problem (weakness due to self-
imposed fasting), he or she would be taken by the player to the hospital, where the 
parent, a non-playing character (NPC), would introduce the user to the issue. Later 
other NPC like a professor or coach would present related nutrition information, and 
after a short time, this concept would be evaluated through a puzzle. This type of 
topic presentation is based on Wither's topic introduction method [13]. 
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Fig. 2.  Teaching through contextual scenarios 

4.1 Story 

Amigo is the story of four young students who practice sports, suffer from anorexia 
nervosa, and try to keep an specific physical image and weight necessary to compete. 
Haruko, Shou, Henri and Momoka are their names. Haruko is an expert in 
gymnastics, and lives a very stressful life. Shou is the baseball team captain, and likes 
to go out every night. Henri is on the fencing team, and works at night. Momoka, on 
the other hand, practices Aikido yet is very into fashion, and aspires to become a 
model. To make our narrative interesting for boys and girls we decided on a fantasy-
mystery story, in which, each main character is a protector of the magical alternate 
reality. This magical world is under attack by a mischievous clan, who seek to control 
both universes. Prof. Kudchenko is their first victim, a foreign researcher who, by 
accident, manages to create a portal to the fantasy world. Gameplay starts the first day 
of school, on which the famous foreign researcher is killed. Non-playing characters 
include parents, schoolmates, enemies, a detective, etc. Interaction with the actors 
allows the player to get involved, find clues, help their friend, defeat the enemy, and 
solve the mystery: who killed Prof. Kudchenko and why?. To maintain the story 
related with the educative goals, the way in which the main character remains strong, 
and defeat the bad guys, is by having a good nutrition. More scenes from the game 
can be appreciated on figure 3. 

4.2 Teaching about Nutrition with Eating Disorders 

Eating disorders are a persistent and severe disturbance, of regular eating habits, that 
impair physical health and functioning, and are not due to a medical or psychiatric 
conditions [4]. Well known disorders include bulimia, binge eating, anorexia nervosa, 
etc. For our experiment we concentrated on anorexia nervosa. Our intention was to 
elicit narrative engagement through a fantastic story with charming characters [11] 
who present health positive/negative behavior, and to persuade/educate through 
coping techniques [14], by helping students meditate and discern over nutrition 
content with a case in which such information is necessary. “Who would be able to  
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use this type of information?”, students and professors from areas in which, 
variables/conditions, may constantly change, or in which performance is subject to 
external factors. “Why would anyone take an approach like this?”, although some 
may incline for a more traditional, less heterodox style of teaching, we believe that 
making the learning process fun and interesting may be beneficial. Two features must 
be present to make a diagnosis of anorexia: attitudes towards weight in which self-
worth is valued based on physical appearance, and the active maintenance of low 
body weight [4]. People with anorexia eat limited amount of food, and constantly 
avoid those foods perceived as fattening. We sought to reflect with our main 
characters personality traits of anorexic people (perfectionism, steadfast determination 
and inflexibility) [4]. The most effective treatment is cognitive behavior therapy [4]. 

 
 

 

Fig. 3. Action and drama scenes in the game 

4.3 Implementation 

We developed an application for iPads using ObjectiveC, C++ and SQLite. Benefits 
of smart pads include: portability, accessibility, interactivity and availability on the 
market. By portability we refer to the possibility to take the pad or tablet to whatever 
location. Accessibility is related to internet connectivity, available in such gadgets. 
And interactivity is obtained thanks to its touch enabled screen. When looking for 
ways to present a VN, several ideas came to our mind. An online application was 
contemplated, yet discarded as it may be too space-restrictive, and it would be 
complicated to have a standardized use of sensors. Smart pads also gave as a 
possibility to update data, manage databases, tables and other structures. Like 
commercial games, Amigo contains a database, in which user progress, data and 
profile are registered. With user feedback we activated an event handler, in our case a 
touch-event reader, which in turn communicated to the narrative manager: a special 
class created to make sure that the correct node was accessed. Each node connected to 
the story container (on the database), and sent the action director (view) the correct 
content to display. Every character represented a different tree branch, and each node 
a new course of action. 
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5 Evaluation 

To verify the effectivity of our method for educative Visual Novels (VN), we 
conducted a set of experiments and interviews with Amigo. We had questionnaires, 
surveys and follow-up interviews conforming to qualitative grounded theory [3]. We 
recruited 19 participants average age of 22.5 years, 15 males and 4 females, from the 
School of Engineering and School of Liberal Arts, with regular to normal eating 
habits and who were willing to learn about nutrition. To validate our approach, we 
randomly divided them into two subgroups: (T) Treatment, 10 students with the 
multiple scenarios version, and 9 students with the (C) Control version with linear 
scenarios. By multiple scenarios we mean the contextualized presentation of 
information through game scenes. Our control group was introduced to topics in a 
straightforward manner. We made an adaptation form Wither's 5 videotape method 
[13] by presenting 5 concepts with game scenarios, later evaluated with puzzles. To 
verify the success in learning we measured empathy, knowledge and intention to diet. 
All our questionnaires and surveys were 5-scale Likert instruments. Thanks to 
questions like “was [character] realistic?”, or “would you help someone in a situation 
similar to [character]?”, we were able to calculate empathy. With a questionnaire 
prior to start, and after play, corroborated with the results of the puzzles, we managed 
to measure knowledge. Intention to diet was obtained through questions on interviews 
like “do you plan to go on or continue to diet in the near future?”. 

5.1 Results 

The results we obtained can be appreciated with more detail on table 1. We 
calculated median and standard deviation for the first two variables. Average time 
of play per individual was of 58 minutes. For empathy, we made two samples, after 
a break for the game, and once finished. Knowledge was corroborated before 
playing (Sample 1), and after ending the game (Sample 2). Intention to diet was 
measured only once, and was asked at follow-up interviews. As can be appreciated 
in the table, there was little difference in empathy between treatment (T) and 
control (C) groups. This could be attributed to the aesthetic and visually attractive 
characteristics of Visual Novels, which engage players with their features. 
Differences are more visible on the knowledge part, as the treatment group 
outperforms control by 0.8, yet not too substantial. One could interpret that the 
multiple scenarios help, and are able to 'teach' correctly 4 out of every 5 
contextualized topics, while Visual Novels with educative content presented in a 
straightforward manner in 3 out of 5. Intention to diet on the other side, was slightly 
higher with the control group, with 5 participants out of the 9 clearly expressing 
their desire to follow a diet, versus 5 out of 10 in the treatment group. The latter of 
course, may be ruled out as circumstantial, as control group only had 9 integrants. 
We intend to create a new version of Amigo with the suggestions and ideas given to 
us by participants. Follow-up interviews were scheduled days after the experiment. 
These were moderated using recommendations from qualitative grounded theory, to 
complete the categories we obtained through theoretical sampling [3]. 
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Table 1. Results of the experiments with (T) treatment and (C) control groups 

 
Sample 1 Sample 2 

M SD M SD 

Empathy 
T= 3.3 1.25 4 1.41 

C= 3.3 1.5 4 0.71 

Knowledge 
T= 2.2 2.48 4 0.71 

C= 1.5 2.12 3.2 0.35 

Intention to 
diet 

T= 50% 

C= 55% 

6 Discussion 

Some volunteers related to the main characters in a very realistic way. One boy, from 
the Liberal Arts School, who does volunteer work, in the control group, said “I wanted 
to help [character], I mean, I tried to, but I wanted to do more”. When asked to 
elaborate on his reasons he said “I do volunteer work, and I have worked with people 
who have a similar condition, so I felt complied”. After checking his results, he ranked 
particularly high on empathy. A girl from the treatment group, said “I had a roommate 
who was just like [character], she would also stay all day without eating... I mean, how 
can anyone do that to their body?”. She was asked if she felt that characters were 
particularly realistic, to which she answered “the images were static (not moving), but I 
mean, those situations I lived them before so, they made me remember my friend”. 
Another boy, the youngest of the treatment group, said “Wow! That was nasty! 
(referring to the murder scene), isn't it too realistic for a game?, maybe you could try 
making it more like other games”. He was asked to be more specific, and responded 
“well, you know... other games are less graphic”. This effect may have occurred 
because of the transportation features of narratives, and their capacity to engage 
audiences [11]. People on both groups, shared their experiences with other participants, 
those who were nearer to them, and compared their results even though they weren't 
asked to do so. “What did you get?” asked a boy to a fellow classmate, “I think it went 
well”, responded his friend. Another guy asked “did you get [secret]?”, “no it didn't 
appear to me” answered the other. “So! How was it?” said a girl to other girl in her 
group, “it was okay for me, and you?” the other responded, “To me it was long” the 
first girl answered. This follows our social nature, and the fact that sharing and 
competing with scores, particularly after playing the same game or when being 
evaluated, seems to be part of expected player interaction [9, 15]. 

7 Conclusions and Future Work 

We were able to teach contextualized concepts, with our Visual Novels (VN) for 
education using narrative engagement, affect in messages and coping techniques to 



 Visual Novels: An Methodology Guideline for Pervasive Educational Games 243 

 

persuade. VN are known for their attractive characters, interesting stories, puzzles and 
affordances. With our methodology, we developed a pervasive game for Smart 
Tablets, with which we taught young college students, with regular to normal eating 
habits, about proper nutrition. We conducted a set of experiments to validate our 
approach, and had follow-up interviews to build up on the categories we obtained 
through theoretical sampling. We presented results, discussed our findings, and 
showed strengths and limitations. Our process managed to teach 4 out of 5 topics on 
average, and motivated half of the students to put the knowledge into practice (i.e. 
intention to diet). For future work, we intend to develop a new version of the game 
with a design that is more in line with the tastes of our future participants. 
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Abstract. In Heterogeneous Wireless Networks (HetNets), different overlapped 
Radio Access Networks (RANs) can coexist with each other in the same geo-
graphical area with the goal to provide high rates pervasive access for mobile 
users via multi-mode terminals. This paper addresses the problem of initial 
RAN selection in HetNets with two co-located wireless networks which sup-
ports two different service classes. The framework of Semi-Markov Decision 
Process (SMDP) is used to formulate the problem as a Joint Call Admission 
Control (JCAC) optimization problem that involves the design of a total cost 
function that weights two criteria: the blocking cost and the energy consump-
tion cost. Simulation results are provided, showing that our JCAC optimal poli-
cy often selects the less energy consuming RAN when more weight (50% or 
more) is given to the energy consumption cost in the total cost function. 

1 Introduction 

A HetNet integrates two or more different wireless networks into a single architec-
ture, each having its own characteristics in terms of coverage, quality of service (QoS) 
assurance, implementation, operation costs, to name a few. The integrated networks 
provide overlap coverage in the same wireless service areas, allowing users to enjoy a 
large variety of innovative services based on their demands, in a cost efficient man-
ner. Elementary to the operation of HetNet is the existence of modern multi-mode 
wireless terminals [1]. This type of terminals has more than one radio interfaces, each 
enabling them to access a different access technology. 

The optimization of HetNets provides a substantially higher overall system capaci-
ty and can help saving energy when implemented into 4G wireless networks. Indeed, 
when a service request comes to a 4G system, it can direct the request to the network 
that best suits the user’s requirements and complies with the status of the different 
networks. Moreover, the admission load can be balanced between the different net-
works in presence. This paper addresses the issue of a Joint Radio Resource Man-
agement (JRRM) algorithm for HetNets that is fully controlled by the network and 
performs the initial RAN selection task for two types of traffic classes in a HetNet 
with two co-located RANs. The goal of our model is to provide the optimal initial 
RAN selection based on a cost function (here composed of blocking cost and energy 
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consumption cost). In order to minimize the blocking probability for each service 
class and the energy consumption, as well as maximize the system capacity of each 
RAN, the optimal RAN selection can decide which service class should be served by 
which RAN and when. In this work, we also consider the system as continuous and 
dynamic Markov decision process, which is governed by continuous arrival and de-
parture of calls. Therefore, we use SMDP to model the system in order to take the 
decisions that are not fixed (i.e. discrete) but random. Finally, by using the Value 
Iteration Algorithm [2], the optimal RAN selection policy for system capacity and 
energy consumption are computed by our model. 

The rest of the paper is organized as follows. Section 2 describes some related 
work. Section 3 presents the system and traffic assumptions. In Section 4, our SMDP 
model is described. In Section 5, simulation results are given. Section 6 concludes our 
work. 

2 Related Work 

Several methods for RAN selection in HetNets have been investigated in the litera-
ture. Representative ones are as follows. In [3], Giupponi et al. proposed a JRRM 
framework for achieving an efficient usage of a joint pool of resources belonging to 
different RANs. The framework includes a specific function called: RAN and cell 
selection - which aims at selecting the best RAN that maximizes the network resource 
utilization.  In [4], Kandaraj et al. proposed a RRM framework made of resources 
monitoring, decision making, and decision enforcement functions – which can allo-
cate resources to different classes of users in a satisfactory manner. In [5], Prez-
Romero et al. proposed a policy-based RAN selection algorithm in which a function 
selects an initial RAN from a set of available RANs based on different inputs such as 
service class, load in each RAN, mobile speed. To avoid blocking possibilities when 
there is capacity available in other RANs, complex policies are proposed by combin-
ing basic policies in which the output is prioritized for a list of RANs. In [6], Olabisi 
and Anthony proposed a dynamic RAN selection algorithm for assigning a multimode 
terminal with a single call or group of calls to the most suitable RAN in an HetNet. 
To select the preferred RAN, the available RANs are rated using a multi-criteria 
group decision-making technique. In [7], Jin et al. proposed a RAN selection proce-
dure for HetNets based on a fuzzy logic-based algorithm that achieves load balancing. 
However, a user has to wait until sufficient bandwidth is released by the network 
components before having access to the network. In [8], Marko and Borislav used a 
two-dimensional Markov chain to design an initial RAN selection approach using the 
service type, user mobility and network load as design criteria. Most of the above 
schemes do not consider the system as continuous i.e. the decision is taken at fixed 
time interval. Our work differs from the above in the sense that we here propose a 
cost function which accounts for two optimization criteria: blocking cost – that re-
flects the overloaded RAN and energy consumption cost – which is meant to save 
energy. Using SMDP, our model can handle situations where decision should be tak-
en whenever a change (arrival or departure of calls) occurs in the network. 
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3 System and Traffic Assumptions 

We consider a HetNet composed of 2 co-located RANs. The jth RAN, j=1,2, has Nj 

radio resources. Each incoming service (call) is served by allocating the required 
amount of resources from one of the available RANs. In our design, the system capac-
ity can be implemented by its effective (or equivalent) bandwidth, no matter which 
multiple access technology (FDMA, TDMA, CDMA, or OFDM) is used for imple-
menting the radio interface. In this environment, when an incoming service connec-
tion (call) requests an access to the network, the optimal RAN selection method has to 
decide not only if it will be accepted, but also which RAN accepts it. The HetNets 
supports K classes of service connections, every class categorized by its bandwidth 
requirement, arrival distribution, and channel holding time. We consider two types of 

service connections (i = 1, 2∈K). We also assume that the ith service connection ar-
rives according to a Poisson process with parameter λi and requires bi radio resources 
(bandwidth). The channel holding time (i.e. connection duration added to residence 
time) is assumed to follow an exponential distribution with mean value equal to . 
Finally, the traffic intensity is defined by λi /μi 

4 Our SMDP Model 

A SMDP model is completely defined by the following components: the state space, 
the decision epochs and the actions, the expected time until the next decision epoch, 
the state transition probabilities, and the cost function. The states of the SMDP are a 
five-tuple defined by: 

 

The constraints associated to each RAN are as follows: 

 
 

where MT denotes the transpose of matrix M, nij is the number of calls of type  con-
nection in RAN , Nj is the capacity of RAN , bi is the bandwidth required by the type 
 connection (call) and e = 0 is the departure of connections and e = 1(resp. e = 2) is 

the arrival of connection of the type 1 (resp. type 2). 
 

• Decision Epochs and Actions: there are three possible actions for the JCAC poli-
cy, namely: block (B), accept in RAT-1 (AR1) or accept in RAT-2 (AR2). In 

each state s∈ S, the controller can choose one out of the possible actions: 
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• Expected Time until the Next Decision Epoch: If the system is in the state x∈ 
S and the action a∈ A(x)  is chosen, the expected time until the next decision 
epoch is determined as: 

 

• Transition Probabilities: Let p(x,y, a)  be the probability that at the next 

decision epoch, the system will be in state y , y∈ S if action a∈ A(x) is chosen 
in state x. Let τ (x,a) be the expected time until the next decision epoch if 

action a∈ A(x) is chosen in state x. The transition probabilities are then 
obtained as: 

 

in case of arrival of type-1 call. 

 

in case of arrival of type-2 call. 

 

in case of departures of calls. 
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Total Cost Function: If the system is in the state x∈ S and the action a∈ A(x) is  
chosen, the admission control incurs in the following cost function: 

 

where ω1 and ω2 are respectively the weight of the blocking cost function and the 
weight of the energy consumption cost function. These values may be viewed by 
wireless designers as a way to determine the relative importance of each system’s 
objective. It is assumed that ω1 + ω2 = 1. The blocking cost function is defined as: 

 
where BCi is the blocking cost of the ith service class. The energy consumption cost 
function is defined as: 

 
where Ej is the energy consumed by the jth RAN. It should be noticed that in the above 
equation, the energy is normalized so that its value less than or equal to 1.   

5 Simulation Results 

Performance measurements: The mean carried traffic is computed as  

 

where πx, for all x∈ S, is the continuous time Markov chain steady state probability 
distribution under the optimal policy.  

The probability that an arrival of a new type  service connection seeking admis-
sion into a RAN is blocked is called new connection blocking probability of service 
class . Thus, the connection blocking probability of service class ith is obtained as: 

 
The bandwidth utilization is defined as the ratio between the mean number of  
occupied channels and the total number of channels. The utilization of jth RAN is 
computed as 

 



 An Optimal Radio Access Network Selection Method 249 

 

System Configuration: We have considered two co-located networks: RAN-1 and 
RAN-2 and two service classes: class-1 and class-2. The blocking costs of class-1 and 
class-2 are 1 and 0.8 respectively, and the power consumption required for RAN-1 
and RAN-2 are 3802 W (GSM) and 300 W (UTMS) respectively. Other parameters 
are shown in Table 1.  

Table 1. System Configuration 

Parameter Value Parameter Value Parameter Value Parameter Value 

 20  
channels 

 1/120s 
(voice) 

 2  
channels 

 5 

 10  
channels 

 1/120s 
(voice) 

 1  
channel 

 3 

 

 
The following scenario is considered: we vary the weight of the energy consump-

tion cost (within the cost function given in Equation 7) and we measure the impact of 
this variation on the system’s performance. The results are depicted in Fig. 1 to Fig. 3.  

 

 
(a) 

 
  (b) 

Fig. 1. Blocking probability versus weight for energy consumption cost (a) blocking probability 
for class-1 call, and (b) blocking probability for class-2 call 
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In Fig. 1, it can be observed that the optimal policy equally accepts both type of in-
coming calls (class-1 and class-2) when the weight of energy cost (i.e. ω2) is set from 
0.1 to 0.4. However, when we give more emphasis on energy efficiency, i.e. ω2 ≥ 0.5, 
the optimal policy starts to reject both type of incoming calls in order to save energy. 
It can also be seen from the figures that more class-1 calls are blocked by the optimal 
policy. The reason behind this trend is the amount of bandwidth required by it. How-
ever, for ω2 = 0.9, figure 1 also reports that the class-1 call acceptance rate is higher 
than the class-2 call acceptance rate by the RANs. 

In Fig. 1, it can be observed that the optimal policy equally accepts both class-1 
and class-2 incoming calls when the weight of energy cost ( ) is set to a value in the 
range 0.1 to 0.4. However, when more emphasis is given on energy efficiency, i.e.  0.5, the optimal policy starts rejecting class 1 and class 2 incoming calls in 
order to save energy. 

In Fig. 2, it can be observed that the optimal policy utilizes more channels of RAN-
2 (77%) than that of RAN-1 (26%). This is attributed to the fact that RAN-1 requires 
more power than RAN-2 does for operating, resulting to energy consumption savings. 
When ω2 ≥ 0.5, RAN-1 channel utilization reaches almost 0% and RAN-2 channel 
utilization increases slightly (above 77%) as more calls that were supposed to be  
 

 
   (a)  

 
   (b) 

Fig. 2. RAN utilization versus weight of energy consumption cost in total cost: (a) RAN-1 
utilization, and (b) RAN-2 utilization 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
70

72

74

76

78

80

Weight of Energy Cost (ω
2
)

U
2(%

)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

5

10

15

20

25

30

Weight of Energy Cost (ω
2
)

U
1(%

)



 An Optimal Radio Access Network Selection Method 251 

 

served by RAN-1 are carried by RAN-2. It can also be observed that the channel utili-
zation of RAN-2 decreases sharply when  is set to its maximum value. 

In Fig. 3, it can be observed that the optimal cost increases when ω2  is set to a 
value less than 0.5, and decreases thereafter. This is attributed to the fact that the sys-
tem accepts more connections until when  is set to 0.5, after which the system 
starts blocking more calls in order to save some energy. 

 
         

 

Fig. 3. Optimal Cost 

6 Conclusion 

We have proposed an optimal RAN selection for HetNets by using an SMDP frame-
work. Our optimal RAN selection method considers a cost function that weights two 
parameters: the blocking cost and the energy consumption cost, leading to some flex-
ibility in judging the level of energy consumption in the network. Simulation results 
have shown that variations in the weights of th energy consumption cost can greatly 
impact the system’s capacity and the overall network utilization. 
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Abstract. In this paper we address the problem of deploying Desktop Grid 
(DG) middleware when we need it, where we need it, and on any device. One 
option is to put DG middleware into the cloud but at the condition that the code 
is suited for integration into the cloud. DG middleware were not generally 
developed with this option in mind. We propose an advanced prototype for a 
DG middleware able to run on small devices, i.e. smartphones and tablets as 
well as on more traditional computing devices (PCs). We explain, based on our 
experience, that the integration of existing DG middleware for small devices 
may be extraordinary challenging, resulting in rethinking the DG paradigm in 
terms of interactions between the components. We adopt a user-centric point of 
view in considering that the DG technology should be as simple as possible in 
its use. In another words, we are exploring the ways to offer DG as a service. 
Our prototype serves to illustrate our techniques and methodologies and to get a 
feedback and an analysis of our design.  

Keywords: Service-based Grid Computing, Grid and Cloud middleware, 
Resource management, Cooperative systems, Redis, Publish-Subscribe 
paradigm. 

1 Introduction 

Originally, Desktop Grid [1] systems (DG) represented an alternative to supercomputers 
and parallel machines, and now, they serve, for instance, as data caches between grid 
systems. DGs offer computing power at low cost. They are built out of commodity PCs 
and use Internet as the communication layer. DGs aim at exploiting the resources of idle 
machines over Internet. Many DG systems [2] have been developed using a centralized 
model. These infrastructures run in a dynamic environment where the number of 
resources may change permanently. 

In this paper, our contribution is to introduce, through a concrete example, good 
practices in developing DGs in the context of Web 2.0 and cloud technologies, we 
mean software applications that are built upon the Web as opposed to upon the 
                                                           
*  Experiments presented in this paper were carried out using the Paris 13 experimental testbed.  
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desktop. The interaction schema between components is based on the Publish-
Subscribe paradigm which is not a new concept but we merge it with other concepts 
originated from Web 2.0, as Redis, a no-SQL tool with capabilities for the publication 
and the subscription. Our scientific objectives are to rethink interactions between the 
components of any DG according to modern Web technologies and to discuss good 
practices to accomplish the task rather than to investigate advances of scheduling nor 
to investigate advances of scheduling mechanisms in large scale publish-subscribe 
systems. We assume that the implementation of the Publish-Subscribe paradigm 
scales well and we use it to fulfill our scientific objectives. However, the interactions 
are entirely specified in terms of publication-subscription notifications which is 
unconventional but relevant in the field of DG middleware. 

This paper is organized as follows. After an introduction of the context of this 
work, we raise in Section 2 the principle issue of our work and we introduce resource 
coordination and the benefit of using Publish-Subscribe systems. Section 3 raises the 
issue of the integration of DG in the cloud. Section 4 is related to our contributions 
and introduces how we have organized our prototype. It presents details of the 
software prototype based on Redis and lessons learned. Section 5 concludes the paper. 

2 Context 

Traditionally, migrating desktop applications to Internet-centric technologies was hard 
to justify due to scientific, technological challenges and uncertain market value. 
Internet-centric applications require dedicated distributed control, in our case we need 
to monitor participants and simultaneously we have to check the results produced by 
participants on processor. 

The increasing number of intelligent mobile devices with new business opportunities 
puts a significant pressure to make existing applications supporting these new platforms. 
New Web and Cloud technologies provide now feasible means to put almost any 
desktop functionality "in the Internet". However, we believe that a special attention is 
necessary at earlier stage of the design of the interaction between entities in order to get 
confidence in the Internet-centric application. In this work, we adopt a user-centric point 
of view in considering that the DG technology should be as simple as possible in its use. 
We expect that the user may not be a computer scientist nor a system administrator and 
DG application should be deployed with a single click In another words, we are 
exploring the ways to offer DG as a service. 

2.1 Key Issues in Designing DG Middleware 

Despite more than one decade of work [2], the design of DG middleware still faces 
many challenges. Some have been identified in the past but stay 'open', others are new 
(the role of Web 2.0 particularly the interfaces that allow developers with little 
technical knowledge to appropriate the new features of the Web) or have been 
introduced recently (formal approaches). The identified issues in the field and related 
to our work are:  
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– The communication paradigm (for coordination, not for exchanging data) 
adopted should provide a high level of asynchronism in order to promote 
scalability; The question is: what is the appropriate model for controlling and 
coordinating components of a DG middleware.  

– Web 2.0 technologies are the future for designing distributed systems, hence it 
would be a benefit to take advantage of them. On the one hand, the Web 2.0 
technologies assist to advertise DG goals and attract computational resources 
for DG communities. On the other hand, Web 2.0 systems need to handle 
heavy data traffic and complex relations, that require extraordinary large 
computational power. The question is: how Web 2.0 and grids technologies 
may merge.  

– Grid technologies may serve as building blocks for Cloud technologies. In [3], 
we have explained how the DG paradigm is reused for the SlapOS system 
which is a provisioning and billing system for the cloud. The question is: 
which problems in clouds can be solved with grid technologies.  

2.2 Resources Coordination 

DGs are characterized by a dynamic environment due to the heterogeneity and 
volatility of resources. Usersdevices can join or leave the grid at any time, without 
any constraint. Each machine has its own properties such as its memory size, 
bandwidth, CPU/core numberwhich make the scheduling task difficult. The main 
problem with DGs is with coordination, especially when we have to execute 
applications that are modeled by a direct acyclic graph of tasks with precedence. To 
bypass these problems, we adopt a coordination mechanism based on the Publish-
Subscribe paradigm which is an asynchronous mode for communicating between 
entities [4, 5]. This paradigm offers a total decoupling between the production and the 
consumption of services, and therefore, this increases the scalability by eliminating 
many sorts of explicit dependencies between participating entities. 

3 Motivation for the Integration of DG in the Cloud 

Beyong the integration algorithm introduced in the next section, we now briefly 
discuss the advantages of rethinking DG middleware in the context of cloud 
computing. We justify the work done in this paper according to the general objectives 
stated in the Introduction section: how to propose DG as a service. 

DG as a service can be accomplished in integrating major DG middleware 
(BOINC, Condor, XtremWeb into a cloud. We have recently used the SlapOS [3] 
open source cloud, for this purpose. Different papers are under reviewing about that 
issue and, at this time, only one paper (in french) is publicly available [6]. The 
integration of DG into the cloud makes DG as services, and since we have used 
SlapOS we can possibly consider other SaaS (for instance for the purpose of billing) 
in a coherent way in order to propose a business application taken into account 
realistic features. At present time, BOINC, Condor, XtremWeb have dedicated and 
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different means for accounting the resources used and for rewarding participants. 
Putting all these middleware in the SlapOS cloud offers an opportunity to tackle the 
problem since SlapOS is based on the open source ERP5 software. In some way, the 
goal is to extend DG features for the purpose of business. 

The main features of SlapOS are as follows, in first approximation: a) It does not 
rely on virtualization b) It does not rely on data centers c) It reuses, in part, some 
concepts of DGs [2]: machines at home host services and data, a ?astercontains the 
services and publishes them in a directory d)The interoperability property is achieved 
in deploying the SLAPGRID daemon on nodes, for instance from Amazon, Azurethen 
installing on these nodes the good software versions. The integration of applications 
to SlapOS means that someone describes an automatic deployment procedure, we call 
it a recipe, allowing at the end that the services requested by the user are functional. 
The difficulties, related to SlapOS, are its inability to work in root mode; indeed 
BOINC and Condor recommend to create a dedicated user for instaling files and for 
the execution of daemons. Since it is not possible to work in root mode, then we must 
find a configuration with the user name provided with the SlapOS partition. 

With the lack of virtualization for SlapOS partitions, isolation must be made 
sometimes with recipes, which may require to configure the components that will be 
used in particular ways. Furthermore the partition for the user has no root access (it is 
impossible to write in /etc, /opt and operates in a dedicated directory of the computer. 
This is often difficult for some components to proceed in this way. We also had 
problems with the use of IPv6 which is not yet properly supported by some 
components of BOINC and Condor. For example, it is impossible to use IPv6 
addresses for the configuration of the BOINC client, although the Curl module used 
by BOINC was compiled with support for IPv6. On the other hand, the configuration 
of Condor with IPv6 also causes problems. The difficulty comes from the fact that we 
do not currently have the hostname for DNS resolution of our IPv6 address. This 
makes particularly difficult to configure Condor with SlapOS. 

The compilation of BOINC and Condor component was also complicated, 
although using Linux, we can not use simple commands such as apt-get 
install or zypper install. The principle of isolation of components in 
SlapOS sometimes complicates their compilation. Despite the difficulties, we 
succeeded in the integration of BOINC and Condor but at the price of tight efforts and 
for a limited number of features. Thus, integrating existing middleware into a cloud in 
order to propose the concept of DG as a Service has proved to be a very difficult task. 
Hence, our choice to rethink/rebuild a new DG middleware that has more chances to 
be coupled with the SlapOS cloud. The reminder of this paper is devoted to the new 
DG middleware. 

4 Contributions 

4.1 The Interaction Algorithm 

We introduce now a realistic interaction algorithm fully specified in terms of the 
Publish-Subscribe paradigm which far exceeds the one introduced in [7]. The 
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obtained middleware has similar features compared to what we find in major DG 
middlewares. It manages scheduling strategies especially the detection of 
dependencies between tasks, the execution of tasks and the verification of results; 
since the results returned by workers can be manipulated or altered by malicious 
workers. The general objectives become:  

• to use an asynchronous paradigm (Publish-Subscribe) that ensures as much as 
possible a total decoupling of the steps of the scheduling algorithm (for 
performance matters);  

• to assert that the system is resilient in case of tasks duplication and actors 
duplication; We assume that since the system is asynchronous and tasks are 
duplicated, it should continue to progress. We also assume that actors are 
duplicated for resilient matters;  

 

Fig. 1. Interactions between components 

In Figure 1, we introduce the sequence of the different steps that a task will follow 
in our system. Tasks may have 5 status namely WaitingTasks, TasksToDo, 
TasksInProgress, TasksToCheck and FinishedTasks, and they are managed by 5 
actors: a broker, a scheduler, a worker, a monitor and a checker. Taken separately, the 
behavior of each component may appear simple but we are interested by the 
interaction between components and this makes the problem hard to solve. One key 
idea is to allow the pluging of dedicated components (scheduler, checker into a 
general coordination mechanism in order to avoid to build a monolitic system. The 
behavior of the system as depicted in Figure 1 is as follows:  

1. Submission of batches. Each batch represents a series-parallel graph of tickets. 
A ticket is simply a task to be executed.  

2. The Broker extracts the tickets and publishes them on a channel named 
WaitingTasks  

3. The scheduler listens to the channel WaitingTasks  
4. The Scheduler starts by publishing independent tasks on a channel called 

TasksToDo  
5. The Workers, already listening to TasksToDo channel, begin the execution of 

published tasks. Tasks are published on TasksInProgress channel 5).  
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6. During the execution, each task is under the supervision of the Monitor, which 
role is to ensure the smooth execution by checking if the node is alive. In the 
opposite case, it republishes the failed task into the TasksToDo channel 6).  

7. Once the tasks executed, the worker publishes them on the channel TasksTo 
Check  

8. The checker verifies the results returned, and publishes the corresponding 
tasks into the channel FinishedTasks 8).  

9. The scheduler checks for dependencies between the tasks completed and those 
in waiting, if so repeat 4). 

4.2 User Point of View, Implementation Details and Emulation 

We present in this section the prototype we developed recently and which is more 
mature than the one introduced in [7]. The user submits an XML file describing his 
application which is represented by a dependency graph. Each node of the graph 
represents a task and each edge between two tasks represents a dependency between 
tasks. A node/task is described in terms of inputs, outputs, code to executeWe provide a 
template for the XML file, demonstrating how the application should be described. 
Thus, in our code, all the information related to the application to run are extracted 
directly from the XML file and automatically exposed to the internal graph structure. 
We use a python library named parse from xml.dom.minidom for that purpose. 
Currently, we construct automatically the XML file using xml.dom.minidom python 
library in the purpose to have in the long term a graphical interface in which the user 
can enter relevant data to the execution of its application. Behind, these data will be 
collected, and XML file is built to be parsed. 

We have developed 5 classes representing our 5 actors: the broker, the scheduler, 
the worker, the monitor and the checker. These classes inherit from MachineClass 
which allows to set the properties of a machine (operating system type, amount of 
memory on the machine, processor type. The states that tasks may have are 
represented as channels in which we can publish events and subscribe to events. For 
the emulation, we use a MapReduce job that counts the number of occurrences of 
each word in a given input text. We use the emulation term and not simulation 
because we execute our code on a real machine but not through a simulator.  

This application is represented by a graph of 8 nodes and 10 edges. It splits the 
input data-set into 4 independent chunks which are processed by the Map operation. 
The Reduce operation takes chunks by pairs to sum the different occurrences of 
words. Our program forks and starts a Broker, a Scheduler, a Monitor and a Checker 
as well as multiple instances of Workers. 

The BrokerClass takes the graph as input, then it extracts the nodes. It associates to 
each node a list of predecessors. Then it publishes all the nodes and the predecessors 
in the channel WaitingTasks to which the Scheduler is listening. 

The SchedulerClass is managed by two threads. The first one is used to listen to the 
channel WaitingTasksand to publish independent tasks in the channel TasksToDo The 
second one deals with finished tasks. In fact the Secheduler is listening to the channel 
FinishedTasks and at the reception of a new task from this channel it updates the 
dictionnary of waiting tasks on the purpose to detect new independant tasks which 
will be managed by the first thread. The two threads operate concurrently. 
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In parallel, Workers are launched. A worker is also managed by two threads. The 
first one is listening on TasksToDo channel in order to be notified by new tasks to 
execute. At the reception of this event, the worker publishes its identity to say that it is 
volunteer to start the execution of the task. The scheduler selects the first worker 
replying to the proposal. This functionality mimics the protocol for workers selection 
found in any DGs system. The second thread verifies if the worker is selected to 
execute the published task, if so, it launches the execution of the respective code 
which is downloaded from the Redis code repository. The Redis server is located 
somewhere in the Web but does not run on the same machine used for the emulation. 
Once the task execution has begun, the event is published by the worker in 
TasksInProgress channel. The task, the process number and the IP address of the 
worker are published in TasksInProgress channel in order to allow the monitoring. 
When the execution is finished, the worker publishes the corresponding task in 
TasksToCheck in order to run the result certification module for that task. 

For the MonitorClass, we create one process for requests for monitoring and one 
process for stopping the monitoring. The first one is listening in TasksInProgress 
channel. When an event is published in that channel, the Monitor extracts the IP 
address of the worker and checks if the node is alive by pinging it every 2 seconds 
during all the time of the task execution. In the case we detect a worker which does 
not respond to a ping request, the Monitor publishes the corresponding task in the 
TasksToDo channel. The second process decides when stopping the monitoring. It is 
listening to the tasksToCheck channel in order to be notified by tasks that are already 
finished, and it kills the corresponding process . 

The CheckerClass role is to certify the results. Our tool offers the possibility to 
duplicate the task k>1 times in order to execute the same task on different workers 
and compare returned results. In the emulation, the checker constructs a dictionary of 
similar tasks. We use hashlib library to compare MD5 of the output files returned 
by each worker. If the result of checking is not correct then the corresponding task is 
published again in the TasksToDo channel, else it is published on FinishedTasks 
channel. As said before, the interaction schema is not a trivial task to specify and to 
implement. The difficulty lies in the inter-relation between the components that notify 
their activities. 

The code for the emulation is available online1. 

4.3 Analysis of Our Design, Feedback 

The current graph engine is able to schedule series-parallel graphs. When running an 
application, the first step is duplicating nodes and edges in order to duplicate tasks. 
We recently received a demand for the ability to execute graph that may increase 
recursively. We do not know if such graphs have a precise definition. The application 
that requires such graphs is for instance the K-means clustering algorithm used in 
machine learning, which aims to partition n observations into k clusters in which each 
observation belongs to the cluster with the nearest mean. A parallel algorithm may 
consist in re-injecting an estimate about the clusters into the initial parallel steps of 

                                                           
1 http://www-lipn.univ-paris13.fr/~abidi/RedisDG.zip 
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the algorithm to better estimate the cluster. We are currently working on the modeling 
of such underlying graphs in order to make the graph engine more general. 

The Monitor class implementation consists in pinging, from a single site, all the 
machines/workers attached to an application. This is a bottleneck when considering 
the scalability criteria. We are currently working on the integration of Taktuk [8]. 
TakTuk is a tool for deploying parallel remote executions of commands to a 
potentially large set of remote nodes. The commands may be as simple as 'are you 
alive' which is what we want in the case of monitoring. Taktuk builds its own overlay 
network (a tree) and may broadcast and collect to/from nodes in an efficient way. 
Taktuk is used for instance to manage a cluster of 17000 machines. Our current 
implementation serves as a canvas for the future implementation. The management of 
the events for workers monitoring is in place, but we need to revisit the 
implementation of Taktuk to insert and remove nodes dynamically , i.e. when workers 
are selected. The current Taktuk system deals with static information: you need to 
know the list of IPs before starting Taktuk. 

The current implementation is an emulation in the sense that all the components 
run on the same machine, except the Redis server. It is a first step to demonstrate that 
our prototype is functional. Thus we need to decompose the application into separate 
entities that share the description of the input graph. In the same vein, we are also 
working on the integration of our tool in the SlapOS cloud as explained above for 
BOINC and Condor and concurrently with the core code. 

5 Conclusion 

In this paper, we introduced the context of our work around the coordination of 
resources using the publish-subscribe paradigm. It is a step towards the development 
of DG middleware based on Web 2.0 technologies. We would like to clarify that our 
work focuses rather on managing the interactions fully based on eventsbetween 
components, and not on task scheduling algorithm. Thus, we can use in our tool any 
scheduling algorithm such as FCFS (First Come First Served) for instance. We 
introduce an interaction policy and we implemented it on top of Python and Redis 
modules. We have implemented the interaction algorithm based on tickets that we 
duplicate and manage through the Publish-Subscribe paradigm. Again, the controlling 
of the protocol is made exclusively through a Publish-Subscribe approach which is 
unconventional. We also analyzed our design and explained what are the limits, for 
instance in terms of scalability of the current implementation of the monitoring 
subsystem. To get confidence into our system, it remains to model our interaction 
framework in terms of colored Petri nets as done in [7, 9] for the BonjourGrid meta 
DG middleware[10]. In fact, we plan to take advantage of our formal modeling done 
at this occasion to verify formally our interaction framework. 

The overall objective of the work is to offer DG services on demand, on any 
devices, indiscriminately, i.e. on smartphones, tablets and desktop PCs. Moreover the 
service should be deployed by a non expert ?n one clickand the management of the 
system should not be restricted to system administrators but widely open. The goal is 
to make this technology accessible to the greatest number of people in the e-Science 
community through automating the deployment. 
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Abstract. This paper proposed the Greenhouse Control System (GCS) for high 
adaptability in greenhouse control devices and application services. The system 
is divided into the Greenhouse Control Engine (GCE) and the Crop Growth En-
gine (CGE). The GCE consists of Data Aggregator (DA), Greenhouse Informa-
tion Storage (GIS), and Greenhouse Control Agent (GCA). The GCA includes 
Information Analyzer (IA), Control Device Selector (CDS), and Greenhouse 
Model (GM). The GCA selects control devices by referencing the aggregated 
greenhouse’s information and the climate set-points. In this process, we apply 
the arbitrary greenhouse model to the GCA. And the CGE consists of Crop Sta-
tus Information Storage (CSIS) and Crop Growth Agent (CGA). The CGA de-
cides the climate set-points by applying the arbitrary crop growth model. The 
CGA has Crop Condition Predictor (CCP), Environment Set-points Decisioner 
(ESD), and Crop Growth Model (CGM). By interacting of each component, this 
system provides with the greenhouse control service and the crop growth pre-
diction service. The greenhouse control service monitors the inside and outside 
climate of a greenhouse and controls the control devices of a greenhouse on the 
GCA. The crop growth prediction service predicts the crop growth status by 
considering the meteorological data and business data. Finally we showed the 
executing result by implementing the GCS. 

Keywords: Greenhouse Control, Crop Growth, Greenhouse Monitoring, 
Greenhouse System Architecture, Greenhouse Service. 

1 Introduction 

Recently, the agricultural production environments is getting worse sharply result 
from agricultural products import opening (FTA: Free Trade Agreement), a decline in 
agricultural population, population ageing in farm village. However, ICT technology 
has applied in agricultural sector. As a result, it will increase value added and produc-
tivity in labour-intensive agriculture [1] [2]. 

Cultivation under structure (greenhouse) has capital with technology intensive and 
it is helped to foster our agriculture since south korea-united states FTA in the 21st 
century. These greenhouse is improved productivity to control the growing conditions 
(temperature, humidity, quantity of solar radiation, carbon dioxide concentration  
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ration, and so on) in artificial. Therefore, the goal of the greenhouse is to harvest the 
crops whenever we want through the auto controlled production system [3-5]. 

We can examples of auto control system of the greenhouse environment. If the 
greenhouse environment is controlled to crop growth condition, it will increase the 
productivity. Also, it will decrease the cost of production. However, our greenhouse 
system is a simple automatic control system that control to set up information such as 
temperature, humidity, CO2 and so on through monitoring to greenhouse environment 
[6]. So, we want to the automatic control greenhouse system on crop growth rate at 
predict to crop growth environment. 

We proposed greenhouse control system that supported greenhouse environment 
control service and crop growth state predict service using greenhouse control engine 
and crop growth predict engine. 

This paper is organized as follows. We present our proposed technique in chapter 2 
with structure and component of greenhouse control system, support available ser-
vice. Chapter 3, the proposed system shows implementation and execution results. 
Finally Chapter 4 presents our conclusion and described for future work.  

2 Greenhouse Control System(GCS) 

2.1 Greenhouse Control System Architecture 

In this paper, the proposed Greenhouse Control System (GCS) is consists of physical 
layer, middle layer and application layer. The physical layer exist sensors to measure 
the environmental and control devices and sensors to measure the status of the crop 
growth. The middle layer is divided into the Greenhouse Control Engine (GCE) and 
 

 

Fig. 1. Greenhouse Control Framework 
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the Crop Growth Engine (CGE). The GCE consists of Data Aggregator (DA), Green-
house Information Storage (GIS), and Greenhouse Control Agent (GCA). The GCA 
includes Information Analyzer (IA), Control Device Selector (CDS), and Greenhouse 
Control Model (GCM). Also, the CGE consists of Crop Status Information Storage 
(CSIS) and Crop Growth Agent (CGA). The CGA has Crop Condition Predictor 
(CCP), Environment Set-points Decisioner (ESD), and Crop Growth Model (CGM). 
The application layer consists of greenhouse environment monitoring and greenhouse 
control services through sensors or control devices. In this paper, the middle layer 
design and implementation for GCS. Fig. 1 shows the architecture of the GCS. 

2.2 Greenhouse Control System 

The GCS is analyzed the collected greenhouse’s information (internal environment 
and external environment and soil data) through environmental sensors based on the 
GCM. Selects control devices to control the greenhouse’s environment by referencing 
the analyzed data and climate set-points. The value of the control device is delivered 
to the greenhouse will control the greenhouse’s environment. And the controlled envi-
ronmental factors affect the growth of crops. Also, it will collect status information of 
the crops through sensors that measure the growth status of the crop. The collected 
information predicts crop condition based on CGM. At this time, should be predicted 
by considering the meteorological data and business data. Based on predicted infor-
mation are decided climate set-points of greenhouse and the system for optimal con-
trol of greenhouse set-points to fit. Table 1. and Table 2. display the factors of each 
process and Fig. 2 shows the diagram of the GCS. 
 

 

Fig. 2. Greenhouse Control System Diagram 
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Table 1. Factors of Greenhouse Control Engine 

Category Measurement Factors 

Inside Environment Temperature, Humidity, Solar radiation, Illumination 

Outside Environment 
Temperature, Humidity, Solar radiation, CO2 concentration, 
Wind speed, Rain 

Soil Environment Temperature, Water 

Control Device 
Cooler, Heater, Artificial light, CO2 injection, Sprinkler, Sky 
light, Shade screen 

Table 2. Factors of Crop Growth Engine 

Category Measurement Factors 

Growth Environment 
Temperature, Humidity, Solar radiation, Illumination, CO2 
concentration 

Growth Status 
Leaf area, Leaf number, Plant height, Fresh weight, Fruit 
number, Fruit color, Fruit size 

Business Data Harvest time, Season, Energy cost 
Weather Data Week rainfall, snowfall, solar radiation 

2.3 Component of Greenhouse Control System 

For function of each component of the GCE and the CGE is defined. 

2.3.1 Component of Greenhouse Control Engine 
The DA is to collect inside, outside and soil environment information through the 
inside, outside meteorological sensors and soil sensors. Are converted into data that 
can be used and the function is filtering of odd data. Also, the function is delivered to 
the collected data to the GIS. The GIS is stored processed data from the DA and fil-
tered data, and stored set-up the climate set-points in the ESD. The GCA selects con-
trol devices by referencing the collected greenhouse’s information and the climate set- 
points. The function of component included in the GCA is as follows. The IA is ana-
lyzed based on the GCM that call the odd data stored in the GIS. The IA is provides 
environment factors to be controlled in the CDS by referencing the analyzed data and 
climate set-points provided from the ESD. The CDS selects the appropriate control 
device for optimal control of greenhouse environment based on the data that is passed 
from the IA. 

2.3.2 Component of Crop Growth Prediction Engine 
The CSIS is stored growth status information of the collected crop through the sensors 
to measure the status of the crop growth. The CGA decides the climate set-points by 
applying the arbitrary crop growth model. The function of component included in the  
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CGA is as follows. The CCP is function to predict the future of crop condition based 
on CGM by considering the meteorological data and business data on the growth 
status of crop. The ESD plays a determinant role to regulate the greenhouse climate 
set-points based on extracted prediction data from the CCP. 

2.4 Greenhouse Control System Service 

The service of the GCS is divided into greenhouse control service and crop growth 
prediction service. 

2.4.1 Greenhouse Control Service 
The greenhouse control service is service that monitors the inside and outside climate 
of a greenhouse and to control the control devices of a greenhouse on the GCA. The 
driven process of greenhouse control service is as follows. The collected data through 
the sensor on the DA is stored in the GIS. Since the analyzed data based on the GCM 
at the IA by requested the necessary data on the GIS. The analyzed data is delivered 
to the CDS selects the device to be controlled of the greenhouse environment based 
on the analysis of data. The motion process of greenhouse control services is shown in 
Fig. 3. 

 

Fig. 3. Motion process of Greenhouse Control Service 

2.4.2 Crop Growth Prediction Service 
Crop growth prediction service is a service predicts the crop growth status by consi-
dering the meteorological data and business data. The driven process of crop growth 
prediction service is as follows. The current crop of status data is stored in the CSIS. 
After that, the predict future of the crop growth status based on the CGM at the CCP 
by requested the crop status information. Based on the predicted information is de-
cided climate set-points at the ESD. Determined set-points are stored in the GIS. The 
motion process of crop growth prediction service is shown in Fig. 4. 
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Fig. 4. Motion process of Crop Growth Prediction Service 

3 Results 

3.1 Implementation Environment 

This paper proposed to confirm performance of the GCS, we virtual greenhouse mod-
el was constructed as shown in Fig. 5. To collect data install temperature/humidity 
sensor, illuminance sensor, solar radiation sensor and to control the greenhouse envi-
ronment control devices is make a model. 

 

Fig. 5. Greenhouse model for tests 

3.2 Execution Results 

By implement a GUI for users, confirm execution results of system. Fig. 6 shows the 
smart terminal (iOS) GUI developed for this study. Through the installed sensors, the 
collected environment information and status of the control device are shown in real-
time. The user to monitor the status of greenhouse and the user can see that control 
the greenhouse environment by working control devices. 
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Fig. 6. iOS application GUI 

4 Conclusion 

In this paper, the GCS has been designed for optimal control of greenhouse environ-
ment by interacting greenhouse control and crop growth engine. The system is di-
vided into the GCE and CGE. The GCE consists of DA, GIS and GCA. The GCA 
includes IA, CDS and GCM. The GCA selects control devices by referencing the 
aggregated greenhouse’s information and the climate set-points. And the CGE con-
sists of CSIS and CGA. The CGA has CCP, ESD and CGM. The CGA decides the 
climate set-points by applying the CGM. The GCS provides greenhouse control ser-
vice for optimal control of the greenhouse environment using components of the 
GCE. Also, to provides crop growth status prediction service for predict the future of 
the crop growth status using components of the CGE. Greenhouse model constructed 
in order to verify performance of we proposed system. Through the developed of the 
GUI is accurately monitoring status of greenhouse and execution results showed that 
is controlled by a control device. 

Future works we create a complete system is analysis of the requirement of the 
components and it is necessary a detailed to define the function. Also, it will need to 
apply of various algorithms. 
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Abstract. Unstructured Peer-to-Peer (P2P) overlays are the most wide-
ly used topologies in P2P systems because of their simplicity and very
limited control overhead. A P2P overlay specifies the logical connections
among peers in a network. Such logical links define the order in which
peers are queried in search for a specific resource. The most popular
query routing algorithms are based on flooding, thus they do not scale
well as each query generates a large amount of traffic. In this paper, we
use heuristics to improve overlay search in an unstructured P2P file shar-
ing system. The proposed heuristics effectively decide replica locations
for popular resources based on the availability of computing and stor-
age at a given peer, its neighborhood information, and the used routing
strategy. Simulations performed over two different types of unstructured
P2P network topologies (i.e., power law and random graphs) show sig-
nificant improvements over plain flooding in terms of reduced network
traffic and search time.

Keywords: Peer-to-peer, search, replication, unstructured, overlay
networks.

1 Introduction

In a Peer-to-Peer (P2P) network participating nodes are both providers and users
of services. The usage of P2P applications has grown steadily since their initial
development, and recent empirical studies indicate that P2P and web together
dominate today’s Internet traffic. As reported in [1], P2P traffic accounted for
almost 60% of Internet traffic worldwide in 2009. Motivated by the extent of
their usage, researchers have focused on studying and improving the scalability
and performance of P2P networks.

In order to facilitate direct data exchange and service execution between dif-
ferent peers, a logical overlay is usually imposed over the underlying physical
network. There are two classes of P2P overlay networks: structured, and un-
structured [2]. An unstructured P2P system consists of peers joining the network
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with some loose rules, without any prior knowledge of the topology. Unstruc-
tured P2P networks offer decentralization and simplicity, but may require O(N)
hops to search a file when the network is made of N nodes. In contrast, struc-
tured P2P overlay networks tightly control both the network topology and the
placement of content. Specifically, the content is stored at specified locations
based on distributed hash tables (DHTs), so as to improve the efficiency of the
queries. Structured P2P overlays using DHTs are valuable for large scale dis-
tributed applications because of their search efficiency which is O(logN) for a
network of N nodes. However, structured P2P overlays are not very suitable for
file searching applications exploiting multiple attributes and involving a large
number of peers with a high level of churn.

In this paper, we describe a novel replication heuristic which exploits a pro-
portional replication policy to reduce search load in an unstructured P2P over-
lay. The replication heuristic considers resource popularity and also provides a
query routing strategy. In our solution, replication is achieved by explicitly push-
ing resources to other peers. The replication heuristic is also enhanced with an
intelligent neighbor selection heuristic. By using a power-law function, a peer
selects n neighboring peers. Out of those neighbors, a peer further picks m most
preferred peers by using chi-square similarity measure. The search algorithm
used in this paper takes a hybrid approach that is a tradeoff between flooding,
which alone is not inefficient and does not scale, and a random walk, which could
take long time to find a resource. In our approach, we used k-random walks for
resources with a low number of replicas, and a single random walk for resources
with a higher number of replicas. Simulation results show that the search load
is fairly distributed among the peers and that the cost to locate a resource in
the network is very low.

The rest of this paper is organized as follows. Section 2 reviews the search and
replication techniques commonly used in unstructured P2P networks. Section 3
details the overlay topology construction, while Sect. 4 presents our replica-
tion and neighbor selection heuristics, along with the k-walker search algorithm.
Section 4 presents a performance evaluation of our proposed heuristics. Finally,
Sect. 6 concludes the work.

2 Related Work

In order to reduce unnecessary flooding – which is, however, a widely used search
technique in unstructured P2P – three major approaches have been proposed in
the literature. In the first category, each peer uses heuristics to intelligently de-
cide the peer which could likely provide the resource [3, 4]. In this case, the
performance of the heuristics determines the search load. In our approach, we
extend the search with a replication heuristic that effectively makes more copies
of the most popular resources for reducing the search load. In the second cat-
egory, a peer caches the resource IDs of other peers as a third-party query is
routed through them, and uses these IDs to reduce the search load in subse-
quent requests [5–7]. The major drawback of indexing is represented by the
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additional storage requirement at the peers. In our approach, we try to reduce
the storage demands at peers by judiciously deciding the number of replicas in
a dynamic environment. The third category is based on overlay topology op-
timization, which has been attempted by many researchers through techniques
that include end-system multicast [8] and clustering [9]. Even though clustering
may scale, it does not guarantee the search scope. Our approach uses a similarity
measure to decide upon similar peers in terms of their resource preferences. As a
consequence, it is more likely that search queries will get a better response from
well-connected (similar) peers.

Most P2P systems only construct peer connections according to the network
constraints, and do not take user preferences into consideration. For instance,
in [10, 11] social overlays were used to find out similar peers and build clusters
accordingly in order to improve search. In these approaches, a peer selects an-
other peer based on their similar interest in searching files. This social linking
reduces search load on other peers as the file requests have a high probability of
being fulfilled by the neighboring peer. In our approach, we used the chi-square
statistics used in [10] to compute a similarity measure between two peers. In this
work, we extend our earlier work in [12] by using a power-law distribution to
compute the node degree and then select the peers which are similar.

3 Overlay Topology Construction

First, we create a P2P overlay topology, wherein each peer has a certain number
of neighbors. We use two types of networks in our simulation:

1. Power-Law Graph (PLG): The node degrees follow a power-law distri-
bution: when ranked from the most connected to the least connected, the
i-th most connected node has C/iβ neighbors, where C is a constant, and β
is a scaling factor such that 0 < β <1. In the following, we will set β = 0.7.
Once the node degree n is chosen, nodes are connected with the m “best”
neighbors as described later.

2. Random Graph (RG): The node degrees are calculated randomly, and
nodes are connected with m “best” nodes out of n nodes.

Many real-life P2P overlay networks are random graphs, i.e., neighbors are se-
lected randomly. A plausible alternative to random overlay networks is to build
a network based on a measure of similarity between the user’s resources [10]. So-
lutions available in the literature have already exploited social relations to find
out the similarity of peers, such as in [10, 13]. We use an approach such as the
one in [10] for computing the similarity measure between two peers. However,
in contrast with that work, we use file types instead of style of files. The key
observation is that, although the styles of files downloaded by two peers may
be the same, the content within the file may be different, hence the file type
provides a better similarity measure.

Each user is identified by a vector denoting the probability of sharing a file of
each type. To this end, we first determine the background probability of a file
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being of a specific type, based on the type distributions in the entire network.
The background probability is obtained as Pb(Fj) =

Fj

τn
, where Fj is the number

of resources type j and τn total number of files shared in network. We calculate a
similar probability for a user sharing the same type of file, namely, Pu(Fj) =

Fj

τu
,

where τu is total number of files shared by user u. Finally, we also calculate
the sharing probability for a user as Pu(S) = τdu

τdn
, where τdn is the total data

shared in network and τdu is total data shared by user u. Given the number
of downloads du and the downloaded amount of data Du of a user, we can
then calculate the number of expected files types downloaded by a user for the
background probability, the similarity probability and the shared probability, as
shown below:

Eb(Fj) = Pb(Fj) · du
Eu(Fj) = Pu(Fj) · du
Eb(S) = Pu(S) ·Du

By using the expected values computed above, we can then calculate two chi-
square statistics to determine how the downloads of a users are are similar to
the background type distribution and to their own shared distribution. In detail,
it is

X2
z =

∑
Fj

(
dFj − Ez(Fj)

)2
Ez(Fj)

, z ∈ {u, b} (1)

where dFj is total number of file downloads of type j. By using the difference
between the two statistics, we can determine if a user is more like the network
or more like the library of shared files [10].

If the user is more like the network, then the user will be connected with the
m neighbors who have shared a large number of files and and a large amount
of data by using the probabilities Eb(Fj) and Eu(S). Otherwise, user will be
connected with m most similar nodes. We define the expected number of files
that a sharer provides to a downloader as:

E(u, d) =
∑
Sui

Pd(Fj) · |Fu(fj)| (2)

where Suj is the number of files of type j shared by user u, Pd(Fi) is the prob-
ability of file type i being downloaded by a peer d, and Fu(fi) is the set of files
shared by user u of a type i not already owned by d. For each downloader we
can rank every other user based on the expected number of new files they might
provide. Using this ranked list, we can select the m best neighbors for a user.

4 Algorithms for Replication and Search

In this section we will describe the heuristics behind the search and replication
algorithms.
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Algorithm 1. k-walker file search heuristics

1 Search file f in shared folder;
2 if f found then // Call replication algorithm, save nodes and exit

3 f nodes ← File Replicate(f) FR← FR ∪ {self} ∪ {f nodes} ;
4 return FR to source;

5 if source is self then // Add file to request list and start walkers

6 RL← RL ∪ {f}; calculate k and create k-walkers;
7 foreach walker w in k do // Forward query to neighbor N
8 randomly select neighbor N ; N.F Search(f ,source,1);

9 else // Check whether the file was found or not

10 if check==CHECK then
11 if source.check file(f)==True then exit;
12 check ←0;

13 check ←check + 1; randomly select neighbor N ;
14 N.F Search(f ,source,check); // Forward query to neighbor N

4.1 Search Heuristic

To avoid the message overhead of flooding, unstructured P2P networks use dif-
ferent types of random walks. In a random walk, a single query message is sent
to a randomly selected neighbor. We call this message walker. A walker has a
TTL value that is decremented at each hop. If the query finds the desired re-
source at some node, the search terminates successfully. If the query fails, as
determined by timeout or a failure message from the node last receiving the
query, the initiating peer chooses another random path. The standard random
walk – which uses only one walker – can cut down the message overhead by one
order of magnitude compared to flooding [14]. However, there is also an order of
magnitude increase in the delay perceived by the user. To reduce the delay, we
increase the number of walkers as in [14, 15]. That is, instead of just sending out
one query message, a requesting node sends k query messages in parallel. More
walkers find resources faster, but also generate more traffic when the number
of replicas in the network is low. Furthermore, when the number of walkers is
enough high, increasing it further slightly reduces the number of hops, but sig-
nificantly increases the traffic. For every search request, the value of k depends
on the replication probability calculated at the requesting node as follows. Let
ρFu be number of requests for a particular file type by user u, and ρu is total
number of requests made by user u. Then, the replication probability is:

P(RFu) =
ρFu

ρu
(3)

The key idea behind the choice of k is that its value should be lower when the
replication probability is higher. In other words, k = 1 when a resource has the
highest number of replicas, thus implying that only one walker is good enough to
locate that resource. On the other hand, k will be maximum if no replica exists.
Specifically, the value of k is expressed as:
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k = �K(1− P(RFu))� (4)

where K is a constant that defines the maximum number of walkers to be used
in the search. As multiple random walks require some mechanism to terminate,
each walker periodically checks with the original requester before walking to
the next node. This method still uses a TTL, but the TTL is very large and
is mainly used to prevent loops. Since there are a fixed number of walkers (1
to K), the walkers checking back with the requester will not lead to message
implosion at the requester node. Of course, checking does have overhead; each
check requires a message exchange between a node and the requester node. In-
deed, simulation experiments in the next section show that checking once at
every Max hop check step along the way achieves a good balance between the
message overhead and the benefits of checking. The k-walker search heuristics is
illustrated by Algorithm 1.

4.2 Replication Heuristics

File replication involves storing replicas of files in nodes other than the one
sharing them. Replication improves the query success rate and reduces latency
by making the shared files more likely to be available in the path of a search
walk. In the following, we propose a proportional replication strategy coupled to
the k-random walk search described in the previous section.

Since there is no well-known correlation between file popularity and capacity of
nodes storing those files, 1-hop replication scheme is biased against files shared by
peers with low capacity [16]. In a 1-hop scheme, replicas are stored on immediate
neighbors. Our scheme overcomes this problem by replicating popular files at
the nodes with high capacity, and by regulating the number of random walks
dynamically. More random walkers are used when there are less replicas, while
fewer walkers are exploited when there are more replicas in the overlay network.

The replication algorithm works as follows. Let be R the maximum number
of replicas. In our implementation we use a proportional replication strategy,
i.e., files are replicated proportional to the querying rate. If a resource is queried
many times, more replicas should exist to reduce the associated search load.
When a file f is found, the corresponding peer calculates the number of replicas
rf of f to be created as:

rf =

{
R·P(Rfn )

μ if P(Rfn) < μ,

R otherwise.
(5)

In Eq. 5, P(Rfn) is the replication probability, R the maximum number of repli-
cas and μ the average replication probability. The replication probability in-
dicates the actual number of replicas to create for a given file f . Specifically,
P(Rfn) is obtained as:

P(Rfn) =
ρfn
ρn

(6)
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Algorithm 2. Replication heuristics

1 if owner f != self then
2 return f nodes←owner f.File replicate(f); // send request to the owner

3 k ←0; i←0;
4 foreach node i which accessed f do
5 calculate α for node i; α A[k]←α; k ←k + 1;

6 Sort α A in decreasing order; Calculate rf ;
7 foreach k in 0 to rf -1 do
8 f nodes[k]←α A[i]; // Check if res available on f nodes[k]

9 if Check resources(f nodes[k])==False then k ←k-1; // Ignore it

10 i←i+1;

// Replicate on nodes not having replica of file f

11 foreach node n in {f nodes} – {R nodes} do replicate f ;
// Delete replica of f from nodes not in f nodes

12 foreach node n in {R nodes} – {f nodes} do delete f ;

where ρfn is the number of requests for file f on node n, and ρn is total number
of requests on node n. Now, node n calculates α for each node, and stores them
in decreasing order in a sorted array. The value α is calculated as the probability
that the file to be replicated will be accessed by the peer on which it will be
replicated. High probability means that the file has been accessed more times by
that node, which will probably access the file more in future too. The probability

value α is then α =
Afj

Af
, where Afj is the number of accesses to the file f by

node j, and Af is total number of access of file f . The probability α is calculated
for each node which accessed file f and stored in decreasing order in an array.
The node n will select first rf nodes from the sorted array which have enough
resources to accommodate file f. Here the considered resources include secondary
storage space, main memory and CPU load. After checking resources we will
replicate file f only on the peers on which it has not been already replicated.
Thus, a file f will be deleted from the nodes which have a smaller value of α. This
makes our algorithm dynamic in nature. The replication heuristics is described
in Algorithm 2.

5 Simulation Results

We performed experiments on a network of 120 peers with power law degree
distribution and during the network lifetime degree being constant. There were
100 distinct items or files on each peer, and the same replica was not available
at any other peer. To simulate our algorithms, we started with 120 peers and
connected them randomly. During an initial transient phase, each peer performed
100 queries and no replication was performed. At the steady state, nodes were
connected with the topology construction algorithm explained in Sect. 3. Unless
otherwise stated, the number of walkersK was set to 3 and the maximum number
of replicas R for each file was set to 3. The terminating condition was checked
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Fig. 1. Average search scope for different values of maximum replicas
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Fig. 2. Comparison of the k-walker algorithm and gnutella in terms of (a) visited nodes
and (b) traffic cost

every two hops in the k-walker searching algorithm. Every 100 queries each peer
was disconnected and reconnected to the best neighbors. In our simulation, out
of 100 files on every peer, 40 files are music files, 30 are movie files and remaining
30 are miscellaneous files such as data files, pictures, and so on. We generated
random requests according to such distribution. For comparison with Gnutella
we implemented the flooding algorithm with TTL value large enough to search
every resource in network.

To evaluate the search efficiency of the system, we considered the follow-
ing metrics: the search scope, as the number of peers/hops a successful walker
traverses during a search; the replication ratio, as the ratio of the total files repli-
cated at a given peer to the total number of files on that peer; and the traffic
cost as the total number of messages generated by the walkers for searching
a file and the overhead traffic (e.g., asking for resource information or repli-
cas). Simulations confirmed that k walkers after T steps reach roughly the same
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Fig. 3. (a) Replication ratio for nodes N65 and N119. (b) Satisfied queries for a sample
node (N85) as a function of the traversed hops.

number of nodes as one walker after kT steps. Hence, by using k walkers, we can
expect to improve the response time by a factor of k. We performed experiments
with a different number of walkers and plotted the search scope as a function of
the number of queries for different values of maximum replicas in Fig. 1. We can
see that initially search scope is maximum, i.e., any successful walker traverses
less hops on the average. As the number of queries increases, more replicas are
created, thus decreasing the average search scope. Furthermore, from the figure
it emerges that the search scope does not significantly changes when increasing
K from 5 to 6, while the traffic clearly increases in the latter case. Finally, we
can see that the average search scope does not actually depend on the considered
values of R. Therefore, in the following, we will consider K = 5 and R = 6.

To measure the effectiveness of our heuristics, we also compared our solution
with the standard flooding algorithm used in Gnutella as shown in Fig. 2. The
average nodes visited and the traffic cost per query are significantly lower with
our proposed approach. Figure 3a shows the replication ratio on two representa-
tive nodes – namely, N65 and N119 – after running 1,000 queries. From the plot
we can observe that for N65 only 9% of files are replicated with the maximum
factor. Similarly, at node N119 only 5% of files are replicated on 6 nodes, 15%
files at 5 nodes and so on. Figure 3b shows the number of satisfied queries as a
function of the hop distance for a sample node, namely, node N85. We can no-
tice that the number of satisfied queries increases with the number of resources
requested, and the increase is more significant when the number of hops is lower.
As a consequence, most queries can be satisfied within two or three hops in all
cases, thus, with low delay.

6 Conclusion

In this paper, we proposed replication and search heuristics to reduce the load
for searching resources in unstructured peer-to-peer (P2P) systems. For the
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connection phase, we select the best nodes depending on the previous history,
and dynamically adapt to the changing requests. After the connection phase, we
proposed the k-walker algorithm, which dynamically determines the number of
walkers and searches the files with a low network overhead. We used a propor-
tional replication scheme built on top of the popularity of a file that is adaptive
by nature. Experimental evaluation has shown that our techniques are effective
at improving search efficiency.
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Abstract. The mobile Virtual Private Network (MVPN) of the Internet Engi-
neering Task Force (IETF) is not designed to support NEtwork MObility 
(NEMO) and is not suitable for real-time applications. Therefore, architecture 
and protocols to support VPN in NEMO are needed. Therefore, in this paper we 
propose a cost-reduced secure mobility management scheme (CE-SeMMS) that 
is based on session initiation protocol (SIP) and designed for real-time applica-
tions with VPN. Our scheme to support MVPN in NEMO enables the session to 
be well maintained during movement of the entire network. Further, in order to 
reduce the authentication delay time in handoff operations, the signaling time 
which occurs to maintain the session is shortened through our proposed handoff 
scheme which adopts authentication using HMAC-based one-time password 
(HOTP). Our performance analysis results show our proposed scheme provides 
improvement in average handoff performance time relative to existing schemes. 

Keywords: NEMO, mobile Virtual Private Network (VPN), SIP, PMIP. 

1 Introduction 

As the coverage area of wireless LAN (WLAN) expands, the demand from users is 
growing for access to the Internet anytime and anywhere. To satisfy this requirement, 
technologies that enable access to the Internet on trains, busses, ships, and other mod-
es of transportations have come into the limelight. One such technology is NEMO 
(NEtwork MObility), an IP network mobility technology [1-3]. NEMO enables Inter-
net connection service to be provided from the mobile router (MR) with all the nodes 
inside the network not recognizing the mobility, a standardization that is making 
progress in IETF based on IPv6. VPN service in NEMO has wide-ranging applica-
tions, providing stable access to the intranet for mobile networks. However, a method 
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3 Performance Analysis 

In order to support secure communication in VPN, the proposed CE-SeMMS sends 
signaling messages carrying security information. It also sends signaling messages to 
maintain session continuity during handoff. In our proposed CE-SeMMS, the inter-
realm roaming of a mobile network includes three types of handoff: 

• From the intranet (home network) to a foreign network, 
• From a foreign network to another foreign network, and 
• From a foreign network back to the intranet. 

They are represented as Η , Η   and  Ηf , respectively. We assume that the net-
work topology is configured as shown in Fig. 3 such that the mobile network returns 
to the intranet after it moves across N - 1 foreign networks. To use in Analysis of the 
proposed CE-SeMMS, we define the following parameters: 

 

Fig. 3. Network topology for analysis 

Table 1. List of Parameters Used in Analysis 

Parameter Description Ν Number of networks a mobile network visits before it goes back to the intranet. λ Session arrival rate for a mobile network 1 µ⁄  Average session service time 1 γ⁄  Average network residence time 

 Maximum number of ongoing sessions in a mobile network 

 
For a mobile network, let  f t   be a general density function for the network 

resi-dence time  tM  in a subnet. Let   E tM 1 γ⁄ .  Its Laplace transform is 
written:  

∗                                             1    
For demonstration purpose, we assume that the network residence time follows a 
Gamma distribution. The Laplace transform of a Gamma random variable is expressed: 
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∗                                                  2  

In the proposed CE-SeMMS, when a mobile network moves across networks, it must 
perform registration with the SIP Registrar to update its location. It also must send re-
INVITE messages to the CNs if there are ongoing sessions with the MNs in the 
mobile network. Hence, the cost comprises two parts: the registration cost for 
SIPNVG and the re-INVITE cost for maintaining session continuity. The registration 
cost is independent of the number of ongoing sessions in the mobile network, because 
the SIP-NVG can register with the SIP Registrar on behalf of the whole mobile 
network. On the other hand, the re-INVITE cost depends on the number of ongoing 
sessions in the mobile network. The cost increases when the number of ongoing 
sessions increases. However, because we design a URI list embedded in one re-
INVITE message, the cost to really send a re-INVITE message to each individual CN 
is nearly constant, regardless of the number of ongoing sessions in the mobile 
network. We define the following parameters: 

Table 2. Parameters for handoff signaling cost 

Parameter Description 
S Average handoff cost 
R Average registration cost of a mobile network 
L Average cost for the first part of re-INVITE 
I Average cost for the second part of re-INVITE of a session 

 
Therefore, we can denote the signaling cost for handoff: ,  ,                 3   

As discussed above, the arrival of sessions to a mobile network follows a Poisson 
process, and the session service time is exponentially distributed. In addition, there is 
a limit  for the maximum number of ongoing sessions allowed in the mobile 
network. Therefore, we can model the number of ongoing sessions in a mobile 
network as an M/M/c/c queuing system. The steady state probability that there are  
ongoing sessions in the mobile network is then given by [9]: 

! ! !                                                           4  

As a result, the average handoff-signaling cost per unit time can be derived as:                                                                            5  

To evaluate the performance of the proposed CE-SeMMS, we define the following 
parameters: 
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Table 3. Parameters for CE-SeMMS Signaling Cost 

Parameter Description a  The processing cost for SIP registration at Node x b  The processing cost for SIP INVITE message at Node x A ,  The transmission cost of SIP registration between Node x and Node y B ,  The transmission cost of a SIP INVITE message between Node x and Node y U 
The total cost for SIP Proxy 1 to process and transmit UAR/UAA messages 
to the Diameter server M 
The total cost for SIP Proxy 2 to process and transmit MAR/MAA messages 
to the Diameter server 

 
where x and y can be mn, nvg, pro, reg, alg, or cn which denote MN, SIP-NVG, 

SIP Proxy 1, SIP Proxy 2 (SIP Registrar), ALG, and CN, respectively. According to 
the signaling message flow described in Section 3, the above costs can be calculated: 2 , , 2 , 2 , , 2 3 4 2 3 , 3 , 4 , , , 2 3 2 3 , 3 , 2 , , 2 3 3 , 2 , , , 2 , 2 , , 2 , , 2 , 2 , ;                                                                6  

In the architecture we propose, SIP-NVG manages the overall network mobility, 
registering the whole mobile network in the SIP Registrar when it moves to a new 
subnet. If there is no SIP-NVG, all MNs in the same mobile network must update 
their locations separately. This increases signaling cost. We can re-define the costs (3) 
when there is no SIP-NVG as follows. where m is the number of MNs connected to 
the mobile network. ,  ,  .                 7   

4 Numerical Results 

This section provides the numerical results for the analysis presented in Section 3. 
The analysis was validated by extensive simulations using ns-2. As discussed in 
Section 3, the signaling cost function consists of the transmission cost and the 
processing cost. We assume that the transmission cost is proportional to the distance 
between the source and destination nodes, and the processing cost includes the 
processing and verifying SIP messages. Also, the transmission cost of a wireless link 
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Fig. 5 demonstrates the average signaling cost for handoff versus  ρ,  the number 
of sessions in the mobile network. We also see that when  ρ  increases, the average 
cost for SIP-based solutions increases too. The reason is that with more ongoing ses-
sions, more re-INVITEs are needed to maintain session continuity. Besides, when  ρ is larger than 20, the costs of all techniques presented in Fig. 5 remain almost con-
stant. This is because, when ρ  approaches 20, the number of ongoing sessions with 
each technique reaches the maximum number allowed in the mobile network. 

5 Conclusions 

Although the IETF standard has proposed a mobile VPN architecture, it is designed 
for the movement of a signal node only. In addition, IETF MVPN has large overhead 
for transmitting real-time packets, because it requires one IPsec tunnel and two MIP 
tunnels. We analyzed the design and performance of our proposed design, and results 
indicate that the proposed CE-SeMMS based on SIP is well suited to real-time ser-
vice. Although SIP-based mobility management can easily support routing optimiza-
tion, there may be an upswing in the handoff signaling costs, because many signaling 
messages are transmitted to maintain the session in progress with SIP in NEMO. In 
the proposed CE-SeMMS, a URI list is used to signify the SIP proxy server instead of 
transmitting signaling messages individually to each node. Therefore, the signaling 
cost is reduced. 
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Abstract. Recent advances of embedded and wireless technologies make 
ubiquitous wireless sensor and actuator networks (WSANs) a reality. While 
individual sensor nodes are relatively easy to use, the overall system behaviors 
are difficult to model and program. This paper presents a novel system-level 
software design methodology using a concurrent and reactive programming 
language, SystemJ, in designing distributed pervasive applications based on 
WSANs with no requirement of any additional middleware. A context-aware 
pervasive service case study, where multiple fixed and mobile IPv6-enabled 
WSAN nodes are deployed in an office environment for RSSI-based 
localization and automated lighting control based on the user location, is 
designed using SystemJ. 

Keywords: Distributed pervasive applications, Context-aware services, 
System-level design. 

1 Introduction 

Over the last decade, embedded technologies have achieved a tremendous 
breakthrough in terms of increasing computational power and minimizing physical 
size. More and more computing resources are embedded in the surrounding 
environment providing intelligent services, while at the same time exchanging context 
information to one another through wireless communication. The ubiquitous wireless 
sensor and actuator networks (WSANs) have extended the capability and complexity 
of the traditional Cyber-Physical Systems (CPS) [1] to another level, by merging 
pervasive and the Internet of Things (IoT) [2] technologies.  

In this paper, we use as a motivating example a location-based automated lighting 
control system. The system is implemented with the Java-enabled WSAN nodes, 
SunSPOT [3], which allows Java Virtual Machine to operate on a bare metal without 
any operating system. The nodes communicate with each other using the IPv6-
enabled 6LoWPAN protocol [4], which is provided as part of the SunSPOT Java API. 
Although SunSPOT is one of the most advanced wireless sensor nodes available and 
can be programmed in Java, the issues of concurrency and reactivity of distributed 
context-aware pervasive systems, require a system-level software design approach.  
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SystemJ [5] is a concurrent programming language based on the Globally 
Asynchronous Locally Synchronous (GALS) Model of Computation (MoC) [6] and is 
capable of designing highly reactive and concurrent systems. The synchronous parts 
of a SystemJ program are based on the Synchronous Reactive MoC [7], which makes 
formal verification of system functionalities possible. SystemJ programs are compiled 
into Java and can be executed on any machine that has a JVM. Unlike the other 
synchronous and reactive languages, such as Esterel [7], SystemJ provides an 
integrated solution to describe both control-dominated and data-dominated 
computations. The control-dominated operations are handled by SystemJ reactive 
statements, whereas the data-dominated operations are described in Java. Hence, the 
design approach of SystemJ [5] provides a more natural way to capture the model of 
distributed pervasive systems. Moreover, SystemJ provides higher level abstractions 
which allow a distributed system that consists of multiple wireless sensor and actuator 
nodes to be designed and implemented as a number of cooperating SystemJ programs, 
without employing any middleware. In this paper we show how SystemJ is ported to a 
Java-enabled SunSPOT-based WSAN and used in the design of a distributed 
pervasive system for location-based lighting control. 

Section 2 of this paper introduces related works, while section 3 provides a brief 
overview of the SystemJ language. Section 4 describes the indoor localization and the 
location-based pervasive service implemented on the SunSPOT-based WSAN using 
SystemJ. Section 5 explains the platform specific runtime support of SystemJ 
operating on the SunSPOT nodes. Section 6 concludes the paper and indicates future 
directions based on the achieved results. 

2 Related Works 

The wide spread of Internet and increasing usage of WSANs result in merging 
Internet Protocol (IP) with low data rate sensor network protocols such as 6LoWPAN, 
which is one of the first IPv6-enabled protocols. Many emerging distributed pervasive 
applications are built on top of WSAN platforms. A comprehensive study on RSSI-
based indoor localization using Wireless Sensor Networks (WSNs) is presented in [8]. 
The applications of WSANs in pervasive healthcare applications, such as patient and 
elderly care, are also exploited in previous works such as [9]. Various indoor and 
outdoor location-based services are developed and integrated with mobile devices to 
improve the quality of living [10][11]. However, despite of the progress in terms of 
the physical network infrastructure, the design of distributed pervasive applications 
still rely on different layers of abstraction, middleware, and device drivers [11][12]. 
The layered architecture poses many challenges in modeling, designing and 
implementing distributed pervasive systems. In this paper, a system-level design 
paradigm for pervasive applications, based on concurrent programming language, 
SystemJ, is presented. It allows modeling and implementing typical distributed 
pervasive systems with significantly reduced design efforts. The approach is 
demonstrated on an automated location-based lighting control system. 



290 K.I.-K. Wang et al. 

 

Fig. 1. Graphical illustration of a SystemJ program 

3 SystemJ Overview 

A GALS program designed in SystemJ consists of top-level design entities called 
clock domains (CDs), which represent concurrent asynchronous entities for 
constructing the overall system. Within each CD, there can be one or more 
synchronous program entities, called reactions, which execute concurrently by 
changing their states in lockstep according to the associated CD logical clock, and 
comply with Synchronous Reactive (SR) formal MoC [7]. Fig. 1 shows an illustration 
of a SystemJ program which models a small sensor and actuator system. In this 
program, there are two CDs, namely Sensor and Controller, running asynchronously 
to each other. Sensor CD gathers various data from the external environment, 
processes the information and transfers results to the Controller CD. The Controller 
CD generates appropriate control signals which are emitted back to the environment. 
Asynchronous parallel operator (><) forms boundaries between CDs within the 
program. Within each CD, there are multiple reactions composed using the 
synchronous parallel operator (||), which in turn can be applied within reactions in a 
hierarchical way (i.e. nested reactions) to any depth.  

SystemJ reactions within a CD communicate using an abstract object called signal. 
A signal is represented by its binary status, which can be either true or false (i.e. 
present or absent). The reaction that emits a signal sets its status to true for only one 
logical tick. In Fig. 1, signals IntS1 and IntS2 are emitted by reaction R4 and R3 
respectively. Any internal signal emitted by a reaction can be seen by all the other 
reactions in the same CD (i.e. it is broadcasted), as shown in Fig. 1. In addition to the 
binary status, a signal can also carry a value which can be of any Java object or 
primitive type. If a signal is a valued signal, the status along with its value is emitted 
and captured by all neighboring reactions within the same CD for one logical tick. 
Signals in SystemJ are also used as the communication mechanism between reactions 
and the external environment (shown as I1, I2 and O1, O2 in Fig. 1). These signals 
are called interface signals. Interface signals, which are processed by the SystemJ 
Runtime Support (RTS), are uni-directional and link a SystemJ program with its 
external environment. The SystemJ RTS, allows systems to be deployed across 
heterogeneous platforms without the need of an additional middleware. The high level 
signal abstraction allows system designers to focus on high level functionalities rather 
than low level communication details. 
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SystemJ CDs execute asynchronously at their own pace and, hence, signal 
broadcasting with duration of one tick would not be a reliable communication method 
between reactions in different CDs. Instead, CSP (Communicating Sequential 
Process) style message passing mechanism [5], based on rendezvous, is provided in 
form of another SystemJ object called channel, which handles communications 
between two synchronous reactions that reside in two different CDs (shown as CH1 
and CH2 in Fig. 1). Channels provide simplex, point-to-point communication and can 
transfer any Java object or primitive data type. 

The primary output of SystemJ program compilation is Java code, which is then 
compiled by standard Java compiler and runs on various JVM-enabled execution 
platforms. Java code generated by the SystemJ compiler is compliant with CLDC 1.1 
specification. Platform dependent libraries, such as underlying communication 
methods for SystemJ signals are provided and maintained separately by the SystemJ 
Runtime Support (RTS), which is presented in Section 5.  

 

Fig. 2. Location-based lighting control system 

4 Location-Based Pervasive Service 

Referring to Fig. 2, a system that provides a location-based automated lighting control 
service is designed using SystemJ on SunSPOT nodes. Experimental testbed that 
creates the Ambient Intelligence (AmI) [13] consists of four fixed SunSPOT nodes, 
one of them being Server SPOT (C4) in the lower right hand corner. A mobile 
SunSPOT node attached to the user is sending broadcasting radiogram packets 
periodically. Upon receiving the broadcasted packets, the four fixed SunSPOT nodes 
retrieve and convert the RSSI information into estimated distances. The Server SPOT 
then polls the other three fixed SPOT nodes to collect the distance values, and carries 
out a trilateration-based algorithm to estimate the user location (one of the regions as 
shown in Fig. 2). Based on the user location, the corresponding lighting control 
command is issued by the Server SPOT, via a serial bus. Two sets of lighting fixtures, 
at the wall and above the desk, are adjusted according to the current user location.  

Fig. 3 shows the graphical representation of the location-based lighting control 
system as designed and implemented in SystemJ. The dashed rectangles enclose the 
SystemJ program and the associated RTS running on each SunSPOT node. Within 
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each SystemJ program, CDs are shown as solid rectangles and there may be multiple 
synchronous reactions (ellipses) within one CD. Referring to Fig. 3, the Mobile 
SunSPOT contains only one RSSIsend CD that emits RSSIout signal periodically, 
which is converted into a broadcasting radiogram packet by the RTS (Radiogram 
Sender). Thus, the RSSIout signal is received by each of the fixed SPOT nodes, 
including the Server SPOT, via the corresponding Radiogram Receiver RTS, which 
converts a physical RSSI event into a SystemJ signal. Upon receiving the input RSSI 
signal, the RSSIcapture CD converts RSSI into an estimated distance value, which is 
emitted through Distout signal when the Server SPOT polls for distance information. 

 

Fig. 3. System architecture of the location-based lighting service implemented in SystemJ 

The Server SPOT provides additional functionality compared to the other fixed 
SPOT nodes. Referring to Listing 1, which shows the system declaration of Server 
SPOT SystemJ program, the Server SPOT contains three CDs, namely 
RSSI4capture, positioning, and servicing, running asynchronously to each other. 
The RSSI4capture CD receives RSSI and converts it into a distance value and also 
polls the other fixed SPOT nodes to collect their distance values (shown as pollc1, 
pollc2, pollc3 output signals in Fig. 3 and Listing 1). All the distance values are sent 
to the positioning CD via interface signals and channel (Dist1in, Dist2in, Dist3in, and 
Dist4in as shown in Fig. 3 and Listing 2, line 1-4). The await statement (Listing 2, 
line 9) is one of the reactive statements provided by SystemJ, which demonstrates the 
ability of SystemJ to synchronize with external events. The distance values are passed 
to the location() method, which is a customized Java method performing trilateration 
computation and returning the user located region (Listing 2, line 11). The detail of 
the trilateration implementation is out of the scope of this paper and hence is not 
mentioned here. The located region is sent to the servicing CD via channel region as 
in Listing 2, line 12 and 20. The two asynchronous CDs are blocked during the 
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synchronous channel communication and thus message delivery is guaranteed. Once 
the user located region is received via channel region, servicing CD emits 
lightCommand output signal, as shown in Listing 2 line 23 and 25, based on the 
received user located region. 

Listing 1. System declaration of Server SPOT SystemJ program. 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 

system{ 
interface{ 
 input String signal Dist1in, Dist2in, Dist3in; 
 output signal pollc1, pollc2, pollc3; 
 input Double channel Dist4in; 
 output Double channel Dist4in; 
     … 
} 
{     
     RSSI4capture(RSSI4,pollc1,pollc2,pollc3,Dist4in) 
 >< 
     positioning(Dist1in,Dist2in,Dist3in,Dist4in,region) 
 >< 
     servicing(region,lightCommand) 
}} 

Listing 2. Clock domain example of Server SunSPOT. 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 

reaction positioning (: input String signal Dist1in, 
                        input String signal Dist2in, 
                        input String signal Dist3in, 
                        input Double channel Dist4in, 
                        output Integer channel region){ 
… 
{ 
    while (true){ 
      await(dist1||dist2||dist3||dist4); 
      if(dist1!=null&&dist2!=null&&dist3!=null&&dist4!=null){ 
        regionNo = Calculate.location(values); 
        send region(regionNo); 
      } 
      pause; 
}}} 
reaction servicing (:  input Integer channel region, 
                       output String signal lightCommand){ 
  … 
  while (true) { 
    receive region; 
    regionVal = (Integer)#region; 
    if(regionVal.intValue()==1||regionVal.intValue()==3)  
    { emit lightCommand(wallLightOn); } 
    else if(regionVal.intValue()==1||regionVal.intValue()==3)  
    { emit lightCommand(wallLightOn); } 
    … 
    pause; 
}} 

This case study demonstrates the strength of SystemJ in designing and 
implementing complex context-aware systems constructed using WSANs. For 
example, the SystemJ program for the entire Server SPOT is less than 200 lines of 
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code. Each wireless node is modeled and controlled by a single SystemJ program and 
multiple programs communicate with each other using interface signals. Within an 
individual node, asynchronous behaviors, such as sensing and actuating, are 
implemented as separate CDs and communicate to each other using SystemJ 
channels, which guarantee synchronization of the communication [5]. Physical events 
and communications are converted into SystemJ signals by the RTS. It is important to 
note that the same SystemJ program can run on any Java-enabled platform, and only 
adaptation of the RTS is needed. The RTS removes the needs of additional 
middleware and allows system designers to focus on implementing system 
functionalities. SunSPOT specific RTS, necessary for implementing the 
aforementioned location-based pervasive service, is presented in the next section. 

5 SystemJ Runtime Support for SunSPOT 

SunSPOT is a wireless node based on ARM9 processor with Squawk VM [3] that 
does not require an operating system. It is capable of sensing acceleration, light 
intensity and temperature of its physical environment, and providing digital/analogue 
control outputs through I2C, serial bus (RS-232) and PWM signals. Wireless 
communication is provided through the IPv6-enabled 6LowPAN protocol and 
includes TCP/IP, UDP and radiogram. In order to incorporate location awareness into 
a system, broadcasting radiogram communication is used to generate RSSI input 
signals (e.g. RSSI3in signal in Fig. 3) to each SystemJ program on the fixed SPOTs, 
which in turn enables to determine the current user location. Similarly, the UDP 
communication is used to create input and output signals (e.g. Dist1in and pollc1 
signals in Fig. 3), which are used for communication and exchange of messages 
between SystemJ programs running on different SunSPOTs. Based on the user 
location, a command to control the lighting circuit over a serial communication is 
issued through a SerialComm output signal (lightCommand signal in Fig. 3). 

Every SystemJ interface signal emitted to or captured from the external 
environment is processed by the SystemJ RTS. The RTS is completely written in Java 
and abstracts the physical signals to the semantics of SystemJ signals. In order to 
incorporate new types of signals, the corresponding Java interface needs to be 
implemented. Each input signal has its corresponding GenericSignalReceiver class, 
whereas each output signal has the GenericSignalSender class. Each SystemJ program 
has an associated XML file, which defines all the interface signals and their 
corresponding attributes and RTS library classes. A typical structure of a XML file is 
shown in Listing 3. It is important to note that XML is parsed by a SystemJ program 
at runtime and hence the same logical signal can be mapped to a different physical 
signal when ported on a different execution platform. 

In Listing 3, an input signal named ‘RSSI’ and an output signal named 
‘lightCommand’, are bound to the Radiogram input and SerialComm output, 
respectively, which are handled by the SystemJ RTS (RadiogramReceiver and 
SerialCommSender classes). The input signal RSSI is defined with a set of attributes 
including Name, Port, and SignalClass. The Name attribute indicates the name of the 
signal. The Port attribute specifies the port for listening to the incoming radiogram 
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packets. The value for SignalClass attribute determines the path of Java class that 
implements GenericSignalReceiver interface. For the lightCommand output signal, 
Port and Baud rate attributes specify the physical COM port and communication 
speed of the serial bus for delivering the physical message. The SignalClass shows 
this signal is handled by the SerialCommSender class, which implements the 
GenericSignalSender interface. 

Listing 3. XML file contents 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 

<SystemJProgram> 
   <ClockDomain> 
      <Inputs> 
         <Signal 
    Name="RSSI" 
    Port="42" 
    SignalClass="systemj.Signals.RadiogramReciever"/>    
      </Inputs> 
      <Outputs> 
         <Signal 
    Name="lightCommand" 
    Port="COM1" 
    Baud ="9600" 
    SignalClass="systemj.Signals.SerialCommSender"/> 
      </Outputs> 
   </ClockDomain> 
</SystemJProgram> 

 

 

Fig. 4. Runtime support interface for (a) an output signal and (b) an input signal. 

In order to port and execute a SystemJ program on the SunSPOT, an RTS, which 
maps physical I/O signals and wireless communication interface of the SunSPOT into 
SystemJ interface signals, needs to be implemented. SystemJ interface signals can 
perform either sending or receiving operation. Each type of signal needs to implement its 
corresponding Java interface, namely GenericSignalSender or GenericSignalReceiver,  
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for sending and receiving operations, respectively. An output signal implements the 
GenericSignalSender class, which contains three methods, configure(), setup() and run(), 
as shown in Fig. 4(a). The configure() method initializes signal attributes from the stored 
Hashtable, which is generated by parsing the XML file. The setup() method defines a 
shared buffer object to hold the signal status and value emitted by the SystemJ program. 
The run() method implements the interface with the underlying physical platform by 
calling the corresponding SunSPOT API (or other necessary software routines depending 
on the execution platform). The run() method performs the operation to emit the signals’ 
status and value, if needed.  

Referring to Fig. 4(b), input signals are required to implement GenericSignalReceiver 
class, which consists of four methods, configure(), setBuffer(), getBuffer() and run(). 
Unlike to the sender routine, the external event (e.g. physical sensor value) is stored to 
the shared buffer object by calling setBuffer() within the run() method, which establishes 
the link between RTS and the external environment. The getBuffer() method provides the 
interface between RTS and SystemJ program to access the shared buffer object (i.e. the 
signal). 

The RTS for signals necessary for the implementation of location-based services 
are explained in more details in the following subsections. Through the use of the 
RTS, different physical signals are converted into SystemJ signals and handled using 
standard SystemJ statements. The same SystemJ program can be executed on 
different platforms without any change, by providing the required XML file and RTS. 

Listing 4. RTS for RSSI input signal 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

public void run() { 
  … 
  while (true) { 
    try { 
      … 
      if (packetType == RADIO_TEST_PACKET) { 
        Object buffer = new Double(rdg.getRssi()); 
        Vector list = new Vector(); 
        list.addElement(new Boolean(true)); 
        list.addElement(buffer); 
        setBuffer(list); 
      }  
      … 
}}}  

5.1 Radiogram Receiver Signal (RSSI) 

In the location-based lighting control system detailed in Section 4, the mobile SunSPOT 
node carried by a user broadcasts test radiogram packets periodically. The RSSI 
information can be retrieved through the received radiogram packets using the 
SunSPOT API. Referring to Fig. 4(b), the configure() method retrieves the signal 
attributes provided by the XML file, such as the incoming port number of radiogram 
packets. Referring to Listing 4, the run() method retrieves the RSSI information (line 7), 
encapsulates and stores the information to the shared buffer object through setBuffer() 
method (line 8-11). The RSSI signal is made accessible through the getBuffer() method. 
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Listing 5. RTS for SerialComm output signal 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 

public void run() { 
  … 
  while (true) { 
    … 
    try { 
      commPort = selectedPortIdentifier.open(…); 
      serialPort = (SerialPort)commPort; 
      serialPort.setSerialPortParams(…); 
    } 
    catch (Exception e) {… }   
    output = serialPort.getOutputStream(); 
    try { 
      output.write(lightCommand); 
      … 
    } 
    catch (Exception e) {… } 
}}  

5.2 SerialComm Sender Signal 

In order to provide services based on the detected user location, output interface 
signal is necessary to perform actuation via analogue or digital interfaces such as 
PWM or serial buses. In this paper, RS-232 based serial communication is 
incorporated as an output signal to issue commands to a lighting circuit. The 
configure() method for an output signal retrieves signal attributes such as serial port 
number and baud rate for RS-232 communication. The setup() method initializes the 
shared buffer object. The run() method retrieves the lighting control command from 
the shared buffer and sends it over the serial port (as shown in Listing 5, line 5-17). 

5.3 UDP Communication Signal 

The UDP communication signal abstracts the 6LoWPAN-based UDP protocol, 
supported by the SunSPOT platform. This signal allows a SunSPOT node to establish 
communication links with a remote PC or other SunSPOT nodes. Unlike the other 
two signals, a UDP signal can be either an input or an output signal, and hence, both 
GenericSignalReceiver and GenericSignalSender need to be implemented. The main 
difference of UDP signal RTS is in the run() method, which tries to establish UDP 
connection for incoming and outgoing messages, rather than establishing radiogram 
or serial connections. 

6 Conclusions and Future Works 

In the paper we demonstrated how a new system-level design approach can be used to 
implement context-aware pervasive applications, based on the Java-enabled SunSPOT 
wireless sensor and actuator nodes. The user location can be detected via RSSI 
information broadcasted by a mobile SunSPOT to the other four fixed SunSPOT 
nodes. Trilateration-based algorithm is used to estimate the user location  
and automated lighting service can be provided via serial communication interface. 
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The entire system is designed using SystemJ, which is a concurrent system-level 
programming language based on GALS MoC and is capable of modeling and 
implementing complex reactive and concurrent systems. Physical sensing, controlling 
and communication interfaces, such RSSI, RS-232 and UDP are encapsulated in the 
SystemJ RTS to translate physical signals into SystemJ abstract signals. The 
functionalities of distributed pervasive systems can be easily modeled and 
implemented using SystemJ and without complex middleware. The designed system 
can also be ported to other Java-enabled platforms with the support of RTS. RTS for 
additional physical signals such as light intensity, temperature, motor actuation and 
TCP communication are being implemented as a part of standard RTS for SunSPOT. 
A more complex pervasive system will be targeted in the near future. 
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Abstract. In this paper an architecture for context aware framework for mobile 
phones has been represented. The main goal of this proposed architecture is to 
enable phones to configure themselves based on self-initiated decisions which 
are directed by surrounding. This framework will reduce user’s manual settings 
configuration. This will increase the flexibility level to great extent. Finally 
using the proposed framework phone will be self-configured. Most of the 
existing work regarding context aware mobile application is mainly based on 
location. However in this paper we have included a variety of context aware 
information along with inferred activities e.g. driving, running, meeting etc. in 
which users are engaged. In addition power management and memory 
management are two most important limitations of mobile devices. In this paper 
these two limitations are improved to a significant stage. 

1 Introduction 

Although smart phones are smart enough to provide several services to its owner, still 
user need to perform a lot of configuration and settings in order to get different 
services. Sometimes, this configuration has too much limited scope to provide user 
actual facility. For example, if user forgets to add reminder for any event 
appropriately, the device cannot remind him by itself about an important event. 
Therefore, mobile phones are still lacking of automated and self governing features. 
In this regard, the settings of any smart mobile phone have so many options to 
configure in order to provide user more services with flexibility. In spite of phones are 
becoming smarter day by day, users are being burdened with so many configuration 
options. However, a phone should be configured by itself. In this regard, user can 
manipulate phone’s configuration if necessary but phone should be pre configured 
and help user to get rid of extra burden of configuring each and every settings option.  
In order to make smart phone self governed, phone should be able to recognize 
different context parameter such as noise, temperature, location, weather, 
speed/motion and brightness etc. based on the information extract from different 
context parameter phone will change its configuration. At the same time phone needs 
to save context parameter as history for adoption learning process as well as for future 
use. The main goal of future mobile phone is to be autonomic and to behave 
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dynamically with the change of context. In order to reach this goal the main obstacles 
are: (1) there is no generic framework infrastructure to develop context aware 
application, (2) recognition of context parameter and extract information through 
calculation from context parameters is associated with energy cost, (3) calculation and 
information needs time, (4) lots of data need to be saved for further requirement and 
(5) context for smart phone is very dynamic and uncertain. This research has seven 
objectives to deal with, they are: (1) demonstrating unsupervised machine learning 
approaches in order to help mobile devices in identifying context (2) designing 
framework to extract context information in cost of minimum power and memory 
space (3) developing architecture framework to provide partially autonomic services 
which can be manipulate later by users (4) saving context information for future use 
(5) designing architecture framework to change phone configuration dynamically with 
the change in context (6)  designing architecture framework to interpret higher level 
context information to lower level of information and (7) designing mechanism to 
share context information saved as history among mobile  devices. 

2 Literature Review 

L. Baltrunus et al [3] has proposed a music recommendation in a car based on the 
traffic conditions, weather, driver’s mood and way of driving. They have measured 
the impact of context information on the user’s decision and recommended songs for 
driver. This calculation is static as well as they have used some defined parameters 
which are limited such as user can be driving in relax or in sporty. This kind of 
limited parameter is not always sufficient to take a decision. In the proposed paper 
dynamicity of context with the change of time has been considered as the main 
driving factor. Therefore the proposed framework can take decisions more 
dynamically than all existing framework. Y. Xiao et al [2] has proposed a cloud 
assisted based context aware power management system; this system can reduce 
power consumption by dynamically changing wi-fi access point with best signal. 
Moreover it takes help from cloud services to reduce power consumption by 
monitoring data download and dynamically off / on downloading. In the proposed 
system, instead of using continuous cloud services as well as keep running all services 
always, run-service-as-you- need method is applied. Therefore in the proposed 
framework no unnecessary service is running at any moment. In addition, all idle 
services for a certain period of time go off automatically. These existing context 
aware mobile frameworks focus on mainly location and provide different location 
based services. However our main goal is to deal with all possible context aware 
parameters and to change the phone settings dynamically. 

3 Overview of Proposed Framework 

The main design principles of proposed architecture are (1) Autonomy, (2) Dynamic 
(3) Re-configurability (4) Scalability (5) Extensibility (6) Personalization (7) Privacy 
and (8) on-site and off-site data storage. 
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Fig. 1. Proposed Context aware framework Abstract level 

Figure 1 depicts the proposed framework for agent based context aware mobile 
platform. Four agents have been used in this framework e.g. Context Consumer, 
Context Manager, QoC Manager and Data Manager. Context services typically reside 
in cloud and delivers context information to application or services of smart phone. In 
this framework, along with cloud based context services, some local context services 
also have been considered.  All types of context information are extracted, simplified 
and categorized with the help of Context Engine. Later simplified context aware 
information is saved in either remote knowledge domain or local knowledge domain 
by the help of Data Manager. The components of proposed framework architecture 
are described as following  

3.1 Context Consumer 

In our proposed framework, any kind of mobile application or services are the 
Context Consumer (CC) who is in charge of gathering context information and put 
those in a form. CC needs different type of context information in order to adopt with 
the changing surrounding and react accordingly. There are 5 general WH questions in 
order to decide the requirement of CC regarding context information which is as (1) 
Who is the client, i.e application, service, web service or settings of the phone? (2) 
Where the client resides? (3)When client ask for context information and When that is 
extracted? (4)What is the activity of the client at the moment of asking for 
information i.e sensor activity? (5) Why this information is being invoked? (6) What 
is the device is being used to invoke information such as smart phone, PDA, Tablet, 
laptop or smart TV? (7) What are the auxiliary context parameters need to be looked 
for such as wind speed, temperature, rain measurement, traffic, route, places etc.? (8) 
What kind of security and privacy related policies are incorporated with? and (9) Is 
there any preference set prior to invoking the service by client? If yes then what are 
those preferences? 
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3.2 Context Manager 

In this proposed framework, CC usually request for context information to Context 
Manager (CM) who runs a discovery service in order to find out the appropriate 
Context Owner (CO). As soon as the proper CO is found, CM binds the CC with the 
CO. Another major role of CM is to communicate Data Manager (DM) in order to 
retrieve and store context data. CM is also responsible for assigning CO to stored 
context information.  CM sends both pull data and update data request to DM. On the 
response of request from CM, DM pulls data from remote or local knowledge domain 
or updates data in both knowledge domains. 

3.3 Context Owner 

Each manager has a particular number of CO defined by the framework based on 
different type of context information. Appropriate CO is selected by CM for CC 
based on the preference of CC. CO is responsible to store different remote context 
services of its type with corresponding Quality of Service (QoS) and Quality of 
Context (QoC). Furthermore, when CM binds CO to appropriate CC, CO is in charge 
of selecting correct context service that fits the requested QoS and QoC of CC. 

3.4 QoC Manager 

Each piece of context information needs to have a slandered QoC. In this proposed 
framework several QoC indicators are considered i.e.: precision, freshness, temporal 
resolution, spatial resolution, probability of correctness, probability to change, degree 
of dependency on other context information and frequency of use. QoC Manager 
(QM) is in charge of measuring the QoC of the context information simplified by 
context engine. After QoC measurement corresponding results are assigned with 
proper category by CM. 

3.5 Context Engine 

Context Parameter Recognition Mechanism: Figure 2 depicts the mechanism used in 
this proposed framework in order to detect context parameter. At first Read-context 
service runs using sensor periodically and collect context those are viable to change 
according to time. Then context parameter (CP) is extracted from context information. 
Next step is to classify all CP and categorize them into different classes. At first 
context aware information are classified into higher level and later they are classified 
into lower and unit CP. For example, at first stage acceleration is measured as High 
level Context Parameter (HCP) and later it is defined whether user is running or 
walking or driving as the Lower level Context Parameter (LCP). Once LCP is 
measured and stored, some uncertain CP are assumed and more details about LCP are 
gathered from environment. Finally all details about CP are saved. 
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Fig. 2. Context parameter Recognition Mechanism 

Context Parameter Inference Mechanism: Different kinds of CP are extracted from 
cloud services or sensors reside in phone. For example, location is the most changed 
and expensive parameter for mobile devices in terms of power consumption. 
Therefore we have defined the location inference mechanism to save extra power 
consumption in following two different ways: 

GPS Tracing  
In this technique, phone will enable GPS Location Identification Service (LIS) 
periodically to identify the current location. Another thing is as phone is learned about 
some regular location of its along with duration such as 9 hours at office in weekdays, 9 
hours at home. Therefore phone can use LIS once in weekdays just to confirm whether 
it is in office during 9 hour working time. Similarly, after the time when usually user 
goes to sleep and phone remains idle, phone does not require LIS to run. In this way, the 
following rule limits energy consumption due to continuous using of LIS 

 Periodical checking of LIS 
 Phone should be learned about office time and sleeping time of user, so 

during office time and sleeping time only once LIS will run to confirm that the 
location is same. 

Telecom Tracing 
For LIS based services phone only need to know the current location. Telecom 
operators also informs user if he or she changed location and transferred to the inference 
location of another BSTI. The proposed framework can use this information along with 
GPS to detect current location. Using this feature, energy consumption will reduce to 
zero due to identify location. The proposed framework will also have manual re-
configurability feature. So user can change his or her current location manually. 

 

Fig. 3. Noise Level Inference 
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Similarly there are some other CP such as noise, weather, temperature, driving mode 
and many other parameters can be detected using this proposed framework. Figure 3 
describes the noise detection and inference procedure in this proposed framework. 

3.6 Context Service 

Both remote and local context services will be implemented for the proposed 
framework. They will be known as CAWS (context aware service) .Remote context 
services, typically residing in different clouds, deliver context information with 
various QoC and QoS.  Sometimes existing remote context services are not enough 
and device need on site context information extraction. Therefore in this paper, local 
Context service is represented. Another reason of this novel idea is to overcome some 
outstanding limitations of mobile devices such as power limitation, continuous 
availability, dependency on infrastructure. Some context services are deployed 
locally; these services can be killed automatically if they are no longer required or are 
kept idle for certain amount of time and can be resumed when required.  

3.7 Data Manager 

Data storage, retrieval and updating as well as providing related context services 
corresponding updated data are the key role of DM. Data those are used occasionally 
are saved in remote data storage. In this regard, context information are of two type 
based on the frequency of use, Regular and Occasional. Occasional data are saved in 
remote knowledge domain while Regular data in local knowledge domain. In this way 
the phone memory has been saved from memory leakage problem. 

 

 

Fig. 4. Data Extraction and saving mechanism 

Figure 4 describes how data are managed in phone memory and cloud as well. In this 
regard, data manipulation is less time consuming. As all searching, indexing and 
updating data services are resided in cloud for remote data. Only searching local data 
services resides in local phone. All other complex operation on data both local and 
remote is performed in cloud. Therefore all those services do not use phone memory or 
power for their actions. This way proposed framework can save memory and power.  
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3.8 Service Manager 

Figure 5 describes how Service Manager (SM) can perform automated Configuration 
and manages changes 

 
Fig. 5. Autonomic Configuration Change Mechanism 

3.9 Share Manager 

Another important component of the proposed framework is Share Manager (ShM). 
This component is in charge to share context related information among devices 
through Bluetooth, Wi-Fi direct, Wi-Fi or even through internet. 

3.10 Policy Manager 

Security and privacy is one of the major concerns of smart phone users. Therefore, the 
proposed framework cannot avoid a Policy Manager (PM) who is responsible to 
define policies for security, privacy and collaboration among DM, ShM and CM. In 
case of binding CO and CC, CM asks PM to check whether they are compatible 
according to security as well as privacy. If there is any mismatch reported by PM, CM 
does not bind CO and CC in order to prevent privacy violation.  

4 Scenarios of Using Proposed Framework 

In this section some scenarios are described those will be benefitted once the 
proposed framework is implemented. Following are some scenario: 

Scenario I: Bella gets a call in the middle of road where the surrounding is so noisy. 
Phone will automatically increase the volume level as soon as it detects the outer 
noise level. 

Scenario II: Bella has prepared a shopping list and saved and she is passing a 
shopping mall, phone will reminder her if she wants to stop by shopping mall and 
complete her shopping. If she deletes that list, she can get that note according to the 
proposed framework as the same note is saved in cloud for years after years. 

Scenario III: Bella has returned from a historical place, now one of her friends wants 
to visit the same place. Using the proposed framework, Bella can easily share the 
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route she travelled, the hotel she stayed and the places she visited from her phone to 
her friend’s phone. If she forgets the way to return back from where she started, the 
phone will guide her to trace the route. 

Scenario IV: Bella unconsciously put her phone beside water or heater. If phone can 
detect the out temperature level is intolerable, it will ring to draw Bella’s attention.  

Scenario V: Bella wants to save all favorite phone numbers in her mobile phone. She 
does not need to do that manually. Based on the incoming and outgoing call 
frequency favorite numbers will be saved automatically. 

5 Performance Analysis 

5.1 Reduce Power Consumption 

The proposed framework can reduce power consumption to a great extent. 
Periodically it will run a service for example after each two hour or less to detect 
whether there is any idle service as described in algorithm 1. 
 

Algorithm 1. Detect idle service 

1. For each two hours 
a. K = list of idle service 
b. For each service k in K 

i. If k is idle for T time T = true 
ii. If k has no dependent service P= true 

iii. If k will not be required for U time M = true 
iv. If (T ^ P ^ M ) 

• Stop service k 
 
Currently all service need to run for ever if user forget to stop that service after use 

and cost a lot amount of power. In this proposed framework idle service will no 
longer be running although user forgets to stop them or not according to algorithm 2.   

 
Algorithm 2. Detect Location 

1. For weekdays 
a. GPS will run automatically up to office start time and detect the current location 

b. If location is similar to other week days for last 15 days 
c. GPS service will be shut down automatically for q amount of time which is 

predefined and store the location, other services dependent on GPS system will 
use the saved location 

d. Else GPS service will run at every 1 hour  
i. Save current location Lcur and GPS service shutdown 

ii. If Lprev == Lcur 
• GPS service shutdown 

iii. Else update Lcur 

iv. All GPS dependent service will use Lcur  as current location 
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Usually on weekdays we use to stay at office during day time and during night we 
use to stay at home. However the location is not being changed the running GPS 
location service in mobile phone still use to consume power. During 8 hours at office 
the location is office except lunch break, similarly at night 6-7 hours the location is 
home. In this system GPS system will not be running all day long.   

 
Algorithm 3. Run GPS based Traffic System 

1. Detect user is driving or running or walking or idle 
2. If driving 

a. Run GPS Traffic Notification Service 
b. Change to auto answer mode through SMS or receive emergency 

call 
3. Else Stop GPS Traffic Notification Service

 
Although algorithm 3 needs to run a service to detect the user activity, however it 

will be a local service and cost 67% less power than remote service GPS Traffic 
Notification. Figure 6 shows that the proposed framework can reduce power 
consumption around 69% than CasCap [2] and around 50% than the most popular smart 
phone S3. Moreover user need not to shutdown services from task manager of S3. The 
proposed framework will automatically detect unused services and shut them down. 

 

 

Fig. 6. Comparative power consumption analysis for proposed framework 

The main objective of this proposed framework is to run services only when they 
are required and other time all unnecessary services will be stop state. Another main 
contribution of this proposed framework is user need not to configure phone about 
which service is required when, phone will take decision based on context aware 
knowledge domain. 

5.2 Access Context Based Multimedia 

W.Viana et al [1] describes their approach combines metadata extracted from the 
users’ context along with annotations which is provided manually by the users and 
with annotations inferred by applying user-defined rules to context features. In this 
approach annotation is manual and multimedia needs to be saved in device. 
Moreover, user needs to pre-configure some rules and policies. However in this 
proposed framework all multimedia files will be categorized based on location, 
frequency of use, type, length and so many. User can automatically enjoy pictures of 
his current location and saved in his phone or in cloud. in this way managing media 
files will no longer need any manual configuration. 
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5.3 Better Reminder Service 

This proposed framework can help user in many ways as an automatic reminder and 
user will need very limited configuration for that reminder service. For example, 
based on detecting how long user is running at Gym the proposed framework can 
remind him when to stop. Otherwise determining how long user is driving proposed 
framework can remind him what the remaining distance to destination is or what the 
fuel storage is and what the next fuel pump is. Conclusion and Future Discussion 

This paper has presented a novel framework for the development and management 
of context aware services and applications for mobile devices to make those real 
smart and independent which is the ultimate requirement of future phone.. This 
framework will reduce user’s interaction with their devices and take decision and 
configure itself based on context aware knowledge domain automatically, hence 
reduce user’s initiatives. However as supervised learning is maintained in this 
proposed framework, still there will be options for manual configuration which will 
be reduced day by day as the learning grows mature and sufficient. We have designed 
a prototype system for this framework and demonstrated its effectiveness and several 
applications. We are now implementing the context inference service and learning 
mechanism for devices.  We therefore planning to develop a complete set of services 
and applications based on this framework as our future work.  
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Abstract. In this paper, we propose additional mobility management schemes 
based on pointer forwarding for Proxy Mobile IPv6 (PMIPv6) networks with 
the aim of reducing the overall network traffic caused by mobility management 
and packet delivery. The proposed schemes are per-user-based, i.e., the optimal 
threshold of the forwarding chain length that minimizes the overall network 
traffic is dynamically determined for individual mobile user based on the 
mobility and service patterns. We show that there is an optimal threshold of the 
forwarding chain length given a set of parameters characterizing the specific 
mobility and service patterns of a mobile user. We also describe that our 
schemes yield significantly better performance than schemes that be applicable 
a static threshold to all mobile users. A comparative analysis shows that our 
pointer forwarding schemes outperform routing-based mobility management 
protocols for PMIPv6 networks. 

Keywords: Mobility, PMIPv6, Pointer Forwarding, Dynamic Anchor. 

1 Introduction 

Mobile users want to access their personal files or the Web through their smartphones 
or tablet computers at any time and in any location, with the rapid growth of the 
internet industry as well as the increasing demand for mobile services. In order to 
communicate, all mobile devices must be configured with an IP address in accordance 
with the IP protocol and its addressing scheme. Problems occur when a user roams 
away from the device’s home network and is no longer reachable using normal IP 
routing. This results in the active sessions of the device being terminated. A natural 
solution is to use IP layer mobility. Mobile IPv6 (MIPv6)[1] is the standard solution 
proposed by Internet Engineering Task Force (IETF) for handling terminal mobility 
among IP subnets. MIPv6 grants a Mobile Node (MN) to roam freely on the internet 
while still retaining the same IP address. However, MIPv6 requires additional stacks 
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and signaling for the MN. This could add overhead such as a battery power and 
computational resource consumption. 

A network mobility support mechanism is another way to solve mobility problems 
and to support IP mobility. This mechanism is called Proxy Mobile IPv6 (PMIPv6)[2] 
and is based on MIPv6. PMIPv6 enables IP mobility for a host without requiring its 
participation in any mobility-related signaling. There are two main components for the 
PMIPv6 networks: a Local Mobility Anchor (LMA) and a Mobile Access Gateway 
(MAG). The LMA carries out Home Agent (HA) roles, as defined in MIPv6, for the MN 
in the PMIPv6 networks domain. The LMA is the topological anchor point for the MN’s 
Home Network Prefix (HNP), and it retains MN’s binding state. The MAG carries out 
mobility-related signaling to the LMA for the MN and tracks the MN’s movements. 
When an MN enters a PMIPv6 networks domain and attaches to an access link, the 
MAG retrieves the MN’s profile using its current identifier. The MAG will then send a 
Proxy Binding Update (PBU) message to the LMA to register the current point of 
attachment of the MN. Accordingly, a Binding Cache Entry (BCE) and a tunnel for the 
MN’s HNP will be created. The LMA then sends a Proxy Binding Acknowledgement 
(PBA) message with the MN’s HNP. After receiving the Router Advertise (RA) 
message, the MN creates its IP address. For packet routing, the LMA will route all 
received packets over the established tunnel to the MAG. The MAG then forwards these 
packets to the MN. The MAG will then relay all the received packets over the tunnel to 
the LMA, and they will then be routed toward the Correspondent Node (CN). However, 
even with PMIPv6 networks the remote LMA signaling problem still remains unsolved. 
If an MN moves frequently within the PMIPv6 networks domain, the MAG incurs a high 
signaling cost in order to update the location of an MN to the LMA which is far from the 
MAG. This increases the network overhead on the LMA, wastes network resources, and 
lengthens the delay time. This problem becomes worse as the size of the PMIPv6 
networks domain increasing. In this paper, therefore, we propose a pointer forwarding 
scheme[3] for minimizing signaling costs in PMIPv6 networks. Based on the analytic 
model, we formulate the location update cost and the packet delivery cost. 

The remainder of this paper is organized as follows: Section 2 discusses previous 
PMIPv6 networks studies. Section 3 describes the proposed mobility management 
scheme using a mathematical model. Section 4 formulates signaling cost functions 
using the analytic model and the analysis of the results. Finally, conclusions are 
presented in Section 5. 

2 Networks-Based Mobility Management Protocol 

MIPv6 is designed to be a network-based mobility management protocol that does not 
require the handover[4] and signaling procedures associated with location 
registration. It thus has advantages that can reduce the load of MNs and mobility 
management latency. PMIPv6 networks adopts LMA and MAG as new components. 
The LMA, which acts an HA for an MN, manages all procedures in the PMIPv6 
networks domain. The MAG, which is located between the LMA and an MN, carries 
out signaling procedures on behalf of the MN. In addition, MAG takes on routing 
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function and the connection functions of a network for the MN. When an MN is 
connected to the networks, the MN attempts to access authentication and 
identification of the MN will be transferred to the MAG in this process. MAG gets its 
own profile using the identifier which can recognize MN after the authentication 
process with the Authentication, Authorization, Accounting (AAA) sever. The MAG 
then transfers the PBU message to the LMA then carries out the location registration 
process for the MN. If the LMA searches for information that is a relevant identifier 
of the MN in the BCE and if there is no information about the MN, LMA adds new 
information. The LMA then transfers the PBA message to the MAG and makes a 
bilateral tunnel. MAG that received the PBA message transfers the HNP allocated by 
the LMA and the RA massage containing the IP address information to the MN. 
Briefly, all messages are transferred through an LMA in PMIPv6 networks. 
Therefore, a MAG must carry out location registration at a distance, and this kind of 
location registration increases the load on the LMA. Furthermore, the total traffic that 
is transferred to the networks will be increased. In addition, lag time will increase 
based on location registration with increasing the LMA and the MAG distance. 

3 AMM-PF in PMIPv6 

3.1 Networks Architecture 

A PMIPv6 networks consists of LMAs and MNs. LMAs are usually static and form 
the wireless mesh backbone of a PMIPv6 network. Some LMAs also serve as MAGs 
for MNs. One or more LMAs are connected to the internet and are responsible for 
relaying internet traffic to and from a PMIPv6 networks, and such LMAs are 
commonly referred to as MAGs. In this paper, we assume that a PMIPv6 networks 
has a single. In the proposed mobility management schemes, the central location 
database resides in the LMA. In a PMIPv6 network, there is an entry in location 
database storing the location information each roaming MN, i.e., the address of its 
Anchor MAG (AMAG). The MAG of an MN is the head of its forwarding chain. 
With the address of an MN’s MAG, the MN can be reached by following the 
forwarding chain. Data packets sent to an MN will be routed to its current MAG first, 
which then forwards them to the MN by following the forwarding chain. Packet 
delivery in the proposed schemes simply relies on the routing protocol used. The 
concept of pointer forwarding[5] comes from mobility management schemes 
proposed for cellular networks. The idea behind pointer forwarding is minimizing the 
overall network signaling cost incurred by mobility management operations by 
reducing the number of expensive location update events. A location update event 
means sending a location update message to the LMA informing it to update the 
location database. With pointer forwarding, a location handoff simply involves setting 
up a forwarding pointer between two neighboring MAGs without having to trigger a 
location update event. The forwarding chain length of an MN significantly affects the 
network traffic cost incurred by mobility management and packet delivery, with 
respect to the MN. The longer the forwarding chain, the lower rate of the location 
update event, thus the smaller the signaling overhead. However, a long forwarding 
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chain will increase the packet delivery cost because packets must travel a long 
distance to reach the destination. Therefore, there is a trade-off between the signaling 
costs incurred by mobility management versus the service cost incurred by packet 
delivery. Consequently, there exists an optimal threshold of the forwarding chain 
length for each MN. In the proposed schemes, this optimal threshold, denoted by , 
is determined for each individual MN dynamically, based on the MN’s specific 
mobility and service patterns. We use an MN parameter called the Service to Mobility 
Ratio (SMR) to MN’s mobility and service patterns. For an MN with an average 
packet arrival rate denoted by  and mobility rate denoted by , its SMR is 
formally defined as  / . 

As discussed in [5], internet traffic, i.e., the traffic between the MAGs and the 
LMA, dominates peer-to-peer traffic in PMIPv6 because PMIPv6 networks are 
expected to be a low cost solution for providing last-mile broadband internet access. 
Thus, we assume that for any MN, the internet session arrival rate is higher than the 
intranet session arrival rate and that the average duration of internet sessions is longer 
than that of intranet sessions. We use a parameter  to signify the first assumption 
and another parameter  to signify the second one. More specifically,  denotes the 
ratio of the internet session arrival rate to the intranet session arrival rate, and δ 
denotes the ratio of the average duration of internet sessions to the average duration of 
intranet sessions. Also, we show that  is also the ratio of the intranet session 
departure rate to the internet session departure rate, using the / /∞  queue to 
model the process of session arrival at an MN. 

3.2 Location Handoff 

When an MN moves across the boundary of covering of two neighboring MAG areas, 
it de-associates from its old serving MAG and re-associates with the new MAG, thus 
incurring a location handoff. The MAG, it is newly associated with, becomes its 
current serving MAG. For each MN, if the length of its current forwarding chain is 
less than its specific threshold , a new forwarding pointer will be set up between the 
old MAG and the new MAG during a location handoff. On the other hand, if the 
length of the MN’s current forwarding chain has already reached its specific threshold 

, a location handoff will trigger a location update. During a location update, the 
LMA is directed to update the location information of the MN in the location database 
by a location update message. The location update message is also sent to all active 
intranet MN correspondence nodes. After updating a location update, the forwarding 
chain is reset and the new MAG becomes the AMAG of the MN. 

4 Performance Analysis 

The Stochastic Petri Nets[6] model essentially captures the behaviors of an MN while 
it is moving within PMIPv6 networks. The places and transitions defined in the SPN 
model are given in Table 1. Here, we briefly describe how the SPN model is 
constructed. 
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Table 1. The Parameters and Notations used in Performance Modeling and Analysis 

Parameter Notation 

 Mobility rate /  Internet session arrival / departure rate /  Intranet session arrival / departure rate 
 Average uplink (outgoing) packet arrival rate of internet sessions 
 Average downlink packet arrival rate of internet sessions 
 Average packet arrival rate of intranet sessions 
 Average number of downlink (incoming) packets per internet session 
 Average number of incoming packets per intranet session 

 Number of MAGs in PMIPv6 
 Instantaneous average number of active internet correspondence nodes per MN 
 Instantaneous average number of active intranet correspondence nodes per MN 
 Average distance (number of hops) between the LMA and an arbitrary MAG 
 Average distance (number of hops) between two arbitrary MAGs 
 Ratio of the internet session arrival rate to the intranet session arrival rate 
 Ratio of the average duration of internet sessions to the one of intranet sessions  Ratio of the downlink packet arrival rate to the uplink packet arrival rate of 

internet sessions 
 One-hop communication latency between two neighboring MAGs 
 Probability that an MN moves forward 
 Probability that an MN moves backward 

MinInt Minimum cost of delay request after receiving message in PMIPv6 
MaxInt Maximum cost of delay request after receiving message in PMIPv6 

4.1 Cost Modeling 

The transitions forward and backward are associated with probabilities  and , 
respectively. These probabilities depend on the network coverage model and the 
assumed mobility model. In this paper, we assume the hexagonal-grid mesh network 
model for PMIPv6 networks and the random walk model[7] for MNs. For the square-
grid mesh network model, we assume that all MAGs have the same wireless range 
that covers the directly neighboring MAGs located in the four orthogonal directions. 

Additionally, we consider a relatively large wireless mesh network simulated by a 
wraparound structure such that each MAG has four direct neighbors. Under these  
 

 

Fig. 1. State Diagram for the Random-walk Model 
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models, an MN can move randomly from the current MAG to one of the MAG’s four 
neighbors with equal probability, i.e., 1/4. Thus,  and  are as shown in Figure 1 
and calculated by 

       , 1                                        01 13 16                         1           
, 1     (1) 

 
We use the total communication cost incurred per time unit as the metrics for 
performance evaluation and analysis. The total communication cost includes the 
signaling cost of the location handoff and update operations, the signaling cost of 
location search operations, and the packet delivery cost. For the static anchor scheme, 
the signaling cost of location search operations is incurred when a new intranet 
session is initiated with an MN. For the dynamic anchor scheme, the signaling cost of 
the location search operations represents the cost of tracking the current serving MAG 
of an MN and resetting the forwarding chain when new sessions are initiated with an 
MN. We use and  to represent the total communication cost incurred 
per time unit by the static anchor scheme and dynamic anchor scheme, respectively. 

, , and  represent the signaling cost of a location handoff 
operation, the signaling cost of a location search operation, and the cost to deliver a 
packet, respectively. Subscript ‘I’ and ‘L’ denote internet and intranet sessions, 
respectively. Subscript ‘s’ and ‘d’ denote the static anchor scheme and dynamic 
anchor scheme, respectively. For the static anchor scheme, the total communication 
cost incurred per time unit is calculated by 
 ,  

                    , ,   (2) 
 
For the dynamic anchor scheme, the total communication cost incurred per time unit 
is calculated by 
 , ,  

                     , ,    (3) 
 
The pointer forwarding scheme in PMIPv6 does not incur cost with , . 
However, there is a delay in movement detection. The MAG that supports mobility, 
which can transfer RA unrequested in movement detection delay[8], should define 
smaller MinInt(Min-Rtr-Adv) value and MaxInt(Max-Rtr-Adv) value. For simplicity, 
the average value[9] of the RA message unrequested in movement detection delay is 
used to define  and can be calculated by 
 , ,  (4) 
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4.2 Numerical Result 

In this section, we evaluate the performance of the proposed schemes, in terms of the 
total communication cost incurred per time unit. Additionally, we compare the 
proposed schemes with two baseline schemes. In the first baseline scheme, pointer 
forwarding is not used, meaning that every MN movement will trigger a location 
update event. Thus, it is essentially the same as having 0 in the proposed 
schemes. In the second baseline scheme, pointer forwarding is employed, but the 
same forwarding chain length threshold of  is preset for all MNs, e.g., 4 for 
all MNs. Table 2 lists the parameters and their default values used in the performance 
evaluation. The time is in seconds. All costs presented below are normalized with 
respect to 1. 

Table 2. Parameter values for Performance evaluation 

Parameter Value Parameter Value Parameter Value 

 10  5  1/600 
 1/600 200 100 
 30 30 1000 

 1 MinInt 7 MaxInt 30 

 

 
Fig. 2. Optimal  versus SMR Fig. 3. Total communication cost versus  

Figure 2 shows a plot of the optimal threshold  as a function of the SMR in both 
schemes. It can be observed that for both schemes, the optimal  decreases as the 
SMR increases. This is because the mobility rate decreases as the SMR increases, 
with fixed session arrival rates; thus, a short forwarding chain is favorable in order to 
reduce the service delivery cost. It is also interesting to note that the optimal  in the 
static anchor scheme is always smaller than or equal to that in the dynamic anchor 
scheme, due to the resetting of the forwarding chain of an MN upon a new session 
arrival in the dynamic anchor scheme. 

Figure 3 shows the total communication cost as a function of  in both schemes, 
under different SMRs. As shown in the figure, there exists an optimal threshold  
that results in a minimized total communication cost. For example, when SMR 1, 
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the optimal  is 11 for the static dynamic scheme, whereas it is 10 for the AMM-PF 
scheme. In addition, the total communication cost in both schemes decreases, as SMR 
increases. This is because given fixed session arrival rates, the mobility rate decreases 
as SMR increases, and thus the signaling cost incurred by location management as 
well as the total communication cost decreases. By comparing graphs in Figure 3, it 
can be seen that the dynamic anchor scheme and the proposed AMM-PF always 
shows excellent performance with the proposed method. A gentle curve accompanied 
by an increase in the value of  can be seen that indicates that it generates, and the 
more efficient entire communication costs. 

5 Conclusion 

PMIPv6 network is a network-based mobility management protocol to support 
mobility for IPv6 nodes without requirement for specialized software. In PMIPv6 
networks, the MAG registers with the remote LMA when an MN moves frequently. 
This increases the network overhead of the LMA, wastes network resources, and 
lengthens the delay time. Therefore, we propose a new mobility management scheme 
for minimizing signaling costs using pointer forwarding. Our proposal can reduce 
signaling costs by registration with neighboring MAGs instead of the remote LMA 
though the use of pointer forwarding. Comparative Analysis of the static anchor 
scheme and the dynamic anchor scheme were performed with mathematical cost 
analysis, which showed that the performance of the proposed method is superior in 
terms of overall cost. 
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Abstract. Stream processors, with the stream programming model, have 
demonstrated significant performance advantages in the domains signal processing, 
multimedia and graphics applications, and are covering scientific applications. 
Jacobi iteration, which is widely used to solve partial differential equations, is an 
important class of scientific programs. As computers became more powerful, 
scientists have begun writing 3-D programs to solve PDEs. In this paper we 
examine the applicability of a stream processor to 3-D Jacobi iteration. In a stream 
processor system, the management of system resources is the programmers’ 
responsibility. Compared with 2-D Jacobi iteration, some new issues must be 
considered, since reuse along the third dimension cannot fit in on-chip memory. 
We first map 3-D Jacobi iteration in FORTRAN version to the stream processor in 
a straightforward way. We then present several optimizations, which avail the 
stream program for 3-D Jacobi iteration, called StreamJacobi, of various aspects of 
the stream processor architecture. Finally, we analyze the performance of 
StreamJacobi, with different scales, and the presented optimizations. The final 
stream program StreamJacobi is from 2.43 to 11.48 times faster than the 
corresponding FORTRAN programs on a Xeon processor, with the optimizations 
playing an important role in realizing the performance improvement. 

1 Introduction 

Scientific computing plays an important role in the research and industry. Currently 
general purpose architecture processors cannot meet some of the demands of the 
scientific computing applications, including large amounts of bandwidth, large 
amounts of processing capability, low power and low price. Stream processors [1-2] 
have demonstrated significant performance advantages in media applications [3]. 
Many researchers are interested in the applicability of stream processors to scientific 
computing applications [4]. 

The stream processor architecture, which has many differences from the architecture 
of a conventional system, is designed to implement the stream programming model [5]. 
Although language implementations, such as streamC/kernelC [1], Brook, and Sequoia, 
exploit the model’s features well, they do so at such a comparatively low-level; it is 
mainly the programmer’s responsibility to manage system resources. Moreover, 
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compared to other stream applications, such as media applications, scientific computing 
applications have more complex data traces and stronger data dependence. Therefore, 
writing a high-performance scientific stream program is rather hard and important to get 
right and high performance. 

Jacobi iteration, using finite differencing techniques, is a popular and simple solver 
of partial differential equations (PDEs), an important class of scientific programs. As 
computers became more powerful, scientists have begun writing 3-D programs to 
solve PDEs. In order to examine the application of the stream processor to scientific 
programs and the utilization of stream processor features, this paper maps and 
optimizes the representative scientific application 3-D Jacobi iteration, to a stream 
processor in StreamC/KernelC. 

As 3D stencil codes become widespread, numerical analysts discover that they 
have particularly poor memory behavior because accesses to the same data are usually 
too far apart, requiring array elements to be brought into on-chip memory multiple 
times per array sweep. 

Fig. 1 presents the code for 2-D Jacobi iteration. Such a solver is also called stencil 
codes because they compute values using neighboring array elements in a fixed 
stencil pattern. This stencil pattern of data accesses is then repeated for each element 
of the array. The Jacobi iteration kernel consists of a simple 4-point stencil in two 
dimensions, shown in the first part of Fig. 2. On each loop iteration, four elements of 
the array are accessed in the 4-point diamond stencil pattern shown on the left. As the 
computation progresses, the stencil pattern is repeatedly applied to array elements in 
the column, sweeping through the array, as shown in the second part of Fig. 2. 

 
A(N,N), B(N,N) 
do J=2,N-1, I=2,N-1 
A(I,J)=  
C*(B(I-1,J)+ 
B(I+1,J)+ 
B(I,J-1)+ 
B(I,J+1))  

A(N,N,N), B(N,N,N)
do K,J,I=2,N-1 
A(I,J,K) =  
C*(B(I-1,J,K)+
B(I+1,J,K)+ 
B(I,J-1,K)+ 
B(I,J+1,K)+ 
B(I,J,K-1)+ 
B(I,J,K+1))

 

Fig. 1. Code for 2-D 
Jacobi iteration 

Fig. 2. Data traces for
2D Jacobi 

Fig. 3. Code for 3-
D Jacobi iteration 

Fig. 4. Access pattern 
for 3D Jacobi 

 
In comparison, the 3D Jacobi kernel, has a 6-point stencil which accesses six 

columns of B in three adjacent planes at the same time. With a distance of 2N2 
between the leading B(I,J,K+1) and trailing B(I,J,K-1) array references, two entire 
N×N planes now need to remain in on-chip memory to exploit the reuse. 

In this paper, we use the language streamC/kernelC [1] to map FORTRAN version 
of 3-D Jacobi iteration to the stream processor. A straightforward mapping method is 
first given to map 3-D Jacobi iteration to the stream processor; optimizations are then 
proposed to improve the overall performance of the mapped stream program. Finally, 
the performance of the stream program, called StreamJacobi, and the effectiveness of 
our optimizations are measured through a number of experiments. Compared with 
FORTRAN program on a Xeon, StreamJacobi finally achieves from 2.43 to 11.48 
times speedup. 
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2 Background 

The stream processor architecture is developed to speed up stream applications with 
intensive computations. The stream programming model divides a application into a 
stream-level program that specifies the high-level structure of the application and one 
or more kernels that define each processing step[6]. Each kernel is a function that 
operates on streams, sequences of records.  
 

 

Fig. 5. Stream
programming 
model 

Fig. 6. A stream processor Fig. 7. Distribution of
b0 among lanes 

Fig. 8. Distribution of 
b0' with record reuse 
exploited 

Popular languages implementing the stream programming model include 
StreamC/KernelC [1] for Imagine and Merrimac processor, Brook [7] for GPU and 
SF95 [4] for FT64 processor. These languages can also be used to develop stream 
programs for Cell Processors [8]. All these stream architectures have the 
characteristic of SIMD stream coprocessors with a large local memory for stream 
buffering. Fig. 4 shows a simplified diagram of such a stream processor. A stream-
level program is run on the host while kernels are run on the stream processor. A 
single kernel that operates sequentially on records of streams is executed on clusters 
of ALUs, in a SIMD fashion. Only data in the local register files (LRFs), immediately 
adjacent to the arithmetic units, can be used by the clusters. Data passed to the LRFs 
is from the Stream Register File (SRF) that directly access memory. On-chip memory 
is used for application inputs, outputs and for intermediate streams that cannot fit in 
the SRF. 

3 Straightforward Map and Optimizaiton 

Straightforward Map 
The implementation of mapping applications to the stream programming model can 
be thought of as a code transformation on programs that consist of a series of loops 
that process arrays of records. The data traces of different references in the innermost 
loop are extracted into different streams, and the computations performed by each 
loop are encapsulated inside a kernel. The remaining code composes the stream 
program. 

When 3-D Jacobi iteration is mapped, the corresponding stream program declares 
five streams: four that correspond to the data accessed by four references to array B in 
I-loop and a fifth, a0, that corresponds to the data accessed by the array a in I-loop. 
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After declaring the streams, the stream program then calls a kernel that processes the 
streams b0, b1, b2 and b3 to produce the stream a0. The kernel is declared, taking four 
input streams (“istreams”), one output stream (“ostream”) and one microcontroller 
variables as arguments. If first reads the values of the microcontroller variables, then 
loops over the records in the input streams computing records in the output stream. 
 
Exploiting the Reuse of Record 
The SRF is banked into lanes such that each lane supplies data only for its connected 
cluster. Records of a stream are interleaved among lanes. If a cluster needs data 
residing in another cluster, it gets the data by inter-cluster communication. Fig. 7 
shows the distribution of data, accessed by the stream b0 on j=0 iteration, among the 
lanes, with neighboring records residing in neighboring lanes. 

In the FORTRAN code of 3-D Jacobi iteration, two neighboring elements, i.e. 
B(I+1, J, K) and B(I-1, J, K), of array B are involved in each iteration of I-loop. When 
mapping such loops, we have two choices as follow: 

 Organize data as different streams to start and to end at different offsets into 
the original data arrays. The data covered by the two references, B(I-1,J, K) 
and B(I+1,J, K), in I-loop are organized into the streams b0 and b1 in referred 
order. Although the data in the records of every stream are almost the same, 
just displaced, all the streams must be loaded from off-chip memory.  

 Organizing data covered by the two references in I-loop as a single stream. In 
this way, the streams b0 and b1 in StreamJacobi are merged into one stream 
b((j+1)×N, (j+2)×N-1).  However, during the kernel example execution, 
clusteri must communicate with clusteri+2 to gather the needed record by 
inter-cluster communication, which causes clusters to stall while waiting for 
the data collection. 

We reorganize the data distribution, with adjacent records distributed on the same 
lane. Thus, the optimized stream program has the same number of memory transfers 
with the second choice, but does not require any inter-cluster communication. The 
steps of exploiting the reuse of records for StreamJacobi are given below. 

Step 1. Organize all records covered by the two array references B(I+1, J, K) and 
B(I-1, J, K) as a new stream, with the same order as the array B. 

Step 2. Set the stride of the new stream be Lengthstream/Ncluster and the record length 
be Lengthstream /Ncluster + 2, where Ncluster is the number of clusters in the stream 
processor and Lengthstream is the length of the new stream. This means the original 
records from i×Lengthstream/Ncluster to ( i + 1)×Lengthstream/Ncluster + 2 in the new stream 
become the ith record of the new derived stream, b0', residing in the ith cluster. The 
distribution of b0' among lanes is shown in Fig. 8. Data distribution is transposed as 
shown, with neighboring records distributed on the same lane, such that clusteri gets 
neighboring records from the lane of itself without any inter-lane communication. 

Step 3. Divide all other stream references into Ncluster parts by setting the stride be 
Lengthstream /Ncluster and the record length be Lengthstream /Ncluster.  

Step 4. Update original kernel to process the records in the corresponding new 
order. 



 The Evaluation and Optimization of 3-D Jacobi Iteration on a Stream Processor 321 

 

After the optimization, the final stream-level program, has little inter-cluster 
communication and less memory transfers. 

In order to exploit stream reuse, the stream references in stream-level program are 
transformed with the same length, stride and record length, with redundant pad. Thus, 
the stream length, record length and stride of the streams b2', b3', b4', and b5' are 
changed as those of the stream b0', with the changed streams named b2", b3", b4", and 
b5"; correspondingly, the kernel is updated to process the correct records. 

 
Exploiting the Reuse of Streams 
The relationship among the locations, accessed by the streams b0', b2", b3", b4", and 
b5" is described in Fig. 9. It is shown that the stream b5" on iteration j, the stream b0' 
on iteration j+k×N, the stream b2" on iteration j+k×N-1, the stream b3" on iteration 
j+k×N+1 and the stream b4" on iteration j-k×N access the same locations. Since the 
values of the basic stream b are unchanged, the stream b0' does not require accessing 
off-chip memory but accesses the SRF to get the values that are used by the stream 
b5" in N previous iterations. Similarly, b2" can access the SRF to get the values that 
are used by the stream b5" in N-1 previous iterations, b3" can access the SRF to get the 
values that are used by the stream b5" in N+1 previous iterations, and b4" can access 
the SRF to get the values that are used by the stream b5" in 2×N previous iterations. 

 
Stream<float> a(N*N*N),b(N*N*N);
Stream<float> a0', b5"; 
Stream<float> a00(T-2), b00(T), ..., b1T-1(T); 
streamCopy(b(0, T),b00); 
streamCopy(b(T, T),b01); 
... 
streamCopy(b(2*T*T,  2*T*T+1),b01); 
for (jj=2; jj < N-1; jj = jj + T){ 

for (ii=2; ii < N-1; ii = ii + T){ 
for (k = 1; k < N-2; k++){ 

for (j = jj; j < min(jj+T-1,N-1); j = j + 1){ 
       define recLen0, s0, recLen1, s1; 
       //define stream references 

b5" = b((k+1)*T*T+(jj+j+1)*T+ii,   
(k+1)*T*T+(jj+j+2)*T+ii,  recLen0, s0); 

a0' = a(k*T*T    +(jj+j+1)*T+1+ii, 
k*T*T   +(jj+j+2)*T-1+ii,recLen1, s1); 

streamCopy(b5", b1T-1); 
//kernel call 
jacobi" (b11, b10,b12, b00, b1T-1, a0');  

 
//Rotate data between bij 
streamCopy(b01,b00); 
streamCopy(b02,b01); 
... ... 
streamCopy(b1T-1,b1T-2); 

} } } }

 

Fig. 9. Relationship among the
locations accessed by  b0', b2", 
b3", b4", and b5"

Fig. 10. Tiled 3D Jacobi iteration 
stream-level program 

Fig. 11. Access
pattern of tiled 3D
Jacobi

 
However, stream compilers [1] cannot recognize and utilize the reuse supplied by the 

streams b0', b2", b3", b4", and b5". This is because the start and end bound of these streams 
are variables, which means they are unknown when stream compilers allocate the SRF for 
streams. Therefore, the reuse supplied by these streams is all omitted by stream compilers 
 
Stream Reuse Exploitation 
We optimize it by introducing 2×N+1 basic streams, b0,0, b0,1, …, b0, N-1, b1,0, b1,1, …, 
b1, N-1 and a00, initializing b0,1, …, b0, N-1, b1,0, b1,1, …, b1, N-2 before the loop with the 
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streams referenced by b4" on iteration from 0 to 2×N-1, defining b1, N-1 to b5" and a0', 
loading the values referred to by b4"  to b0,0, replacing the references b0', b2" b3" and a0' 
with basic streams b1,1, b1,0, b1,2 and a00 respectively, saving the output a00 to the 
locations defined by a0' and moving the values of b0,j to  b0,j-1, those of b1,j to b1,j-1, 
and those of b1,0 to b0,N-1, at the end of the loop body. The function streamCopy(s, t) 
copies records of s to t. An SRF-to-memory copy generates a save of s to memory; a 
memory-to-SRF copy generates a load of s to the SRF; an SRF-to-SRF copy 
generates a save of s to memory and a load of s to the SRF buffer that holds t. We can 
effect the reuse by replacing streams that have unknown starts and ends with streams 
that have constant starts and ends, i.e. basic streams, and explicitly transferring 
original reuse to the reuse among streams with constant starts and ends. The stream 
compiler will recognize and utilize the reuse in the transformed code. However, it 
does so at the expense of introducing two expensive SRF-to-SRF data moves. Since 
these moves implement a permutation of values in the SRF, we can eliminate the need 
for moves by unrolling to the cycle length of the permutation, i.e. 2×N times, and 
permuting the stream references in each unrolled loop bodies. The stream compiler 
can capture reuse in the transformed stream program, thus efficiently reducing off-
chip memory transfers. 
 
Tiling the Stream Program 
2×N+1 streams with the length of N, i.e. 2×N×N+N records totally, need to remain in 
the SRF for the stream processor simultaneously, in order to effect all the reuse. So 
only 3D Jacobi iteration of size less than 128×128×128 can fully exploit reuse for a 
128KB SRF. Otherwise, data for stream B will need to be brought into the SRF two 
or more times each time the kernel is executed, reducing performance for larger 
problem sizes. 

Tiling is a well-known transformation which improves locality by moving reuses to 
the same data closer in time. To exploit the reuse, we tile the J-loop and the stream 
length, i.e. I-loop in original FORTRAN code. First, J and the start record of each 
stream are strip-mined to form tile-controlling loops JJ and II. Next, JJ and II are 
permuted to the outermost level. Fig. 10 shows the tiled 3D Jacobi iteration stream-
level program. Fig. 11 illustrates the stream access pattern of tiled 3D Jacobi iteration. 
After tiled, all the stream reuse is exploited, with only 2×T×T+T records remaining in 
the SRF. 

 
Selecting Tile Sizes 
Achieving reuse after applying our tiling transformation depends on the choice of tile 
dimensions T now. As discussed above, 2×T×T+T records need to remain in the SRF 
after tiled, in order to effect the reuse. Additionally, the stream of a0', with the length 
of T-2, should also remain in the SRF in each iteration. Thus, 2×T×T+2×T-2 records 
need remain in the SRF if all the stream reuse is exploited. Let Srec be the record size, 
and CSRF be the SRF capacity. The max T that satisfies the following formula is the 
best tile size, 

(2×T×T+2×T-2)× Srec≤CSRF.   (1) 
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4 Experimental Setup and Performance Evaluation 

In our experiments, we use Isim[2], a cycle-accurate stream processor simulator 
supplied by Stanford University, to get the performance of StreamJacobi with 
different scales and different versions. We perform experiments with four scales, 
128×128, 256×256, 512×512, 1024×1024 and 4K×4K. The baseline configuration of 
the simulated stream processor and its memory system is detailed in table 1, and is 
used for all experiments unless noted otherwise. For comparison, 3-D Jacobi iteration 
kernel in FORTRAN is compiled by Intel’s IA32 compiler (with max speed 
optimization option), and run on a Xeon processor, one class of the most popular 
machines used for scientific computing applications now. Table 2 shows the 
configuration of the Xeon processor. 

Table 1. Baseline parameter of Isim 

Parameter Value 

Number of clusters 8 

Capacity of LRF 38.4KB 

Capacity of SRF 512KB 

Capacity of  off-chip DRAM 4GB 

Operating frequency 2GHz 
 

Table 2. Xeon Configuration  

Parameter Value 

Number of cores 8 

Operating frequency 2.7GHz 

L1 Cache 8×32K×2 

L2 Cache 8×256K 

L3 20M 

 
Overall Performance 
The performance of StreamJacobi with all optimizations is first presented to evaluate 
the stream processor’s ability to process 3-D Jacobi. Fig. 12 shows the speedup 
yielded by StreamJacobi, with different scales, over FORTRAN 3-D Jacobi iteration. 
StreamJacobi yields from 2.43 to 11.48 times speedup, which indicates the stream 
processor can successfully process such class of scientific applications. This is 
because plenty of ALUs process computations in StreamJacobi; data reuse is all 
exploited; memory transfers are overlapped with kernel execution perfectly.  

For our configuration of Isim, the 3-D Jacobi iteration with size of larger than 248 
will be stripped for the exploitation of stream reuse; for the Xeon processor, the same 
data of the Jacobi iteration with size larger than 512 will be transferred to L2 cache 
multiple times, and that of the Jacobi iteration with size larger than 1.5K is transferred 
to L3 cache multiple times. Therefore, our mapping and optimization gets the highest 
speedup of 11.48 for the iteration with size of 4K, and a higher speedup for the 
iteration with size of 1024. For    StreamJacobi with the size larger than 248 and 
smaller than 512, StreamJacobi loads some pad data in order to exploit the reuse. And 
therefore, they get relatively smaller speedup. 

One key to achieving high performance on a stream processor is making kernel 
execution and memory transfers occur concurrently. Fig. 13 shows the time taken by 
StreamJacobi to execute kernels and to access memory, respectively (normalized to 
the total execution time). Due to the reuse of streams and the concurrent memory  
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accesses, memory access delays become less in StreamJacobi. StreamJacobi is now 
bounded by both computing resources and memory access performance. In particular, 
StreamJacobi with size larger than 512 is bound by kernel execution now. 
 
Effect of Exploiting the Reuse of Records 
We now demonstrate the effectiveness of exploiting the reuse of records that 
reorganizes streams to reduce off-chip memory transfers. Fig. 14 demonstrates 
marginal speedup, due to the reduction of memory transfers. For StreamJacobi with 
128×128 scale, this optimization reduces the number of loading streams, so reduces 
the preparing overheads, so gains largest speedup.  But for the stream programs of 
the Jacobi application with other scales, their speedup is nearly the same. 
 
 

Fig. 12. Speedup of 
Isim over Xeon 

Fig. 13. Time 
distribution of kernel 
and memory access 

Fig. 14. Speedup of 
exploiting record 
reuse  

Fig. 15. Speedup of 
exploiting sreeam 
reuse  

 
Effect of Exploiting the Reuse of Streams 
As a stream processor reduces memory transfers only by capturing the reuse among 
streams in the SRF, this optimization is important. We evaluate the impact of 
exploiting the reuse of streams on program performance. StreamJacobi benefits 
greatly from this optimization. Fig. 15 demonstrates the speedup attained with this 
optimization. 

Since five out of six input streams reuse the data generated on the previous 
iteration, a lot of memory transfers are reduced. Without the optimization, the stream 
compiler cannot identify the reuse, all input streams must be loaded from off-chip 
memory and each kernel must wait until its input streams are loaded from off-chip 
memory. Stream reuse removes the appearance of streams with unknown starts and 
ends, thus making the stream compiler able to identify reuse. 
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Abstract. CS (Conflict Serializability) is a recently proposed relaxer correct-
ness criterion that can increase transactional memory’s parallelism. DDA (Dis-
tributed Dependency-Aware) model is currently proposed to implement CS in 
distributed STM (Software Transactional Memory) for the first time. However, 
its transactions detect conflicts individually via detecting cycles in PG (Prece-
dence Graph) and cause extra runtime overhead, especially at the condition that 
the transactions access lots of objects or the PG is large. In this paper, we pro-
pose an approach to make each cycle in PG detected by those transactions, 
which construct this cycle, together in parallel way, instead of detecting cycle 
individually. Experimental results show that the average execution time and 
communication cost of all transactions, including aborted ones, in our approach, 
can be decreased to 76% and 78% of those in DDA respectively. Its speedup is 
up to 2.56× against baseDSTM, employing two-phase locking. 

Keywords: Distributed software transactional memory, Conflict serializability, 
Parallelism. 

1 Introduction 

Transactional memory is a promising mechanism for simplifying shared memory 
parallel programming. Transactions improve performances of locks because they are 
easier to reason about, more composable, and in some cases they can provide progress 
guarantees without complex design. Distributed STM (Software Transactional 
Memory) is a natural fit for distributed memory system, such as partitioned global 
address space model. Yet, most current distributed STMs, such as Cluster-STM [1], 
DiSTM [2] and DecentSTM [3], still adopt 2PL (two-phase locking). It restarts or 
delays one transaction whenever two overlapping transactions access the same object 
and at least one access is a write. Furthermore, in distributed applications, long running 
transactions and the transactions needed to ensure the correctness of considerable data 
are also very common, such as transactions in operations of list, tree and graph. As a 
result, it has a very high abort rate, and bad performance of distributed applications. 

Fortunately, DDA (Distributed Dependency-Aware) [4] model is proposed to leve-
rage CS (Conflict Serializability) [5-8, 19] criterion in distributed STM for the first 
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time, to relax the restriction of two-phase locking. It allows conflicting but conflict-
serializable transactions to commit safely via maintaining a PG (Precedence Graph) 
of conflicting and uncommitted transactions and keeping it acyclic. However, when-
ever a transaction accesses a data object and inserts a dependency into PG, DDA 
needs to detect conflicts through detecting cycles in PG individually. Consequently, 
DDA induces much extra time to finish a transaction, especially at the condition that 
the transaction accesses lots of objects or the PG is complex for many active transac-
tions and high contention. 

In fact, to ensure CS, it is not necessary to make every transaction detect cycles in 
PG individually. It just needs every cycle to be detected respectively by one transac-
tion in them and keeps PG of transactions acyclic. Hence, we can reduce the extra 
execution time, via making conflict-detect operations of transactions detect the cycle, 
constructed by those transactions, together in parallel way. The cycle will be detected 
out in self-loop by a transaction in it. To validate this approach, we implement it in a 
distributed STM, namely DDASTM. In summary, this paper proposes an approach 
that allows conflict-detect operations of transactions to detect the same cycle, which is 
constructed by these transactions, together in a parallel way, to spare extra execution 
time of transaction and also reduce communication cost. We present the details to 
efficiently employ our approach in distributed STM. Experimental results show that 
our approach can spare substantial execution time of transactions and communication 
cost against DDA, especially at the some conditions. 

The rest of this paper is organized as follows. In section 2, the related work for 
transactional memory is surveyed. Section 3 presents our basic idea and challenges. 
Section 4 gives the experimental results of DDASTM and DDA.  The conclusions 
are summarized in section 5. 

2 Related Works 

Currently, transactional memory has attracted much attention from researchers. They 
focus on STM [9], HTM [11, 13] and Hybrid TM [14, 15]. Some works [16, 17] try to 
optimize them to get good performance and scalability via relaxer correctness crite-
rion and scheduler. Yet, most distributed STM systems still employ linearizability  
[18] to guarantee the correctness of concurrent transactions via emulating a technique 
known as 2PL. While easy to implement, this approach may lead to high abort rate, 
especially in situations with long-running transactions and contended shared objects. 

Utku Aydonat [6] proposes to employ a relaxer correctness criterion, namely CS, 
to ensure serializability in transactional memory and guarantee the correctness of 
concurrent transactions. It does not impose any restrictions based the execution order 
of transactions, and performs more relaxed than linearizability and allows more con-
currency. Some related works [5-8] implement CS in multicore environment and also 
demonstrate CS can reduce lots of spare aborts and performs better than 2PL, even 
though with more runtime overhead. 

Bo Zhang [4] presents DDA and attempts to extend CS criterion to distributed 
STM. However, to accept any interleaving that is conflict-serializable, Hany E.  
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Ramadan [8] proves that it needs to maintain a PG of conflicting, uncommitted trans-
actions, and keeps it acyclic. So, the key challenge to ensure conflict-serializable in 
distributed STM is cycle detection in a dynamic PG, which changes with the execu-
tion of transactions. Yet, DDA can not satisfy this requirement well, because it needs 
to detect cycles in PG whenever a transaction accesses a data object and inserts a 
dependency into PG. As a result, DDA has much redundant latency to finish a trans-
action, especially at the condition that the transaction accesses lots of objects or the 
PG is complex for many active transactions and high contention. Even though there 
are also many research papers about distributed cycle detection algorithm, all these 
algorithms [10] aim for deadlock and knots detection in distributed environment. 
None of them satisfy the requirements of cycle detection in the PG for distributed 
STM for bad performance or even can not correctly detecting out cycles. In this paper, 
we try to proposes an efficiently algorithm to detect out cycles on dynamic graph by 
several related operations together in parallel way. 

3 Main Idea and Challenges of DDASTM 

3.1 Main Idea 

The main idea of our approach is inspired by the following inspection. To ensure CS, it 
just needs every cycle to be detected respectively by one transaction in them and keeps 
PG of transactions acyclic. Hence, when transactions are being committed, conflict-
detect operations can gradually make nodes, representative of these transactions, out of 
PG correctly and compact the PG together in a parallel way, finally making each cycle 
detected in a self-loop by a transaction in it. Then extra execution time of transaction 
can be spared, and the communication cost to detect a cycle can be shared by transac-
tions constructing this cycle. Note that to correctly compact a node Ti out of PG, we 
need to calculate an edge set Dep(Ti)={<Tx, Ty>|Tx∈Pre(Ti)∧Ty∈Next(Ti)} to substitute 
edge set Pre(Ti) and Next(Ti) in the edge set of PG, where Pre(Ti)={Tx |<Tx, Ti >∈PG} 
and Next(Ti)={Ty |<Ti, Ty>∈PG}. Fig. 1 gives an example to describe this approach.  
 

 

Fig. 1. Cycle-detection operation compacts PG 
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(a) Without priority                         (b)   With priority 

Fig. 2. Synchronization problem 

3.2 Challenges 

In this part, we show the challenges to make operations compact the PG together in a 
parallel way. The details are shown as follows. 

The first challenge is about synchronization. If compacting the PG in parallel way 
without correct synchronization, those operations will be unaware of other operations, 
which are also detecting the same cycle. These operations will detect the cycle indivi-
dually instead of detecting the same cycle together, inducing much unnecessary latency 
and communication cost. For example, as the PG in Fig. 2(a), suppose the cycle-detect 
operation of transaction A tries to compact the PG, and needs to notify transaction D 
while the neighbor of D is not A anymore but B. Yet, cycle-detect operation of D likely 
proceeds in parallel with A and has left the node before the coming of notification. As a 
result, the operation of D is unaware of the change of its neighbor nodes. Then to cor-
rectly compact the PG, operation of A needs further communication to notify operation 
of D. It may be the same as operation of D as well. Then both operations may need 
further communication to correctly compact PG. 

To eliminate such problem and correctly proceed in a parallel way, our approach 
gives every transaction a priority and makes their cycle-detect operations gradually 
compact the PG in an order, according to given priority of them and their neighbors. 
Cycle-detect operation of Ti needs to wait until operation of every transaction Tj in 
Wait(Ti) has compacted indirect dependency among Prej and Nextj into direct depen-
dency Depj and notifies Ti. Wait(Ti)={Tj|Tj∈Pre(Ti)∨Tj∈Next(Ti), and Pri(Ti)< 
Pri(Tj)}, where the priority of transaction Tx is Pri(Tx), also the identity of Tx. Note 
that, we define the priority in this way just for simplicity and can define it in other 
ways as well. As in Fig. 2(b), because Pri(A)>Pri(B) and Pri(A)>Pri(D), in the first 
round, transaction A lets its cycle-detect operation compact indirect dependency be-
tween <D, A> and <A, B> into direct dependency <D, B>. Similarly, C proceeds in 
parallel with transaction A, and also compacts indirect dependency between <B, C> 
and <C, D> into direct dependency <B, D> in the first round. However, priorities of 
transaction B and D are lower than their neighbors respectively, thus they must wait 
and operation of A and C do not need further communication to notify the change of 
PG. As a result, the problem described above can be eliminated. 

The second challenge is about consistency. The PG of transactions is dynamic  
and neighbors of each transaction are changing with the execution of transactions, 
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inducing inconsistent neighbor information among transactions. Then some transac-
tions can not correctly synchronize as discussed above, and even may wait the notifi-
cation of neighbors forever. For example, as in Fig. 3(a), suppose transaction A  
accesses a data object and generates a dependency <D, A>, after transaction D has 
committed and collected all its information of neighbors. Transaction A makes D as 
its neighbor, but D is unaware of the existence of <D, A> and does not make A as its 
neighbor. If pri(A)<Pri(D), transaction A will wait the notification of D. As D is una-
ware of the existence of A, it will never notify and awaken A. 

 

 
(a) D does not compacted itself                   (b)  D has compacted itself before the  
                                                          notification of A 

Fig. 3. Information of neighbors inconsistent problem 

To tackle this problem, we firstly need to know which transaction has inconsistent 
information of its neighbors, then make the information of this transaction consistent. 
Let us consider the above example. Because only the transaction A is aware of the 
existence of dependency <D, A> and knows that transaction D has collected informa-
tion before the generation of such dependency. Hence, only transaction A knows the 
information of D is inconsistent, and can make the information of D consistent. So, 
after knowing the neighbor information of D is inconsistent, A should not wait for it, 
and just needs to find the current location of cycle-detect operation of D and makes its 
information consistent. Note that, as in Fig. 3(b), transaction D may has been com-
pacted out of PG before the notification of A. Then the inconsistent neighbor informa-
tion of D may be transferred to transaction C. Hence A needs further communication 
to make the information of C consistent. Moreover, A may need to locate the inconsis-
tent information initially owned by D iteratively, because transaction C may have 
transferred this inconsistent information to other transactions. 

4 Evaluation and Experimental Results 

In this section, we firstly show the potential benefit of using our approach to ensure 
CS in distributed STM via comparing the abort rate of DDASTM with a distributed 
STM, named BaseDSTM, employing two-phase locking. Finally the runtime over-
head and speedup for DDASTM and DDA are also shown. 
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4.1 Environments and Benchmarks 

The hardware platform used in our experiments is a cluster with 40 cores residing on 
five nodes: the master node and four others while the network interconnection is a 
Gigabit ethernet. The master node and all the remaining worker nodes are 4 dual core 
Intel Xeon CPU at 1.60 GHz with 4GB of RAM each. Each node has 8 cores and thus 
a maximum of 8 threads are spawned to run transactions. All the nodes run Red Hat 
Enterprise Linux Server release 5.1. In experiments, we create from 1 to 8 threads per 
node in total from 5 (one thread per node) to 40 (8 threads per node) threads to ex-
ecute following benchmarks. 

Table 1. Transactional characteristics of benchmarks 

Benchmarks Length Size of R/W Set Contention 
Kmeans Short Small Low 

Labyrinth Long Large High 
ssca2 Short Small Low 

Vacation Long Large High 
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Fig. 4. Abort rates for BaseDSTM and DDASTM 
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In order to evaluate our system, some benchmarks from STAMP [12] suite have 
been ported to our system. In total four typical benchmarks have been used to eva-
luate our system: kmeans, labyrinth, ssca2 and vacation. These benchmarks contain 
both short-running small R/W sets low-contention transactions as well as long run-
ning large R/W sets high-contention transactions. Table 1 summarizes the transac-
tional characteristics of above benchmarks. These characteristics include the length of 
transactions (the average execution time spent for each successful transaction), size of 
the read and write sets for each successful transaction and amount of contention (abort 
rate). 

4.2 Results 

Fig. 4 shows the ratio of aborted transactions with respect to the total number of 
transactions for DDASTM and BaseDSTM using above benchmarks with 1, 2, 4 and 
8 threads per node on five nodes respectively. These figures show that DDASTM has 
from significantly less abort rate compared to BaseDSTM for relaxer correctness 
criterion. Taking kmeans as an example, BaseDSTM almost aborts 45.8% of all trans-
actions when the number of threads is 40, whereas DDASTM only aborts 17.3%. 
Furthermore, the abort rate of BaseDSTM is almost up to 82.8% when the benchmark 
is labyrinth executing on 40 cores. However, DDASTM almost only aborts 40.3%.  
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(a） Average execution time ratio for each        (b) Average communication cost ratio for each 

transaction of DDASTM against DDA         transaction of  DDASTM against DDA 

Fig. 5. Runtime overhead of DDASTM against DDA 

Fig. 5(a) and Fig. 5(b) show the average execution time and average communica-
tion cost of transactions, including aborted ones, for DDASTM normalized with re-
spect to those of DDA respectively. A number of observations can be made from both 
figures. First, DDASTM causes more execution time and communication cost than 
DDA for benchmark kmeans and ssca2 when the number of threads is small. This is 
because DDASTM needs to gather neighbor information at any condition and causes 
some fixed overhead. DDA only causes a little runtime overhead when the contention 
is low and the R/W set is small. The second observation is that the execution time and 
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communication cost ratio of DDASTM against DDA both become smaller with the 
increase of threads. Finally, we can observe that DDASTM spares more execution 
time and communication cost for labyrinth and vacation than kmeans and ssca2. More 
specifically, the execution time ratio can be decreased to 76% and 78% for labyrinth 
and vacation respectively. The execution time ratio for kmeans and ssca2 are 85% 
and 92% respectively. Hence we can conclude that DDASTM can spare more runtime 
overhead against DDA, at the condition that transaction has high contention and ac-
cesses lots of objects. 
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Fig. 6. Speedup with respect to one thread of BaseDSTM per node 

The speedup of BaseDSTM, DDASTM and DDA with respect to one thread of Ba-
seDSTM per node for above benchmarks are shown from Fig.6(a) to Fig.6(d) respec-
tively. Fig.6(a) and Fig.6(c) show that DDA performs worse than BaseDSTM for 
benchmark kmeans and ssca2 respectively for much higher runtime overhead, even 
though with lower abort rates. DDASTM performs worse than DDA at the beginning 
for high runtime overhead, but performs better than DDA at last for more parallelism 
and lower average runtime overhead. However, its performance is still lower than 
BaseDSTM. Fig.6(b) and Fig.6(d) show that DDASTM performs better than DDA. 
Take vacation benchmark as example, when the speedup of DDA is 4.2×, the speedup  
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of DDASTM has got up to 5.38× for lower runtime overhead. In vacation benchmark, 
we can also observe that DDASTM and DDA all perform better than BaseDSTM for 
lower abort ratio, except executing it with one thread per node. 

5 Conclusions 

Most current distributed STM systems still implement 2PL concurrency control algo-
rithm, which is demonstrated limit concurrency of transactions. Recently, DDA model 
is proposed to guarantee CS in distributed STM to improve concurrency for the first 
time. However DDA induces much extra time to finish a transaction, especially at the 
condition that the transaction accesses lots of objects or the PG is complex for many 
active transactions and high contention. 

In this work, we propose an efficient distributed STM, namely DDASTM, to en-
sure CS. We evaluate several benchmarks on DDASTM and DDA, and demonstrate 
that much redundant execution time and also much unnecessary communication cost 
can be spared via allowing several operations to correctly detect the same cycle to-
gether in parallel way. Experimental results also show that it has a clear performance 
advantage to the approach of DDA. Results prove that for transaction with high con-
tention or accessing lots of objects, the speedup of distributed STM employing CS is 
up to 2.56× against distributed STM leveraging 2PL. 
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Abstract. With system size and complexity is growing rapidly, traditional pas-
sive fault tolerance can no longer guarantee the reliability of system because of 
the high overhead and poor scalability of these methods. Active fault tolerance is 
believed to be the most important fault tolerant approach for exascale systems. 
Aiming at system failure prediction, this paper proposes a system logs 
pre-processing method using classification via sparse representation (SRCP). 
Adopting the idea of vectorization, SRCP removes the details of each log and 
generates the corresponding Vectors. It uses TF-IDF (term frequency-inverse 
document frequency) method to Weight each keyword which can reveal more 
precise information about correlation between log records. In order to improve 
the accuracy and flexibility of pre-processing method, log vectors are processed 
by sparse representation classification. For generalization purpose, SRCP does 
not adopt any expert system or domain knowledge. Experimental results show 
that, SRCP can not only achieve both outstanding precision and F-measure, but 
also provide a satisfactory compression ratio. 

Keywords: log pre-processing, active fault tolerance, exascale system, sparse 
representation. 

1 Introduction 

With system size and complexity are growing rapidly, the reliability issue of high 
performance computer has become extremely serious. The latest data shows that sys-
tem mean time to failure (SMTTF) of the high-end system of TOP500 is less than 10 
hours. If the scale of HPC continuous increasing and MTTF of single hardware remain 
stable, the scale of exascale system will much larger than the petascale systems and the 
SMTTF will as low as 1 hour [1]. 

Nowadays, passive fault-tolerant such as rollback-recovery is the dominant 
fault-tolerant method widely adopted in HPCs. However, this method has two draw-
backs. First, its executing overhead is so large that contributes 15% to 50% of the 
overall processing cost [2]. Second, the scalability of these methods is poor. 

To resolve these issues, researchers begin to distract their attention to active 
fault-tolerant method. These methods base on fault alert mechanism and predict  
possible failures in the near future. Comparing to passive fault tolerance, active fault 
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tolerant methods can effectively reduce overhead and improve scalability of fault 
tolerance. By combining active and passive fault tolerant methods, the reliability of 
system will be significantly improved. Thus, such solution will be the most effective 
fault tolerant approach of next-generation extreme scale computer. 

The effectiveness of active fault tolerant model is base on accurate failure predic-
tion. Thus, many of predictive methods have been introduced, and researchers pay a lot 
of attention to system status analyzing method because of the effectiveness. System 
logs provide abundant source of information for system status analyzing. However, the 
raw logs can’t be used directly, because it contains too many useless information and 
often unstructured for processing. Thus, the system logs pre-processing is indispensa-
ble to fault prediction. Fixed thresholding method is used by most of current 
pre-processing approaches. The precision and flexibility of these solutions can be 
improved. 

Because of this, this paper focuses on the design of flexible and precise 
pre-processing method. The goal of this method is not only filtering out the useless 
information, but extracting the relevance between records. It can provide useful in-
formation for further executing such as failure pattern recognition.  

This paper introduces a novel sparse representation classification based system logs 
pre-processing method (SRCP), which can not only filter out useless records, but has the 
ability to extract the relevance between logs precisely. SRCP removes the details of 
message in each log and generates the corresponding vectors. Then, SRCP process the 
log vectors by using sparse representation classification. For generalization purpose, 
SRCP method does not adopt any expert systems or domain knowledge. SRCP out-
performs current log pre-treatment methods because it has high precision and flexibility. 

2 Related Work 

The most important step of active fault tolerance is failure prediction. According to 
different data sources, current system failure prediction is mainly executed in three 
ways, i.e. failure tracking, symptom monitoring and detected error reporting [3]. Re-
gardless of which way system uses, accurate failure prediction based on system logs 
which are pre-processed. In order to eliminate useless records, Zhang and Yu [5] 
propose a pre-treatment approach which analyze RAS log and job log of Blue Gene/P 
in a cooperative manner, and identify a dozen important observations about failure 
characteristics and job interruption characteristics on the Blue Gene/P system. Liang et 
al [6] propose STF (temporal and spatial filtering) method which is widely used by 
current pre-processing approaches. This method is aimed at Blue Gene/L systems, and 
adopts expert system classify logs according to their sources.  

All pre-processing methods introduced above use expert system or domain know-
ledge, which makes them relate to specific system closely. To overcome this problem, 
Liang et al. [7] introduce ASF (adaptive semantic filtering) method. ASF analyzes 
correlation of event logs based on semantics. It converts the log to two-value (0-1) 
vector according to their message and calculates Pearson correlation coefficient of two 
vectors. Then, ASF remove redundant records base on thresholds which relate to time 
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interval between two vectors. Zhou and Jiang [3] propose IASF (improved ASF) ap-
proach base on original ASF method. Using the idea of VSM (Vector Space Model), 
IASF method removes the details in each log and generates its corresponding event 
vector which shows the present frequency of different keywords. IASF calculates the 
cosine of vectorial angle to evaluate the correlation between different event vector. 
Then it filters redundant records by using the same method of ASF.  

All methods proposed above deal with useless information filtering, which is only 
one aspect of pre-processing. Pre-processing method needs to extract the relevance 
between logs too. Unlike these studies, this paper introduces a sparse representation 
classification based system logs pre-processing method. SRCP uses TF-IDF (term 
frequency-inverse document frequency) method to Weight each keyword. TF-IDF 
method can reveal more information about the similarity and dissimilarity between 
different log records because it sets the value of each vector element not only according 
to the present frequency of the keyword in corresponding log, but also according to the 
present frequency of the keyword in all logs. It can amplify the weighted values of rare 
keywords and diminish weighted values of common keywords. What’s more, all stu-
dies introduced above use fixed thresholding method to filter out useless information 
which highly depend on appropriate threshold. Variable of system status can also affect 
the effect of pre-processing seriously, because the threshold can’t be changed during 
processing. Thus, the flexibility of these methods is poor, which makes it unsuited for 
online failure prediction. SRCP proposed in this paper can overcome these problems. 

3 Classification via Sparse Representation 

Given training set      . ,  ,  ,  ,  ∈  is the 
th object class. ∈  is test sample. The sparse representation based classification 

method is based on the simple assumption that a new test sample  from class  lies 
in the same subspace with the training samples of the same class, Thus  can be 
represented by a linear combination of them [10]: 

 , , , , , , , ,                 (1) 

i ∈  is a coefficient vector whose elements are zero except those associated with 
the atoms belonging to the ground-truth class. But it is unknown most of the time, then 
(1) can be transfered to 

 =                         (2) 

The system is typically underdetermined ( ) in practice, and the solution of (2) is 
not unique. The objective of sparse representation is to find the solution with smallest 

. This optimization problem can be described as follows: 

 x     .                                      (3) 
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where ·  represents -norm. Usually, the test sample can only be approximately 

reconstructed because of noise. Thus (3) be reformulated as 

 x     .                                 (4) 

where  is the upper-bound of approximation error. However, (4) is an NP-hard 
problem. Typical methods for solving the problem are either approximating the original 
problem (2) with -norm [11] or resorting to greedy schemes [12] to directly solve it. 
Ideally,  should be sparse, and only the atoms associated with the elements belong-
ing to the ground-truth class are non-zero. However, in practice,  is generally dense, 
with large non-zero entries corresponding to training samples from many different 
classes [13]. Thus, the class label of  is decided by 

                          (5) 

where , 1,2,3  is a new vector which sets all the elements of  to be 
zero except those corresponding to class . This classification method can avoid 
overfitting. 

Sparsity has long been exploited in many fields such as signal processing and pattern 
recognition. Recently, a classification method via sparse representation for Text  
Categorization is proposed by [14]. 

4 Sparse Representation Based System Log Pre-processing 

The useless information of system logs should be filtered out. One part of them is the 
isolated events which is irrelevant to failures. Another part is redundancy. Redundancy 
can be divided into two types: temporal redundancy and spatial redundancy. Temporal 
redundancy is caused by log’s burst feature in the time domain. Spatial redundancy is 
attributed to the parallelism of applications. When a job is running on multiple nodes, 
any record can be generated from multiple locations [4].  

The relevance between logs is useful information for subsequential processing. Due 
to the number of logs collected by high-end system is massive (it’s true even after 
pre-treatment), scanning operation is costly. However, pre-processing operation has to 
scan logs several times. If pre-processing method can record the relevance between 
logs, the overhead of subsequential processing will be reduced. 

SRCP contains two steps: Event Vector Construction and vector processing. 

4.1 Event Vector Construction 

SRCP translates every record into corresponding vector because the original records 
can’t be processed by machine. 

Log Details Deletion. The message of the record is very important. But the details such 
as paths to the targets are not helpful to analyze correlation of log records. Thus, the 
following rules are adopted. 
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• All uppercase letters replaced are by corresponding lowercase letters. 
• Remove punctuation, quotes and parentheses (include what it contains). 
• All verbs are replaced by their simple present tense.  

Vector Construction. Through scan all logs contained in training set, SRCP generates 
keyword table. Then, it constructs corresponding vector for each record. The elements 
of each vector are calculated as 

 ,                                                (6) 

where ,  is the present frequency of keyword  in record ,  is the number of 
logs contained in training set, and   is the document frequency of keyword . This 
method can amplify the weight of rare keywords. Thus it can reveal more precise 
information about the correlation between log records.  

The location and job ID of the record is another part of corresponding vector. SRCP 
sets these two elements of all vectors to be zero first. They will be updated during 
classification process.  

4.2 Vector Processing 

Most of pre-processing methods use fixed thresholding method to filter out useless 
records. According to a given time interval, these methods filter out all records which 
contain identical message vector except the first one. It may lose useful information 
such as failure propagation. If all subsequent records are removed, some patterns will 
be filtered out. To solve this problem, instead of removing all subsequent records with 
same message according to , SRCP method keeps all first records whose locations 
and job ID are different and filters out the rest of them.  is the fixed time interval 
which is decided by administrator. If the time interval of two records is larger than 

, they are independent to each other no matter what they contain. 
SRCP is a supervised learning method. But the training set extracting from original 

logs can’t be used as dictionary directly because they do not contain the information 
about correlation of event logs. Thus, through analyzing the training set, correlation 
table    (  is the record number of ) needs to be constructed. 
There are three sub-tables of : redundancy table, relevance table and isolation table. 
Each sub-table contains the pointers which denote the IDs of corresponding subsequent 
records of each . Base on that table, SRCP generates dictionary of every event vector ∈ , 1 (  is training set,  is number of different vector which contained 
in ). The procedure of dictionary generating method is summarized in figure 1. Each 

 is processed identically. 
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Dictionary generating algorithm 

1: Input: training set , correlation table , fixed time 
interval , time slice , event vector , 1 . 

2: Output: dictionary , 1   
3: for all ∈  
4: generate ,  , ,   extract all vectors which 

are identical to  from  
5: generate ,  , ,   extract all subsequent 

vectors of each element of , and the time interval 
between them should not exceed  (sub set , , 1  is the set of all subsequent vectors of th 
element of  according to  ) 

6: if  the locations or jobs ID of elements of  and 
corresponding element of  are identical then 

7:       set corresponding element of  to be 1  
8:    else then 
9:       set it to be zero 
10:    end if 
11: according to  and the time interval between each 

element of ,  and corresponding element of , divide 
dictionary into several slices 

12: according to , classify corresponding atoms of  
into three groups: ISOLATION, REDUNDANCY and RELEVANCE 

13:      
14: end for 

Fig. 1. Dictionary generating algorithm 

Time slice  is used to divide dictionary into several slices, SRCP will perform 
similar operation during classifying test sample. The correlation between test sample 
and its correlated records can be processed using only corresponding dictionary slice. 
The overall procedure of classifying method is summarized in figure 2. 

SRCP can achieve higher precision with a smaller , but the size of  would be 
larger after removing duplicate elements. However, SRCP is a potential paral-
lel method because each element of  is independent to each other during 
processing. Even though  is set larger, this feature can still reduce the time over-
head of classifier because the size of dictionary slice is smaller. Clearly, the value of 

 can not be set too small, because each dictionary slice should be over-complete. 
Meanwhile, if  is set too large, the precision of SRCP would be affected. 

SRCP assumes that an over-complete dictionary of each  can always be found. If 
the scale of the system is very large, the number of log will be massive after a period of 
collecting. In this condition, above assumptions are tenable because  is fixed. 



342 L. Zhu et al. 

 

 

Test sample classifying algorithm 

1: Input: training set , fixed time interval , time 
slice , dictionary set    

2: Output: class label , correlation vector _  
3: for all ∈  
4:    _  
5: generate      extract all antecedent 

vectors of , and the time interval between them should 
not exceed  

6:    according to , divide  into several slices denoted  
   by  ,  ,   , ∈ , 1  

7: remove all identical elements from each  
8: if    then 
         extract ∈ ∈ , 1 , 1  ,delete  from  
9:      if the locations or jobs ID of  and  are  

     identical then  
10:        set corresponding element of  to be 1,  
11:      else then 
12:          set it to be zero. 
13:      end if 
14: class label  classify  using SRC(sparse  

representation based  classification) and  
corresponding dictionary slice 15:      if the class label (REDUNDANCY) then  16:          , _ 0, break  

17:      else if (RELEVANCE)  then  
18:          _ ID of b , go to 8;  
19:      else if (ISOLATION)  then 
20:          go to 8; 21:       end if 22:    end if 
23:    if _   and _  0 then  
24:      , _  
25:    else if _  then  
26:       
27:    end if 
28: end for 

Fig. 2. Classifying algorithm 
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SRCP only picks out the information whether two records are relevant, further 
process is beyond the scope of this paper.  

5 Evaluation 

In this section, SRCP method is evaluated using RAS log of Intrepid and the log is 
available at [8]. 

Intrepid is a 40-rack Blue Gene/P system. It consists of 40,960 computer nodes with 
a total of 163,840cores, which offer a peak performance of 556 TFlops. Table 1 con-
tains the details of the log file. 

Table 1. Details of system log 

log Start time End time Num of log size 

Intrepid 2009-1-15 2009-8-31 2084393 1.02GB 

 

Four metrics are used to evaluate SRCP method: compression ratio, precision, re-
call and F-measure. The number of logs which are filtered out correctly is denoted as TP (true positive) and the number of logs which are filtered out incorrectly is denoted 
as FP (false positive). Meanwhile, TN (true negative) is the number of logs which are 
kept correctly and FN (false negative) is logs which are kept incorrectly. N is the 
number of records. The metrics can be formulated as follow. 

Compression ratio is defined as ratio of the number of records which are filtered out, 
to the number of records of testing set. 

                                     (7) 

Precision is the ratio of the number of records which are filtered out correctly, to the 
total number of records which are filtered out 

                                                            (8) 

Recall is defined as ratio of the number of records which are filtered out correctly, to 
the number of useless records. 

                                                             (9) 

Most likely, precision and recall can’t be improved simultaneously. To integrate the 
tradeoff between precision and recall, the F-measure was introduced [15]. 
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  ∈ 0,1                                (10) 

For pre-processing methods, the precision is more important than recall. The over-
head of subsequent process, such as failure pattern recognition, will be increased if 
the logs contain some redundant records. However, if pre-processing method filters 
out some useful records, corresponding pattern may not be recognized. That  
would affect the accuracy of prediction method. Thus, this paper also adopts 

. 

                (11) 

If β 0.5, it is known as F0.5-measure which puts more emphasis on precision than 
recall. The goal of this study is to achieve higher  and . . 
The system parameters are set as follow: 

 30 min                                                           (12) 

 1 min                                                                 (13) 

SolveOMP algorithm of SparseLab is used to find sparse solutions to systems of linear 
equations [9]. 

SRCP is supervised learning method which is inferring a function from processed 
training data. An important issue is the amount of training data. If the classifier is learned 
from small amount of training data, the overall overhead of SRCP will be low. But the 
precision of SRCP will be affected. However, if the amount of training data is large, a 
learning algorithm with low bias and high overhead will be learned. This issue is ex-
ploited base on the log file of Intrepid. The results are shown in figure 3 and figure 4.  

The result shows if the size of training set is larger than three months, the precision 
will not be improved significantly. The compression ratio is not monotone increasing. 
If the amount of training data is too small, many events are considered to be isolate 
event because SRCP can't find an over-complete dictionary for corresponding records. 

 

Fig. 3. Size of training set impact on precision Fig. 4. Size of training set impact on 
compression ratio 
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Instead of choosing the first three month as training data, the data of February, 
March and July are chosen which makes the method more general. All further evalua-
tions are based on this training data. To evaluate the effectiveness of our method, it is 
compared to ASF and IASF. The results are shown in figure 5. 

The compression ratio of SRCP is the lowest, but it can sill filter out more than 90% 
of records. The main reason is that the compression ratio is the most important metric 
of ASF and IASF.  

 

Fig. 5. The experiment results of pre-processing approaches 

In order to compare the precision, recall and F-measure of these methods, the  
authors check the pre-treatment results of Intrepid. Figure 5 presents the results of 
evaluation. 

 

Fig. 6. Evaluation results of relevance extracting   
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The recall of ASF and IASF are outstanding because the compression ratio of these 
methods is all above 0.993. However, SRCP method greatly improves the precision of 
pre-treatment. For Intrepid, both precision and recall of SRCP method are above 0.95, 
and the F-measure of SRCP is the highest. 

What’s more, SRCP method can extract the relevance between logs. According to 
Figure 6, SRCP can extract the relevance between records precisely.  

6 Conclusions and Future Work 

This paper introduces sparse representation based system logs pre-processing method. 
SRCP removes the details of records and generates the corresponding vectors. It uses 
TF-IDF method to weighting each keyword which can reveal more precise information 
about the correlation between log records. Then, SRCP processes the vectors by using 
sparse representation classification. For generalizetion purpose, SRCP method does not 
adopt any expert systems or domain knowledge. Experimental results show that, SRCP 
can not only achieve both outstanding precision and F-measure, but also provide a 
satisfactory compression ratio. 

However, SRCP method introduced in this paper could be further improved. First of 
all, the training set used in SRCP is processed manually. It is costly because the amount 
of training data is large. Besides, the effectiveness and correctness of sparse represen-
tation based classification heavily depend on the quality of dictionary. An automatic 
and accurate approach would be adopted to learn dictionary from the training data, 
which can give better performance. What’s more, the time overhead of vector 
processing is high. Basing on the potential parallel feature of the algorithm, the time 
overhead would be reduced if the algorithm is processed on GPU. We will exploit these 
aspects in future. 

Acknowledgments. The authors thank Ziming Zheng and Zhiling Lan from the Illinois 
Institute of Technology for making the log file of Intrepid available. The authors also 
would like thank the SparseLab team for making the greed algorithm available. 
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Abstract. In this paper, we introduce how to write M2M applications by using 
INI, a programming language specified and implemented by ourselves that sup-
ports event-based style. With event-based programming, all M2M communica-
tion can be handled and scheduled. Programmers may use existing built-in 
events or define their own events. We apply our approach in a real M2M gate-
way, which allows gathering and exchanging information between sensors and 
machines in the network. The results shows that our work proposes a concise 
and elegant alternative and complement to industrial state-of-the-art languages 
such as Java or C/C++.  

Keywords: event-based programming, parallel programming, domain-specific 
languages, M2M applications, gateway. 

1 Introduction 

Machine-to-machine (M2M) refers to technologies that allow data communication 
and interaction between machine(s), device(s) or sensor(s) over a network without 
human intervention. The M2M connectivity market, a.k.a. the "Internet of Things", is 
growing worldwide. Analysts predict that there will be 25 billion connected IP devic-
es by 2015, with M2M traffic expected to grow by 258% [2]. Another research esti-
mates that M2M generates $35 billion in service revenues by 2016 [5]. It covers a 
wide array of applications including automotive, metering, remote management, IP 
multimedia subsystem, industrial data collection, health care, etc [16], [24]. For ex-
ample, in agriculture, M2M applications are used to capture images to track crops' 
growth in the fields or to collect sounds to estimate insect quantity in the plants. 
Another example are medical centers, where the patient data such as blood pressure, 
heart rate, body temperature, and respiratory rate should be accumulated and sent 
periodically to the health care provider. In a factory, M2M sensors are used to track 
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and monitor assets, equipment, materials, cargo and supplies. To understand more 
about M2M technologies, please refer to [19], [28]. Currently, M2M industry contin-
ues to looks for better and comprehensive M2M solutions. 

Although M2M has attracted a large amount of attention over the years, developing 
M2M applications is still challenging. Besides, "existing M2M solutions are frag-
mented and usually are dedicated to a specific single application" [6]. In our work, we 
develop a novel programming language called INI to support developers to write 
M2M programs more easily. INI comes with event-based paradigm, which is an ap-
propriate style to handle and schedule M2M communication [23]. Moreover, events 
handlers in INI run in parallel either asynchronously or synchronously to improve the 
performance and responsiveness of the system. 

The rest of this paper is organized as follows. In Section 2, we give an overview of 
related work. In Section 3, we introduce INI and how it supports event-based style. 
Then, the case study of a M2M gateway written in INI along with the experiment 
tested on the real device are presented in Section 4. Section 5 concludes the paper. 

2 Related Work 

In recent years, the event-driven programming has been recognized as an efficient 
method for interacting and collaborating with the environment in ubiquitous compu-
ting [17]. Event-based programs are generally driven by a loop that waits for events 
and executes the appropriate callback [15]. Using event-driven style requires less 
effort and may lead to better performance, simpler, more manageable, portable code, 
and robust software [12]. This style is strong and convenient to write many kinds of 
applications: M2M applications, sensors applications, mobile applications, simulation 
systems, embedded systems, robotics, context-aware reactive applications, self-
adaptive systems, etc. 

Many M2M infrastructures frameworks, models, paradigms and services also have 
been proposed to ease the development of M2M systems. Herstad et al. [20] defined a 
service platform architecture for connected objects. The architecture exhibits a num-
ber of features to support scalability, rapid development, and technology and device 
independence. Cristaldi et al. [11] presented an interface platform, which is able to 
collect and process data from a wide variety of sensors and exchange information 
supporting different communication networks and protocols. Matson et al. [26] tried 
to create a model and architecture to support networking, communication, interaction, 
organization and collective intelligence features between machines, robots, software 
agents, and humans.   

Currently, in order to build M2M applications, developers use classical program-
ming languages (e.g. Java, .Net, C/C++, Perl, etc.) or their extensions. Besides, there 
has been several work on constructing event-based programming languages [10], 
[21], which can be applied to handle events happening in M2M systems. However, 
these languages are not fully comfortable for M2M applications since they lack a 
well-defined mechanism to support scheduled operations, which are essential in M2M 



350 T.-G. Le et al. 

 

communication. Another limitation is that events are not constructed and handled in 
an intuitive manner, i.e. they are mixed with other syntaxes and notations. 

In our language called INI, events are defined and applied clearly. Furthermore, 
event actions can be scheduled easily with the help of two built-in events (e.g. 
@every, @cron) or by user-defined events. Another advantage is a flexible support 
of parallelism for events when running. Our next section will discuss in details.  

3 Event-Based Programming with INI 

3.1 Overview 

Events are used to monitor changes happening in the environment or for time schedul-
ing. In other words, any form of monitoring can be considered to be compatible with 
event-based style. In M2M communication, events are very frequent. Generally, three 
types of events are distinguished [27]: 

- A timer event to express the passing of time. 
- An arbitrary detectable state change in a system, e.g. the change of the value 

of a variable during execution. 
- A physical event such as the appearance of a person detected by cameras. 

For example, programmers may define an event to monitor the power level of their 
systems or to observe users' behaviors in order to react. They can also specify an 
event to schedule a desired action at preferable time. To understand more about event-
based programming, please refer to [13], [14], 15]. 

INI (INI is Not ISEP) is a programming language developed by ourselves, which 
runs on Java Virtual Machine (JVM) but INI's syntax and semantics are not Java's 
ones. In INI, we support all these kinds of event as shown later. Event callback han-
dlers (or events instances) are declared in the body of functions and are raised, by 
default asynchronously, every time the event occurs. By convention, an event instance 
in INI starts with @ and takes input and output parameters. Input parameters are con-
figuration parameters to tune the event execution. Output parameters are variable 
names that are filled in with values when then the event callback is called. They can 
be considered as the measured characteristic of the event instance. It has to be noticed 
that those variables, as well as any INI variable, enjoy a global scope in the function's 
body. Both two kinds of parameters are optional. Moreover, an event can also be op-
tionally bound to an id, so that other parts of the program can refer to it. The syntax of 
event instances is shown below: 

id:@eventKind[inputParam1=value1, inputParam2 
  =value2,...](outputParam1, outputParam2,...) 
   {<action>}   

Programmer may use built-in events (listed in Table 1), or write user-defined 
events (in Java or in C/C++), and then integrate them to their INI programs.  
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Table 1. Some built-in events in INI 

Built-in event kind Meaning 

@init() used to initialize variables, when a function starts. 

@end() triggered when no event handler runs, and when the 
function is about to return. 

@every[time:Integer]() occurs periodically, as specified by its input 
parameter (in milliseconds). 

@update[variable:T] 

(oldValue:T,newValue:T)

invoked when the given variable’s value changes 
during execution. 

@cron[pattern:String]() used to trigger an action, based on the CRON pa-
tern indicated by its input parameter. 

 
By developing custom events, we can process data which are captured by sensors. 

To illustrate user-defined events in INI, let us consider a simple health monitoring 
system that must monitor several information related to the patient such as body tem-
perature, blood pressure, etc. We can design events to deal with each task as shown in 
Figure 1. The event @temperatureMonitor named t has one input parameter 
called tempPeriod, which is applied to set how long the event should sleep be-
tween two consecutive checks (time unit is in hours). Besides, it has one output para-
meter named temperature to indicate the current body temperature of the patient. 
Inside this event, based on the value of the current temperature, we can define several 
corresponding actions through the n-ary boolean case instruction (quite standard  
 

 
1 function main() { 

2   //Monitor the temperature of a patient 

3   t:@temperatureMonitor[tempPeriod = 1](temperature) { 

4     case { 

5       temperature > ... { 

6         //Notify to a doctor or do other automatic 

7         //emergency actions ... 

8       } 

9       //A default action 

10       default { ... } 

11     } 

12   } 

13   //Monitor the blood pressure of a patient 

14   b:@bloodPressureMonitor[bpPeriod = 2](pressure) { 

15     //Do desired actions ... 

16   } 

17   ... 

18 } 

Fig. 1. A simple health monitoring system written in INI 
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and not described here, please refer to INI Language Reference Documentation [31]). 
The other event @bloodPressureMonitor named b has a similar structure. All 
events in our program run concurrently, which means that we can handle multiple 
tasks at one time. To learn how to write user-defined events in INI, interested readers 
may refer to [31]. 

3.2 Advanced Use of Events in INI 

By default, except for the @init and @end events (see Table 1), all INI events are 
executed asynchronously. However, in some scenarios, a given event e0 may want to 
synchronize on other events e1,...,eN. It means that the synchronizing event e0 
must wait for all running threads corresponding to the target events to be terminated 
before running. For instance, when e0 may affect the actions defined inside other 
events, we need to apply the synchronization mechanism. Programmers may use the 
following code to ensure that the event e0 synchronizes on N target events:  

$(e1,e2,...,eN) e0:@eventKind[...](...) {<action>}   

Besides, events in INI may be reconfigured at runtime in order to adjust their beha-
viors when necessary to adapt to changes happening in the environment. Program-
mers can call the built-in function reconfigure_event(eventId, [input 
Param1 = value1, inputParam2 = value2,...]) in order to modify 
the values of event's input parameters. For example, at some time during running, we 
want to collect patient's temperature data more frequently, we can adjust the input 
parameters of t by calling: reconfigure_event(t, [tempPeriod = 
0.5]). Now our event will gather temperature data for every 30 minutes instead of 
one hour as before. Moreover, we also allow programmers to stop and restart events 
with the two built-in functions stop_event([eventId1,eventId2,...]) 
and restart_event([eventId1, eventId2,...]). For instance, we may 
stop all data collection processes when the energy level of the system is too low and 
restart them later when the energy is charged again. 

Last but not least, events in INI may be used in combination with a boolean ex-
pression to express the requirement that need to be satisfied before an event is  
executed. Programmers may use the syntax below: 

<event_expression> <logical_expression> {<action>}   

For example, if we want the event @bloodPressureMonitor to be executed only 
when the temperature is higher than some threshold: 

@bloodPressureMonitor[bpPeriod=2](pressure) temperature  
 >...{...} 

To understand more about the above mechanisms and other aspects of INI (e.g. se-
mantics, rules, type system, type checking, and built-in functions), programmers may 
have a look at [25], [31]. 
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4 Case Study: A M2M Gateway Program 

Many M2M applications are required to send data to a M2M server through network 
and a M2M gateway is a typical example [29]. In other words, a M2M gateway al-
lows different types of networks to communicate with each other in order to provide 
data [30]. For example, users may use this device for industrial data collection or for 
surveillance purpose [13]. Since this kind of tasks does not create much added-value 
and maybe in dangerous or remote environment, taking advantages of M2M technol-
ogies is a good solution. In this section, we show how to apply INI to write a M2M 
gateway program, containing two basic steps as shown in Figure 2: 

─ Collecting data (e.g. images, sound, etc.), which are captured by sensors or  
peripherals. 

─ Transmitting data to the server through the network. 

 

Fig. 2. The role of a gateway 

All these operations above can be scheduled straightforwardly with the help of the 
two built-in events @every and @cron (see Table 1). The event @every 
[time:Integer]() can be applied to do an action periodically. The event @cron 
[pattern :String]() occurs on times indicated by the UNIX CRON pattern 
expression. CRON is a task scheduler that allows the concise definition of repetitive 
task within a single (and simple) CRON pattern [3]. A UNIX crontab-like pattern is a 
string split in five space separated parts, including minutes sub-pattern, hours sub-
pattern, days of month sub-pattern, months sub-pattern, and days of week sub-pattern. 

Some examples: 

─ "* * * * *": This pattern causes the event instance to occur every minute. 
─ "59 11 * * 1-5": This pattern causes the event to occur at 11:59 AM on every 

weekday (i.e. Monday, Tuesday, Wednesday, Thursday and Friday). 

Our complete program is shown in Figure 3. The main function is composed of four 
events. The event @init (lines 3-13) is invoked to initialize necessary variables that 
will be used later. The variable capturedDataFolder indicates the folder where 
we put the collected data. If this folder does not exist, we create it (lines 7-9).  
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1 function main() { 

2  //Initialization 

3  @init() { 

4   capturedDataFolder = file("data") 

5   //Create a new data folder in case that it does not exist 

6   case { 

7  !file_exists(capturedDataFolder) { 

8   mkdirs(capturedDataFolder) 

9  } 

10 } 

11 zipFile = file("data.zip") 

12 keepParentFolder = true 

13  } 

14  //Capture image from a camera using the library gphoto2 

15  e1:@every[time = 60000]() { 

16   exec("gphoto2 --capture-image-and-download --filename " + 

17    "data/img" + time() + ".jpg") 

18  } 

19  //Capture sound from a microphone using the library alsa 

20  e2:@every[time = 30000]() { 

21   exec("arecord -d 30 -f cd " + "data/sound" + time() + 

22  ".wav") 

23  } 

24  //Upload data to a FTP server by schedule 

25  @cron[pattern = "0 09-18 * * 1-5"]() { 

26   stop_event([e1,e2]) 

27 zip(capturedDataFolder,zipFile) 

28 upload_ftp("server_address", "user_name", 

29  "password", zipFile, to_string(time()) + "data.zip") 

30 delete_file(zipFile) 

31 delete_folder(capturedDataFolder, keepParentFolder) 

32 restart_event([e1,e2]) 

33  } 

34 } 

Fig. 3. A M2M gateway program written in INI 

The variable zipFile denotes a zipped data file. We compress the data before  
uploading to save network bandwidth. 

The next two events are @every event kind. They are used to collect image and 
sound data (e.g. in a field or in a factory). The event e1 (lines 15-18) is invoked every 
minute to get a picture captured by a camera (by using the library gphoto2 [4]). The 
event e2 (lines 20-23) is invoked every 30 seconds to use a microphone to record 
sound (by using the library alsa [1]). All files (i.e. pictures and sounds) are saved 
into the data folder. These collecting processes (i.e. two events) run in parallel to take 
advantage of multithreading for better performance.  
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The last event is a @cron (lines 25-33) event, which is employed to upload the da-
ta to a FTP server every hour during working hours (i.e. 9:00 AM - 6:00 PM) on 
every weekday. Inside this event, first, we stop the two events e1 and e2 (line 26). 
Next, we compress the data folder before uploading (line 27). Then we upload the 
compressed data to a FTP server (lines 28-29). Since the gateway is only a data-
exchanging device with a limited storage capacity, after uploading, we delete the data 
to save storage (lines 30-31). Finally, we restart the two events e1 and e2 so that we 
can collect data again (line 32). 

We tested our program on the real gateway in the scope of the MCUBE project [7]. 
The device is provided by Webdyn [9], a company dedicated to design, develop, and 
market this kind of product. We use Oracle Java SE Embedded for establishing the 
runtime environment of INI on the gateway. This platform is optimized for mid-range 
to high-end embedded systems and offers a high-performance virtual machine, full 
high-performance graphics support, deployment infrastructure, and a rich set of fea-
tures and libraries [8]. During the experiment, our program worked well. All the data 
were captured and transmitted properly. 

Now let us compare our INI program with a Java program that does the same tasks. 
In order to make all operations running in parallel in Java, we need to create some 
explicit threads for different tasks: capturing pictures, recording sounds, uploading 
data and time scheduling for all operations. Scheduling is a nontrivial task to imple-
ment with Java. In addition, we also need some thread pools in order to manage and 
synchronize those threads when needed. Although Java has a powerful support for 
concurrency, writing correct concurrent applications in this language is still challeng-
ing and error-prone, especially for novice programmers [18]. To decrease the difficul-
ty and hide the unnecessary complexity, INI separates the thread issue (implemented 
in Java), and the event-handling issue (implemented in INI). This separation of con-
cerns helps in making the INI approach clearer and less error-prone than a pure-Java 
program. 

5 Conclusion and Future Work 

In this paper, we presented how to write M2M applications using event-based style 
through INI, a programming language developed by ourselves. INI can be seen as an 
Architecture + DSL (Domain-Specific Language) for (multi-threaded) event handling 
and coordination. INI allows programmers to construct and define events in a conve-
nient and straightforward way. Besides, events in INI run in parallel to perform mul-
tiple tasks concurrently. For testing, we built a gateway program and when running on 
the real device, this program completed required tasks adequately and appropriately. 

For the future work, we will apply INI in more M2M applications and also in other 
domains like robotics or manufacturing systems. We also have a plan to evaluate 
quality and performance of INI programs. Currently, we are trying to better a tool 
called INICheck, which can convert a major subset of INI to Promela, the input mod-
eling language of the well-known model checker SPIN [22]. Then SPIN can be  
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used to verify some properties of INI programs like checking ranges of values  
for variables. This tool allows the programmer to have insurance on his code and its 
behavior. 
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Abstract. An on-line optimization method for explosives storage scheduling based 
on genetic algorithm is proposed to make management of explosives storage 
process more efficient, informative, secure, and intelligent. The information of 
explosives warehouse is acquired in real time by RFID technology, and an 
assignment strategy for the location of explosives in warehouse is proposed. The 
mathematical model of explosives storage optimization is constructed by analyzing 
operation characteristics of explosives storage and requirements, and the model is 
solved using the improved genetic algorithm. The simulation results show that the 
proposed method can improve the utilization rate of warehouse space, optimize the 
walking path in the process of the explosive delivery, as well as solve the operating 
problems under some constraints, such as the expire date of explosives. 

Keywords: explosives storage, radio frequency identification technology, 
storage location assignment, genetic algorithm. 

1 Introduction 

Along with the rapid economic development of China, demands of industrial explosive 
materials are greatly increased, and so is the quick development of civil explosive 
industry. The literature [1] pointed out that this industry is under strict management of 
the regulatory authorities due to the characteristic of the civil explosive industry and 
other restrictions.  

Explosives as a kind of special items need some special requirements in the storage 
process. There are few researches about the explosive storages. Yu Li [2] presented 
the application of RFID (Radio Frequency Identification) technology in safety 
management of the primer. Yuan Chen [3] studied the system model of dangerous 
goods logistics based on RFID and GPRS (General Packet Radio Service) technology. 
Explosive storage is a complicated process, in which combinatorial optimization 
problems need to be solved. The explosives of the same specification and the same 
production date need to be stored in the same area. To address the above problems, 
we use RFID technology to get explosive warehouse real-time information first, then 
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partition the warehouse, finally, solve the optimization model by genetic algorithm 
and realize the scheduling optimization of explosive storage. 

2 Problem Statement 

Explosive products need to be temporarily stored in the warehouse in the production, 
circulation and use process. Many factors need to be considered when explosive 
products are passed in and out. 

1) The expire date problem of the explosive is one of the important factors. In the 
warehouse explosives cannot be stored too long. If it’s stored more than a certain 
time, it has to be delivered out of the warehouse first. The explosive products 
should follow the principle of first in first out; 

2) If the production of explosives is more than the inventory capacity, the old 
explosive products have to be delivered out first, and then new products can be 
moved into the warehouse afterwards. 

3) In order to get it delivered easily, the explosives with high probability to be 
delivered in and out should be placed close to the entrance. 

3 The Calculation Model of Optimization Operation  
for Explosive Warehouse 

Zhang Haijun, et al [4, 5] pointed out that normally there are many kinds of slotting 
distribution strategies in the explosive warehouse, one of which is the random 
classification. The characteristic of this distribution strategy is that each kind of goods 
is assigned to a fixed storage area, while in that specific storage area, goods distribution 
is random. The advantage is that it improves the slotting efficiency, and the defect is 
that the ins and outs of inventory and management are difficult. Fig.1 is a sketch of an 
explosive warehouse. 

 

Fig. 1. The diagram of warehouse storage 
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The classification random storage method is adopted in this paper. RFID technology 
is applied to get the explosive warehouse real-time information. And we use genetic 
algorithm to process these large amount of data information, which can realize 
allocation optimization of the explosive location in the warehouse. 

The specific strategy of location partition is as follows: 

Step 1: According to the types of explosives, the partition number can be 
determined. The length and width of a warehouse slot are denoted as a and b, the 
distance that the operation person travels from the point of origin (warehouse gateway) 
to a slot is denoted as dpq (slotting in line p column q), and the time spent is denoted as 
tpq, where p, q are the code of slot. Set a time value t (t is the standard walking time in 
each area), v is the speed of delivery vehicle, which is the same in horizontal direction 
and vertical direction. If line p column q slot meets below (1) (2) (3) equations, then the 
slot is in k area. 

dpq=（p×a+q×b）                      (1) 

        tpq= dpq/v                             (2) 

 k×t≤tpq-t≤（k+1）×t                       (3) 

Step 2: After the first step partitions each area may contain unequal number of slots. If 
the number of slots is too much different among different areas, then it must be 
regulated. If an area contains too few slots, the slots are taken from the adjacent area 
that contains more. 

Step 3: Calculate the delivery frequency of the ins and outs of explosive of each 
specification. The type of explosives is equal to the number of partitions. 

Step 4: Establish the weight matrix. The workload that the delivery vehicle takes to 
deliver some specific explosive in the unit time is related to the frequency of the goods 
ins and outs and the location of explosive storage. The frequency of goods ins and outs 
is multiplied by the time that operation person spends to arrive at the location, as a 
weight value, namely: 

Ckj =fk sj 

where fk – the frequency of the explosive ins and outs at area k, sj – the distance that the 
operation person moves from the point of origin to area j. 

Consider that different explosive should be stored with different time in the 
warehouse and should be put in different position, the frequency of explosive ins and 
outs and the problem of goods expire duration, we denote the saving time of explosives 
in each area that is divided into K areas as Pk, so we can get a comprehensive factor Wkj 

in the process of explosive stored. 

Wkj=PkCkj 

After the above processing, the explosive storage becomes a 0-1 assignment problem. 
The mathematical model is as follows. 
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Objective function: 

  F=min 
n n

k j
  WkjXkj                         (4) 

Constraint conditions: 

    
1

n

k =
 Xkj =1                                 (5) 

     
1

n

j=
 Xkj =1                                (6) 

where Xkj = 1 or 0, k = 1, 2... N; j = 1, 2... N, when Xkj = 1 the j kind of explosives is put 
in area k, the constraint condition equation (5) means that an area can only put a kind of 
explosive, the equation (6) means that the same kind of explosive can be put only in the 
same area. 

4 Operation Optimization Algorithm for Explosive Storages 

4.1 Operation Optimization Algorithm Based on Genetic Algorithm 

Step 1: Encoding 
Literature [6, 7] claims that one hard problem of genetic algorithm is encoding. We use 
real number coding sequence representation method for encoding. 
Step 2: Fitness function design  
Because the value of the target function should be minimized, this paper applies "limit 
structure method" which uses a proper value Cmax to minus the value of objective 
function. When the slot is divided into n areas, the corresponding weight matrix follows 
equation (7) to set up. Fitness function Fit (f (x)) is as follows: 

max max( )
( ( ))

0

n n

kj kj
k j

c W X f x C
Fit f x

otherwise

 − <= 




           (7) 

Step 3: The population initiation 
According to the number of the partitions we can determine the length of the 
chromosome. The size of the initial population can be determined according to the 
number of partition size. If the division number is 15, namely the chromosome length is 
15, we can generate the initial population number as 40. Wheel selection mechanism is 
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used in the selection process, and fitness function with an appropriate value Cmax is used 
to minus the value of objective function. 
Step 4: Genetic operator crossover 

Based on the sequence encoding, if we use the conventional method of single point 
crossover, double point crossover or multipoint crossover, illegal chromosome will 
appear. Therefore, this paper constructs the above sequence encoding of crossover 
based on the crossover operator.  
Step 5: Mutation 

Mutation operators are mainly inversion, insert, shift, exchange, etc. Here we use 
simple exchange operation. 

4.2 Operation Optimization Based on Improved Genetic Algorithm 

To improve the convergence of the algorithm, and to avoid local optimization in the 
process of reaching optimization, an improved genetic algorithm is proposed based on 
the crossover rate Pc and mutation rate Pm variation within the scope of certain 
linearity. The equation (7) and (8) show that GEN represents the current evolution 
algebra and MAXGEN represents the largest evolution algebra. 

                    Pc=（-0.6*GEN+180.6）/MAXGEN               (7) 

Pｍ=(0.2*GEN+20)/MAXGEN                     (8) 

5 Experiment Results 

Since the storage time of different kind of explosive is different, the storage time of 15 
categories of explosives can be written as a vector denoted as Pk. Each digital unit is 
month. The ins and outs frequency of each category of explosive is fk and the unit is ton. 
The average distance from each area to the entrance and exit is sj, the unit is meter (each 
partition is at a distance from inward and outward). According to the above steps and 
the actual situation the coefficient of storage time Pk can be derived. The frequency of 
the ins and outs is fk, the distance from each partition to the entrance and exit is tj. The 
Pk, fk, sj value can be obtained through calculation and statistical analysis. 

Table 1. The corresponding save time of different specifications of explosive pk and the 
frequency of the ins and outs fk 

 

spec K=1 K=2 K=3 K=4 K=5 K=6 K=7 K=8 K=9 K=10 K=11 K=12 K=13 K=14 K=15

Pk 2 4 3 3 2 6 4 5 3 4 5 5 6 3 5

fk 3.0 3.5 3.3 4.3 5.0 6.2 5.8 8.0 9.0 3.3 11.0 6.0 12.2 10.0 8.2
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We simulated the proposed algorithm for the storage allocation problem. The 
following four cases implemented with genetic algorithm are compared: crossover rate 
Pc = 0.8 mutation rate Pm = 0.2; crossover rate Pc = 0.8 mutation rate Pm = 0.1; 
crossover rate Pc = 0.9 mutation rate Pm = 0.2; crossover rate Pc = 0.9 mutation rate  
Pm = 0.1. 

 

 

Fig. 2. Pc = 0.8; Pm = 0.2 Fig. 3. Pc = 0.8; Pm = 0.1 

 

 

 

Fig. 4. Pc = 0.9; Pm = 0.2   Fig. 5. Pc = 0.9; Pm = 0.1 
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Fig. 6. The comparison between the improved genetic algorithm and the original genetic algorithm 

From the above Fig. 2-5, we can obtain the optimal solution when evolving less than 
200 generations every time, the biggest evolution generations as MAXGEN = 200, and 
at the same time, the generation gap GGAP = 0.9. Based on different value Pc, Pm, 
comparing the value Y objective function, the results of comparison as shown in Table 
2. The results show that under the condition of the crossover rate Pc = 0.9 mutation rate 
Pm = 0.2 the genetic algorithm finds the optimal solution 15309 then the corresponding 
chromosome is Chrom=（15  11  12  13  14  5  9  3  7  10  2  8  1  6    4）; 

Table 2. Different crossing rate and mutation rate corresponding to the objective function value 

experiment 1 2 3 4 

Crossing rate Pc 

Mutation rate Pm 

Pc=0.8 

Pm=0.2 

Pc=0.8 

Pm=0.1 

Pc=0.9 

Pm=0.2 

Pc=0.9 

Pm=0.1 

The function valueＹ 15333 15329 15309 15528 

 

In Figure 6 the solid line represents the improved genetic algorithm solution 
variation, the dashed line represents the original genetic algorithm solution variation 
when crossover rate Pc is 0.9 and mutation rate Pm is 0.2. The improved genetic 
algorithm finds the optimal solution Y=15292 and the corresponding chromosome is 
Chrom = （15  10  12  13  14  5  9  4  8  11  2  6  1  7  3）; The order 
in which the 15 kinds of the explosives are put in the corresponding 15 areas is that 
the 1st kind of explosive is put in the 15th area, and the third kind of explosive is put 
into the 12th area, and so on, until the 15 kinds of explosive are all put into the 
corresponding 15 areas. The 15 kinds of explosives stand for 15 specifications, which 
can optimize the sequence of the 15 kinds of specification explosives, i.e., the  
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explosives with the diameters 16mm，32mm，50mm，60mm，70mm，80mm，
90mm， 100mm， 110mm， 120mm， 130mm， 140mm， 150mm， 160mm，
180mm respectively are put in the areas 15,10,12,13,14,5,9,4,8,11,2,6,1,7,3.      

According to the above equations (1) (2) and (3), each partition contains the 
location of the specific rows and columns, such as the nearest distance from entrances 
is the 1st area as shown in figure 1, the farthest distance from entrances is the 15th 
area, each location of the 1st area and the 15th area in figure 1 use rows and columns, 
such as location (2, 1) which represents line 2 column 1. According to the analysis 
that the 16 mm specifications of explosive are put in the 15th area, 150 mm 
specifications of explosive are put in the 1st area. 

From the experimental results, it can be easily concluded that the improved genetic 
algorithm can well check “premature” phenomenon, prevent falling into local 
optimum, and accelerate the convergence speed. Therefore, the improved genetic 
algorithm can gain the searching speed to find the optimal solution, especially has 
obvious advantages that prevent producing “premature” phenomenon. 

6 Conclusions 

This paper presents a new approach to establish the optimized mathematical model of 
explosive warehouse. The emulsion explosive warehouse is taken as an example and 
the genetic algorithm is applied to solve the problem. An improved genetic algorithm 
is also used in the experiment, which can gain the searching speed to find the optimal 
solution and prevent “premature” phenomenon. The simulation results verify the 
feasibility of this method, which can improve the warehouse space utilization rate, 
optimize walk path that the explosive access and solve the operation optimization 
problems on the condition of the different expire date of explosives.  
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Abstract. This paper proposes a new weighted mining technique based quantity 
item with RFM(Recency, Frequency, Monetary) score for personalized u-commerce 
recommendation system under ubiquitous computing, or pervasive computing 
environment. Traditional association rule mining ignores the difference among the 
transactions. In this paper, it is necessary for us to consider the quantity of purchased 
data by each rank of RFM score in order to have different weights for different 
transactions, to generate weighted association rules through weighted mining 
association rules based quantity item with RFM score, and to recommend the items 
with high purchasability according to the threshold for creative weighted association 
rules with w-support, w-confidence and w-lift. To verify improved performance, we 
make experiments with dataset collected in a cosmetic internet shopping mall. 

Keywords: Association Rules, RFM, Weighted Association Rules Mining. 

1 Introduction 

Along with the advent of ubiquitous computing, or pervasive computing environment 
and the spread of intelligent portable device such as smart phone, PDA and smart pad 
has been amplified, a variety of services and the amount of information has also 
increased. It is becoming a part of our common life style that the demands for 
enjoying the wireless internet are increasing anytime or anyplace without any 
restriction of time and place[1],[4]. The customers need a recommendation system 
that can recommend item which they really want on behalf of them. In the ubiquitous 
computing, or pervasive computing environment for u-commerce recommendation 
service, it is important to recommend the proper item among large item sets. 
Therefore, if the recommendation system can recommend the suitable item which 
they really want, the customers are satisfied with the system. The possession of 
intelligent recommendation system is becoming the company's business strategy. A 
personalized recommendation system using data mining technique based on RFM to 
meet the needs of customers has been actually processed the research[1-5]. We can 
improve the accuracy of recommendation through the weighted mining technique 
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based quantity item with RFM score so as to be able to generate the associated items’ 
rules. As a result, we propose a new weighted mining technique using weight based 
on the quantity of purchased data aggregated from the whole data with the item RFM 
score for recommendation in u-commerce under ubiquitous networking environment. 
The next Sect. briefly reviews the literature related to studies. The Sect. 3 is described 
a new method for personalized recommendation system in detail, such as system 
architecture with sub modules, the procedure of processing the recommendation, the 
algorithm for proposing method. The Sect. 4 describes the evaluation of this system in 
order to prove the criteria of logicality and efficiency through the implementation and 
the experiment. In Sect. 5, finally it is described the conclusion of paper and further 
research direction. 

2 Related Works 

2.1 RFM 

RFM method is generally known in database marketing and direct marketing. It is 
easy for us to recommend the item with high purchasability using the customer's score 
and the item's score. The RFM score can be a basis factor how to determine 
purchasing behavior on the internet shopping mall, is helpful to buy the item which 
they really want by the personalized recommendation. One well-known commercial 
approach uses five bins per attributes, which yields 125 cells of segment. The 
following expression presents RFM score to be able to create an RFM analysis. The 
RFM score will be shown how to determine the customer as follows, will be used in 
this paper. The variables (A, B, C) are weights. The categories (R, F, M) have five 
bins. 

RFM score = A × R ＋ B × F ＋ C × M (1) 

The RFM score is correlated to the interest of e-commerce[2]. It is necessary for us to 
keep the analysis of RFM to be able to reflect the attributes of the item in order to find 
the items with high purchasability. In this paper, we can use weighted mining 
association rules with weight based on the quantity of purchased data aggregated from 
the whole data with the item RFM score to recommend the item they really want 
exactly.  

2.2 Collaborative Filtering  

Collaborative filtering comes from the method based on other users' preferences. 
There are two types of the method. One is the explicit method which is used user's 
profile for rating. The other is the implicit method which is not used user's profile for 
rating, The implicit method is not used user's profile for rating but is used user's web 
log patterns or purchased data to show user's buying patterns so as to reflect the user's 
preferences. There are some kinds of the method of recommendation, such as 
collaborative filtering, demographic filtering, rule-base filtering, contents based 
filtering, the hybrid filtering which put such a technique together and association rule 
and so on in data mining technique currently. The explicit method can not only reflect 
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exact attributes of item, but also still has the problem of sparsity and scalability, 
though it has been practically used to improve these defects. In this paper, using a 
implicit method without onerous question and answer to the users, not used user's 
profile for rating, it is necessary for us to be able to reflect the attributes of the item in 
order to recommend the items with high purchasability. 

2.3 Association Rules  

Association rule mining aims to explore large transaction databases for association 
rules, which may reveal the implicit relationships among the data attributes. It was 
first introduced by Agrawal [6]. It has turned into a thriving research topic in data 
mining and has numerous practical applications such as market basket analysis 
including cross marketing, recommendation system in e-commerce. To select 
interesting rules from the set of all possible rules, the best-known constraints on 
various measures of significance and interest can be used. The constraints are 
minimum thresholds on support and confidence. Association rules which satisfy a 
minimum confidence threshold are then generated from the frequent itemsets. The 
association rules of the apriori algorithm can be divided into two steps. The first step 
finds a large itemsets larger than a minimum support. The second step finds larger 
rules than minimum confidence by creating all subsets of a large itemsets that are 
discovered at the first step. If the rule satisfies a specified confidence threshold 
requirement, then the candidate item is added to the recommendation set. Association 
rules which satisfy a minimum confidence threshold are then generated from the 
frequent itemsets. The traditional association rule mining employs the support 
measure, which treats every transaction equally. However, in our real world data sets, 
the weight / importance of a pattern may vary frequently due to some unavoidable 
situations. Usually in an association rule, it is expressed in the form of the rule X→Y. 
The rule of X→Y means that the transaction including the item of X tends to include 
the itemsets. And then in a weighted association rule, the w-support of a weighted 
association rule X→Y  is defined as 

 

WSUPP(X →Y)  =�                         (2)

and the w-confidence is 
 

WCONF(X →Y)  =�                             (3)

Basically, w-support measures how significantly X and Y appear together;  
w-confidence measures how strong the rule is. An weighted association rule mining 
becomes an important research issue in data mining and knowledge discovery by 
considering different weights for different items. It is necessary to consider these 
dynamic changes in different application area such as retail market basket data 
analysis. Much effort has been dedicated to association rule mining with pre-assigned 
weights [8],[9]. It is crucial to have different weights for different transactions in 
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order to reflect their different importance and adjust the mining results by 
emphasizing the important transactions. 

3 Our Proposal for a Personalized u-Commerce 
Recommendation System 

3.1 System Architecture 

We can depict the system configuration concerning the personalized u-commerce 
recommendation system using weighted mining association rules based quantity item 
with RFM score under ubiquitous computing, or pervasive computing environment. 
This system had four agent modules which have the analytical agent, the 
recommendation agent, the learning agent, the data mining agent in the internet 
shopping mall environment. We observed the web standard in the web development, 
so developed the interface of internet to use full browsing in mobile device. As a 
matter of course, we can use web browser in wired internet to use our 
recommendation system. We can use the system under WAP in mobile web 
environment by using feature phone as well as using the internet browser such as 
safari browser of iPhone and Google chrome browser based on android so as to use 
our system by using smart phone.  

3.2 Weighted Mining Association Rules Based Quantity Item with RFM Score 
for Personalized u-Commerce Recommendation System 

In this part, we can depict weighted mining association rules based on the quantity 
item with RFM score for personalized u-commerce recommendation system. Our 
algorithm can consider situation where the weight / importance of a pattern may vary 
dynamically in e-commerce on the real world. It is necessary for us to consider the 
quantity of purchased data by each rank of RFM score in order to have different 
weights for different transactions and to generate weighted association rules through 
weighted mining association rules based quantity item with RFM score to recommend 
the items with high purchasability according to the threshold for creative weighted 
association rules with w-support, w-confidence and w-lift. At first, we can aggregate 
the quantity of purchased data by each rank of RFM score, divided by each 20%, 
which is aggregated counts of a rank from the whole data(sale) with the item RFM 
score. After that, we can make the rate of weight using aggregated counts of a section, 
that is, it is become the value of weight based on the quantity of purchased data. 

It is crucial to have different weights for different transactions and adjust the 
mining results by emphasizing the important transactions. It is necessary for us to 
keep the scoring of RFM to be able to reflect the attributes of the item in order to use 
the dynamic weights in proposing method of mining. As a matter of course, we can 
use the weighted association rules mining (WARM) using the weight based quantity 
item with RFM score for generating association rules with w-support, w-confidence 
and w-lift through weighted mining association rules (WARM). The procedural 
algorithm for weighted mining based quantity item with RFM score for personalized 
u-commerce recommendation system is depicted as the following Table 1. 
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Table 1. The procedural algorithm for weighted mining based quantity item with RFM score 
for personalized u-commerce recommendation system 

Step 1 : The RFM score of item is computed so as to to reflect the attributes of the item, consists
of three attributes, each attribute has five bins divided by each 20%, exact quintile. As a result, 
we can make the RFM scores of items.      
Step 2 : We can aggregate the quantity of purchased data by each rank of RFM score divided 
by each 20%, which is aggregated counts of a section from the whole data with the item RFM 
score, make the rate of weight. 
Step 3 : We can make the rate of weight for items through aggregated counts of a section. This 
is the value of weight based on the quantity of purchased data. 
Step 4 : Association rules are created by WARM  
Step 5 : Wsupport  =  ∑  ⁄   X  Support count    /*  N  is numbers of item in the 
rules */ 
Step 6 : We can create creative association rules with w- support, w-confidence and w-lift 
through weighted mining based on the quantity item of purchased data.  
Step 7 : We can scan whole database(sale) and generate association rules through weighted
mining with weight based on the quantity with RFM score . 
Step 8: We can recommend the item with high purchasability according to the threshold for
creative weighted association rules with w-support, w- confidence and w-lift. 

3.3 The Procedural Algorithm for Personalized u-Commerce 
Recommendation System 

The login user can read users' information and recognize the code of classification such 
as demographic variables : age, gender, occupation, region.and user’s score. The 
system can search the information in the cluster of the code of classification equal to 
the login user. It can scan the preference as the average of brand item in the cluster, 
suggest the brand item in item category selected by the highest probability for 
preference as the average of brand item. This system can create the list of 
recommendation with TOP-N of the highest preference of item to recommend the item 
with purchasability efficiently. This system can recommend the items with efficiency, 
are used to generate the recommendable item according to the basic threshold for 
weighted association rules, with w-support, w-confidence and w-lift. It can recommend 
the associated item to TOP-N of recommending list if users want to have the cross-
selling or up-selling. This system takes the cross comparison with purchased data in 
order to avoid the duplicated recommendation which it has ever taken.  

3.4 The Analysis of Application for Weighted Mining Based Quantity Item 
with RFM Score for Personalized u-commerce Recommendation System  

In this part, we can have the experimental analysis of validity to do the process of 
mining for experimental evaluation. We have made two experimental tasks of mining 
process in order in the same condition to compare the result of mining association 
rules. One is the test of Ordinary mining association rules in original data (sale). The 
other is the test of proposing weighted mining association rules with weight based on 
the quantity of purchased data aggregated from the whole data with the item RFM 
score so as to make the solution of mining improved by the performance as the 
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metrics with support count, rule count, support, confidence and lift. The result of 
experimental test is the metrics of association rules with support, confidence and lift 
as the following Table 2. The result of proposing mining is higher average rates of 
association rules with support count, rule count, support, and lift than the ordinary 
mining even if the proposal is lower 6.892 in average of confidence than the original. 

Table 2. The result on the performance for mining 

 
sale 

count 

support 

count 

Rule 

count 

average 

sup_rate 

average 

conf_rate 

average 

lift_rate 

Proposal 1,600 16,908 1,606 0.249 34.487 6.024 

Ordinary 1,600 15,570 406 0.227 41.379 5.233 

 
We use the same original data(sale), so both of method is similar processing time 

for mining at the first phase. And also, the result of proposing mining for processing 
time is faster than existing mining(Ordinary) because proposing method(Proposal) 
create association rules in Table 2 using frequent patterns mining rapidly when new 
data are added persistently at the second phase. It is important for us to process the 
large databases in e-commerce on the real world. As a result of that, we can obtain the 
result of the performance of mining as the metrics with support count, rule count, 
support and lift though confident rate is less than the mining of original method. We 
can describe the evaluation of this system in order to prove the criteria of logicality 
and efficiency through the implementation and the experiment in next Sect. 4.  

4 The Environment of Implementation and Experiment  
and Evaluation  

4.1 Experimental Data for Evaluation  

We used 319 users who have had the experience to buy items in e-shopping mall, 580 
cosmetic items used in current industry, 1600 results of purchased data recommended in 
order to evaluate the proposing method. In order to do that, we make the implementation 
for prototyping of the internet shopping mall which handles the cosmetics professionally 
and do the experiment. We have finished the system implementation about prototyping 
recommendation system. The experimental datasets could be made by the learning data 
set for 12 months and testing data set for 3 months in a cosmetic internet shopping 
mall[4]. To verify improved performance, we made experiments with dataset collected in 
real datasets environment under a cosmetic internet shopping mall. 

4.2 Experiment and Evaluation 

In this part, we can describe the experimental methodology and metrics, we can use to 
compare different mining algorithms; and present the results of our experiments.  
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We can make the task of clustering of item category based on purchased data for 
preprocessing under ubiquitous computing environment. We carry out the experiments 
in the same condition with dataset collected in a cosmetic internet shopping mall. The 
1st system of weighted mining association rules based quantity item with RFM score, is 
proposing method(W_ARM) called by “proposal”, the 2nd system is the original 
method(O_ARM) using the ordinary association rules mining, the third system is 
existing system. The proposing method's overall performance evaluation for 
recommendation is precision, recall and F-measure as comparing proposing method 
using (W_ARM) and the original method using (O_ARM). The performance was 
performed to prove the validity of recommendation and the system's overall 
performance evaluation. The metrics of evaluation for recommendation system in our 
system was used in the field of information retrieval commonly[10].  

Table 3. The result for table of  precision, recall, F-measure for recommendation ratio by each 
cluster 

Cluster 

Proposal(W_ ARM) Original((O_ARM) Existing 

Preci 
sion1 

Recall1 
F-
mea 
sure1 

Preci 
sion2 

Recall2 
F-
mea 
sure2 

Preci 
sion3 

Recall3 
F-me 
asure3 

C1 35.24 70.00 46.88 46.20 55.70 45.90 48.79 31.32 35.64 

C2 33.18 62.42 43.33 43.20 52.53 45.76 49.36 29.54 35.06 

C3 34.00 65.66 44.80 40.99 23.93 30.05 44.26 21.81 27.65 

C4 36.39 68.84 47.61 33.56 37.23 34.68 50.93 36.60 39.64 

C5 45.78 66.60 54.26 53.94 27.27 34.90 47.41 26.81 32.26 

C6 39.78 71.90 51.22 45.07 37.23 38.29 43.60 36.60 37.82 

C7 42.52 75.49 54.40 64.08 28.45 37.19 46.68 25.19 30.28 

C8 31.89 74.75 44.70 60.00 20.69 30.77 46.53 18.32 25.10 

C9 44.90 80.23 57.57 73.85 62.50 64.42 67.23 55.34 57.10 

  

 

 

Fig. 1. The result of recommending ratio by
precision 

Fig. 2. The result of recommending ratio by 

recall 
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Fig. 3. The result of recommending ratio by
F-measure 

Fig. 4.  The result of recommending items of 
cosmetics 

Above Table 3 presents the result of evaluation metrics (precision, recall and F-
measure) for recommendation system. The weighted mining association rules based 
quantity item with RFM score is improved better performance of proposing method 
using (W_ARM) than the original method using (O_ARM). The proposed higher 
32.26% in recall even if it is lower 13.02% in precision than the original method using 
(O_ARM), higher 9.2% in F-measure than the original method. After that, it shows 
that our algorithm is very efficient and scalable for the recommendation system. 
Above figure 4 is shown in the result of screen on a smart phone. The performance of 
proposing mining method was improved more counts of support and rule than the 
original method, it was especially worthy of notice, in the rule counts, had an effect 
about 4 times what the original mining method did before. As a result, it was efficient 
for us to recommend the items of association because it is strong cohesion of the 
attribute of item based weighted association rules using the weight based quantity 
item with RFM score. So, we could have the recommendation system to be able to 
recommend the items with high purchasability. Above figure 4 is shown in the result 
of screen on a smart phone. The performance of proposing method is improved 
although it is less in average of confidence (average confi_rate), however it is 
efficient for us to recommend the items of association because it is strong cohesion of 
the attribute of item because of using a new weighted mining technique based on the 
quantity item with RFM score. 

5 Conclusion 

Recently u-commerce as a application field under ubiquitous computing, or pervasive 
computing environment, is in the limelight. Existing algorithms for weighted 
association rule mining are based on fixed weight, do not reflect the weight / 
importance of a pattern, and do not consider these dynamic changes in different 
application area such as retail market basket data analysis. It was necessary for us to 
keep the scoring of RFM to be able to reflect the attributes of the item in order to use 
the dynamic weights in proposing method of mining. As a result, we proposed a new 
weighted mining technique using the weight based quantity item with RFM score for 
personalized u-commerce recommendation system in real datasets environment in 
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order to to improve the accuracy of recommendation with high purchasability. As a 
matter of course, we have described that the performance of the proposing method 
with mining using the weight based quantity item with RFM score is improved better 
than the original method and existing system. To verify improved better performance 
of recommendation, we carried out the experiments in the same dataset collected in a 
cosmetic internet shopping mall. It is meaningful to present a new mining technique 
using the weight based quantity item with RFM score for personalized u-commerce 
recommendation system under ubiquitous computing, or pervasive computing 
environment. The following research will be looking for a personalized 
recommendation in semantic web environment by neutral network clustering 
approach to increase the efficiency and scalability under ubiquitous computing, or 
pervasive computing environment. 
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Abstract. Live migration of Virtual Machines (VMs) has been a powerful tool 
to facilitate system maintenance, load balancing, fault tolerance, and power  
saving. In this paper, we describe the design and implementation of a novel, 
priority-based approach for the live migration of VM that can greatly reduce 
VM service downtime. Our approach is mainly used in the desktop virtual envi-
ronment where there are more than one application running in the VM. Our 
scheme offers applications that demand short service downtime the high migra-
tion priority while applications that can tolerate long VM service downtime are 
assigned with the low migration priority. During the iterative copy and the stop-
and-copy phases, our scheme only transfers all dirty pages that belong to the 
high priority applications, so the service downtime will be less than that of pre-
copy. Compared with pre-copy based live migration, the proposed approach can 
significantly reduce 57% of the service downtime of high priority applications. 

Keywords: Priority-based, Migration Time, Live Migration, Virtual Machine. 

1 Introduction 

Live migration of VMs allows an administrator to move a running VM between dif-
ferent physical machines without disconnecting the client. The most important is the 
migration of VM memory. To achieve this, we copy all the memory pages from 
source to the destination while the VM is still running on the source. In case that some 
memory pages are modified (i.e. dirty pages) during the memory copy process, they 
will be retransmitted until the rate of retransmitting pages is not less than the rate of 
generating dirty pages. And then stop the VM and copy the remaining dirty pages. 
This is the principle of VM live migration using pre-copy method. Many hypervisor 
such as VMware, XEN and KVM adopt the pre-copy based approach for live migra-
tion of VMs [2]. 

When migrating a VM in the desktop virtualization environment where there are 
more than one application running in the VM, the system may have high memory 
write rate and produces large amounts of memory dirty pages, leading to a long ser-
vice downtime and total migration time in low-speed network. Among the multiple 
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applications, some are expected to be migrated quickly while the other can better 
tolerate VM service interrupt. For instance, when a VM that runs music playing appli-
cation is migrated, the users generally expect small service downtime to ensure satis-
fying user experience. The use of pre-copy based on live virtual migration is difficult 
to meet this requirement in the low-speed network.  

In this paper, we propose a novel, priority-based VM migration approach to accele-
rate the migration of some of the applications in the VM. Our approach is based on 
the pre-copy mechanism [1] [3]. In the pre-copy the VM is migrated as a while, while 
our approach gives priority to migrate applications in the VM that are sensitive to 
downtime. In order to distinguish different applications in VM, we proposed a scheme 
which manages different applications under VMM without modifying the guest OS. 
Through this scheme, we are able to separate the dirty pages generated by different 
applications in VM. When a VM is migrated to the target node, our technique trans-
fers those dirty pages generated by the high-priority applications first. The dirty pages 
generated by the low-priority applications are temporarily recorded on the local host 
and then are transmitted to the destination host at the appropriate time. When the 
number of dirty pages for high-priority applications reduces to a certain threshold, we 
suspend the source VM, and then transfer all remaining dirty pages generated by 
high-priority applications and all devices states. At last, in the target node we start the 
target VM. For those low-priority applications, as part of the dirty pages are not 
transmitted to the destination node, we suspend the execution of these applications 
through the signal mechanism. Then we transfer the remaining dirty pages generated 
by low-priority applications while running VM. When the transmission of the rest of 
the dirty pages is completed, we continue to run the rest applications through signal 
mechanism. 

The service downtime of the live VM migration mainly depends on the dirty pages 
transferred at the stop-and-copy phase. By our approach, we only transfer all dirty 
pages generated by high priority applications at the stop-and-copy phase, so the ser-
vice downtime of these high priority applications will be also extremely short. 

2 The Design of Priority-Based Live VM Migration 

In this section, we present the architectural overview of priority-based live VM migra-
tion. In our approach, a network-accessible storage system (such as SAN or NAS) is 
employed. Only memory and CPU states need to be transferred from the source node 
to the target one. 

2.1 An Overview 

Our priority-based VM live migration consists of two parts. As is shown in Figure 1, 
the first part, called MAVM, is mainly responsible for managing different applica-
tions in the VM. The second part is responsible for managing the priority-based live 
VM migration. The migration daemon in the source node is primarily responsible for 
setting the priorities of applications and migrating the VM to the target node while the 
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migration daemon in the target node is responsible for receiving the dirty pages trans-
ferred from the source host and run the VM. However, the most important role for 
migration daemon in the target node is controlling the execution of the low-priority 
applications via the signaling mechanism. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The overall architecture of priority-based live migration of VM 

2.2 The Design 

The logical flow of the proposed approach is summarized in Figure 2. We take an 
innovative approach to the management of migration. To achieve this goal, we view 
the migration process as a transactional interaction between the two hosts involved. 

Stage 0: Pre-Migration. An active VM is running on physical host A. When a re-
quest is issued to migrate the VM from host A to host B, our approach confirms that 
the necessary resources are available on B and reserves a VM container of that size. 

The next step is to set the priorities of applications in the VM. The migration dae-
mon sets the priorities of all applications as needed based on the messages of applica-
tions stored by MAVM. 

Stage 1: Iterative Pre-Copy. The copying of all dirty pages to target host occurs. 
Initially, our approach sets all memory pages in the VM to dirty pages. This suggests 
that our method copies all memory pages to target host during the first iteration. Dur-
ing the following iterations, our technique copies only those pages modified by the 
high-priority applications during the previous transfer phase. For those dirty pages 
generated by low-priority applications, our scheme records them in the low-priority 
dirty bitmap. 

Stage 2: Stop and Copy. When the dirty pages generated by high-priority applica-
tions fall below a threshold, our scheme suspends the running VM. As described  
earlier, CPU state and any remaining inconsistent memory pages generated by  
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high-priority applications are then transferred. At the end of this stage, all memory 
pages modified by low-priority applications are also stored in the source host. 

Stage 3: Run the VM. Note that our scheme suspends the low-priority applications 
while running the VM in the target host since all memory pages modified by the low-
priority applications have not yet been transferred to the target host. Our scheme 
sends the SIGSTOP signal to suspend low-priority applications. At this time there are 
only high-priority applications running normally in the VM while low-priority appli-
cations are suspended. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Migration timeline 

Stage 4: Copy Low-Priority Dirty Pages. For the source host, our scheme initializes 
the transmission of all remaining low-priority dirty pages to target host and the target 
host receives dirty pages while running the VM. 

Stage 5: Run Low-Priority Applications. When all dirty pages generated by low-
priority applications are transferred to the target host, we can run the low-priority 
applications. In this paper we continue to run these applications by sending the 
SIGCONT signal to them in the VM. 
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2.3 Control of Low-Priority Applications by Signaling Mechanism 

Our approach of priority-based live VM migration sets different priorities for the 
applications. When we run the VM in the target node, some dirty pages generated by 
low-priority applications have not been transferred to target node. Therefore, we must 
suspend these low-priority applications; otherwise they will perform incorrectly when 
running the VM. When all low-priority dirty pages are transferred to target node, we 
will also wake up these low-priority applications. In this paper, we achieve these 
functions through signaling mechanism. 

We use the signal of SIGSTOP and SIGCONT to control the low-priority applica-
tions. The primary role of the former is to stop the execution of the process while the 
later signal is used to resume the execution of process, which has been suspended.  

Before running the VM in the target node, the signal domain in the corresponding 
process descriptor of low-priority applications is set to SIGSTOP. When guest OS 
schedules these low-priority applications, it will detect the corresponding signal in the 
process descriptor and then suspend the execution of these applications. So in the 
guest OS there are only high-priority applications running normally while those low-
priority applications are suspended. When all low-priority dirty pages are transferred 
to target node, we wake up these applications. Unfortunately, we can’t wake up them 
under VMM. Because these applications have been suspended, they will not take the 
initiative to deal with the corresponding signal. So we resume the execution of appli-
cations through sending a SIGCONT signal to these applications in the VM, so that 
the guest OS will take the initiative to activate these applications. 

2.4 Dynamically Setting the Priority 

In the above description, before the VM is migrated, we must manually set the priori-
ties of applications. This is very troublesome and sometimes the migration of VMs is 
done automatically without the participation of the managers. So we propose a dy-
namical method to set the applications priorities.  

Processes in the Linux system are divided into the ordinary processes and real-time 
processes. Real-time processes have real-time requirements which need to be re-
sponded quickly. And real-time process has a high scheduling priority. So when the 
VM is migrated, these real-time processes, such as video and audio applications, are 
set to high priorities automatically while other applications are set to low priorities 
according to the scheduling priority of the process in kernel automatically without the 
participation of the migration manager. 

3 Managing Applications in the VM (MAVM) 

Currently, in the fully virtualized environment, The VMM manages the Guest OS as a 
whole. Live migration of VM does not discriminate between different applications in 
the VM. It transfers all dirty pages generated by applications running in the VM to 
target node. While in this paper we implement a novel approach priority-based VM 
migration which needs to set different priorities to the applications. Therefore, we 
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have to manage applications in the VM. In this section, we propose a scheme for 
managing the different applications in VMM without modifying the Guest OS. The 
module of MAVM mainly consists of two parts. One part is obtaining the process 
descriptor that belongs to the process running in the guest OS while the other part is 
primarily responsible for recording the dirty pages generated by the different priority-
based applications. 

3.1 Getting the Process Descriptor that Belongs to the Process in Guest OS 

Our scheme is implemented in Kernel-based Virtual Machine (KVM) [7] [8] [9] and 
takes Ubuntu 11.04 as guest and host OS. By obtaining the process descriptor which 
belongs to the process in guest OS under VMM, we can achieve the process of man-
agement of the Guest OS under the VMM. Note that our approach is implemented in 
the VMM which does not modify guest OS. 

As illustrated in Figure 3, Process descriptor is represented by a Task_struct struc-
ture in Linux kernel. All process-related information is stored in this structure. 
Thread_info structure is introduced in the 2.6 Linux kernel which is used to store 
process information frequently accessed.  

 
 
 
 
 

 
 
 

Fig. 3. The relationship of Task_struct, Thread_info and kernel stack 

When guest OS switches the process in the VM, VMM will intercept the operation of 
setting page directory base address. At this point, the value of ESP register can be ob-
tained. And then it is easy to obtain the corresponding process descriptor (Task_struct) 
through executing the following three commands according to the Figure 3. Through 
this method, we can get all of the information for processes running in the VM [10]. 

movl $0xffffe000,%ecx /*0xfffffe000 for 4KB kernelstack*/ 
andl %esp,%ecx        /* esp stores kernel stack */ 
movl (%ecx),p         /*p pointes to current process de- 

scriptor */ 

3.2 Recording the Dirty Pages Generated by the Different Priority-Based 
Applications 

In the pre-copy approach based on live VM migration, we iteratively transfer dirty pag-
es generated by the VM. These dirty pages are recorded using a dirty pages bitmap. 
When the data in the memory is modified, our method set the corresponding bit to 1 in 

   Stack 
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the dirty page bitmap. In this paper, we use high priority bitmap and low priority bitmap 
to keep track of dirty pages generated by applications of different priorities.  

When the process in the VM writes the data to memory, VMM will intercept this 
operation. Since our method records the process currently running in the VM and set 
the priorities of all process, it is easy to know the current priority of the process. Then 
it can set the dirty page to the corresponding priority bitmap. 

4 Evaluation 

In this section, we present a detailed evaluation of our priority-based VM migration 
implementation and compare it to KVM’s pre-copy migration. Firstly we describe our 
experimental setup. And then we describe the detailed experimental results based on 
the desktop virtualization environment. 

4.1 Experimental Setup 

We conduct our experiments on several identical server, each with 2-way quad-core 
Xeon E5620 2.4 GHz CPUs and 8GB DDR RAM. The machines have Intel Corpora-
tion 80003ES2LAN gigabit network interface card (NIC) and are connected via 
switched gigabit Ethernet. We used ubuntu11.04 as the guest and host OS with kernel 
2.6.38 in all cases. All the VMs are configured to use 512MB of RAM. We primarily 
consider three performance metrics: migration downtime, total migration time, and 
the whole amount of data transferred during live migration of VM. 

4.2 Application Scenarios 

As our approach is mainly applied to the desktop virtualization environment, we se-
lect some of the daily personal applications running in the VM. The experiments use 
the following VM workloads: 

1) VLC Media Player the media player is playing the music. 
2) Soffice the office software is used to edit documents under Linux system. 
3) Firefox we use firefox browser to browse news. 
4) Neverputt a famous game is running in Ubuntu guest OS 

Here, we emphasize on the four applications running in the VM together because we 
will set different priorities for the four applications when the VM is migrated. How-
ever, there are also other processes running in the VM, such as the kernel daemon. 
For simplicity, in our priority-based VM migration, we always set the rest processes 
to high priority. 

Before describing the experiment, we first explain the meaning of the legend in the 
following figure. Pre-copy represents that the VM is migrated by pre-copy while the 
others denote that we migrate the VM to target node by priority-based live VM  
migration. For example, VLC High Priority means that we set the application of VLC 
to high priority while the other applications, such as Firefox, Soffice and Neverputt, 
are set to low priority. Priority-based refers to the priorities that are set dynamically. 

Total Data Transferred. Figure 4 shows that our priority-based scheme reduces total 
data transferred during the whole migration process, compared with pre-copy. Although 
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our scheme and pre-copy have the same dirty pages in the first round, smaller amount of 
data have been sent to the target by priority-based live migration of VM from the second 
round due to not  transmitting low priority dirty pages, resulting that dirty pages gener-
ated by low priority are only transferred once. Experimental results show that our 
scheme reduces the total transferred data of VM migration by about 8%. 

Total Migration Time and Downtime. Total migration time and downtime are two 
key performance metrics that clients of VM service care about the most, because they 
are concerned about service degradation and the duration that service is completely 
unavailable. 

To compare the migration downtime of our scheme with pre-copy scheme, the 
same four workloads are running in the VM, which is migrated with the different 
speed LAN to transfer dirty pages. The test result in Figure 5 shows that our approach 
yields much less downtime than pre-copy. 

      

Fig. 4. Total transferred data of pre-copy and 
priority-based during live migration for dif-
ferent transferring rate 

Fig. 5. The downtime of pre-copy and priori-
ty-based during live migration for different 
transferring rate 

 

 

Fig. 6. Total migration time of pre-copy and 
priority-based during live migration for dif-
ferent transferring rate 

Fig. 7. The downtime of pre-copy and priority-
based during live migration for different trans-
ferring rate by setting priorities dynamically 
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We see that it reduces the migration downtime by more than 57% when we set the 
application of Soffice to the high priority and the other applications to low priority. 
When we set the application of Neverputt to high priority and the other applications to 
low priority the downtime will only be reduced by 12%. 

The test results in Figure 6 show that, compared with pre-copy, our scheme has shorter 
total migration time. This should be attributed to smaller rounds and less data transferred 
in each round. Our system reduces total migration time by an average of 5.5%. 

4.3 Dynamically Setting the Priority 

In order to verify the function of dynamically setting the priorities of applications, we 
remain of the four applications described above running in the VM. As is shown in 
Figure 7, the downtime is 298ms with the transferring rate of 200Mbit/s by priority-
based live migration of VM. This is approximately equal to downtime when we set 
the application of VLC to high priority by priority-based live migration of VM as 
shown in Figure 5. This indicates that when VM is migrated without setting priorities 
of applications manually, the system will set the application of VLC to high priority 
automatically. 

5 Related Work 

Clark et al. [1] discussed live migration of VMs using pre-copy mechanism, which 
maintains small downtime by minimizing the amount of dirty pages generated by VM 
that needs to be transferred. Although pre-copy minimizes downtime, it reduces effec-
tiveness and increases total migration time since pages that are repeatedly modified 
may have to be transmitted multiple times. 

Zawet al. [2] achieved efficient working set prediction by pre-copy. A working set 
prediction algorithm is proposed as a preprocessing step, which postpones the trans-
mission of those dirty pages modified frequently in order to reduce the total migration 
time. 

In post-copy [4], all memory pages are transferred only once during the whole mi-
gration process and the baseline total migration time is achieved. 

MECOM [5] first introduced memory compression technique into live VM migra-
tion. Based on memory page characteristics, MECOM design a specific memory 
compression algorithm for live migration of VMs.  

Liu et al. [6] described the design and implementation of a novel approach CR/TR-
Motion that adopts checkpointing/recovery and trace/replay technology to provide 
fast, transparent VM migration. 

6 Conclusions and Future Work 

In this paper, we present the design and implementation of a priority-based technique 
for live migration of VMs, which speeds up the applications for migration in VM by 
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prioritizing the applications. Our approach is mainly used for the desktop virtual envi-
ronment with low-bandwidth network. In order to distinguish different applications in 
VM, we propose a scheme which manages the different applications in VM without 
modifying the guest OS. Experimental results show that our approach can get better 
average performance than KVM by pre-copy: up to 57% on VM downtime. 

We implement live migration of dynamically setting the priority. In the future, we 
will extend the technique to real-time systems which are used to meet the real-time 
requirements of the service.  

This work is supported by the Fundamental Research Funds for the Central Uni-
versities (WK0110000020). 
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Abstract. In this paper, we propose the coordinate change schemes for 
improving the performance of blind equalizer such as MCMA (modified 
constant modulus algorithm) which compensate for ISI channel effect. ISI (inter 
symbol interference) is generated due to user’s movement in the mobile satellite 
communication environment. Satellite communication systems do not use pilot 
signals for channel estimation. Blind equalization techniques such as MCMA 
are well known that it is possible to estimate and to compensate for channel 
without pilot signals. It is necessary to improve the blind equalizer 
performance. Therefore, we propose the coordinate change schemes for 
improve the equalization performance in 16-APSK. We confirm that this 
proposed method has better equalization performance than conventional 
MCMA. 

Keywords: blind equalization, coordinate change, BER performance, 16-
APSK, MSE. 

1 Introduction 

In digital communication system, it’s important to transmit more information data. 
According to the given power, the amount of information is limited based on 
information theory. Channel noise and inter symbol interference (ISI) are main factors 
to limit amount of information. Conventional adaptive equalizations are using the 
training sequence to estimate the channel characteristic. Through the channel 
characteristic, we estimate the characteristic coefficient of reverse channel. After then, 
transmit signals are passed, have a characteristic coefficient of reverse channel, the 
filter. Using this method, we reduce the ISI and random phase rotation influence. 
Therefore, the equalization can improve overall performance. Training sequence is 
promised signal between transmitter and receiver. In other words, training sequence is 
additional information. So, Bandwidth efficiency is decreased. 

In blind equalization method, bandwidth efficiency problem is partially solved 
because of transmitted signal does not use the training sequence. Many researches 
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about blind equalization have been studied to compensate channel effect using only 
received signal without the training sequences. Blind equalization of 16-QAM signal 
through coordinate change has already been studied [1]. We have to use the blind 
equalizer if receiver is in mobile status when there is no training sequence. In this 
blind equalization, it's very important to improve MSE performance to apply the blind 
equalization in mobile satellite communication system. Coordinate change is 
improved the equalization performance by reducing the modulus. 

In the blind equalization, using the cumulative rate of received signal and using the 
constant modulus algorithm (CMA) is represented in a way. Inter symbol interference 
(ISI) and the phase rotation can be restored at the cumulative rate method. However, 
it requires high-level operation. So, high speed transmission may have a problem as 
equalization. In the CMA, ISI and phase rotation compensate is impossible at a time. 
However, this method has the advantage of reduces the amount of computation. CMA 
equalization method for updating the equalizer coefficients, using the LMS adaptive 
filtering algorithm the actual implementation is very simple. LMS method the Eigen 
value distribution of the correlation matrix of the input signal is large; the rate of 
convergence is slow. CMA blind equalization algorithm is one of the most used 
techniques. CMA can’t compensate phase rotation problem. but The MCMA 
accomplishes the correction of phase error and frequency offset with the modified 
cost functions. 

This paper is organized as follows. 
Section 2 MCMA introduced, and Section 3 describes the propose method. Section 

4 through simulations evaluating the performance of the propose system, and finally 
concludes. 

2 Modified CMA Algorithm 

CMA algorithm is one of the most used algorithms [1]. The MCMA was proposed for 
correcting phase error based on CMA. Figure 1 shows a block diagram of MCMA. 

( )a t ( )a t

 

Fig. 1. Block diagram of MCMA blind equalization system 

( )a t  is the transmitted signal, n(t) stands for the channel noise. ( )a t  is the signal 
after passing equalizer determined. 

Input vector is 
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( ) [ ( ), ( 1), , ( 1)]Tx t x t x t x t N= − ⋅⋅⋅ − +
 

(1) 

Equalizer output signal ( )y t  is as follows. 

( ) ( ) ( )Ty t f t x t=  (2) 

N-tap equalizer coefficients are defined as follows. 

0 1 2 1( ) [ ( ), ( ), ( ), , ( )]T
Nf t f t f t f t f t−= ⋅ ⋅ ⋅

 

(3) 

The cost function of MCMA can be expressed as 

2 2 2 2
2, 2,( ) [(| Re( ( )) | ) ] [(| Im( ( )) | ) ]R IJ n E y n R E y n R= − + −  

 
(4) 

The following is the error function of the MCMA. 
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s(t) is the transmitted symbol, the constant modulus of R
2,R  and R

2,I are given by 
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The tap coefficients are updated through the following equation (7).  

( 1) ( ) ( ) ( )f t f t e t x tμ+ = −     (7) 

μ  is the step size value. 

3 Coordinate Change Method 

3.1 Coordinate Change of 16-APSK 

Coordinate change is proposed to be used for 16-APSK signal. 16-APSK is composed 
of inner circle and outer circle. Inner circle have four symbols and outer circle have 
twelve symbols. The ratio of the inner circle and outer circle is expressed as follows. 

2

1

R

R
γ =  (8) 

γ  of 16-APSK signal has a value of 2.85, each symbol has a value of { 1 i± ± , 

2.0153 2.0153i± ± , 2.7529 0.7376i± ± , 0.7376 2.7529i± ± }. Change method can be seen 
in Table 1. 
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We need to obtain angular information before change the coordinate of the signal 
in the data values. Obtaining the angle is as follows. 

1( ) tan ( ( ))t y tθ −=  

(9) 

Table 1. Coordinate Change for 16-APSK 

Original Coordinates New Coordinates Original Coordinates New Coordinates 

1+i 1+i 1-i 1-i 

2.0153+2.0153i 1+i 2.0153-2.0153i 1-i 

2.7529+0.7376i 1-i 2.7529-0.7376i 1+i 

0.7376+2.7529i -1+i 0.7376-2.7529i -1-i 

-1+i -1+i -1-i -1-i 

-2.0153+2.0153i -1+i -2.0153-2.0153i -1-i 

-2.7529+0.7376i -1-i -2.7529-0.7376i -1+i 

-0.7376+2.7529i 1+i -0.7376-2.7529i 1-i 

 

Fig. 2. Coordinate change constellation of 16-APSK 

Coordinate change data can be obtained using angle information. Conversion 
equations are as follows. 
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X means received signal. Y means coordinate changed signal.  

3.2 Proposed MCMA Algorithm 

( )a t ( )a t

 

Fig. 3. Block diagram of the proposed scheme in MCMA 

Coordinate change of '
2R  is defined as follows. 
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The output signal of the equalizer is 

( ) ( ) '( )Ty t f t x t=
 

(12) 

The proposed error function is 
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Cost function of the proposed MCMA is as follows. 

2' ( ) [{ '( )} )]CMAJ f E e t=  (14) 

The tap coefficients are updated through the following equation. 

'( 1) '( ) '( ) ( )f t f t e t x tμ+ = −  (15) 

μ  means the step size. 

4 Simulation Results 

In this paper, through a coordinate change of 16-APSK, examines the change in MSE 
performance and BER performance by reducing the modulus. 

Figure 4, 5 compare equalization performance of the propose method and the 
conventional method such as BER and MSE.  
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Table 2. Simulation Parameter 

Modulation 16-APSK 

Channel 
ISI Channel 

[0.8, 0.3, 0, 0.2+j0.2, 0, 0] 

In the simulation, the ISI channel was used. SNR is 30dB. Equalizer has 21 tabs. 
Step size 0.00005 was used. 
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5 Conclusions 

In this paper, we propose the MCMA algorithm and the coordinate change method to 
improve MSE and BER performance in 16-APSK system. We confirm that the 
proposed scheme achieves the MSE performance enhancement, compared with that of 
conventional MCMA blind equalization system at SNR=30dB. Proposed MCMA has 
better BER performance than conventional MCMA. The proposed scheme has a little 
error function because modulus value is decreased by using coordinate change. So, 
SAG-MCMA and MCMA with coordinate change has better receive performance 
than that of MCMA without coordinate change. 
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Abstract. Mobility health is an important aspect of the overall health status of a 
person. Many tests exist that determine the mobility health of a subject, but 
there are several issues associated with these tests, such as human error. Much 
work is being done to develop a mobility classification system which consoli-
dates these tests, and circumvents the associated issues. Even so, many of these 
systems in development are complicated and lack the calculation of important 
postural transition measurements. The goal of this project was to remove the er-
rors associated with current mobility tests, and to make the system as simple 
and energy-efficient as possible. In addition, we wanted this system to be able 
to detect with accuracy of over 90% six mobility states in addition to postural 
transition information. These goals were accomplished by using a waist-
mounted triaxial accelerometer that processed data on-board using a well-
developed classification algorithm. 

Keywords: activity classification, mobility monitoring, sensor networks. 

1 Introduction 

Various tests exist to discern between health levels in the elderly. These tests typically 
rely on human observation, self-recording, or bio-mechanical observation of a patient. 
Both human observation and self-recording are prone to human error, while mechani-
cal observation is typically very expensive as it requires both large and highly tech-
nical equipment [1]. As the capability of technology has increased, so has our ability 
to create a condensed, wearable, inexpensive methodology that predicts the mobility 
health level of a patient without human error or expensive equipment. 

It has been shown that a triaxial accelerometer can categorize many types of hu-
man movement [8, 9, 10]. Creating a log of daily activities using this sensor would 
not only allow for the consolidation of human observation, self-recording, and bio-
mechanical observation tests, but would also eliminate the associated human error. 

Typical mobility states that are detectable using a wireless sensor include: sitting, 
standing, lying, walking and running. While most of these states cover the typical 
movement of a person throughout their day, a key factor used in determining mobility 
                                                           
* This work was partially supported by NSF grant CNS-1062995. 
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health is lacking: postural transitions. Postural transition are movement that result in 
the trunk being a different angle in relation to the bottom half of the body, such as 
moving from sitting to standing. 

A common observational test currently in use is the timed up and down test. In this 
test, the subject is asked to stand from a sitting position, walk forward, turn around, 
walk back to their chair, and finally sit back down. An observer tracks the total time it 
takes for the subject to perform the entire task, including the postural transitions from 
sitting to standing and standing to sitting [1]. The longer the period of time it takes to 
perform, the less healthy the subject is likely to be. In order to get a complete picture 
of a subject’s mobility health, it must be possible to measure postural transition fre-
quency and postural transition time in addition to their daily activities. 

In this study, a mobility classification system was developed using a single waist-
mounted wireless triaxial accelerometer. This single sensor collects and processes 
real-time acceleration data, classifies the mobility activity from this data, then trans-
mits this information to a base station. 

The remaining sections of this paper are organized as follows: Section 2 discusses 
related work, Section 3 provides details on the physical and software system set-up, 
Section 4 discusses the classification algorithm, Section 5 discusses the experiments, 
and Section 6 provides a conclusion and discussion of future work. 

2 Related Works 

Several mobility monitoring systems are currently in development. These systems 
typically vary by the number of sensors used, the position of the sensors on the body, 
the detectable mobility states, and the features generated. 

Lyons et al., Veltink et al. and Culhane et. al. used two wireless triaxial accelero-
meter sensors at varying positions on the body. These groups were able to distinguish 
between both static and dynamic activities using these sensors [2, 3, 6]. However, 
other groups have produced results with similar and even higher accuracy using a 
single sensor [1, 4, 5]. As a goal was to keep the system simple and wearable, only a 
single sensor was used as it often produces similar results to two sensor systems. 

Haché was able to create a system using only a single waist-mounted wireless triaxial 
accelerometer that detects wide range of mobility states, including transitions and stair 
ascent and descent. Several features were used, including standard deviation, inclination 
angle, and Signal Magnitude Area. The accuracy of this system was 96.4% [1]. Karan-
tonis et al. also created a system using a single waist mounted triaxial accelerometer. 
The overall accuracy of their system was 90.8% [4]. While the accuracy of these sys-
tems was within our goal, signal magnitude area and some of the other features used in 
Karantonis et al. are overly complex and, as this work shows, unnecessary to compute. 

3 Mobility Monitoring Physical and Software Set-Up 

The mobility monitoring system developed to accomplish our goal uses the triaxial 
accelerometer inside of a Shimmer sensor. First, calibration is done on the  
acceleration data, and then features are calculated on the sensor. These features are 
then fed into a classification algorithm to determine the current mobility state of the 
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subject. This state can then be transmitted from the sensor to a base station or stored 
on a MicroSD card. 

3.1 Shimmer 

The Shimmer sensor was used in this system as it is both wireless and easy-to-wear. 
Shimmer was created for uses much like the one in this project, and as such, it has 
worked well in the developed system. The Shimmer contains a 3-axis MMA7361 
accelerometer in addition to a 8MHz MSP430 CPU and a storage device [11]. 

3.2 TinyOs 

The operating system used on the Shimmer device is TinyOS. This operating system 
is commonly used in wireless sensors, and as such, was easily incorporated into our 
system. Its small size and ease in use for programming allowed it to be used without 
conflicting with the original goals of making a small, energy-efficient system. 

4 Activity Classification Algorithm 

The system can currently detect with a high degree of accuracy sit, stand, lie, walk, 
run and fall states. Distinguishing these six states is done by calculating only standard 
deviation and inclination angle from the calibrated acceleration values. These features 
are common to most mobility detection systems [7, 8, 9, 10]. The position the sensor 
is worn will affect the calculations of these features. With the position we chose, the 
Shimmer’s x-axis represents the vertical axis while the Shimmer’s y-axis represents 
the horizontal axis. 

4.1 Features 

Standard Deviation 
Standard deviation of the vertical axis can be used to determine the degree of dynamic 
activity of the wearer. It is a common feature used in mobility classification. Changes 
in the vertical axis are associated with movement, such as walking and running. The 
higher the change over the x-axis is, the higher the degree of activity currently being 
performed. As such, standard deviation over the x-axis is an appropriate measurement 
for the degree of activity being performed. 

 σ  ∑  (1) 

After much observation, it was concluded that low degrees of dynamic movement 
rarely had a standard deviation greater than 0.3 or lower than 0.075. These values 
were then decided to be the dynamic threshold 2 and dynamic threshold 1 respective-
ly. Figure 1 shows the relation of these thresholds to varying degrees of activity: 
standing, walking and running. Standing is static, walking is moderately dynamic, and 
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running is highly dynamic. As such, the standard deviation associated with standing is 
below dynamic threshold 1, the standard deviation associated with walking is between 
dynamic threshold 1 and 2, and the standard deviation associated with running is 
above the dynamic threshold 2. 

 

Fig. 1. Standard deviation of various activities 

From these thresholds, two binary values are calculated: moderate activity and high 
activity. If the standard deviation has surpassed dynamic threshold 1, the movement is 
at least moderately active. If the standard deviation surpasses dynamic threshold 2, 
the movement is highly active. However, if the standard deviation does not surpass 
dynamic threshold 1, then the activity being performed is neither moderately or highly 
dynamic, and is then assumed to be static. These binary values are combined as 
shown in table 1 to determine the degree of activity of the subject. As seen in table 1, 
if moderate activity is 0 and high activity is 0, the result is that the subject is static. 

Table 1. Resulting activity degree from moderate and high activity binary values 

 

Inclination Angle 
Inclination angle is used to determine the posture of the wearer. This is done by simp-
ly calculating the arc-tangent of the horizontal axis of the device over the vertical axis 
of the device. Below is the formula used in the code where Ay represents the  
acceleration over the horizontal axis, and Ax represents the acceleration over the ver-
tical axis. Please see figure 2 for more details. 

 arctan   (2) 
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Fig. 2. Inclination angle 

After ten samples are received, the average angle is then calculated. The resulting 
average is then compared to threshold values for standing and lying. It is assumed that 
if the resulting angle does not surpass the threshold for standing or lying, the activity 
state would be sitting. 

4.2 Mobility Detection Algorithm 

The results from the calculated features are combined to determine the current activity 
state. For example, if the standard deviation calculated indicates a moderate level of 
activity, and the inclination angle indicates a standing posture, we then assume the 
current activity is walking. 

As discussed prior, each of the features generates two binary values. Standard dev-
iation gives us the binary values of moderate degree of activity and high degree of 
activity. Inclination angle gives us the binary values of standing and lying. These four 
values are combined into a decimal value, which has a mapping to an activity state. 

As an example, assume the features generated produced a standard deviation of 
0.10 and an inclination angle of 125 degrees. The binary values for moderate activity, 
high activity, standing and lying would all be zero. These are then combined to form 
the binary value 0000. The sensor wearer is not moderately active, not highly active, 
not standing and not lying. The system then calculates the correlating decimal value 
of zero, which is mapped to sitting. 

Falls can also be easily detected using only these four binary values as seen in fig-
ure 3. When inclination angle indicates lying and the standard deviation indicates high 
activity, the associated state would be a fall. 

 

Fig. 3. Fall detection 
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4.3 Postural Transition Detection Algorithm 

Explanation 
The feature used in transition detection is the angle of inclination, which is also used 
to determine the posture of the wearer. As transitions are simply changes in posture, 
we then look at changes in inclination angle to determine if the wearer is in a transi-
tion state. This is simply done by taking the abstract value of the current angle less the 
previous angle. In the formula below, C represents the current angle and P represents 
the previous angle. If the resulting angle difference is greater than zero, this would 
indicate a postural change, but may not indicate a postural transition. 

  | |  (3) 

Algorithm 
As the goal is to detect not only healthy transitions, but slow gradual transitions, it is 
important to differentiate small changes in inclination angle due to postural changes 
from small movements that are not transition related. An example would be rocking 
back and forth in a chair. The inclination angle will change, but there is no actual 
postural transition. If an algorithm were used that indicate any postural change as a 
transition change, this movement would be incorrectly classified as a postural  
transition. 

Our solution involves adding a potential transition flag to smaller differences in 
transitions, but still labeling the larger differences in inclination angle as transitions. 
A potential transition angle difference is between 1 and 20 degrees, while a large 
transition angle difference is over 20 degrees. If any potential transition states precede 
or follow a state without a transition flag, the potential transition is relabeled as a 
regular transition. This is seen in second 7 in Table 2. If a potential transition flag is 
preceded or followed by several other flags, then at least one transition state, the 
states with the potential transition flag are relabeled as transitions.  

Table 2. Postural transition algorithm results 

Time 
(sec) Original State 

State after Postural 
Transition Algorithm 

1 Sit Sit 
2 Sit - PT Transition 
3 Transition Transition 
4 Transition Transition 
5 Stand - PT Transition 
6 Stand Stand 
7 Stand - PT Stand 
8 Stand Stand 
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4.4 Combined Classification Algorithm 

The algorithms used for mobility classification and for postural transition detection 
are then combined to form the final classification algorithm. Inclination angle and 
standard deviation are first calculated. From this point, the posture and overall activity 
level of the subject is then determined. In figure 4, inclination angle is seen to feed 
into three tests: standing, lying, and postural transition. Standard deviation feeds into 
a high dynamic and low dynamic. These all produce binary values, from which a 
decimal value is calculated and mapped to a correlating mobility state as discussed in 
sections 4.2 and 4.3. 

 

Fig. 4. Final classification algorithm 

5 Experiments 

Two experiments were conducted using this system. The first experiment tested the 
accuracy of the mobility detection algorithm without concerning postural transition 
time or frequency. The second experiment tested the accuracy of the system’s ability 
to detect postural transitions. 

5.1 Mobility Classification Experiment 

An experiment on the system confirmed that the accuracy of detecting sitting, stand-
ing, lying, walking, and running using the above methodology is above 95%. 

Both a male and a female wore the sensor while performing a list of activities in 
tandem over approximately 10 minutes. These activities were performed both indoors 
and outdoors in order to confirm that surface level did not affect accuracy. Table 3 
shows the duration of each activity performed by each subject, the order in which the 
activities were performed, as well as the location. 
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Table 3. Activities performed 

Activity Place 
Time (seconds) 

Subject I Subject II 

Walking Outdoor 360 300 

Standing Outdoor 20 20 

Running Outdoor 30 15 

Standing Outdoor 30 120 

Walking Outdoor 300 300 

Sitting Indoor 360 340 

Walking Indoor 30 45 

Lying Indoor 72 60 

Total time 1200 1200 

 
The accuracy of detecting the performed activities was high in both subjects.  

Table 4 summarizes the percentage of time the subject performed each activity in 
second column and the percentage of time the system detected each activity in the 
first column. The accuracy of mobility detection in both subjects is above 95%. 

Table 4. Accuracy of activities performed 

  Subject I Subject II 

  Detected Performed Performed Detected 

Walking 54% 57 52 54 

Sitting 32 30 29 28 

Lying 7 6 6 5 

Standing 5 4 12 12 

Running 2 3 1 1 

5.2 Postural Transition Experiment 

The postural transition classification experiment involved a single subject performing 
three sit-to-stand transitions and three stand-to-sit transitions. These transitions were 
performed in increasing duration. The first transition of its type was performed in one 
second, the second in three seconds, and the final in five seconds. This was done to 
verify the system’s ability to detect not only postural transitions, but also their dura-
tion. The results of this experiment can be seen in figure 5. The test graph represents 
the states detected by the device during the experiment, while the goal represents the 
states performed by the subject. 

The overall accuracy of the transition detection is only at 87%, which is below the 
original goal of greater than 90%. While the majority of transitions resulted in an 
accuracy of 100%, the longer duration sit-to-stand transition is driving the accuracy 
down. This can be seen in table 5. 
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Fig. 5. Postural transition experiment results 

Table 5. Postural transition experiment accuracy breakdown 

Duration 
(sec) 

Sit-to-Stand 
Accuracy 

Stand-to-Sit 
Accuracy 

1 100% 100 
3 100 100 
5 67 100 

6 Conclusion and Future Work 

Current methods used in determining mobility health are out-of-date, time consuming, 
and expensive. These methods can be easily improved with the mobility detection 
system discussed in this paper. In addition to the states that are typically classified in 
similar mobility monitoring systems, we have added both postural transition time and 
frequency to data gathered from the system. 

The system discussed in this paper can detect sitting, standing, lying, falling, walk-
ing, running and postural transitions with an overall accuracy of over 90% using a 
single waist-mounted triaxial accelerometer. This is done by calculating only two 
features: standard deviation and inclination angle. Many related systems use more 
than one sensor and features that are heavier in calculations with a lower accuracy. 

The accuracy of transition detection is lower than the overall accuracy of the sys-
tem, and more work will initially be done to improve transition detection. This will be 
done by revising the current algorithm used in handling potential transition state flags. 

We wish to include both stair ascent and descent to the states that are currently de-
tected. This has been attempted in several other systems with a relatively lower accu-
racy. With the addition of stair ascent and descent, new features will also need to be 
calculated. Typically, skewness and eccentricity calculations have been used in stair 
detection, but these are much more complex than the features we currently use. 

The most promising possible step would be using the mobility data to generate an 
overall health profile of the subject. This would most likely require collaboration with 
a medical professional with experience in mobility health. Once complete, we will 
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introduce a training algorithm on the generated health profiles and mobility classifica-
tion in order to increase accuracy for larger populations. 
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Abstract. RPC is a communication technology which has been widely used in 
distributed systems. It has been employed as an essential component of distri-
buted systems. However, the performance of traditional RPC technology will be 
seriously decreased in high-speed network based cluster system. The main rea-
son is that the network of cluster has many obvious features such as high band-
width, low latency, and high reliability, etc, which are different from normal 
network environment. Therefore, how to improve the performance of RPC 
technology in cluster system has caught increasing attention.  

In this paper, we have carefully studied the traditional RPC technology, 
which suggest that the decreasing of cluster network performance is mainly 
caused by the serialization/deserialization process of RPC technology. Thus we 
proposed a dedicated serialization/deserialization scheme which can run on 
homogeneous cluster system. This scheme can well improve the performance of 
cluster network by reducing the number of date copy operations of RPC proto-
col. We have evaluated our improved scheme in our real-world cluster system. 
And our evaluation results show that our scheme can significantly promote per-
formance of bandwidth by up to 43% in our cluster system when the size of 
transmitted data block is large. 

Keywords: Serialization, Homogeneous cluster, RPC. 

1 Introduction 

A computer cluster [2] is a type of parallel and distributed processing system, which 
consists of a collection of interconnected stand-alone computers working together as a 
single, integrated computing resource. Network component is an important part in 
distributed system. RPC (remote procedure call) [1, 14] technology is the most com-
monly used network middle layer. 

However, at the beginning of the RPC technology was proposed, it was designed 
for using in common network environment, not specifically designed for high-speed 
cluster network environment. The cluster network has the obvious features such as 
short physical path, high bandwidth, low latency, and high reliability. These features 
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lead to the huge difference between cluster network and ordinary network environ-
ment. So, when the traditional RPC technology is used in cluster network, it often 
works with a low efficiency.  

Therefore, there are lots of works have been carried on to simplify or modify the 
RPC technology on cluster system [3, 9, 10]. However, the RPC systems that most of 
these works are based on have much difference with the traditional RPC, it brings 
some other problems such as hard to understand, use, and transplant. Being different 
from them, we proposed a dedicated serialization scheme which based on the tradi-
tional RPC system, it can run on homogeneous cluster system and can get great per-
formance promotion on bandwidth.  

The main contributions of our paper are as follows: 

(1) We make a detailed analysis on the process of traditional RPC technology, and 
we find that the serialization/deserialization operation—one step of the RPC process, 
is one of the main overheads. 

(2) We proposed a new simplified serialization/deserialization method, which can 
run on homogeneous cluster system, and get a much higher performance. 

(3) We make a detailed performance evaluation and analysis on the new simplified 
serialization/deserialization method in our real-world cluster system, and make our 
conclusion. 

The rest of the paper is organized as follows: in Section 2, we describe the back-
ground and explain the existing problems. In Section 3, we give a detailed analysis on 
the overhead of the traditional serialization/deserialization process. In Section 4, we 
propose a new simplified serialization/deserialization scheme that can achieve much 
high performance in cluster system which has high-speed network environment. The 
experimental results and analyses are in Section 5. The conclusions are presented at 
the end of this paper.  

2 Background and Motivation 

As we have mentioned above, even since the RPC technology was used in cluster 
system, there are lots of works were carried on to simplify or modify the RPC tech-
nology on cluster system. In Panasas system [9, 16]，it uses a special lightweight 
RPC to provide fast communication between the Metadata Server and Clients, and get 
a good performance. In Lustre system [10], it implemented a layered software module 
which named LNET (Lustre networking). And LNET integrated a dedicated RPC in 
it, to provide a very good performance to user. 

Although lots of achievements have been made on RPC improvement in cluster 
system, there are still some problems in this aspect. For example, about Lustre, it 
provides a MPI interface to user, enclosed main components in a large middle layer. 
RPC is integrated in this layer, it is not only difficult to understand and transplant, but 
also difficult to do secondary development on it. So it is urgent to design and imple-
ment a simple and dedicated RPC which is based on traditional RPC, easy to under-
stand and can be easily applied to the cluster system. 
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SUN microsystems had defined the RPC Protocol Specification [14], it has been 
the de facto RPC standard, so we choose a typical open source version in SUN RPC 
products, TI-RPC (transport-independent remote procedure call) [7, 8], as the research 
example. The TI-RPC makes RPC applications transport-independent by enabling a 
single binary version of a distributed program to run on multiple transports. And, it 
can be regarded as a typical representative of traditional RPC [8].  

After carefully studied the source code of TI-RPC, we depict the general steps of 
data processing in TI-RPC as in Figure 1. 

 

Fig. 1. The steps of data processing in TI-RPC 

During the RPC communication, the data serialization/deserialization operation is 
needed. The serialization is used to convert the structure of arguments data in RPC, 
from all kinds of structure (such as char, pointer, struct, etc.) format to bytes stream 
which are convenient to transmit over network. Without serialization, it is difficult to 
transmit the data which store as all kinds of structure, especially like the pointer type 
data. The deserialization is used to restore the structure of arguments data, from bytes 
stream to its original data structure.  

As shown in Figure 1, during the argument serialization operation, the XDR [6] 
format conversion for these arguments data is also been taken. The module which is 
been used to complete the serialization operation and the XDR operation, is named 
RPC encode [5，11]. In receiver, the module which is been used to complete the 
deserialization and the data format conversion(from XDR format to local format) 
operation, is named RPC decode [5，11, 13]. And, during the process of RPC encode 
and decode, both of the sender and receiver will allocate a memory space used to 
store the arguments data. We can call this memory space as “RPC buffer”. During the 
process of data encoding, the sender convert all types of arguments data into XDR 
format according to the serialization rule, then copy them to RPC buffer in turn. And 
in receiver, the data will be received from network to RPC buffer, then according to 
the deserialization rule, these data will be converted into local format, and then copy 
to the space of application program in turn. 

From the above analysis, we can learn that in sender and receiver, they both have 
the copy operation to all arguments data. And it is well-known that the memory copy 
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operation is one of the main overhead in network protocol process [4, 15]. So the 
serialization/deserialization process, which includes memory copy operation, is ob-
vious one of the main overhead in RPC protocol process.  

Therefore, if the copy operation can be removed, it will significantly improve the 
performance of RPC in cluster system. However, in the entire course of RPC opera-
tion, the data is passed through different layers, from application program to RPC 
protocol, then to socket, and in each layer the data has different structure and format. 
So if we want to reduce the copy operation in traditional RPC process, it is need to 
change the data structure and the operation steps of the RPC protocol greatly, and it is 
difficult to implement and hardly get good effect.  

However, it is very common that the computers are homogeneous in cluster sys-
tem. In this special environment, the situation is simple, the problem above depicts 
maybe has particular solution. The XDR format converting is used in RPC because it 
is need to consider the arguments data maybe passed in different architectures of 
computer. So the XDR format converting is no longer need in homogeneous cluster 
system. Meanwhile, though the serialization process is still needed in homogeneous 
cluster system, in this special environment, we can change it to reduce the copy op-
eration, so as to let the network performance get great improvement. 

3 The Detailed Analysis of Traditional Serialization Process 

In this section, we analyzed the detailed serialization/deserialization process in tradi-
tional RPC. Because we can remove the XDR process in our dedicated RPC scheme 
design, we omitted the related analysis about XDR process in this section. 

In fact, all types of arguments data in RPC can be capsulated as data structure, so 
we can take a typical data structure as an example in the following analysis. The data 
structure defined as below:  

 struct data_arg {  int      data_int;  
   char  *data1;  
   long   data_long;  
   char  *data2; }; 

In the process of serialization, it must serialize all arguments data, include the data 
that are pointed by pointer data1, date2, convert all data to a bytes stream, then sent 
them to network [11]. Figure 2 below shows this process: (dashed line indicates that 
the data is changed, and the solid line indicates that the data is no change, directly 
copy).  

The detailed steps are as below: 

1. Copy data_int  to RPC buffer; 
2. The serialization of *data1; 

Because *data1 is a pointer type, the length of data that it point to is also need to 
transmit to the receiver, RPC system place the length(strlen(data1)) into RPC buffer 
firstly, then copy the actual data that it point to into RPC buffer; 

3. Copy data_long to RPC buffer; 
4. The serialization of *data2, same to *data1. 
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Fig. 2. The encode process of arguments data in TI-RPC 

The final results in RPC buffer after conversion is shown in Figure 2. After the se-
rialization operation is completed, the data in RPC buffer will be sent into network. 

To the receiver, the process of deserialization is just recovering the serialized data 
to their original structure. 

Therefore, in traditional RPC, the length of data block(strlen(data1), strlen(data2)) 
must be send to receiver, together with the struct data_arg. Only after getting the 
value of strlen(data1), the receiver can extract the content of the *data1 from the 
bytes stream received from network. In essence, this method add new members 
(strlen(data1), strlen(data2)), these new members together with the content of struct 
data_arg constitute the total arguments data. So, if there is no copy operation, it is 
hardly to arrange and store these data orderly in memory. 

At the beginning of RPC encoding(serialization, and the XDR format converting) 
at sender, a function is been called to allocate RPC buffer. Then the encoded data is 
stored in this buffer. When the buffer is full, or the encoding is completed, the socket 
function (such as write()) is called to sent the data in buffer to network. We can call 
the buffer as RPC send buffer, and the default value of its size is 64KB. 

In a RPC call, all the data that is transmitted into network constitute a record, it al-
so name as RPC message. In fact, in addition to the arguments data in a RPC record, 
it also include a RPC message header, and the data in header is used by RPC protocol 
itself, not by application program. When there is a large amount of arguments data in 
a RPC call, the size of send buffer may be far less than the size of arguments data. In 
this case, the process of encoding will be taken many times, and at one time, RPC 
system only encodes a part of arguments data, then copy it into the buffer. When the 
buffer is full, the data in buffer will be sent into network, then the buffer can be 
reused to continue encode the rest arguments data. RPC system repeated these steps, 
until all the arguments data has been encoded and sent into network.  

The figure 3 below depicts the encode process for overall arguments data. 
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Fig. 3. The encode and send process in TI-RPC 

In figure 3, the arguments data is been divided into 4 parts: block 1-4, the encoding 
and sent operation is been done four times, one time for a block. When each time the 
data has been filled in send buffer, it is referred as a fragment. In the front of every 
fragment, there is a 32 bit field, “flag + length”, the length of “flag” is one bit, indi-
cates that if current fragment is the last fragment in the record, and the low 31 bit 
indicate the “length”- size of current fragment.  

4 The Design and Implementation of Dedicated Serialization 
Scheme 

In this section, we proposed a new simplified serialization/deserialization scheme, it 
can achieve much high performance in cluster system which has high-speed network 
environment. We still take the data structure data_arg as example to explain the 
process of our simplified serialization scheme. There are 3 blocks of data in structure 
data_arg in memory, the first block is the struct data_arg, second and third block are 
the data that the pointer data1, data2 point to, respectively.  

4.1 Improved Encode Method 

Firstly, we need define a constant threshold_of_copy to distinguish the size of a block 
data is small or huge. Then, the detailed encoding process is shown in Figure 4 below: 

1. Because the length (sizeof(data_arg)) of struct data_arg is small, we copy the 
data of block 1 to RPC buffer directly. Meanwhile, we use the length (strlen(data1), 
strlen(data2)) of the data block 2, 3, to replace the original value of pointer varia-
ble(data1, data2), respectively. 

2. Send the data in RPC buffer into network.  
3. About the following block2, block3 data:  
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 a. If the lengths of them are small, we still copy them to RPC buffer and send 
them to network directly, because in this case, the overhead of copy operation is 
small. 

 b. If the lengths of the two blocks are huge, we send the data of the two blocks in-
to network directly, to avoid the copy overhead. 

 

Fig. 4. Dedicated serialization scheme 

And, in this scheme, the serialization needs to take the data structure as the opera-
tion unit. That is, to a given data structure, need a corresponding serialization method 
to handle it. In fact, when the serialization scheme is defined, we can easily write all 
corresponding serialization function to all kinds of arguments data structure. 

At receiver, according to the strlen(data1), strlen(data2), it can identify the end 
position of the data1, data2 block. So it can restore the value of struct data_arg by 
only restore the value of point variable, no longer need copy operation again. We will 
illustrate it in below. 

4.2 Improved Decoding Method 

After the receiver has received arguments data from network, the decoding process 
begin. In this process, because all the arguments data has been received, and the data 
is arranged in a continuous stream, the data of block2, block3, is next and behind the 
struct data_arg. Therefore, we can calculate the address of the block2, block3 accord-
ing to its length and the beginning address of struct data_arg. 

Figure 4 depicts the process. The arguments data stored in memory, and is divided 
into three blocks. The length of the first, second, and the third data block is len1, len2, 
len3, respectively, the beginning address of these data in receive buffer is addr0. So 
the address of block2, block3 is addr0 + len1, addr0 + len1 + len2, respectively. 

Therefore, in the decoding process, we only need to change the value of pointer da-
ta1, data2 in struct data_arg as addr0 + len1, addr0 + len1 + len2, respectively, then 
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the decoding process is completed. We can return its beginning address addr0 to up-
per layer application program directly. 

5 Performance Evaluation and Analysis 

In this section, we tested the performance of the traditional TI-RPC and our simplified 
RPC which use dedicated serialization/deserialization scheme, and analyzed the re-
sults of tests. In this section, we call the simplified RPC as S-RPC. 

We construct test platform on a computer cluster in our laboratory. We select two 
computers in the cluster, and test the RPC performance between them. The specific 
configuration of each node is as table 1 below:  

Table 1. The spceific configuration of each node in test platform 

CPU 2 CPUs (X5560, 2.8GHz × 4 cores)  

Bus PCI-E 2.0 ×16  

Operating System Linux RedHat Enterprise, kernel 2.6.27  

Network card ConnectX InfiniBand adapter Cards, 40G bits/s  

Network switch InfiniScale IV IS5030 QDR 36-Port  

5.1 The Tests of RPC Transmission Bandwidth 

In the tests, the RPC server registered the procedure rpc_write(). This procedure allo-
cates a buffer in server, and receives the data that sent from client. Specifically, at the 
beginning of test, the client also allocates a buffer, and set the content of this buffer is 
characters zero, and take the contents as a data block, then client remotely call the 
procedure rpc_write(), take the data block as the arguments data, write them to server 
side. The size of data block is set as 4K to 2M Bytes in turn in every test. In once test, 
the total transferred data is 1G Bytes, so the repeated execution times of procedure 
rpc_wirte()  = 1G / size of data block. 

During the tests, we also tested the performance of Socket application, so as to take it as 
a reference to RPC. The figure 5 shows the bandwidth of SOCKET, TI-RPC, and S-RPC. 

 
Fig. 5. The bandwidth of Socket, S-RPC, TI-RPC 
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We can see that, in every time of RPC call, when the size of data block for trans-
mission is small, the performance of S-RPC has no advantages compared to TI-RPC. 
When the size of data block gradually increase, S-RPC shows its advantages, when 
the size of data block is larger than 256KB, the advantage is obvious. When the size 
of data block equals 2MB, the bandwidth of S-RPC reach 1.75GB/s, this bandwidth is 
already close to the bandwidth of Socket, which is 1.85GB/s. And the bandwidth of 
TI-RPC is 1.22GB/s, so the improvement is about 43%.  

In our tests, the size of fragment is 64KB, the size of threshold (setup by thre-
shold_of_copy, section4.1) is 16KB.  

In S-RPC, when procedure rpc_write() is been called, a little judge operation has 
been added in program, so it brings some additional slight overhead. These overhead 
is unrelated with the size of data block, and in general, its value is often stable. 

When the size of data block for every time of transmission is less than threshold, 
the sending process is similar with TI-RPC. But because there is additional control 
overhead in S-RPC, its performance is slightly lower than TI-RPC. 

When the size of data block is large than threshold, these data blocks will be send 
to network directly. ⅰ) When the size of data block is between the threshold and 
fragment, the performance is upgrade, but not obvious. ⅱ)When the size of data 
block is larger than fragment, in this case, the size of data is very large in once 
rpc_write() operation, so the overhead of copy and underlying transmission occupy a 
big proportion in overall overhead. Compared with it, the additional overhead brings 
by S-RPC is trivial, so the reduced overhead made by S-RPC is far more than the 
increased overhead, and the performance improvement is obvious. 

5.2 The Tests of RPC Transmission Latency 

In this part, we test the delay of RPC API.  In tests, the client program call a proce-
dure named NULLPROC, this process has no parameters. And the server only gives a 
send reply.  

Table 2. The latency of TI-RPC, S-RPC 

 
 

The table 2 is the test results. The test be taken 8 times, and we calculate the aver-
age latency value, there are small differences among every test values. The average 
value of S-TI is 60.36 μs, very close to the average value of TI-RPC, which is 
60.23μs. The increasing rate of S-RPC to TI-RPC is about 0.22%.  

6 Conclusions 

In traditional RPC, during the process of serialization/deserialization, there is corres-
ponding data copy operation, so the performance is not very good. Our simplified 
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RPC removed these copy operations, when the size of data block for transmission is 
huge, it has obvious performance upgrade, compared to traditional RPC.  
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Abstract. Online social networks are rapidly becoming popular for users to 
share, organize and locate interesting content. Users pay much attention to their 
close friends, those direct or two-hop friends. Users of Facebook commonly 
browse relevant profiles and the homepages, which are inefficient in obtaining 
desired information for a user due to the large amount of relevant data. In this 
paper, we propose a summary index with a ranking model by extending existing 
Bloom filter techniques, and achieve efficient full-text search over large scale 
OSNs to reduce inter-server communication cost and provide much shorter 
query latency. Furthermore, we conduct comprehensive simulations using trac-
es from real world systems to evaluate our design. Results show that our 
scheme reduces the network traffic by 94.1% and reduces the query latency by 
82.4% with high search accuracy. 

Keywords: Online social network, Keyword search, Stream dynamic Bloom 
filters, Summary index, Friends-based selection. 

1 Introduction 

Popular online social networks (OSNs) such as Facebook and Twitter are changing the 
way users communicate and interact with the Internet. Hundreds of millions of users 
have started to use OSNs to harness desired information through social links. Users of 
online social networks pay much attention to their friends. The main purpose is to “keep 
in touch with old friends” and “finding out what old friends are doing now” [11]. Fur-
thermore, due to the privacy policy of online social networks, some systems (e.g., Face-
book, MySpace, and LinkedIn) merely allow a user to visit his/her close friends, e.g., 
those direct or two hop friends [6]. A recent study by Benevenuto et al. show that users 
browsing the profiles and the homepages of their friends dominates the behaviors on 
Facebook with the share of 92% in total operations [2]. Therefore, in the systems, users 
mainly visit their close friends and gain interested information via browsing. 

Based on the analysis of a large topology trace we collected from Facebook 
(shown in Fig.1), the average number of two-hop friends of a user is 3.1×104, where 
over 40% users have more than 1.0×104 two-hop friends. Due to such large amount of 
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possible relevant data, the simple operation of browsing is inefficient in obtaining 
desired information for a user. Therefore, there should be an efficient key-word 
search for users to avoid useless browsing. 

Previous wisdom for large scale search such as Google is to collect the relevant infor-
mation into a centralized repository and build indices for searching. However, due to the 
privacy problem of OSNs, it is impossible to build an OSN search engine using existing 
indexing schemes. Popular OSN systems, such as Facebook and Twitter, commonly util-
ize consistent hashing based scheme to partition users’ data across world-wide data cen-
ters. For example, Facebook uses Cassandra [13] as default to randomly partition users’ 
data among tens of thousands of servers across multiple data centers. Specifically, Cas-
sandra uses the key-value model to organize the users’ data in world-wide data centers, 
where a key is the unique identifier of a user, and the value corresponding to the key is the 
user’s data with flexible schemas. Based on the consistent hashing mechanism, it is easy to 
implement user-name based data location using DHTs. However, it is difficult to provide 
keyword-based content search. Due to the de-facto random partition strategy, a simple 
query processing within a user’s close friends may need to exhaustively contact a large 
number of servers across the data centers, raising heavy inter-server communication cost. 
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Fig. 1. Scope of 2-hop friends distribution 

To address this problem, we propose an efficient keyword search scheme over 
OSN systems. Instead of exhaustively transmitting a query message to all relevant 
servers for each query, we summarize the content of each relevant friend of a user 
using a Bloom filter [4] and build a light-weight index of all the relevant friends for 
the user. Based on the summary index, we propose a ranking model which identifies 
the servers most likely to return the desired results. By only transmitting the query 
messages to the top-ranked servers, our scheme avoids significant unnecessary mes-
sage caused by exhaustive search, greatly reducing the inter-server communications 
cost during query processing. 

We conduct comprehensive simulations to evaluate the performance of this design 
based on the Facebook traces collected. Results show that our scheme can significant-
ly reduce the inter-server communication cost for keyword search over OSNs, while 
achieving satisfactory search quality. 

All in all, the contributions of this paper are twofold: 1) we propose a lightweight 
summary index over two-hop friends scale with a ranking model by extending  
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existing Bloom filter techniques, and achieve efficient full-text search avoiding unne-
cessary queries over a mass of servers; 2) we conduct comprehensive simulations 
using traces from real world systems to evaluate our design. Results show the effi-
ciency of this design. 

The rest of the paper is organized as follows. Section 2 reviews the related work. 
Section 3 introduces system design. Section 4 presents the performance evaluation. 
Section 5 concludes this work. 

2 Related Work 

Existing social networks already have some user-name based search mechanisms. For 
examples, Facebook provides inbox search. inbox search is a feature that enables 
users to search through their Facebook Inbox by name of friends [13]. In Orkut, users 
can add several restrictions to their queries to filter the search results, such as hair 
color, age or geographical locations [18]. 

Recently, there are some literatures focusing on integrating search and social me-
dia. Mislove et al. [14] study how to integrate social network search with web search 
in order to complement search results. Also, how content publishing and locating 
influences the overall searching experience in the web perspective and in the social 
network context is discussed. Horowitz and Kamvar [10] present Aardvark, a social 
search engine, to find the right person, rather than the right document, to answer ques-
tions. Gehrke et al. [3] make a first step towards the problem of keyword search in 
social networks with access control. However, there is lack of key-word based content 
search over online social networks. 

3 System Design 

We first give a brief overview of the design. In the system, every user maintains a com-
pact summary index of his/her accessible friends. More specifically, each user caches a 
succinct table of his/her accessible friends. Such a light weighted table contains the pairs 
of the name of a friend and a Stream Dynamic Bloom filter (SDBF) for the friend. The 
SDBF of a friend summarizes the set of stemmed non-stop terms from his/her docu-
ments with the information of the recency of the documents. The SDBF extends the 
dynamic Bloom filter [8] by integrating time information in a space efficient way. When 
a query comes, we first look up through the summary index table of the user locally and 
filter the friends less likely to return relevant content based on their SDBF. By contact-
ing the servers hosting the top relevant friends, the scheme retrieves the matched docu-
ments and achieves more accurate ranking of the final results set. As it can be seen, the 
SDBF-based summary index is the core of our design. 

3.1 Summary Index 

Due to the privacy problem as aforementioned, it is difficult, if not impossible, for 
OSNs to maintain a centralized index like Google. Instead, our scheme maintains a 
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summary index for each user. The basic idea is to summarize the content (a set of 
terms) of each friend and pre-compute an index of all the friends for a user. By using 
such an index, when a query comes, it simply forwards the queries to those friends 
most likely to return relevant documents. Such a solution can avoid a significant 
amount of bandwidth during query processing. 

Considering the features of OSN systems, the goal of the summary index design 
should meet the following requirements: 1) The summary index should be space effi-
cient owing to the large population in OSNs. 2) The summary of a user should sup-
port the representation of dynamic sets because a user can append content containing 
new terms at any time. 3) The summary should contain the recency information of the 
elements based on the observation that OSN users care the recency of information 
much [12]. 4) The update and maintenance of the summary index should be handled 
in a cost economical way to save bandwidth. Therefore, we design the SDBF that 
extends the traditional Bloom filter techniques to summarize the content of a friend. 

It is well known that Bloom filter [4] is a space-efficient randomized data structure for 
concisely representing a set. It supports the membership verification within a constant 
delay. The standard Bloom filter (SBF) just focuses on representing a static set. Thus, we 
proposed using a scalable set of homogenous SBFs to represent Dynamic Bloom Filter 
(DBF) [8]. Although the DBF can support the representation of dynamic sets, it cannot 
reveal the recency of the elements, which is an important factor of OSN data. 

m = 8
n = 3
k = 3  

Fig. 2. Basic component of SDBF 

To solve this problem, we propose to use SDBF, which extends the DBF by em-
bedding the recency information of elements. Different from DBF, we use a variant of 
counting Bloom filters [7], named as time-based counting Bloom filters (TCBF), as 
the basic component of the SDBF, where each cell of the hashing space consists of a 
counter as well as a timer. Figure 2 shows an example, where m is the number of 
cells, n is the bits of counter, k is the number of hash functions. The counter records 
the times the hash function hits the cell, while the timer indicates the recency of the 
update of the counter. With a counter, the Bloom filter can support the element dele-
tion operation [7]. In practice, very few bits, such as four bits, will be sufficient for 
the counter of each cell for the probability that the value of counter c of a given cell is 
larger than j decreases exponentially with j, 

 
ln 2

p( < ) m( ) je
c j

j
≤  (1) 

By using SDBF, each user maintains the SDBF of its two-hop neighbors and thus 
establishes an index to the summaries of all accessible contents. 
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3.2 Ranking Model 

In the ranking model, the content of a user is represented as a stream of an un-bounded 
number of terms: u = (t1, t2, ..., tn), and a query q is a set of keywords, q = (k1, k2, ..., km). 
Due to the random partition strategy of users in existing large scale OSN key-value 
stores, a straightforward exhaustive search scheme needs to contact a large amount of 
servers to find matched content, raising significant unnecessary inter-server communi-
cation cost. Our search scheme processes a query in two steps. First, a group of friends 
with potential answers to the query is detected using the summary index. Second, the 
query is submitted to the servers hosting the most relevant friends likely to return rele-
vant documents. By using the two-stage search process, our scheme aims to achieve the 
performance of exhaustive search while limiting the size of the summary index and 
minimizing the inter-server communication cost for searching. 

The ranking model of our scheme considers two factors: the content relevance and 
the recency of the content. When a user uj issues a query q, the system browses the 
summary index of uj and selects friends using the following model, 

 ( , , ) ( , ) ( , )
i

i j i i
t q t SDBF

R u u q ts u t qm u t
∈ ∩ ∈

= ⋅  (2) 

where R(ui, uj, q) denotes the relevance between a friend ui of uj and the query q. The 
factor qm(ui, t) computes the relevance between the content of ui and term t. The fac-
tor ts(ui, t) quantifies the recency of the matched content of ui. Then, we introduce the 
two factors in the proposed model in detail. 

1) Content relevance. It implements a content ranking algorithm of qm(ui, t) using 
the vector space model [17]. In the vector space model, a query is modeled as a vector 
of distinct terms q = (t1, t2, ..., tm), while a document is modeled as another term vector 
d = (t1, t2, ..., tn). The vector space model measures the similarity between the query q 
and the document d using the cosine of the angle between the two vectors, which can 
be computed using the following equation, 
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 (3) 

where wt,q represents the weight of term t for query q and wt,d represents the weight of 
term t for document d. The notation |q| denotes the number of terms in the query q, 
while |d| is the length of the document d. 

The most popular method for assigning term weights for a document in the  
corpus is the term frequency-inverse document frequency scheme (TF×IDF) [16]. 
Specifically, the factor TF denotes the term frequency property that is local and con-
tent-oriented to a document, 

 , ,1 log( )t d t d tw TF f= = +  (4) 

where fd,t is the number of times that the term t appears in the document d. 
The factor IDF quantifies the fact that terms appearing in many documents in a 

collection are less important for a query, 
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 , log(1 )t q t
t

N
w IDF

f
= = +  (5) 

where N is the total number of documents in the corpus and ft is the number of docu-
ments that contain term t. 

In the design, due to the limit of Bloom filter structure, the summary index does 
not contain the term frequency information fd,t and the term to document mapping, t→ 
d, necessary for the TF×IDF scheme. We approximate the TF×IDF scheme by 
processing the query in two steps: the first step ranks the likelihood of a friend to 
contain relevant content and the second retrieves the documents from the servers host-
ing the top-ranked friends. 

We introduce a measure called inverse friend frequency (IFF) for ranking the most 
relevant friends in the first step of the search process. IFFt is computed as follow: 

 ( , ) log(1 )i t
t

F
qm u t IFF

F
= = +  (6) 

where F is the total number of friends of a user in his summary index, Ft is the num-
ber of friends who has content containing t. Similarly with IDF, a term that appears in 
every friend is useless for differentiating the terms for a certain query. Different from 
IDF, IFF can be computed using the summary index of a user conveniently. The pa-
rameters F and Ft can be easily computed by using the summary index, where F is the 
number of entries in the summary index and Ft is the number of friends contains an 
element matching the term t. 

2) Recency of content. We mentioned that the SDBF supports not only the succinct 
representation of the terms extracted from a friend’s content, but also the reflecting of 
the recency of the terms. 

When executing membership queries against the SDBF for a term, if matched, we 
can also obtain the timer of the term. The timer reflects the time an item is inserted or 
updated. For example Facebook, users pay more attention to the relevant information 
in the past month [1]. Based on the observation, in the design of SDBF we consider a 
much succinct representation of a timer, which uses a few bits to represent a time 
window. Initially the timer of the cell will be set to MAX_T, which represents the size 
of the window. As time goes by, when a cell is set by an inserted/updated element at 
time T, the timer will be decreased to the value of MAX_T-T. Thus, the timer can re-
flect the recency of the element compressed inside the Bloom filter. When verifying 
the membership of an element, the recency of a matched element is determined by the 
timer with the largest value among the number of k timers. Therefore, achieving the 
timer of the term, we can present the time as follow: 

 ( , ) 1
_

t
i t

T
ts u t ts

MAX T
= = +  (7) 

where tst is the time of the term t, Tt is the timer of term t, MAX_T is the maximum 
timer.  In this design, we use 5 bits to represent the time window of about one month. 
Thus, the granularity of the timer is one day. So the maximum timer is 31, and the tst 
is a value between 1 and 2, and the bigger the timer, the larger the value. 
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Above all, by using IFF, we then come to rank the content relevance between a 
friend ui of user uj by: 

 ( , , ) (1 ) log(1 )
_

i

t
i j

t q t SDBF t

T F
R u u q

MAX T F∈ ∩ ∈
= + ⋅ +  (8) 

4 Performance Evaluation 

4.1 Simulator Setup 

A custom simulator in Java is developed to compare our retrieval algorithm with exhaus-
tive retrieval as baseline. In order to better represent the real world OSN system, we con-
sider the real data trace with the underlying data center characteristics. Previous studies 
have shown that the existing large-scale data centers commonly use a fat tree network 
architecture [15]. The fat tree as a whole is split into k individual pods, with each pod 
supporting non-blocking operation among 1/4k2 hosts. In the evaluation, we set k=50, 
which can maintain 30,000 servers. The number of servers is set at 1,000 at the beginning 
and it is changed to evaluate the performance with the network size increasing. 

After developing the underlying data center network, we can simulate the data cen-
ter of Facebook with thousands of servers. Then, we randomly partition the Facebook 
trace collection among these servers with the Cassandra scheme. Next, we assign each 
user 100 documents randomly selected from the WT10G data collection [9] and give 
each document a time factor to present the recency of the document. We set the time 
of documents with uniform distribution in the evaluation. Then, each user maintains a 
summary index of his/her two-hop friends with SDBF. By using the MD5 hash algo-
rithm, we hash the terms of documents of one’s friend into the counter of the SDBF, 
while hash the time of documents into the timer. The counter is set at 4 bits, while the 
timer is set at 5 bits of a cell. 

We use the query logs of a commercial search engine to evaluate the performance 
[5]. When a query comes, we first look up through the summary index table of the 
user locally and filter the friends less likely to return relevant content based on rank-
ing model described in section 3. By contacting the servers hosting the top relevant 
friends, the scheme retrieves the matched documents and achieves a more accurate 
ranking of the final results set. 

4.2 Results 

There are two kinds of metrics to be considered in the evaluation: one is the commu-
nication cost, the other is the accuracy of the results. 

We use two metrics, traffic and latency to measure the communication cost. The 
traffic of OSN has a significant impact on the underlying data center network. 

i

i i

L
Traffic M

B
=      (9) 

where M is the size of the message, and Li and Bi represent the length and the band-
width of the ith physical link that the message travels on the underlying physical net-
work during one hop in the overlay, respectively. 
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Fig. 3. Results of communication cost. (a) The CDF distribution of traffic. (b) The CDF distri-
bution of latency. 

The latency for a query is the sum of the underlying latency over each hop in the 
data center. It is the sum of the underlying latency for all relevant data transferred 
over servers. So, the latency of a query can be represented as the total data quantity 
divided by bandwidth. 

The search accuracy is measured by two metrics, recall and precision. Recall is the 
percentage of relevant documents returned as results divided by the total number of 
the relevant documents. Precision is the percentage of relevant documents among all 
the results for a query presented to the user. It describes how much irrelevant material 
the user may have to look through to find the relevant material. 

We evaluate the performance of the algorithm by comparing its recall and  
precision. 

Figure 3(a) plots the traffic of query, where 42.7% queries using exhaustive search 
have traffic less than 3.1×107. By using our scheme, more than 97.4% of queries have 
such a low traffic. In the following, we present the results of our scheme as FFS for 
short. The average traffic of the query logs using exhaustive search is 8.44×107, while 
the average traffic using FFS is only 5.0×106, reducing the traffic by 94.1% signifi-
cantly. 

Figure 3(b) shows the latency of query, where less than 40% of the queries using 
exhaustive search need less than 30 milliseconds. By using FFS, more than 97.8% of 
the queries have such a short latency. The average latency of queries using exhaustive 
search is 78.9 milliseconds, while the average latency using FFS is only 13.9 millise-
conds, significantly reducing the latency by 82.4%. 

Figure 4(a) plots the recall over all provided queries with top 10 relevant docu-
ments returned using our scheme compared with the exhaustive search as a baseline. 
It can see from the figure, it performs slightly worse than the exhaustive search me-
thod. It is amazing to see that the recall of the results is almost matching using the 
FFS scheme compared with the exhaustive search. 

Figure 4(b) shows the precision of the FFS scheme. It shows that the average pre-
cision of queries is 98.4% when the network size increases. Due to the false positives 
of SDBF, the system can not achieve a precision of 100%. 
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Fig. 4. Results of search accuracy. (a) Average recall changes with the network size. (b) Aver-
age precision changes with the network size. (c) Average number of friends needs to contact 
with to achieve k relevant documents. (d) The return rate changes with the network size. 

Figure 4(c) shows the number of friends contacted when requesting different num-
bers of documents k. It shows that the FFS scheme has tremendously lower request 
than the exhaustive search. 

Figure 4(d) shows the return rate of the FFS scheme, which means the rate be-
tween the documents returned and the number of friends contacted. It shows that the 
average return rate of FFS scheme is 0.452, while the exhaustive scheme is 0.081. 
Therefore, the FFS scheme has higher search efficiency than the exhaustive search. 

5 Conclusion 

In this paper, we discover the main problem of the low efficiency of keyword search 
over online social networks, and have proposed a lightweight summary index over two-
hop friends’ scale with a ranking model by extending existing Bloom filter techniques. 
We conduct comprehensive simulations using traces of Facebook crawled to evaluate 
our design. Results show it achieves high efficiency full-text search avoiding unneces-
sary queries over a mass of servers, and reduces the traffic and the latency significantly. 

In this work, it only discusses the text-based content search. In the future, we will ex-
tend text-base content search to various content. Next, we will pay much attention to  



422 J. Huang and H. Jin 

optimize the line query model in the summary index. Then, we will consider other factors 
into the ranking models, such as locality of interest and friends relationship strength. 
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Abstract. Nowadays graphic processing unit (GPU) delivers much better per-
formance than CPU does, and it is becoming increasingly important in high per-
formance computing (HPC) because of its tremendous computing power. At the 
same time the concept of cloud computing is becoming increasingly popular. 
This business model suggests that GPU will be more economical because users 
can spend less money to rent GPUs to fit their special computing needs, rather 
than buying GPUs. The current practice of virtual GPU rental service is to bind 
a GPU to a virtual machine statically. As a result this static binding practice is 
less economical and less flexible. The goal of this paper is to design a GPU 
provision system that combines CUDA programs from different virtual ma-
chines and execute them concurrently, so as to support the concept of GPU 
sharing among virtual machines. 

Keywords: Cloud Computing, GPU, GPGPU, GPU Virtualization, Virtual  
Machines. 

1 Introduction 

Cloud computing is becoming increasingly popular. Cloud computing users can upl-
oad their data to a data center, rent virtual machines to process the data, and retrieve 
the results from the data center. Cloud computing is a pay-as-you-go service, in which 
users only pay for the amount of services they actually used. At the end the users 
spend less money than buying and maintaining all the hardware and software on their 
own, while obtaining the same service they need. Cloud computing is also fault-
tolerant – users do not need to spend money in hardware backup and maintenance. 

To achieve time-sharing of resources, cloud computing uses virtualization tech-
niques. Virtual machine allows users to have an illusion that they have their own 
stand-alone machines, and they are not aware that they are actually sharing hardware 
resources with others. By sharing the resources, virtualization technology improves 
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resource utilization and reduces the cost of using resources in cloud computing. For 
instance, Amazon EC2 [1] provides services for users to rent virtual computers to run 
their applications. Google Cloud [2] provides many cloud-based applications that 
everyone can use. 

Current technology allows CPU, memory and I/O devices to be virtualized and 
shared with low latency and overhead. For example virtual machine supports many 
users to run general applications on a physical server concurrently, sharing CPU, 
memory, and disk storage. Both Xen [3] and KVM [4] are convenient and efficient 
virtualization technologies. Xen is an open source hypervisior that provides para-
virtualization to speed up the performance of virtual machines. KVM is a popular 
Linux kernel-based virtualization and it supports hardware assisted virtualization. 

Modern graphic processing units (GPUs) have tremendous computing power to 
process a large amount of data in a short period of time. GPU use this tremendous 
computing power to provide extremely complicated dynamic 3D images. Modern 
GPUs usually have hundreds of cores, which provide extremely powerful parallel 
computing capabilities than CPUs. For example, AMD Radeon HD 6990 GPU reach-
es 5.40 Tera FLOPS (floating-point operations per second) single precision compu-
ting power [5] in March 2011. At the same period Intel Core i7 980 XE CPU only 
reaches 109 Giga FLOPS [6]. 

Nowadays GPUs are not only used in graphics rendering but also in high-
performance computing (HPC), including molecular dynamics, protein folding, and 
planetary system simulation [7, 8, 9]. For example, general-purpose computing on 
graphics processing units (GPGPU) [10] is a methodology to use GPU in general 
purpose computing, not limited to computer graphics. In order to harness this tre-
mendous computing power efficiently, NVidia [11], IBM [12], Intel [13], AMD [14] 
proposed new programmable languages and environment, such as CUDA [15] and 
OpenCL [16]. 

GPU is expensive and should be fully utilized. It is not economic for cloud provid-
ers to bind a GPU to a particular virtual machine. If we do so other virtual machines 
will not be able to use GPU before the virtual machine using GPU terminates. This 
static binding practice is not economic, especially to cloud service provider. 

It is much easier to virtualize CPU than to virtualize GPU because CPU has a built-
in time-sharing mechanism. CPU can easily suspend the current process and switch 
context to another process. In contrast GPU is much harder to virtualize because for 
performance GPU usually runs a single task at a time and does not switch among 
processes. In addition, GPU manufacturers does not provide the source code of their 
drivers due to business considerations, as a result GPU cannot be completely con-
trolled by other system programs, including virtualization hypervisor. 

In order to share GPU among virtual machines without doing explicit context switch-
ing among GPU processes, we propose a GPU virtualization framework that runs GPU 
processes in batches. This framework gathers all GPU kernels from each user virtual 
machine to a specific virtual machine that accesses the GPU directly, then recompose 
and compile these kernels into one GPU kernel. Finally since the NVidia Fermi [17] 
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architecture allows concurrent kernel execution, we run this combined kernel using 
concurrent kernel execution and send the results back to each user virtual machine. 

The rest of the paper is organized as follows. Section 2 describes related work. 
Section 3 describes the architecture and implementation of our GPU virtualization 
system. Section 4 presents and analyzes experiment results. Finally, Section 5 gives 
some concluding remarks. 

2 Related Work 

GPU has provided a better performance than CPU since 2003 [18, 19, 20]. GPU has a 
very large number of cores than CPU does, and it can run programs in parallel effi-
ciently. In order to leverage the computing power of GPU, manufacturers have devel-
oped new programming languages and environments for GPUs. CUDA (Compute 
Unified Device Architecture) [15], AMD App (Accelerated Parallel Processing) [21], 
and OpenCL (Open Computing Language) [16] are the three major architectures for 
parallel computing with GPU. 

It is evident that the development of GPU virtualization technology will introduce 
new economically feasible solution in high performance computing with GPU. How-
ever, restriction of proprietary software and hardware device driver prevent research-
ers from managing GPU at the hardware level. GPU is designed for computing a large 
amount of data in parallel, so it has a high data transfer bandwidth and a large number 
of simple cores. However, GPU is unable to handle complicated control flows. That 
is, GPU lacks the ability of saving process execution state, so it cannot run two or 
more programs in a time sharing manner. This lack of quick context switch makes it 
difficult to virtualize GPU. 

To overcome the lack of support from vendors in GPU virtualization, researchers 
propose two categories of GPU virtualization – front-end and back-end techniques. 
Front-end techniques do not need to know the details of the GPU driver. Virtual ma-
chine service providers only offer a modified graphics API, which forwards requests 
from virtual machines to the physical machine by remote procedure call. For in-
stance, Shi et al. [22] proposed a GPU virtualization architecture called vCUDA. 
vCUDA intercepts CUDA API calls from virtual machines by modifying the CUDA 
library. Then vCUDA redirects CUDA commands and data to a machine that has a 
real GPU device and this machine will perform the computations instead. vCUDA 
uses XML-RPC [23], a transport mechanism using extensible Markup Language [24], 
to pack program data and parameters of the CUDA commands to the real CUDA 
machine. Giunta el at. [25] proposed gVituS for GPU virtualization. gVituS intercepts 
and redirects all CUDA API calls of a virtual machine just like vCUDA does. But 
instead of XML-RPC, gVituS creates a TCP/IP communication to the real CUDA 
machine, transfers the request, and receives the execution results. Zillians [26] pro-
posed an architecture that redirects user code to back-end physical GPU machine. 
Hoopoe [27] utilizes the same architecture as zillians and provides web service based 
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API and GUI for users to utilize GPU resources. Duato et al. [28, 29] proposed an 
architecture named rCUDA. rCUDA enables concurrent usage of CUDA-compatible 
GPUs remotely by creating virtual CUDA-compatible devices on machines without 
GPUs. 

Back-end techniques directly associate a virtual machine with physical GPU hard-
ware. The techniques needs support from hypervisors, such as KVM [4] and Xen [3]. 
These hypervisors have para-virtualization that permanently binds a physical GPU to 
a virtual machine. That is, a virtual machine can have the entire GPU hardware by 
itself. However, a virtual machine can also suffer extended waiting time due to con-
tention with other virtual machines, so the total number of virtual machines must be 
restricted. Several companies, e.g., Amazon EC2 and Hoopoe [1, 27] provide GPU 
service by back-end techniques.  

Both front-end and back-end vitalizations have their advantages. The advantage of 
front-end over back-end virtualization is that it is easier to practice resources sharing 
by modifying GPU APIs. However, it may cause significant overheads in forwarding 
process data than the back-end method. On the other hand, the back-end techniques 
have better execution performance, but may suffer long delay due to contention. Also 
time-sharing of GPUs is challenging for back-end techniques. 

Li et al. [30] suggested that it is necessary to maintain a one-to-one mapping be-
tween CPU and GPU to avoid context switching. Li et al. [30] propose a GPU re-
source virtualization infrastructure that provides the concept of virtualized units of 
GPU resources. They create a virtualization layer between GPUs and CPUs. The vir-
tualization layer will manager all the GPU resources and communicates with CPUs to 
answer the GPU requests. The virtualization layer will rearrange the GPU processes 
form different CPUs to ensure the all GPU processes can be run in parallel. They 
apply this approach in NVidia Fermi architecture GPU [17], and the system can sup-
port 16 concurrently running processes, and each CPU has the illusion that it its own 
virtual GPU. 

3 System Architecture and Implement 

Our system architecture consists of a domain-U for user virtual machines that wish to 
run CUDA programs, and a domain-0 that can access the GPU. A domain is an ex-
ecuting context in which we can run processes. We can create and name a domain, 
except the special domain-0, in which an operating system controls the hypervisor. 
The hypervisor creates and controls virtual machines running in domain-U. The oper-
ating system in domain-0 is also responsible for executing the CUDA kernels from 
different virtual machines. 

Our GPU virtualization architecture has three major components - a Listener, a 
Combiner, and an Executor. The Listener runs in each virtual machine of domain-U, 
the Combiner and Executor runs in domain-0. The system architecture is illustrated in 
Figure 1. 



 GPU Virtualization Support in Cloud System 427 

 

Fig. 1. WebScale system architecture 

3.1 Shared File System 

Our system uses a shared file system between domain-U and domain-0 to share GPU 
kernel code and data. When a user wants to execute a GPU program, the Listener 
passes the name of the directory containing user GPU kernel codes to Combiner so 
that Combiner can mount and combine all kernel codes and compile them into one 
executable file. Then the Executor will execute the combined executable and return 
the results back to each virtual machine. 

We choose Network File System (NFS) as our shared file system. NFS is a distri-
buted file system protocol, which allows users to access files stored in other machines 
by network. NFS is suitable for sharing a file on different virtual machines, ant it can 
allows different clients share a file at the same time. Every virtual machine in domain-
U runs an NFS server, and the virtual machine in domain-0 runs an NFS client. Each 
server in domain-U exports a file system that contains the user GPU kernel code, and 
the client in domain-0 will mount the file systems exported by NFS servers so that 
Combiner can access them. 

3.2 Listener 

The Listener runs in each virtual machine of domain-U and is responsible for export-
ing the shared file system to the Combiner. If a user virtual machine wants to execute 
a GPU program, the Listener will mount the program directory in the shared file sys-
tem. The user is also required to provide the memory usage of his kernel, which is 
used by the Combiner in order to calculate total memory usage of the combined  
kernel. 

If a process successfully terminates, the Executor will send a termination message 
back to the Listener. When the Listener receives the termination message, it will noti-
fy the user that the result is ready. 
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3.3 Combiner 

The Combiner runs in the virtual machine of domain-0 and is responsible for combin-
ing CUDA programs to be executed. The Combiner receives messages about what 
GPU kernels it needs to process from the Listener, and then processes these kernel 
codes through the shared file system. The Combiner then parses the source codes 
from each machine, creates different CUDA streams and ensures that they will not 
interfere with each other, and prepares the combined kernel for concurrent execution. 

After mounting the file system, the Combiner chooses the kernels to execute by an 
FIFO policy. Kernels that were not executed immediately, either too big or too late 
will wait for its execution in the FIFO. To prevent starvation the Combiner sets a 10 
second limit. If there are no arriving kernel for execution within 10 seconds, the 
Combiner will combine and compile all waiting kernels and send them to the Execu-
tor, regardless GPU memory is fully utilized or not. After deciding which kernels 
should be executed next, the Combiner parses and merges these kernels into one ex-
ecutable file. The Combiner also decides which groups of kernels should be run con-
currently by checking the resource consumption of each kernel. To sum up, the Ex-
ecutor will run a batch of kernel if any of the following is true. 

1. The combined kernel uses at least 90% of the GPU resources. 
2. There are already 8 kernels ready for execution. 
3. There are no incoming kernels for execution within 10 seconds. 

3.4 Executor 

The Executor runs in the virtual machine of domain-0 and is responsible for running 
GPU process from the Combiner. When the program terminates the Executor will 
save the results into files and send them back to the shared file system, then notifies 
the Listener that GPU process has successfully terminates. At the end, the Executor 
will unmount the shared file system. 

3.5 System Flow 

A user runs a GPU kernel in our system as follows. First the user must create and run 
a virtual machine in domain-U. The virtual machine will then start a Listener waiting 
for user commands. The detailed steps of running a GPU program are as follow. 

1. The Listener receives the user request, and then notifies the Combiner to mount the 
directory containing GPU kernel code in the shared file system. 

2. The Combiner decides which kernels will be executed concurrently, and combines 
these kernels into an executable file from the shared file system. 

3. The Combiner notifies the executor to execute the combined GPU kernel. 
4. The Executor executes the combined kernel. 
5. If the combined kernel successfully terminates, the Executor saves the results into 

a file in the shared file system, then informs the Listener that the process has com-
pleted. 
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4 Experiment Results 

4.1 Experiment Setting 

The hardware and software configuration in our experiments are as follow. We used 
one physical machine with an Intel Core i5-2400 Processor with 4 cores running at 
3.40GHz, 8GB of memory and NVidia GTX 560-Ti for our GPU. The system uses 
Xen 4.1.2 as the hypervisor and Ubuntu 12.04 with Linux 3.5.0 kernel as the guest 
operating system in domain-0 and domain-U. Each virtual machine in domain-U has a 
2 core CPU, 1GB of memory, and 20GB of disk. 

4.2 Parallel Execution overhead 

We conduct the first set of experiments to evaluate the parallel execution overheads of 
running GPU programs. In Figure 2, the execution time from 1 to 8 instances of ma-
trixMul CUDA sample program with and without virtualization is shown in Figure 
2(a). The normalized execution time using virtualization is shown in Figure 2(b). 

We made the following two observations. First, when we run the programs without 
virtualization all program will be run serially, therefore the time will linearly increas-
ing, as Figure 2(a) suggests. Second, we notice that the ratio between the parallel 
execution time to the sequential execution time decreases when we increase the cur-
rency. For example, the ratio is 100% when the number of process is 1, and it is 22% 
when the number of processes is 8, which is slightly larger than the theoretical bound 

 . This overhead is due to the context switching among GPU processes, and is in-

creasing when the number of processes increases. 

 
     (a)      (b) 

Fig. 2. Total and normalized execution time of matrixMul 

4.3 Dispatch System overhead 

We conduct the second set of experiments to evaluate the overhead of our dispatch 
system in running CUDA programs. We choose several sample programs from  
NVidia CUDA Software Development Kit (SDK) [15] as our benchmarks. We also 
make two assumptions. First since we parse, compile, and then execute the program, 
we must consider the compilation time into our execution time. Second, we assume 
that programs arrive simultaneously, so we can start them together. 
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Figure 3(a) shows the execution time breakdown of the matrixMul benchmark with 
virtualization, and Figure 3(b) shows the results without virtualization. The times in-
clude compilation, network transfer, and code parsing time. Since CUDA compile its 
library along with the user program before version 5.0, when we compile the programs 
together, the common libraries are compiled only once, and the compilation time is 
almost a constant, as in Figure 3(a). In contrast if we do compile user programs sepa-
rately, the CUDA library will be compiled multiple times, as suggested by Figure 3(b). 

 
     (a)  (b) 

Fig. 3. Time breakdown of matrixMul execution 

4.4 Different Programs Mixture 

We conduct the third set of experiments to observe the performance when we mix dif-
ferent CUDA programs together. We measure the execution time of the different CUDA 
programs with and without concurrent kernel execution. We combine four CUDA pro-
grams – Interval, vectorAdd, BlackScholes, and matrixMul together. We slightly modi-
fy matrixMul and vectorAdd to avoid security problems in the CUDA benchmark li-
brary. Figure 4 illustrates the time breakdown of running these four programs with and 
without virtualization. The first columns represent the time breakdown of a single pro-
grams execution, and the fifth and sixth columns represent the time breakdown of run-
ning the four benchmarks without and with virtualization. We notice that, as in Figure 
2(a), the parallel execution (with virtualization) runs faster than sequential execution 
(without virtualization), but the performance advantage is eroded by the fact that we are 
combining CUDA programs could use different libraries. 

 

Fig. 4. Concurrent execution time of combining different programs 

 0

 10

 20

 30

 40

 50

1 2 4 6 8

E
xe

cu
tio

n 
tim

e 
(s

)

Number of Process

Time Breakdown of MatrixMul
With Virtualization

Execution
Compile
Parse
Socket

 0

 10

 20

 30

 40

 50

1 2 4 6 8

E
xe

cu
tio

n 
tim

e 
(s

)

Number of Process

Time Breakdown of MatrixMul
Without Virtualization

Execution
Compile

 0

 5

 10

 15

 20

Interval
BlackScholes

matrixMul
vectorAdd

Without Virtualization

Virtualization

T
im

e 
(s

)

Time Breakdown With and Without Virtualization
Execution
Compile
Parse
Socket



 GPU Virtualization Support in Cloud System 431 

5 Conclusion and Future Work 

We propose a GPU virtualization architecture using NVidia Fermi GPU. We show 
that it is efficient to achieve GPU virtualization with NVidia Fermi architecture GPU. 
The first advantage is that if there is sufficient GPU memory, we can merge up to 8 
GPU kernels and execute them concurrently, which reduces execution time, increases 
system throughput, and reduces average waiting. The second advantage is that our 
system compiles all the necessary libraries only once and reduces compilation time. 

We will study the architecture of Kepler GPU, which allows 32 CPU to access one 
GPU, which makes our virtualization architecture more simple and efficient. We will 
also improve the selection algorithm so that it makes smart decisions in choosing 
programs to execute concurrently.  

The authors would like to thank the financial support from Cloud Computing Cen-
ter for Mobile Application, Industrial Technology Research Institute, under grant 
number B0-B0009. 
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Abstract. MapReduce is a programming model introduced by Google for large-
scale data processing. Several studies have implemented MapReduce model on 
Graphic Processing Unit (GPU). However, most of them are based on the single 
GPU and bounded by GPU memory with inefficient atomic operations. This 
paper intends to develop a standalone MapReduce system, called MGMR, to 
utilize multiple GPUs, handle large-scale data processing beyond GPU memory 
limit, and eliminate serial atomic operations. Experimental results have 
demonstrated MGMR's effectiveness in handling large data set. 

Keywords: MapReduce, multi-GPU, atomic-free, CUDA, GPUDirect. 

1 Introduction 

With the stagnation of CPU's performance as well as the better programmability and 
performance of GPU (Graphics Processing Unit), various applications have been 
accelerated by GPU-related programming paradigms such as CUDA 1, OpenCL 2 and 
Brook+ 3. The underlying reason is that GPUs' throughput - oriented computing 
design closely matches the characteristics of large-scale data parallel applications. 

MapReduce 4 is proposed by Google to pursue simple and flexible parallel 
programming paradigm. With MapReduce, users only need to write Map and Reduce 
functions, respectively, in order to solve problems in a parallel computing manner. 
The low level programming details such as the ways to handle communication among 
data nodes are transparent to users. Data affinity across network and fault tolerance 
among multiple nodes can be achieved automatically. 

With the success in handling large-scale data-parallel problems, many MapReduce 
frameworks have been implemented on parallel platforms such as multi-core CPU 
systems, Cell processors and GPUs 5. However, most existing GPU-based 
MapReduce systems put their efforts on a single GPU in a node, neglecting the multi-
GPU platforms supported by advanced techniques such as GPUDirect 6. Moreover, 
many such systems tend to use atomic operations in GPU global memory to handle 
the concurrent writes among multiple threads 910. However, such atomic operations 
can cause serialized access of GPU memory and decrease overall performance 
dramatically. 



434 Y. Chen et al. 

This paper proposes a multi-GPU MapReduce implementation, called MGMR, and 
makes the following contributions:  

─ Multiple GPUs are utilized to speed up MapReduce operation. Load balancing is 
achieved by distributing computations based on the capacity of all GPUs.  

─ Big data issue is addressed through CPU memory that normally is bigger and more 
extensible than GPU memory. The aggregate GPU memory is not the bottleneck 
anymore.  

─ Serial atomic operations are replaced by a parallel alternative, parallel prefix sum 
operation, for maximum performance gains.  

The experimental results of real world applications have demonstrated that MGMR 
achieve significant performance gains in handling big data inputs.  

The remainder of this paper is organized as follows: Section 2 briefly introduces 
the GPU architecture background and MapReduce framework. In Section 3, the 
detailed MGMR system design issues are explained for the reasons of being able to 
achieve the scalability. In Section 4, two real applications will be used to compare 
performance among CPU, single-GPU, and double-GPU MapReduce versions. 
Section 5 lists some related MapReduce implementations. Finally, the conclusion and 
future work are given in Section 6.  

2 GPU and MapReduce 

MGMR is developed in CUDA and based on Nvidia Fermi architecture.  

2.1 Multi-GPU Architecture 

Each Nvidia GPU consists of multiple streaming-multiprocessors (SMs) and can 
execute thousands of light-weighted hardware threads concurrently. CUDA helps map 
thread hierarchy onto GPU cores. Up to 512 threads are group into thread blocks that 
are assigned to SMs to schedule work in groups of 32 parallel threads, called warps. 
Extremely fast context switch with warps can help tolerate memory access latency. 
Each thread is assigned some registers, whereas each warp has one program counter. 
All threads within the same blocks can access the common shared memory. This 
helps synchronize threads in the same blocks, facilitate extensive reuse of on-chip 
data, and greatly reduce off-chip traffic. 

For a machine with multiple GPUs, Nvidia GPUDirect is the technique to handle 
inter-GPU communication within a single system. With GPUDirect, network adapters 
and storage devices can directly read and write data in GPU device memory, 
eliminating unnecessary copies in system memory (on CPU side) to achieve 
significant performance improvement in data transfer. High-speed DMA engines 
enable this inter-GPU communication within same systems. 

In Nvidia Fermi GPUs, asynchronous memory copy is another advanced feature 
that enables bidirectional memory copy to double data transfer bandwidth. It also 
helps achieve the overlapping of computation and communication 13, i.e., when GPU 
is busy with some calculations, DMA engines can move data around at the same time. 
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2.2 MapReduce Programming Model 

MapReduce is widely used in various domains such as machine learning, data mining, 
and bioinformatics. The design goals of MapReduce include programmability, 
robustness and scalability. Divide-and-conquer is the basic strategy. MapReduce 
consists of three primary stages (Map, Shuffle and Reduce) where the first two can be 
divided further into sub-stages and the third one is indivisible. User jobs are broken 
apart for Map stage to execute. Then, Shuffle reorders and distributed intermediate 
data. Finally, Reduce stage merges the partial results for the final ones. 

MapReduce framework tries to stay at high level and hides low-level details such 
as parallelism, communication, fault tolerance, and load balancing. End users only 
need to specify two functions: Map and Reduce for their corresponding stages. Their 
definitions can be abstracted as follows: 

 Map: (k1, v1) → list (k2, v2)  (1) 

 Reduce: (k2, list (v2)) → list (k3, v3) (2) 

The input of Map is a set of key/value pairs, and the output is a list of intermediate 
key/value pairs. All values associated with the same key are passed to Reduce 
function that processes them for final results. 

3 MGMR System Design 

The target platform of MGMR is Nvidia Fermi GPU. MGMR is developed in CUDA 
and C++ with flexible templates. It is designed to be extensible and customizable 
while maintaining high occupancy of multiple GPUs. Load balancing across multiple 
GPUs is achieved at runtime according to hardware performance and job sizes. 

3.1 Multi-GPU Utilization 

All stages and sub-stages can be specified by users, and their corresponding jobs are 
accomplished by workers which are computers in the original MapReduce design. In 
MGMR, these workers will be hardware threads across multiple GPUs for load 
balancing. 

The overview of MGMR workflow is shown in Fig. 1. The input of Map stage is 
partitioned into sets of key-value pairs, and they are assigned to workers in different 
GPUs simultaneously. Then, the intermediate data generated from Map stage are 
shuffled among workers across GPUs without going through CPU memory. The 
Shuffle stage incurs all-to-all communication among workers. For workers within one 
GPU, the communication is accomplished through commonly shared GPU global 
memory. For workers from different GPUs, GPUDirect enables remote GPU memory 
access without going through CPU memory. Performance gain is achieved there. 
Finally, all outputs of Reduce stage on multiple GPUs are copied back to CPU 
memory. 
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Fig. 1. MGMR workflow on multiple GPUs in single-round mode 

3.2 Multi-round Map and Reduce for Big Data 

Through iterative GPU activations, MGMR can handle large data set that exceeds the 
sum of multiple GPU memory unit sizes. However, Fig.1 only demonstrates the 
situation of one single round where data sets can be loaded into current GPUs. In 
MGMR, a data pool is allocated on CPU side in page-locked memory manner. Self-
scheduling strategy is used to assign data sets onto GPUs for processing. If data 
cannot be processed all together by GPUs, the data pool will be used as the buffer for 
intermediate data in such multi-round mode. However, the single-round modes only 
use GPU global memory for intermediate data. 

In Map stage, the input key-value pairs are partitioned into various sets with 
different sizes in the data pool. When the CPU program detects an idle GPU, it will 
activate one Map function and assign one data set over. For multi-round mode, once 
Map workers finish the work, the intermediate results will be sent back to the data 
pool and another group of data sets will be loaded for processing until the Map work 
is done. 

In Shuffle stage, input/output data are placed in GPU global memory for one-round 
mode and in the data pool for multi-round mode. 

In Reduce stage, Reduce workers will get data from GPU global memory or data 
pool first, and then work in self-scheduling manner. Different from Map stage, each 
reducer is indivisible. The input data size could be fixed or various. 

3.3 Map Stage 

The Map stage consists of several sub-stages: output size estimation, key-value 
processing and partial folder. 

Output Size Estimation. MGMR estimates output size in advance to avoid memory 
overflow in GPU. Unlike CPU, GPU cannot dynamically allocate memory inside 
kernel functions. Thus, CPU program has to pre-allocate output buffer before 
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initiating kernel execution. To reach a balance point between higher performance and 
shorter programs, MGMR requires users to pre-define the structure of the output 
values in struct format. Users can do the same to the output keys as well. If they do 
so, a comparison function for this struct data type should be provided so that MGMR 
can sort such data items correctly. 

Key-Value Processing. In this sub-stage, Map workers fetch input data from the data 
pool in self-scheduling manner and execute the user-defined Map function. 
Asynchronous memory copy such as cudaMemcpyAsync() is used to overlap 
communication and computation, i.e., both GPUs and PCIe bus will be busy at the 
same time. 

In multi-round mode, the output data sets are needed to copy back to the data pool 
since GPU global memory is not big enough to contain all the intermediate results. 
Then, MGMR takes full advantage of bidirectional memory copying in Fermi 
architecture since two DMA engines work in the opposite directions. Therefore, data 
transfer bandwidth is doubled. Communication operations are overlapped as well. 

Partial Folder. If user activates this sub-stage, the intermediate output data will be 
folded to reduce its size. This feature gives user a way to balance between data 
transmission and computation overheads. I/O bound applications can use this sub-
stage to reduce data transfer cost for performance gain. 

3.4 Shuffle Stage 

In single-round mode, if the intermediate data (output of Map Stage) is small enough 
to put in one GPU's global memory, these key-value pairs will be sorted by radix sort 
provided by Nvidia Thrust library 14 in Shuffle stage. But if they are distributed 
across multiple GPUs, Parallel Sorting by Regular Sampling (PSRS) 15, also called 
Sample Sort, is applied to incur all-to-all broadcast through GPUDirect technique. 
Data will be redistributed among GPUs. 

If data is too big for aggregate GPU memory and multi-round mode has to be used, 
the input and output data of Shuffle will be placed in data pool (CPU side). A CPU 
partition schedule will use PSRS to reorder key-value pairs and build indices in the 
data pool. However, GPUDirect is not necessary since the data exchange does not 
happen among GPUs. 

The MGMR version of PSRS is implemented in four steps as follows: 

1. Local Sorting. Each GPU is assigned a contiguous set of p items out of total n 
key-value pairs that will be sorted locally by radix sort. 

2. Pivot Selection and Local Data Partitioning. On each GPU, according to the 
number of GPUs, a certain number of pivots are selected from the local sorted list. 
These pivots are broadcast to other GPUs. Then, each GPU sorts all received 
pivots and selects certain global pivots that should be identical on all GPUs. Based 
on these global pivots, each GPU's local sorted set is separated into [n/p] partitions. 
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3. Partition Exchange. The ith GPU keeps its local ith partition and sends others to 
their corresponding GPUs. All-to-all communication occurs here. GPUDirect is 
used when multiple GPUs are involved in single-round mode. 

4. Merging Partitions. Each GPU receives its [n/p] partitions from all others and 
concatenate them together for the output of this stage. 

With sorted key-value pairs, MGMR removes all duplicated keys and all values 
associated with the same keys are stored continuously. Therefore, MGMR can refer 
each value list through the index of its first value and the list length. All operations 
are accomplished by GPUs for high performance. 

3.5 Reduce Stage 

Partition Scheduler. Partition Scheduler is only used if the input of Reduce stage 
exceeds the sum of all GPUs' memory sizes as in multi-round mode. Fig. 2 shows the 
detail of how Partition Scheduler works. After Shuffle stage, Partition Scheduler 
maintains all value list partitions in data pool on CPU side. The indices of these value 
lists have been built in advance. When a GPU is idle and its reducer workers come to 
ask for more Reduce work, the Partition Scheduler will assign several value lists as a 
combination with the consideration of load balancing and transfer it over to the 
designated GPU. 

 

Fig. 2. The interaction between Partition Scheduler and GPUs 

An approximate algorithm of subset sum problem from Przydatek 16 is used to 
estimate how much data can be packed into each GPU memory that will infer the 
workload. As shown in Fig. 2, while GPUs are busy with their reducers, multiple 
CPU threads concurrently calculate the possible input combinations for next round 
GPU execution. When a GPU finishes its work, it can get another one right from 
Partition Scheduler. Self-scheduling is applied for load balancing. However, those 
CPU threads get jobs ready for GPUs. 
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Key-Value Processing. In this sub-stage, user-defined reducer function will executed 
by hardware threads on GPUs. Similar to the situation in Map Stage, multiple GPUs' 
computation and PCIe's bidirectional communication capacities are exploited 
thoroughly to utilize the advanced features from Nvidia Fermi architecture. Atomic 
operations are avoided by CUDA version parallel prefix sum where data items are 
reduced in parallel. 

4 Experimental Results 

All experiments were conducted on a server containing two Intel Xeon X5660 
(2.80GHz, totally 24 cores) with 24 GB RAM and two Nvidia GPUs: Quadro 6000 
(1.15 GHz, 5,375 MB global memory, 64KB L1-cache/SM) and Tesla C2070  (1.15 
GHz, 5,375 MB global memory, 64KB L1-cache/SM). The server is running the 
GNU/Linux operating system with kernel version 2.6.32. Testing applications are 
implemented with CUDA 5.0 and compiled with NVCC compiler in CUDA Toolkit 
5.0. CPU versions are implemented with OpenMP using 24 threads to utilize all 24 
CPU cores for full capacity. 

Two real applications were used for experiments. 

4.1 K-Means Clustering 

K-Means Clustering (KMC)17 is used in data mining which aims to partition n 
observations into k clusters where all observations in a cluster are close to the nearest 
mean. The testing data is randomly generated from a 10k×10k square area with 
floating-point coordinates. Map stages finds the cluster for each point based on means 
and emit 〈index (cluster), point〉. Partial Folder is used to reduce I/O, so only the 
sum of the x-y coordinates of each cluster is emitted to Reduce stage that calculates 
new means. These three steps are repeated until all means stop changing. Since KMC 
is NP-hard, we set the test to three rounds for measurable performance. Also, the 
cluster number k is set to 24 for fair comparison between CPU and GPUs since there 
are totally 24 CPU cores. 

 

Fig. 3. Experimental results of KMC: execution time, speedup, runtime breakdown 
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As shown in Fig. 3, we generated up to 520 million points for the experiments. 
KMC is quite computationally intensive since each point needs to compare with 24 
means to find the closest one. Multi-GPU version can declare clear computability 
advantage. Double-GPU version achieves 91.7 times speed-up over CPU version and 
1.7 times speed-up over single-GPU version. Shuffle stage takes a small percentage of 
execution time because of the optimization of Partial Folder sub-stage. For the same 
reason, Reduce stage is very light-weighted. 

4.2 Unique Phrase Pattern 

Unique Phrase Pattern (UPP) can detect the most frequently used phrase patterns. 
Only two to three-word phrases are acceptable to our tests. The input data is randomly 
generated from a forty thousand-word dictionary that is pre-hashed. In MGMR, UPP 
is developed as a three-pass MapReduce. Therefore, no extra work is needed for 
allocating different sizes of buffers for different phrases. The first two passes count 2-
word and 3-word phrases separately. Key-value pairs are emitted as 〈list (hash 
(word1), ...), 1〉. Both results are used as the input for the third pass in order to sort 
all phrases in one mapper for their occurrence. Since UPP originally bounded by I/O, 
the sub-stage Partial Folder in Shuffle stage is activated in each pass to reduce the 
data transfer overhead. 

 

Fig. 4. Experimental results of UPP: execution time, speedup and runtime breakdown 

UPP experimental results are shown in Fig. 4. Both GPU versions show very stable 
efficiency while the problem size increases. Double-GPU version achieves 12.6 times 
speed-up over CPU version and 1.5 times speed-up over single-GPU version in 
average. Single-GPU version is only slightly faster than double-GPU version when 
the input size is very small (less than 45 MB) because of the low GPU occupancy and 
communication overhead in double-GPU versions’ (Shuffle stage). According to the 
runtime breakdown figure, Map stage is the most time-consuming portion. 

5 Related Work 

MapReduce has been implemented on many different platforms such as shared 
memory system, computer cluster, and GPU workstation. Each implementation has its 
own contributions and potential issues. 
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Hadoop 7 MapReduce developed by Apache Software is designed for better 
programmability in processing vast amount of data in cluster. Hadoop was developed 
in Java, but Hadoop Streaming allows users to customize their own Map and Reduce 
functions in other programming languages such as C and python.  Phoenix 8 is a 
MapReduce implementation for shared-memory systems with multi-core chips and 
symmetric multiprocessors. Only CPU cores are utilized. 

Mars 9 is the first GPU-based MapReduce system. Mars uses an atomic-free 
output-handling scheme on GPUs, but it has a two-step output process in order to 
calculate the data allocation and avoid race condition among threads. MapCG 10 
designs a memory allocator to reserve buffers in GPU global memory for each warp. 
However, the atomic operations with global memory cause serious performance 
penalty. Chen and Agrawal 11 optimized MapCG by executing the Reduce function 
in GPU shared memory and achieved 2-60 times speedups. GPMR 12 implements 
MapReduce on GPU clusters to handle big data issue. Partial reductions and 
accumulation are used to reduce network traffic. 

6 Conclusions and Future Work 

In this paper, a multi-GPU MapReduce, called MGMR, is developed to tackle with 
big data issue. Scalability is achieved in both computational power and data size 
aspects. To avoid the possible communication overhead when multiple GPUs are 
employed, GPUDirect is applied for inter-GPU interactions without going through 
CPU memory. Unlike most existing GPU MapReduce systems, MGMR also 
considers big data input scenario. When data size is larger than the aggregate GPU 
memory, CPU memory is used to continue the MapReduce operation. Atomic 
operations are replaced by parallelize one as well. Experimental results have 
demonstrated MGMR's advantages over both CPU and single-GPU MapReduce in 
both performance and scalability aspects. 

The future work includes extending MGMR to GPU clusters by using RDMA for 
further performance scalability, integrating it with file systems for fault tolerance, and 
improving its easy-to-use aspect for programmability. 
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Abstract. This paper describes an approach to detecting distributed denial of 
services (DDoS) attacks that is based on Information theory, specifically 
Kolmogorov Complexity. A theorem derived using principles of Kolmogorov 
Complexity describes that the joint complexity measure of random strings is 
lower than the sum of complexities of the individual strings when the strings 
exhibit some correlation. However, Kolmogorov complexity is not calculable, 
various methods exist to measure estimates of complexity. In the viewpoint of 
Kolmogorov complexity, we have found out the characteristics of DDoS attacks 
after analyzing a lot of DDoS attack cases. We propose a new method to 
compute the joint complexity using Deep Packet Inspection (DPI). DPI depends 
on string matching process and regular expression heuristics that make a 
thorough investigation on the packet payloads in a search for networked 
application signatures. As ISPs backbone links’ speed and data volume increase 
rapidly, commodity hardware-based DPI systems face performance bottlenecks 
and the difficulty of scalability, which interferes on traffic classification 
accuracy dramatically. This paper introduces a lightweight DPI algorithm for an 
expeditious detection that can detect the presence of a DDoS in the Internet as 
quickly as possible in order to provide people accurate early warning 
information and possible reaction time for counteractions. Furthermore, it 
increases the exactitude of detecting DDoS and doesn’t decrease network 
backbone’s performance. 

1 Introduction 

Nowadays, Internet Service Providers (ISP) confront with a wide range of unusual 
events – some of which may be DDoS. DDoS has caused severe damage to servers 
and network. ISP should detect these DDoS early when they occur and responses 
appropriately as quickly as possible when they occur in order to downscale the 
damage. The principal challenge is how to detect DDoS in an incipient stage. ISP has 
been recently relying on Deep Packet Inspection (DPI) systems. For instance, there 
are some new software and devices capable of performing DPI, such as intelligent 
switching and routing, next generation firewalls, and intrusion detection and 
prevention systems. DPI’s accuracy mostly depends on string matching process and 
regular expression heuristics that investigate thoroughly on the packet payloads in a 
search for networked application signatures. Traditionally, DDoS attacks are carried 
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out at the network layer, such as ICMP flooding, SYN flooding, and UDP flooding. 
The main purpose of these attacks is to deplete the network bandwidth and deny 
service to legitimate users of the victim systems. Since many studies have found the 
characteristics of such attacks, it is not as easy as for attackers to launch new DDoS 
attacks based on network layer. These methods are data mining [2], bloom filter [3], 
outlier detection [4], nearest-neighbor methods [5], support vector machines [6], Y-
means clustering algorithm [7], genetic computation [8], principal component 
analysis [9], Covariance Matrix [10], Kalman Filter [11] and traditional signature 
based DPI for detecting the latest DDoS. On July 7, 2009, major political, financial, 
and media websites around the world experienced new DDoS attacks. Since it was 
more intelligent and quiet attacks based on application layer, it could not be easily 
detected with the existing methods based on network layer. The emergence of new 
attacks changes the attack trend. It becomes more complicated to distinguish between 
normal traffic and DDoS traffic. In the viewpoint of a user, a zombie user behaves 
like a normal user. However, attackers run a massive number of queries through the 
victim’s search engine or database query to bring the server down. A new method has 
been emerging such as slowloris DoS HTTP, Slow HTTP Post, HTTP GET 
Flooding, Cache-Control, Refresh, SQL Injection and so on. The characteristic of 
these attacks is that they request specific web pages and content repeatedly after 
connecting TCP 3way handshaking. Furthermore, they don’t send excessive traffic 
anymore. They make the appropriate amount of sessions for the target web server to 
waste whole resource. A botmaster will use capacity estimation techniques like 
capprobe [12] to approximate the link capacity. During this process, the available 
bandwidth is monitored by using tools like abget [13] or pathchirp [14]. Simple 
scripts [13] can estimate the size of web pages. A botmaster can set a limit of the web 
page size between 100KB and 1MB for a bot to request [15]. A larger number of web 
servers will allow a sparser distribution of the attack traffic. This would make attack 
traffic realistic and evade detection from systems which target sudden increase in the 
traffic to a destination address. It makes more difficult for current techniques to 
detect. In this background, we propose a new DPI algorithm to find the latest DDoS 
early on the basis of Kolmogorov Complexity. A theorem derived using principles of 
Kolmogorov Complexity states that the joint complexity measure of random strings 
is lower than the sum of the complexities of the individual strings when the strings 
exhibit some correlation [1].  While it is known that, in general, Kolmogorov 
Complexity is not computable, various methods exist to calculate estimates of the 
complexity. Since we have studied many DDoS attacks, we found that the approach 
using packet’s payload information can increase the detection accuracy. Our 
approach is the estimation of consecutive payload complexity in a flow. The 
remainder of the paper is organized as follows. Section2 states the study of various 
DDoS attacks. Section3 describes the concept of information complexity, specifically 
Kolmogorov Complexity. Section4 presents the estimation of consecutive payload 
complexity in a flow. Section5 proves the estimation. Finally, section6 concludes this 
paper.  

2 The Study of Various DDoS Attacks 

DDoS attacks have been evolving year by year. In the past, most DDoS exploited 
network level weakness. TCP SYN Flooding and UDP Flooding are representative 
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attacks. However, application level attacks are increasing these days. There are HTTP 
GET Flooding, Refresh attack, SQL Injection attack, CC attack and so on. 
Furthermore, it is difficult to distinguish between application level attacks and normal 
traffics. Because, a small number of zombie PCs can damage a target web server or 
network link in application level DDoS attacks. On the other hand, network level 
DDoS attacks need a lot of zombie PCs. DDoS can be classified into resource 
depletion and weakness exploit on system and application. Also, resource depletion 
attacks can be divided into network, especially bandwidth, and host resource.  

2.1 Attack on Bandwidth 

• UDP/ICMP Flooding 

These attacks make network link congestion or system overload by sending a lot of 
UDP/ICMP packets. One of ICMP Flooding examples is Smurf. This can be 
considered one form of reflected attack, as the flooding hosts send Echo Requests to 
the broadcast addresses of mis-configured networks, thereby enticing many hosts to 
send Echo Reply packets to the victim. Some early DDoS programs implemented a 
distributed form of this attack.  

• DRDOS(Distributed Reflected Denial of Service) 

This involves sending forged requests of some type to a very large number of 
computers that will reply to the requests. Using Internet Protocol address spoofing, 
the source address is set to that of the targeted victim, which means all the replies 
will go to the target. 

2.2 Attack on Host Resource 

• Slowloris DoS HTTP 

Slowloris tries to keep many connections to the target web server open and hold 
them open as long as possible. It accomplishes this by opening connections to the 
target web server and sending a partial request. Periodically, it will send subsequent 
HTTP headers, adding to the request. Affected servers will keep these connections 
open, filling their maximum concurrent connection pool, eventually denying 
additional connection attempts from clients.  

• Slow HTTP Post attack 

This was introduced in 2010 OWASP. The attacker sends POST headers with a 
legitimate “content-length” field that lets the Web server know how much data is 
arriving. Once the headers are sent, the POST message body is transmitted at a slow 
speed to gridlock the connection and use server resources.   

• HTTP GET Flooding attack 

The infected hosts create many threads to send a large amount of requests to the 
victim’s website to disable it. Since these requests have legitimate contents and are 
sent via normal TCP connections, the server usually serves them as normal requests, 
and exhausts its resource finally. The attack launched by the worm Mydoom in 
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2004 is an example of HTTP flooding. Recently, there have been intensive DDoS 
attacks against major government, organization news media and financial company 
websites in South Korea and US around July 7, 2009 

2.3 Attack on System/Application Weakness 

• Ping of death 

This is a type of attack on a computer that involves sending a malformed or 
otherwise malicious ping to a computer. A ping is normally 32 bytes in size. Many 
computer systems could not handle a ping packet larger than the maximum IPv4 
packet size, which is 65,535 bytes. Sending a ping of this size could crash the target 
computer 

• SQL injection attack 

This is a technique often used to attack databases through a website. This is done by 
including portions of SQL statements in a web form entry field in an attempt to get 
the website to pass a newly formed rogue SQL command to the database 

3 Information Complexity 

Detection techniques are classified into anomaly-based detection and misuse-based 
detection. Anomaly-based detection looks for deviation from the pattern of normal 
traffic using techniques such as statistical measures. In contrast to anomaly-based 
detection, misuse-based detection maintains a database of signatures. Suspicious 
flows are matched for their signature against this database. Traditional IDS and IPS 
make use of a database of signatures. While these techniques have high accuracy, they 
have several limitations. Firstly, they are not flexible because they are typically 
customized for known attack patterns. Therefore, these techniques are likely to fail if 
a new type of packet is used or if the attack consists of a traffic pattern that is a 
combination of different types of packets. Secondly, a large number of detection 
techniques use traffic logs to identify attacks. However, traffic logs generate a large 
amount of data even during normal operation so it is difficult and time-consuming to 
scan traffic logs looking for patterns when the network is under attack. Typical 
detection techniques rely on filtering based on packet type and rate. These are 
effective to detect attacks on bandwidth. These days, it is hard to find excessive attack 
packets in a flow. Because they disguised as normal traffics by controlling traffic 
rates. With the appearance of a botnets, every flow does not send highly deviated 
packets. Attacks on host resource are good examples. Misuse-based detection and 
traditional IDS/IPS has a problem to detect these attacks. This paper describes an 
anomaly-based detection approach that leverages fundamentals of information 
complexity to provide a flexible and effective detection method.  Let’s take a look at 
the approach in detail  
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3.1 Kolmogorov Complexity 

The DDoS attack detection algorithm makes use of a fundamental theorem of 
Kolmogorov Complexity that states: for any two random strings X and Y,                                                  K XY K X K Y c                                               1  

Where K(X) and K(Y) are the complexities of the respective strings, c is a constant 
and K(XY) is the joint complexity of the concatenation of the strings. Proof for the 
above theorem is described in [16]. Simply put, the joint Kolmogorov Complexity of 
two strings is less than or equal to the sum of the complexities of the individual 
strings. The equivalence holds when the two strings X and Y are totally random, they 
are completely unrelated to each other. While it is known that, in general, 
Kolmogorov Complexity is not computable, various methods exist to compute 
estimates of the complexity. One of them is an entropy calculation technique for 
estimation of complexity. The complexity K(x) is computed using the entropy H(p) of 
the weight of ones (‘1’) in a string. Specifically, K(x) is defined in Eq. (2) where x#1 
is the number of ‘1’ bits and x#0 is the number of ‘0’ bits in the string whose 
complexity is to be determined. Entropy H(p) is calculated using Eq. (3)                                                K x l x H x#1x#1 x#0 log l x                            2  

                                            H p p log p 1 p log 1 p                            3       

The complexity estimation technique used here is not the best because empirical 
entropy is actually a very poor method of complexity estimation. For example, the 
estimate for the string 10101010 and a completely random string with equal numbers 
of 1’s and 0’s is the same under empirical entropy [1]. 

3.2 Correlation 

The most familiar measure of dependence between two quantities is the Pearson 
product-moment correlation coefficient, or Pearson’s correlation. It is obtained by 
dividing the covariance of the two variables by the product of their standard 
deviations. The population coefficient X,Y between two random variables X and Y with 
expected values µX and µY and standard deviations X and Y is defined as: 

                                   ρX,Y corr X, Y cov X, Y
σXσY E X μX Y μY

σXσY              4  

E is the expected value operator, cov means covariance, and, corr a widely used 
alternative notation for Pearson's correlation. The Pearson correlation is defined only 
if both of the standard deviations are finite and both of them are nonzero 
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3.3 Proposal 

An analysis of recently reported cases of DDoS revealed the following issues:  

1. Difficulty in detection of problem 
It is difficult to determine the cause at the early stage of attack – is it by 
mechanical failure? Is it due to explosive connection requests? - causing delays in 
response.  

2. Invisible enemy 
It is difficult to identify how long the heavy traffic caused by access through 
multiple unknown PCs will last, what the purpose of the attack is, how many 
more attacks will ensue, etc.  

3. It is difficult to detect at an early point, as packets are sent within the normal 
range, rather than a PC transmitting a large volume of packets.  

4. It is difficult to analyze the entire large data through real-time packing capturing.  
 

In order to address these challenges, an algorithm that will allow effective detection 
of DDoS based on a sampling survey must be used.  An analysis of recent attack 
traffic including the attacks on July 7 found that the attacks are carried out either by 
generating abnormal traffic or by using attack codes already hidden, and as such, 
the pattern of the attack is inevitably monotonous compared to normal traffic.  In 
addition, the attack traffic transmits garbage data compared to normal data.  This is 
because the attack traffic is not concerned about receiving a response from the 
victim and sends out useless data unilaterally.  For this reason it is believed that 
there is a strong correlation between payloads of attack traffic.  This characteristic 
is put into a numerical perspective to be used for determining attack traffic. As 
stated above, the concept of Kolmogorov Complexity was proved [16]. However, 
the estimation is inappropriate to detect the latest DDoS. Although Pearson product-
moment correlation coefficient can be a good estimation for the concept of 
Kolmogorov Complexity, it does not aim at detecting DDoS. We propose a new 
correlation algorithm for the latest DDoS. We assume that an attacker performs an 
attack using large numbers of similar packets because zombies are controlled by a 
botmaster. We mainly focus on high degree of payload similarity in flows. Because 
the flow information such as source IP, destination IP, source port and destination 
port is already applied. Finally, DDoS can be defined as a series of high correlated 
payloads in a flow. α is defined as the number of payloads to be investigated. We 
extract a payload and call it as t and consecutive payloads are investigated using 
correlation.     

                                             corr series in a flow ρ /α                              5  
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Fig. 1. Correlation coefficient series of 7.7 DDoS dataset  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Correlation coefficient series of general web dataset 
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Fig. 3. Plot matrix of general web dataset vs July 7 DDoS dataset using matlab 

 

Fig. 4. 3D scatter of general web dataset vs July 7 DDoS dataset using matlab 

We developed a program to calculate the correlation series in a flow using Java. 
Figure1 shows the analysis result of July 7 DDoS dataset and Figure2 show that of 
general web dataset. In case of July 7 DDoS dataset, it shows high correlation 
coefficient. However, in case of general web dataset, it shows low correlation 
coefficient. This phenomenon is appeared same when we analyze the dataset using 
matlab. Figure3 compares plot matrix of normal dataset and July 7 DDoS dataset 
using matlab. And, Figure4 shows 3D scatter of the dataset using matlab. The figure 
above illustrates 3D scatter of normal data and attack data. While normal data has a 
large distribution, attack data has regularity in the diagonal direction. From these 
figures, it can be said that there is lower correlation amongst normal data, whilst there 
is a greater correlation amongst attack data.  

4 The Estimation of Payload Complexity 

To validate this theory, the following null hypothesis and alternative hypothesis were 
established.  
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Ho: The payload correction coefficient of the traffic per flow by malignant code, μ 
is 0.7  

H1: The payload correction coefficient of the attack traffic by malignant code, μ is 0.5  
To validate the above hypotheses, the correlation index between successive data 
payloads was examined by coding the payload part of the traffic per flow and by 
calculating the correlation coefficient. The data analysis technique used in this paper 
is as follows:  

 
1. Analysis of successive packets per flow: 

The flow has independent content from other flows. Thus, normal, successive 
packets cannot contain redundant content. 

2. Handling of retransmission data: 
Redundant packets caused by retransmission are not collected.  

3. Sampling per flow:  
 
Surveys of packets sampled per flow can reduce the amount needed for surveys to 
determine a DDoS attack, while also allowing real-time analysis. A sample group to 
validate the hypotheses was created, as shown in the table above. The data have small-
sized samples with the population standard deviation unknown, and as such, a t-test 
needs to be performed.  Therefore, the test statistic is as follows:��
                                             t X 0.7S/√10 0.855229 0.70.177024/√10 2.772948                        6  

 
Here, the test statistic t follows a t-distribution whose degree of freedom is 9 under 
Ho.  At a 0.05 significance level, the rejection region is R: t≥ t . 9 1.833 .  
Therefore, the null hypothesis can be rejected at a significance level of 0.05.   

Table 1. Sample of correlation coefficient of July 7 dataset 

Number Correlation Coefficient Number Correlation Coefficient 

1 1.00000 6 1.00000 

2 0.517430 7 1.00000 

3 1.00000 8 1.00000 

4 0.678287 9 0.628287 

5 0.839143 10 0.839143 

5 Conclusion 

The study proposed a new analytical method that allows more accurate identification 
of DDoS attacks. In the viewpoint of data volume in the Internet, it has been 
exploding year by year. Thus, more lightweight and accurate method is required to 
investigate wide range of data in the Internet. The proposal satisfies the request.  



452 S.-j. Kim, B.C. Kim, and J.Y. Lee 

This is based on the assumption that hackers perform DDoS attack using large 
numbers of similar packets. The verification shows that unlike normal traffic, DDoS 
attack has a high payload correlation coefficient when we applied the algorithm to 7.7 
DDoS dataset. Through this, when the payload correlation is used to determine DDoS 
in consecutive payloads, it will not only improve the accuracy of identification but it 
will also reduce the volume to be surveyed.  
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Abstract. With the prevalence of cloud computing, many enterprise users store 
confidential information in the cloud servers. Therefore, the problems of data 
security in cloud computing are particularly important. Cloud storage service 
providers must offer efficient cryptography system and access control scheme 
to users. In recent years, some researchers proposed identity-based hierarchical 
key deployment model for encryption and access control in cloud computing 
environment. However, some of these schemes have high computing cost and 
do not take authentication into consideration. In this paper, we proposed a low-
cost cryptography system and attribute-based access control scheme for the 
cloud storage environment. The simulation results and analysis show that the 
proposed method has lower communication and computing cost than 
Hierarchical Attribute-Based Encryption (HABE). Our proposed scheme can 
achieve the data access control via user’s attribute-based rules. It also satisfies 
the authentication requirements by using identity-based signature in the cloud 
storage environment. 

1 Introduction  

Cloud computing is a large-scale distributed computing paradigm[1]. With the 
emergence of cloud computing, numerous convenient services have been provided, 
such as Google Gmail, Amazon EC2, Facebook and Dropbox. However, many 
enterprises must trust the security policies and mechanisms of cloud service 
providers. Cloud service providers should satisfy security requirements, such as data 
encryption, key management, identity authentication, and access control[2]. 

In recent years, a number of researchers have proposed various hierarchical 
architectures for the key management of cloud computing[3][4][5]. These schemes have 
provided some of encryption, authentication, and access control mechanisms, but not all 
of them. However, these proposed schemes also have a number of disadvantages. First, 
the computation costs of encryption and decryption are high. Second, they lack the 
integration of key management, encryption, authentication and access control 
mechanisms. Therefore, how to develop efficient encryption, authentication, and access 
control mechanisms is the primary issue investigated in this study.  

This study proposes an efficient attribute-based encryption and access control 
scheme for cloud storage environments. The characteristics of the proposed scheme are 
described below: 
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(1) The scheme provides a method for encryption and decryption that has 
comparatively lower communication and computation costs. It also satisfies access 
control requirements by including attribute-based rules. Users who satisfy attribute-
based rules can be permitted to download and decrypt data from cloud storage servers. 

(2) The scheme provides identity-based signatures for authentication as users upload 
data and achieves non-repudiation. 

(3) The scheme provides a suitable hierarchical key management method for cloud 
storage environments. Using hierarchical architecture, the generation and management 
of public and private keys does not incur server overheads. 

The remainder of this study is organized as follows. In Section 2, related work on 
cloud computing, key management, access control are discussed. In Section 3, the 
proposed scheme for key management, encryption, authentication, access control, and 
theoretical analysis of performance are described. The experimental results and 
security analysis are discussed in Section 4. Section 5 provides the study conclusions. 

2 Related Work 

2.1 Cloud Computing 

Cloud computing is a large-scale distributed computing paradigm. The National 
Institute of Standards and Technology (NIST) defined cloud computing as “Cloud 
computing is a model for enabling convenient, on-demand network access to a shared 
pool of configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction” [6][7]. Typically, cloud providers 
have their own cloud infrastructures or corresponding applications to provide services 
to their customers. The following three service models are commonly used for cloud 
computing: (1) Infrastructure as a Service (IaaS), which provides cloud computing 
infrastructures for customers. (2) Platform as a Service (PaaS), which provides both 
IaaSs and platform components such as operating systems or required libraries. (3) 
Software as a Service (SaaS), which provides applications on the cloud computing 
platform. The NIST [6][7] has also defined the following deployment models for cloud 
computing: public cloud, private cloud, hybrid cloud and community cloud. 

2.2 Key Management in Cloud Computing 

In previous studies of key management [3][4][8][9], how to distribute and compute 
public/private keys which are computed by user or device identities has been a 
significant issue. 

In identity-based key management systems, the widely used mathematical property 
is bilinear maps based on an ellipse curve cryptography system [10]. Boneh and 
Franklin [11] proposed a security model for identity-based encryption and proposed a 
construction method using bilinear maps. For bilinear maps, they considered a large 
prime p and E to be the elliptic curve. Two groups exist; that is, a group over curve  
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E/Fp
2 with a large order q and denoted as Gq, and μq as a subgroup of *

qF , which is 

also of the q order. They contended that a modified bilinear pairing ê: Gq×Gq→μq is 
admissible if it possesses the following three properties: 

(1)  Bilinear: For all P, Q∈Gq and a, b∈Z, ê(aP, bQ)= ê(bP, aQ)=ê(P, Q)ab. This 
can be restated for all P, Q, R∈Gq, ê(P+R, Q)=ê(P, Q) ê(R, Q) and ê(P, Q+R)= ê(P, 
Q) ê(P, R). 
(2)  Non-degenerate: ê(P, P)∈Fq*, is an element of order q, and a generator of μq . 
(3)  Computable: Given P, Q∈Gq, an effective method to compute ê(P, Q) exists. 

They proposed the identity-based encryption method developed from admissible 
pairing; the security of this scheme was enhanced by computational Diffie-Hellman 
(CDH) and Bilinear Diffie-Hellman (BDH) assumptions. The BDH assumption is 
explained as follows: 

Given P, aP, bP, cP ∈ G1 for unknown random a, b, c ∈ Zp
∗, computing r= ê(P, 

P)abc is difficult when G1 is a bilinear group. However, the method developed by 
Boneh and Franklin is not efficient for large networks. Jeremy Horwitz et al. [12] 
introduced a hierarchical concept for a two-level hierarchical ID-based 
encryption(HIDE). Subsequently, Gentry and Silverberg [13] proposed the practical 
scheme for this concept.  

In recent years, Hongwei Li et al. [3] proposed an identity-based hierarchical model 
for cloud computing (IBHMCC). In their scheme, the cloud computing environment 
was composed of a hierarchical structure of nodes, and authentication was conducted 
using bilinear pairing. However, this scheme cannot defend against replay attacks, 
when attackers repeatedly transmit authentication messages to the server. Liang Yan et 
al. [4] adopted federated identity management combined with hierarchical identity-
based cryptography (HIBC) using shared secret session key without a pre-shared secret 
key. However, Hongwei Li et al.  [3] and Liang Yan et al. [4] did not consider the key 
regeneration problem when lower level PKGs failed. In a previous study, we proposed 
a robust and low-cost identity-based encryption method for a hierarchical key 
distribution model by considering PKG failures[14].  

2.3 Access Control 

In cloud storage service, how to retain the security of data while providing valid 
access ability is an issue that concerns users. For public data, data owners can use the 
basic access control APIs provided by cloud service providers to offer access control 
ability. For secret data, the data owner can use encryption and add an access control 
table into target data to limit the users’ access abilities. This study refers to these 
methods as “ciphertext-policy encryption”. 

For cloud computing, Zhu et al. [15] provided role-based access control 
(RBAC)[16] to offer access control abilities to target users. However, this method 
involves the use of the receiver's personal information to encrypt data. To submit one 
file to various receivers, this method entails numerous encryption procedures. 
Therefore, this method is obviously unsuitable for broadcasting messages. 
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For access control, attribute-based access control is an alternative method. Sahai et 
al. [17] developed a primitive attribute-based encryption model based on the method 
presented by Boneh and Franklin [11]. This method used user attributes as the access 
control permissions because each user has unique attributes. Attribute rules were 
transformed into ciphertext, and the users whose secret keys satisfied the rules could 
decrypt the ciphertext successfully. Goyal et al. [18] provided key-policy attribute-
based encryption (KP-ABE) for policy based rules. Bethencourt et al [19] developed 
ciphertext-policy attribute-based encryption (CP-ABE); The benefit of this method is 
that senders are not required to know the receivers, they simply incorporate the access 
rules into the encrypted data; the data is then suitably protected on the distributed 
system with widely unknown users. Therefore, this method has been extended to 
cloud computing environment. 

In recent years, a number of studies have consolidated CP-ABE[19]  and 
HIDE[13] for cloud computing. In 2010, Jie Wu et al. [5] proposed using hierarchical 
attribute-based encryption (HABE); This reduces the overheads of key generation 
procedures through hierarchical architecture, and this architecture is used to manage 
domain access conveniently. When one user wishes to share secret data, this scheme 
can use an access tree structure consisting of attribute sets to verify receivers' 
permissions. However, this scheme only provides encryption, signature authentication 
functions are lacking. Additionally, the scheme had higher decryption computation 
and communication costs.  

3 Proposed Scheme 

The objective of this study was to improve HABE[5] by reducing encryption, 
decryption, and signature authentication costs. The architecture proposed in this study 
is shown in Fig. 1. 

As shown in Fig. 3, each cloud computing server possesses a public key and 
private key generator and is considered a PKG. “Root PKG” possesses different 
PKGs to “Domain PKG,” and each domain PKG has users and attribute data. For 
security reasons, attribute data are stored on one server under the domain PKG to 
separate users and the attribute data. 

This study features various key notations; thus, a key notations list is provided in 
Table 1. 

In this study, unique identifiers are used for each PKG, user, and attribute. The 
public keys generated using these unique identifiers comprise the following concepts: 

(1) If the public key under level i for the specific domain PKG is composed of an 
upper PKG public key PKi-1 and self-identifier IDi, it is denoted as PKi = (PKi-
1,IDi). 
(2) When one user with his identifier IDu add to PKG under level i including public 
key PKi, his public key is denoted by PKu = (PKi, IDu). 

If some data attributes with identifier IDa stored in the PKG under level i, its' public 
key is denoted as PKa= (PKi,IDa). 
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Fig. 1. System architecture 

Table 1. Key notations list 

Notation Meaning Purpose 

PKi The public key of the ith domain PKG To generate private keys for 
each sub-domain PKG 

PKa The public key of various attribute data. To generate private keys that 
satisfy a number of user 
attribute rules. 

PKu The public key of a number of users. To generate private keys for a 
number of users. 

SKi The private key of the ith level domain 
PKG 

To generate private keys for a 
number of users. 

SKi,u The private key of user u for domain PKG 
under level i 

Decryption 

SKi,u,a The private key of user u for domain PKG 
under level i, which satisfies attribute a 

Decryption 

3.1 PKG Setup 

Root PKG Setup: the root PKG setup is conducted using the following steps: 

(1) Select a random number r0∈Zq with a large prime q, two groups  G1 and G2 with 
order q, and bilinear map ê: G1 × G1→G2. 
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(2) Generate P0∈G1 randomly and compute Q0=r0P0∈G1. 
(3) Select three hash functions for encryption, H1: {0,1}*→G1, H2: G2→{0,1}n, 
HA:{0, 1}→Zq, where n is any positive integer.  
(4) Generate system parameters <G1, G2, ê, Q0, P0, H1, H2, HA> for the lower level 
domain PKGs. 

Domain PKG Setup: Suppose the public and private keys of domain PKG in level 
i+1 are generated by the upper level domain PKG or root PKG in level i. Then, the 
key generation is proceeded by domain PKG or root PKG in level i using the 
following steps: 

(1) Generate two distinct random ri+1 and r'i+1 ∈ Zq. 

(2) Compute public key Pi+1 = H1(PKi+1) ∈ G1 and secret Qi+1=ri+1P0 ∈ G1. 

(3) Generate the private key SKi+1 = Q0+r'i+1Pi+1. 
(4) Send system parameters < G1, G2, ê, Q0, P0, H1, H2, HA > to the sub-domain 
PKG. 

3.2 User Addition 

Assume that one user u with user public key PKu  who satisfies some data attributes a 
wants to join PKGi (at level i) to access data. Then the PKGi generate secret keys for 
the user using the following steps: 
(1) Set ru = HA(PKu) ∈ Zq，Pa = H1(PKa) and generate  ri ∈ Zq. 
(2) Generate two private keys SKi,u = riruP0 and SKi,u,a = SKi + riruPa. 
(3) Pass SKi,u, SKi,u,a  to user u under a secret channel. 

3.3 Data Encryption and Decryption 

Data Encryption: Assume that some user u in level t wants to upload file f to cloud 
servers. Then, he must proceeds the following steps: 

(1) We use conjunctive clause(CC) to represent all attribute data in some server. Give 

disjunctive normal form(DNF) A = )()(
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number of conjunctive clauses, ni ∈ Z+ is the number of attributes at the ith conjunctive 
clause ( CCi ), and aij is the jth attribute at CCi . 

(2) Set Pt = H1(PKt) ∈ G1 and Paij
=H1( PK ija ) ∈ G1, where 1≦i <N and 1≦j≦ni. 

(3) Randomly select α ∈ Zq and obtain the lowest common multiple nA={n1,n2,..., nN}. 

Compute U0 = αP0,U t = Ptα , U1 = 
=

n
Paα

j
j

1

1
1

, …,UN = 
=

N

Nj

n

j
Paα

1
. Then, compute V = f 

⊕ H2 ( )( )Pn,Qαe A 00
ˆ  and Cf = [U0,Ut ,U1,…, UN,V]. 

(4) Output CT = (A, Cf ) to the target server. 
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Decryption: When user u wishes to obtain file f from one server in level t, they can 
pass the parameters SKt,u  and SK ijt,u,a to the server to decrypt CT. The server 

decryption procedure is run as follows to get file f: 

V⊕H2

( )








































=

U
n

n,SKeUn,Qe

n
SK

n

n,Ue

i
i

A
t,utAt

j
t,u,a

i

A i

ij

ˆˆ

ˆ
1

0

= V⊕H2

( ) ( )

( ) 





































U
n

n,SKeUn,Qe

U
n

n,SKeUn,QePαn,Qe

i
i

A
t,utAt

i
i

A
t,utAtA

ˆˆ

ˆˆˆ 00
= 

V⊕H2 ( )( )Pn,αQe A 00
ˆ =f 

3.4 Signature 

If user u in level i wishes to add a signature to data f, they should use the following 
procedure: 

(1) Compute Pm = H1(IDu || f ). 
(2) Use the current time string TC to compute t = HA(TC). 
(3) Randomly generate β∈ Zq. 
(4) Compute μ= βSKi,u + tβPmPu. 
(5) Output signature <μ, βSKi,u , tβPmP0> = <μ, Ai, Bi >. 

When the server receives the signature s'=<μ', Ai', Bi' > from user u and a previous 
signature s"=<μ" , Ai", Bi"> from the same user exists, the user can perform the 
following two steps to verify the signature: 

(1) If Bi'≠Bi" proceed to Step 2 or reject the data to prevent a “replay attack.” 
(2) The verification is correct if ( ) ( ) ( )'B,Pe,APe,μPe iui ˆ'ˆ'ˆ 00 = . 

When servers with IDi in level i also create signatures, they follow similar procedures 
for authentication. 

3.5 Theoretical Performance Analysis 

The theoretical performance analysis was based on the assumption that a number of 
users in level i wish to access data on the server. To conduct clear comparisons, the 
notations used are explained below. 

(1) CBM: The time costs of bilinear map ê computations. 
(2) Ch: The time costs of the hash function. 
(3) Cxor: The time costs of exclusive OR computation. 
(4) Cparameter: The time costs of generating the required communicative parameters.  

This study assumed that some user in some server at level i, uploads one file which 
satisfied a attribute rules (i.e., conjunctive clauses, CC). The computation costs of 
encryption and decryption are shown in Table 2 , and the required number of 
communication parameters is shown in Table 3. 
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Table 2 and Table 3 show that HABE uses iterative bilinear map operations 
because the generated keys are based on a hierarchical architecture. Thus, its 
computation costs are as high as the located levels of target data. For encryption, 
HABE also uses various conjunctive clauses at various levels, from root PKG to the 
current server, to generate permission parameters; therefore, it should generate 10 
permission parameters when at level 10. 

In the proposed scheme, because the keys are not generated based on hierarchical 
architecture, the decryption procedure requires minimal bilinear map operations and 
parameters. 

Table 2. Comparison of computation costs of the encryption and decryption  

Method 
Computation  

Encryption Decryption 

HABE 1CBM + 1Ch + 1Cxor+(a*i+1)Cparameter (i+1)CBM+ 1Ch + 1Cxor 

Proposed 1CBM + 1Ch + 1Cxor+ (a+2)Cparameter 3CBM + 1Ch + 1Cxor 

Table 3. Comparison of parameters of the encryption 

Method Required number of parameters for encryption 

HABE a * i + 1 

Proposed a + 2 

4 Experimental Results and Security Analysis 

4.1 Experiment Environment 

Under the proposed environment, the MIRACL [20] library and elliptic curve y2 = x3 + 
1 were used to design the experiment. This study assumed that the number of 
attributes was 100 and the key size was 1024 bits. A number of emulations were 
adopted and the effluence of the levels of the proposed hierarchical cloud architecture 
was considered. Our hardware is based on AMD X4 640 processor, 4GB memory, 
1TB(7200 rpm) hard disk and the software environment is based on C++ 
programming language and with Linux 2.6.32. 
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4.2 Experiment Analysis 

Experiment 1. (Effects on the number of attributes): In this experiment, the effects 
on the number of attributes were considered. The experiment results are shown in Fig. 2. 
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Fig. 2. Simulation result for the effects on the number of attributes 

In Fig. 3, the encryption costs are significantly higher for a greater number of 
attributes. By contrast, the costs of the proposed scheme were lower than that of 
HABE, because unlike HABE, the proposed scheme does not involve iterative 
decryption and encryption operations, so its cost is lower than HABE 
 
Experiment 2. (Effects on the numbers of levels): The encryption and decryption 
time costs for various levels  were considered. The experiment results are shown in 
Fig. 3(a)  and Fig. 3(b)  
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Fig. 3. (a) Simulation result for encryption at various levels  (b) Simulation result for 
decryption at various levels 

In Fig. 3(a) , as mentioned previously, HABE uses iterative key generation for 
encryption, resulting in higher time and communication costs; additionally, the 
computation costs increase with more levels. As shown in Fig. 3(b), the proposed 
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scheme uses non-iterative key generation and considers less iterative bilinear 
operations; thus, the time costs do not increased with additional levels. 

4.3 Security Analysis 

This study considered the following general attack techniques to conduct security 
analysis: 

(1) Guessing Attack: When one attacker attempts to crack the cloud server key using 
brute force. According to the CDH assumption[11], “given the points P, aP, bP(a, b ∈ 
Zq

*) at additive G1 , compute abP is difficult." The key generation method of the 
proposed scheme was derived from SKi,u = riruP0 and SKi,u,a = SKi + riruPa, which was 
also based on this assumption. Thus, the proposed method is secure.  
(2) Man-in-the-Middle Attack: When one attacker intercepts the connection 
between the sender and receiver, they obtain the encrypted data and send fake data to 
the receiver. However, the scheme proposed in this study can prevent this attack using 
signature verification.  
(3) Replay Attack: When one attacker uses the same signature and then sends data to 
the receiver repeatedly to busy it with verifications. However, this attack is nullified 
because the proposed scheme includes a timestamp in the signature and adopts the time 
verifier in Step 1 of signature verification.  

5 Conclusions 

This study proposed a low-cost cryptography system and attribute-based access control 
scheme for cloud storage environments. The simulation results and analysis showed 
that this method incurs lower communication and computing costs compared to 
HABE. The proposed scheme can achieve data access control through user attribute-
based rules. The scheme also satisfies the authentication requirements by including 
identity-based signatures in the cloud storage environment.  

However, this method was only implemented in a simulation environment because 
of resource limitations. In the future, we aim to implement this method in a true cloud 
storage environment for verification.  
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Abstract. Cloud computing brings novel concepts and various applications for 
people to use computer on theInternet, where all of above-mentioned concern 
with user authentication. Password is the most popular approach for user 
authentication in daily life due to its convenienceand simplicity. However, on 
Internet, user’s password is easier to suffer from distinct threats and 
vulnerability. First, for the purpose of easily memorizing, user often selects a 
weak password and reuses it between different service providers on websites. 
Without a doubt, an adversary will obtain access to more websites if the 
password is compromised. Next, an adversary can launch several methods to 
snatch users’ passwords such as phishing, keyloggers, and malware, and those 
are hard to be guarded against. In this manuscript, we propose an active one-
time password (AOTP) mechanism for user authentication to overcome two 
abovementioned problems, password stealing and reuse, utilizing cellphone and 
short message service. Through AOTP, there is no need for additional tokens, 
card readers and drivers, or unfamiliar security procedures and user can choose 
any desirous password to register on all websites. Furthermore, we also give 
some comparison tables to present that the proposed mechanism is better than 
other similar works. 

Keywords: User authentication, One-time password, Password stealing attack, 
Passwordreuse attack, Cloud computing. 

1 Introduction 

Cloud computing has been developed rapidly in recent years; it offers novel concepts 
and innovations for presented computer environment. That is, cloud computing pro-
vides various services to people and all of those services are related to user authenti-
cation. In user authentication procedures, password is an essential factor and over the 
past few decades, it has been used widely by people in life, such as debit cards, cell 
phones and computers login codes, websites logins, and so on. Generally, password-
based user authentication can withstand dictionary and brute force attacks as long as 
users choose strong passwords to provide plenty entropy. Nevertheless, one problem 
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of previous solution is that it is hard for persons to memorize a long and unmeaning 
string, and thus most of them would select easy-to-remember passwords even though 
they understand those are unsafe or weak. Furthermore, investigations [6,7,10] 
present that, due to the customary behavior and habit, there is a high value on average 
of that humans register the same passwords across different service providers, called 
as password-reuse. Password-reuse causes that a hacker can pass through different 
authentication mechanisms using the same password and then obtains sensitive in-
formation stored in database of these service providers, where the personal sensitive 
information might be used in frauds or other illegal sides by adversaries. From above, 
even if the problems are caused by human factors, password is still an important me-
thod for user authentication in our life. Therefore, how to reduce the negative influ-
ence of human factors is an important issue when designing a user authentication 
protocol. Up to now, a number of literatures focus on reducing the negative influence 
of human factors in the user authentication procedure such as graphical password 
schemes [4, 11, 14, 18-20] and password management tools [8, 15, 21]. 

Except for the password-reuse problem, password stealing is another important is-
sue. There are many password-based applications in real life, especially card-based 
applications, like debut card, cell phone pin code, and so on. When the passwords be 
revealed or stolen, an adversary can perform unauthorized payments or take personal 
information into frauds or illegal areas by collecting sensitive information and finan-
cial secrets [5, 9, 12, 16]. 

To reduce the happening possibility of above problem and provide more reliable 
user authentication procedure, some literatures replace password-based authentication 
by three-factor authentication, where three-factor authentication falls back on some-
thing you know (e.g., password), something you have (e.g., card), and something you 
are (e.g., biometric). Although three-factor authentication is a good mechanism 
against password stealing attacks, two-factor authentication is more suitable than that 
of being practiced since three-factor authentication needs a relative high cost [13]. 

1.1 Our Contribution and Paper Organization 

Based on one-time password approach, we propose a user authentication mechanism, 
named active one-time password (AOTP), by means of cellphone and short message 
service (SMS) [1, 2] to solve password reuse problems and prevent password stealing 
attacks. For service providers, it is unopposed to integrate AOTP into original user 
authentication system and the combined one supplies better security of user authenti-
cation. For users, they only need a carry-on device, cellphones, helping them to ex-
ecute the identity confirmation without other additional tokens, card readers, and 
drivers. Furthermore, they do not operate unfamiliar security procedures when login-
ing on websites. 

The rest of this manuscript is organized as follows. Section 2 reviews preliminaries 
including one-time password mechanism and SMS channel. Section 3 introduces the 
proposed mechanism, and then we discuss the advantage and security of the proposed 
scheme in Section 4. The final section offers concluding remarks. 
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2 Preliminaries 

In this section, we first introduce the one-time password mechanism and SMS chan-
nel. Then, we describe a cyber system integrated one-time password and its main 
leakage. 

2.1 One-Time Password 

A one-time password (OTP) [3] is a password that is valid for only one login session 
or transaction, and it addresses numerous drawbacks of traditional passwords (static 
passwords), where the important improvement is password reuse problem (replay 
attack). That is, even if a potential intruder records a session OTP that a user takes it 
to log into a server, she/he still disables to use it to log into the server successfully 
since the one-time password is invalid (overdue). Therefore, in order to prevent dic-
tionary attacks and enhance the strength of passwords, a one-time password is a ran-
dom number and is difficult for users to memorize. Nowadays, a number of systems, 
e.g., on-line games, integrate OTPs into their login mechanisms to achieve user au-
thentication, where Figure 1 presents an overview of authentication procedure adopt-
ing OTP. However, the disadvantage of OTP is that it requires an additional device 
such as dynamic keypad lock or RSA secure-id token to work. 

2.2 A Cyber System Integrated One-Time Password 

Before asking service for a cyber system, a user must register username/password and 
some personal information to the service provider in advance, where her/his phone 
number is a necessary item in this stage. After that, the user can login the website to 
access services. Figure 1 depicts a user authentication procedure in a cyber system 
integrated OTP and the details are described as follows. 

─ Step 1:  When the user demands services for a service provider, she/he performs 
login procedure by typing individual username and password. 

─ Step 2: After receiving the login information from the user, the service provider 
submits user's phone number to an OTP generation center if the user-
name/password checking is correct. 

─ Step 3: According to the receiving phone number from the service provider, the 
OTP generation center generates a one-time password, and sends it to the service 
provider and the user, respectively, where the OTP generation center texts a short 
message through SMS channel to the user's mobile phone. 

─ Step 4: After obtaining the one-time password, the user inputs it on the login-
webpage with her/his username and password. 

─ Step 5: Finally, the service provider outputs an outcome to the user by comparing 
with the one-time password. 

Notably, step 4 and 5 must be done in limited time. 
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Since the user inputs registered username, password, and one-time password on 
webpage through Internet, a malicious user can obtain them easily by using phishing 
or eavesdropping without the registered user’s mobile phone. That is, the malicious 
user first forges a faked login-webpage for the registered user to input the pair of 
username and corresponding password in Step 1, and then she/he can impersonate the 
latter to ask the service for the cyber system by using the pair of username and pass-
word. In Step 3, after the registered user inputs the one-time password on the forged 
login-webpage, the malicious user can transmits it to the real login-webpage and fi-
nally, she/he gets the service from the cyber system. 

3 Active One-Time Password 

In this section, we first define some assumptions of AOTP and illustrate architecture 
of its login process. Next, we give flowcharts to present the detail of one-time pass-
word generation and verification, respectively. 

3.1 Assumptions 

The assumptions of user authentication system with AOTP are described below: 

─ Each user has one mobile phone with unique phone number at least and she/he has 
responsibility to take care of it, that is, all users must register their identities to the 
telecommunication service provider (TSP), where the TSP is a trusted party. 

─ All cyber service providers (CSP) on Internet must integrate AOTP mechanism 
into their individual system, and between the CSP and the OTP generator, agent 
server (AS) is a connecter which helps CSP to communicate with the OTP genera-
tor. 

─ If a user loses her/his cellphone, she/he must register the lost one at the TSP and 
re-apply a new SIM card, where the TSP will update related information and disa-
ble the lost SIM card. 

3.2 Authentication Procedure 

The scenario is the same as in section 2.3. A user registers personal information to a 
cyber service provider (CSP) and then she/he can login the website to access services 
where the phone number is also a necessary item in registration stage. Figure 2 is an 
overview of AOTP's login procedure and the details are described below. 

─ Step 1:  When the registered user demands services for the CSP, she/he performs 
login procedure by typing individual username and password. 

─ Step 2: After receiving the login information from the user, the CSP submits the 
user's phone number to the AS if the username/password checking is correct, and 
then the AS passes on the phone number to the OTP generator. According to the 
receiving phone number from AS, the OTP generator produces a one-time pass-
word and sends it to the CSP, where the OTP generator must store the pair of 
phone number and corresponding one-time password in database. 
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─ Step 3: The CSP transmits the login information and the one-time password to the 
user. 

─ Step 4: When obtaining the password, the user texts it and sends the short message 
to a designated telecom number through SMS channel by means of the mobile 
phone, where the phone number is a registered one in the registration phase. 

─ Step 5: After obtaining the pair of phone number and OTP from the SMS platform, 
the AS sends the pair to the OTP generator to compare with the one which is stored 
in OTP generator's database. Step 6: Finally, the CSP outputs an outcome to the 
user according to the result from the OTP generator, where the OTP generator will 
keep a record for the purpose of detecting abnormal cyber users if the comparison 
result is false. 

  

Fig. 1. User authentication procedures of a 
service provider system integrated OTP 

   Fig. 2. User authentication procedures of a 
CSP system integrated AOTP              

4 Discussions 

A service provide on Internet integrated AOTP mechanism presents the following 
advantages: 

1. Easy remembrance and reuse prevention of password: In login (user authentica-
tion) phase, except for the pair of registered username and password, the user also 
needs to text a one-time short code (password), which is from the service provider, 
to a designated SMS platform by using her/his mobile phone, where the phone 
number is registered in the service provider. Accordingly, the main security of au-
thentication procedure is based on the confirmation of user's phone number from 
the telecommunication service provider. Therefore, the user can choose an easily 
remembering password as a register one in the service provider and even though it 
is stolen, an adversary still cannot login successfully since she/he has no cellphone 
with corresponding phone number and SIM (Subscriber Identity Module) card to 
text the one-time password to the agent serve. Furthermore, one-time password ap-
proach used in different logins can prevent password reuse attacks. 
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2. Anti-malware: Malware, e.g., keylogger, can gather sensitive information from us-
er such as username and password. In any service provider integrated AOTP, a us-
er logins it by entering personal username/password pair on computer and texting 
one-time short code via her/his cellphone, respectively. As above mention, as long 
as user's cellphone with SIM card are not lost, the proposed AOTP mechanism is 
secure and thus, it is useless for malware to gather users' username/password pairs. 

3. Phishing protection: An adversary usually fakes a phishing website to steal users' 
usernames/passwords when they connect to the forged one. As abovementioned 
reason, AOTP guarantees to withstand phishing attacks. 

4. Convenient device: According to [17], additional tokens, card readers and drivers, 
or unfamiliar security procedures are needless for the main requirements of an 
ideal user authentication mechanism. Hence, the above appears that cellphone is 
the best choice for above purpose since it is widely distributed and has high user 
acceptance. Furthermore, it is a carry-on device for people that they can routinely 
carry with one at least in daily life. 

To stand out the advantages of AOTP, we present two comparison tables between 
AOTP and OTP, displaying in Table 1 and Table 2, where SMS OTP and telephone 
lock are the applications of OTP and they are widely used in login procedures of on-
line game. 

Table 1. Comparison between AOTP and SMS OTP 

 AOTP SMS OTP 

1. Spam messages with malicious intention Noa Yesb 

2. Security problem from logging cellphone Noc Yesd 

3. Attack during user authentication Noe Yesf 

4. Non-repudiation Highg Lowh 

5. Priority and accuracyof message transmission High (SMS-MO)i Low (SMS-MT)j 

6. Value-added services Yesk No 

a: OTP is displaying on webpage 

b: Each OTP must be sent to customer for all verifications 

c: Using specific mobile phone and OTP to achieve user authentication 

d: Only inputting OTP for user authentication 

e: Only specific mobile phone can be entered user authentication after account logging and 

password verifying 

f: Each computer can login since the account has been authenticated 

g: The specific mobile phone with particular user is used to prevent counterfeit user authentication 

h: Attacker can steal legal OTP to succeed user authentication 

i: Mobile terminating short messages 

j: Mobile originating short messages 

k: Remote authorization and signature, reservation system etc. 
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Table 2. Comparison of authentication mechanism between AOTP and other similar works 

 AOTP Token OTP SMS OTP Telephone lock Visa 3D 

1. Internet SMS Internet Token Internet SMS Internet Telephone network Internet 

2. Highest High Intermediate Intermediate-low Low 

3. Low Low Intermediatea Highb Highc 

4. Highd Intermediatee Intermediatee Lowf Lowg 

1: Authentication channel   2: Security level 

3: Risk for recorded data or fake data  4: Non-repudiation 

a: Easy to load malware into mobile phone b: Phone number is easy to be tampered with illegal 

c: Easy to load Torjan virus   d: OTP is sent by specific mobile phone 

e: OTP is verified on Internet   f: Phone number for authentication can be tamped 

g: Each computer could run authentication process 

5 Conclusion 

Password is widely applied to user authentication systems due to its convenience and 
simplicity, but it has higher probability to suffered from distinct threats and 
vulnerability on Internet because of users' misbehavior or insecure computer 
environment. In this manuscript, we proposed active one-time password (AOTP) 
mechanism for user authentication which leverages cellphones and SMS to overcome 
password stealing attacks and password reuse problems. The proposed AOTP can be 
integrated into any original user authentication system on websites without contradic-
tory to enhance total security. For users, the login procedure can be guaranteed as 
well by utilizing a carry-on device, cellphone, without other extra devices. Finally, we 
provided comparison tables to present that the proposed AOTP is better than other 
similar ones. 
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Abstract. Data Encryption/Decryption has become an essential part of 
pervasive computing systems. However, executing these cryptographic 
algorithms often introduces a high overhead. In this paper, we select nine 
widely used cryptographic algorithms to improve their performance by 
providing hardware-assisted solutions. For each algorithm, we identify the 
software performance bottleneck, i.e., those “hotspot functions” or “hot-blocks” 
which consume a substantial portion of the overall execution time. Then, based 
on the percentage of execution time of a specific function and its relationship 
with the overall algorithm, we select candidates for our hardware acceleration. 
We design our hardware accelerators of the chosen candidates. The results 
show that our implementations achieve speedups as high as 60 folds for specific 
functions and 5.4 for the overall algorithm compared with the performance of 
the software-only implementation. Through the associated hardware cost 
analysis, we point to an opportunity to perform these functions in an SIMD 
fashion. 

Keywords: cryptography, hardware acceleration, performance analysis, hotspot 
function. 

1 Introduction 

Data security is important in pervasive computing systems because the secrecy and 
integrity of the data should be retained when they are transferred among mobile 
devices and servers in this system. The cryptography algorithm is an essential part of 
the pervasive computing security mechanism. By performing encryption, decryption, 
and hash operations on transmitted data, intruders should not be able to identify the 
hacked cipher text without decrypting schemes, and even a minute modification of the 
data shall be detected with a good data integrity verification process. 

However, performance is one concern regarding cryptography algorithms: these 
algorithms are extremely expensive in terms of execution time. To make cracking the 
code more difficult, many arithmetic and logical operations are bound to be executed 
during the encryption/decryption process. Furthermore, a huge amount of data needs 
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to be transferred between the CPU and the memory. Using a general-purpose 
processor for this purpose would not be a cost-effective solution, and the performance 
is not that satisfying either. This paper attempts to address this issue. We first 
deployed execution-based profiling to identify the hotspot (performance-intensive) 
part of an application: in each benchmark, we select candidates for hardware 
acceleration based on certain aspects, such as the percentage of total execution time 
belonging to hotspot functions, the relationship between the hotspot points and the 
entire application, etc. We then implemented these hotspot points in hardware. We 
compared the hardware and software implementation from two perspectives: 
performance and hardware cost. Our ultimate goal is to provide hardware-assisted 
solutions along these lines, so as to improve the performance of the crypto-
computations in pervasive computing systems.  

The rest of the paper is organized as follows: We review related work in Section 2. 
We specify the cryptography algorithms in Section 3. We introduce the performance 
analyzer tool VTune, and describe how we employ it to identify the hotspot functions 
and hot-blocks across the set of benchmarks in Section 4. In Section 5, we describe 
the criteria for selecting the candidate algorithms for hardware acceleration. The 
implementation of the hardware accelerator for the chosen benchmarks is described in 
Section 6. In Section 7, we describe the effort to investigate the hardware cost of our 
hardware implementation. Finally, conclusions are drawn in Section 8.    

2 Related Work 

Many previous research efforts have improved different parts of the pervasive 
computing system. For example, Tang et al. [21-27] employed hardware–assisted 
approach to accelerate selected middleware execution, and used prefetching 
techniques in mobile systems. Different from them, ours is focused on addressing the 
issue of improving performance of cryptographic computations. With the 
multithreading features which have been recently added to many programming 
languages, the straightforward software solution is to increase the level of 
concurrency. For example, Bielecki et al. [6] has attempted to deal with the 
performance issue and focused on parallel programming approaches. If purely 
focusing on a software strategy, however, the performance improvement would be 
limited since a general-purpose processor is not as efficient as a dedicated 
cryptography coprocessor.  

Many people have strived to implement cryptography operations on a single chip.  
Hodjat et al. [17] has used a dedicated cryptographic coprocessor to alleviate the load 
on the CPU. Bertoni et al. [20] had implementations at a finer granularity via 
instruction set extension: they implemented different stages of AES algorithm into 
customized instructions. The concept of applying SIMD architecture, such as graphic 
processing unit (GPU), in asymmetric and some modes of symmetric encryption 
algorithms was also employed to improve the performance of the cryptography 
algorithms. Harrison et al. [18] implemented the AES Encryption ECB mode on 
GPUs.  

Compared with previous work targeting a specific computation-intensive part of an 
algorithm for hardware acceleration, we work on a set of algorithms which have 
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certain program structures and crypto-computation operations in common. We 
employed dynamic-based profiling (also described in Chang et al. [28]): to profile the 
performance behavior when running the benchmark and identify the parts that take up 
the most of execution time as hotspot points. When implementing these hotspot points 
into hardware accelerators, not only did they have superior performance than running 
on general-purpose processors, but also in some cases, the hardware costs are 
extremely low. We can duplicate the hardware accelerators for the hotspot points so 
that multiple data elements can be processed on these accelerators in a parallel 
fashion.  

3 Cryptography Algorithms 

We choose nine popular cryptography algorithms as benchmarks for our study: AES 
[3], RSA [4], 3DES [8], RC5 [9], MD5 [10], IDEA [11], SHA1 [12], Blowfish [13], 
and ECC [14]. The reason for our choice is that we feel the program structures of 
these algorithms are quite representative of the contemporary cryptography 
algorithms. For example, some algorithms like 3DES, Blowfish, and RC5 use the 
Feistel cipher proposed by Luby et al. [1]; other algorithms, such as AES, IDEA, 
MD5, and SHA1 use the iterative cipher designed by Rijmen et al. [2]. ECC and RSA 
are public key (asymmetric) algorithms [16], which are neither Feistel cipher nor 
iterative cipher. Comparing with the other seven algorithms, ECC and RSA seem to 
be more complex. However, in these algorithms, each data can be encrypted or 
decrypted independently and the operations can be performed in parallel to improve 
their overall performance. Another common feature shared by these algorithms is the 
operation they use to encrypt / decrypt the data. Memory access operations are used 
by 3DES, AES, and Blowfish. This is because these three algorithms need to access 
lookup tables. Modular arithmetic operations are also heavy in modern cryptography 
algorithms, because they need to keep the plaintext as secure as possible.  

4 Hotspot Function Identification 

We profile the dynamic computation characteristics of the benchmarks and utilize 
VTune [5] from INTEL® as our performance analyzer to identify the hotspots. 
VTune analyzes the software performance on IA-32 and Intel64-based machines. It 
collects performance data on applications running on the host system, organizes and 
displays the data in an interactive way. VTune’s call graph view provides a tree 
structure to show the call relationship among all functions along with their execution 
time. This would help us identify the “hotspot” functions and percentage of the 
hotspot functions occupying the total execution time of each benchmark.  

We define HF-Rate as the percentage of the execution time belonging to hotspot 
functions of each algorithm. Figure 1 shows the HF-Rate for each algorithm. It should 
be noted that for the execution time, we only consider the crypto computation (key 
setup, encryption, and decryption) part of an application, excluding the file I/O or 
certain system calls within the dynamic-link library (DLL).  
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Fig. 1. HF-Rate for different algorithms 

We can see that the execution time of the hotspot functions account for a majority 
of the total execution time for most of the benchmarks. In 3DES, MD5, and AES 
Decryption, the hotspot functions occupy more than 80% of the execution time of the 
entire algorithm. For AES Encryption, Blowfish, IDEA, MD5, and RSA, this number 
reaches or even exceeds 70%. However, SHA1 is an exception because most of its 
execution time is spent on I/O operations called by the crypto computation functions, 
such as reading from a file, which means that there is really no hotspot function to 
isolate. Overall, the function breakdown helps us identify the software bottleneck of 
the application.  

5 Acceleration Candidate  

When selecting our candidates for hardware acceleration, we need to consider two 
aspects of the hotspot function(s):  

• Its HF-Rate  
• The relationship between the hotspot function(s) and the overall algorithm.  

The first aspect is evident: based on the Amdahl’s Law, we would prefer to choose a 
hotspot function with a high HF-Rate, which is the percentage of total execution time 
dedicated to the hotspot function and is our target for acceleration. In the formula of 
Amdahl’s law, HF-Rate corresponds to Fractionenhanced, the percentage of the overall 
execution during which the performance enhancement was applied. If the HF-Rate is 
too low, the performance of the application cannot be significantly enhanced even if 
the performance of the hotspot point can be much improved. 
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Given the first criterion, as Fig. 1 indicates, SHA1 would not be taken into 
consideration due to its low HF-Rate of the hotspot function. The second aspect is 
equally important:  if a hotspot function is the entire process of the overall algorithm, 
such as the encryption/decryption part, the hardware cost would be too high, because 
we would need to implement many hardware instructions and correspondingly many 
hardware components which would occupy too large a die area. Thus, a good 
candidate for hardware acceleration is a hotspot function with both a high HF-Rate 
and small size.  

Next let us consider the hardware implementation for specific hotspot functions. 
The hotspot function of RSA is a function called Power(), which calculates two to the 
power of N, accounting for 67.6% of the RSA execution time. From the profiling we 
know that the maximum value of N is 31. It takes just one 32-bit barrel shifter to 
finish the operation.  

The encryption/decryption of AES has four stages. The stages of encryption are 
SubBytes(), ShiftRows(), MixColumns(), and RoundKey(), while those of decryption 
are InvSubBytes(), InvShiftRows(), InvMixColumns(), and RoundKey(). The hotspot 
function of AES encryption is SubBytes(), the first stage of each round. In AES 
decryption, the three hotspot functions are InvSubBytes(), InvMixColumns(), and 
SubBytes(), corresponding to the first, third and fourth stages of AES decryption, 
respectively. Among them, SubBytes() and InvSubBytes() are memory access 
operations, replacing a byte with another one according to a prebuilt lookup table 
(SBox). In recent hardware implementations, the SBox is put into the cache so that 
the access time could be significantly reduced, according to Mourad et al [19]. For 
InvMixColumns(), its instructions can be implemented by a set of AND, shift, and 
table lookup operations according to [3]. SubBytes() in AES encryption contributes 
78.5% of the total execution time, while the InvSubBytes(), SubBytes(), and 
InvMixColumns() in AES decryption contribute 55.8%, 17.5%, and 10.8% of the total 
execution time.   

For Blowfish, the hotspot function is F() which contributes 73.13% of the total 
execution time. Blowfish has 16 rounds of data transformation and F() is executed 
once in each round. F() takes the 32-bit input and splits it into four eight-bit inputs 
and access four pre-built lookup tables (SBoxes) in parallel.  The outputs are then 
XORed and added. Again, the four lookup tables can be placed in the cache and two 
adders, shifters, and one Exclusive-OR gate would be sufficient to implement the rest 
of the function. Thus, AES, RSA, and Blowfish would be good choices for us to 
perform the hardware acceleration. 

As for 3DES, IDEA, MD5, and RC5, our analysis points to the hotspot function 
being the entire function of crypto computation. If we exclude this hotspot function, 
the rest of the algorithm is simply the initialization, the execution time of which is 
comparatively negligible. As mentioned previously, these algorithms are not good 
candidates for hotspot function acceleration since the hardware cost would be too 
high.  

In this situation, we need to consider reducing the granularity for acceleration.  
We need to look inside each function and determine whether there is a “hot-line” or 
“hot-block” of code which contributes a significant amount of execution time and 



 Hardware Acceleration for Cryptography Algorithms by Hotspot Detection 477 

with low hardware overhead to qualify for acceleration. We employed the sampling 
wizard of VTune to show the number of consumed clock cycles by each line of code. 
We go deeper into the functions and view the performance at a finer granularity.   

For RC5, the hotspot function is the rc5_key() for the key expansion work. The 
hot-block is named KEYXP_RC5. KEYXP_RC5 accounts 37.9% of the whole 
algorithm. For 3DES, the hotspot function is des_crypt(). The hot-block is named 
ROUND_3DES, which handles memory access and address translation. This hot-
block ROUND_3DES accounts for 58.7% of the whole algorithm. The hot-block of 
MD5 is P_MD5, which consists of four rounds where each round is composed of 
sixteen function-based stages. The main operations for P_MD5 are Modular additions 
and left rotations. P_MD5 contributes 73.3% of the total MD5 algorithm.  
MUL_IDEA is the hot-block of IDEA. The input data is processed with the keys by 
the modular arithmetic and logic operations. The main operations for MUL_IDEA are 
modulo addition and multiplication operations. MUL_IDEA consumes 61.2% of the 
execution time of the entire algorithm.  

6 Accelerator Implementation 

Now we are ready to implement the hotspot function(s) of selected benchmarks (RSA, 
AES, and Blowfish) in hardware. We take the state transitions scheme for hardware 
implementation.  First, we translate the function(s) into finite state machine.  Note 
that although the instructions are executed in sequential order, if we find there is no 
data dependency among the instructions, we can execute them in parallel and put 
them into the same state in the finite state machine.  For RSA, one 32-bit barrel 
shifter can shift left a number by 0 to 31 bits and we just need one state. For 
InvSubBytes() of AES Decryption and SubBytes() of AES Decryption and Encryption, 
it is only a replacement operation for a byte according to a pre-built lookup table. 
Some logic components would be sufficient as it is one state of memory access. 

The implementation of InvMixColumns() using Rijindael mix columns requires six 
states. In the first state, the input array is read into the tentative storage used for the 
later states. The inverse mix column operates on the data by multiply numbers in 
Rijndael Galois Field, which takes four states because four dependent instructions 
need to be executed. In the final state, the results will be stored back to the array. 
Thus, a total of six states are required to implement this function.  

The F() of Blowfish needs three states. In the first state, a 32-bit input is split into 
four 8-bit inputs as an index to access the lookup table. In the second state, the four 
lookup tables are accessed in parallel and they produce four outputs. In the third state, 
four outputs are combined into one using the modulo addition and XOR operations.   

Next, we discuss the hardware implementation of the hot-blocks of RC5, 3DES, 
MD5, and IDEA. The hot-block KEYXP_RC5 in RC5 is inside a for-loop structure. We 
need three states to implement the operations of mixing secret keys to the key table.   

The 3DES’s hot-block ROUND_3DES has three states. In the first state the input 
will be operated on using different calculations in parallel and two outputs will be 
generated. In the second state, the outputs are used as indices to access one of the pre-
built lookup tables. Then, in the third state, the values from the second state will be 
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used to access eight other pre-built lookup tables and to perform the XOR operation 
on these outputs to obtain the result.  

The hot-block of MD5 is P_MD5.  As we know, MD5 is composed of 64 
function-based stages. The first, second, third, and final 16 stages are grouped 
together as one round with a slightly different translation functions. We thus just need 
to implement four stages as four hardware modules separately with different 
functions. During the first round, the first hardware module will be called; the second 
module is called in the second round, and so on. Each module just needs two states. 
The first state is to execute the function with the given input. The second state is to 
perform some simple operations based on the output of the first state.  

Table 1. Hardware acceleration speedup 

Hotspot Function /   
Benchmark 

FSM 
Stages 

Function 
Speedup 

Algorithm 
Speedup 

Power() / RSA 1 26 2.9 
SubBytes() / AES  
Encryption 

1 56 4.4 

InvSubBytes() / AES  
Decryption 

1 48 1.2 

5.4 
SubBytes()/ AES  
Decryption 

1 60 2.2 

InvMixColumns() /  
AES Decryption 

6 9 1.1 

F() / Blowfish 3 2 1.7 
KEYXP_RC5 / RC5 3 4 1.4 
ROUND_3DES /  
3DES 

3 2 1.5 

P_MD5 / MD5 8 9 2.9  
MUL_IDEA / IDEA 4 5 2.0 

 
The hot-block MUL_IDEA of IDEA takes four states to complete. The first state is 

for initialization and the following three states are for set of shift, add, and 
multiplication operations on the input data and key.   

We implemented the hardware-assisted cryptographic functions as the accelerator 
connected with Microblaze using the PLB bus on the Xilinx XUPV5-LX110T 
development system. We measured and compared the performance in terms of the 
number of clock cycles and of the hardware and software implementation.   

Table 1 summarizes the number of stages of finite state machine needed by each 
hotspot function, the hardware acceleration speedups we achieved over specific 
functions and over the entire algorithm. The results show that for hotspot function 
acceleration we can achieve 2 to 60 folds of performance improvement; for hot-block 
acceleration, we can achieve 2 to 9 folds of performance improvement; as for the 
entire cryptographic algorithm, hardware acceleration can achieve performance 
improvements of 1.4 to 5.4 folds, depending on the program structure.  
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7 Hardware Cost Analysis 

Given the superior performance of the hardware accelerator implementation of 
hotspot functions and hot-blocks of the candidate benchmarks, we now look into 
implementing them in an ASIC design, hardware cost being our top-most concern.  

We measured the hardware resource utilization based on the number of hardware 
slices (#slices), the number of flip-flops (#FF), and the number of look-up tables 
(#LUT).  Table 2 summarizes the hardware resource utilization of these 
implementations. 

Table 2. Hardware Resource Utilization 

Hotspot Function / Benchmark #Slices   #FF #LUT 
InvSubBytes() / AES Decryption 5 17 14 

InvMixColumns() / AES Decryption 524 226 174 
SubBytes()/ AES Decryption 5 17 14 
SubBytes() / AES Encryption 5 17 14 
Power() / RSA 5 17 14 
F() / Blowfish 26 33 96 
MUL_IDEA / IDEA 58 73 102 
KEYXP_RC5 / RC5 137 175 423 
ROUND_3DES / 3DES 6 19 19 
P_MD5 / MD5 37 74 107 

 
Based on the criteria we listed in Section 5 in the selection of the functions for 

hardware acceleration, the hardware overhead incurred with the accelerator is simply 
minimal, as shown in Table 2. For comparison, let us consider a very simple in-order 
MIPS processor design [7], the resource utilization of which requires 10,450 hardware 
slices, 10,400 flip-flops, and 19,500 look-up tables. Thus, if we implement the hotspot 
functions or hot-blocks in the form of a hardware accelerator, we need much fewer 
hardware resources compared to modern general-purpose processors as platforms on 
which we normally run cryptographic applications. 

From the hardware cost, we observe that the hardware accelerator implementation 
is not only superior in performance but also matches the low cost of modern chip 
design. Given the several orders of magnitude difference between the hardware and 
software implementations, it is worthwhile for us to consider implementing the 
hotspot functions in the form of special functional units. We can achieve huge data 
parallelism by duplicating these function units. That is, we can extend our work to 
build a SIMD machine by grouping multiple data elements together and performing 
the operations using special processing units all at once.  
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8 Conclusions 

In this study we have designed, implemented, and evaluated hardware acceleration 
approaches for cryptographic algorithms. We used the VTune performance analyzer 
to extract the hotspot functions and hot-blocks as identified by their high HF-Rate and 
low hardware overhead. We then translated the hotspot functions and hot-blocks into 
finite state machines and implemented them as hardware accelerators. Compared to 
previous research, we used a “hardware-assisted” method, i.e., we move the 
computation intensive part of the cryptography application into hardware so that the 
general-purpose computing resource can be released to perform other useful tasks. 
Our results indicate that for hotspot function acceleration we can achieve 2 to 60 folds 
of performance improvement; for hot-block acceleration, we can achieve 2 to 9 folds 
of performance improvement; for overall cryptographic algorithm execution, we can 
achieve 1.4 to 5.4 folds of speedups, compared with the traditional general-purpose 
processor. Through the hardware overhead investigation, we observe that the minimal 
hardware overhead is incurred during the accelerator implementation. This provides 
us an inspiration that we may build a SIMD machine to perform the hardware 
acceleration simultaneously, taking advantage of the data parallelism, which will be 
the focus of our future work. 
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Abstract. In this paper, we propose chaotic wireless communication system 
using digital retrodirective array antenna (RDA) for improving security and 
receive performance at receiver. Chaotic modulation schemes have studied for 
reducing the probability of interception and interrupt. As a result, chaotic 
communication systems have enhanced security. But the receive performance at 
receiver is degraded. We propose digital RDA system based on chaotic 
modulation for improving the reception performance while maintaining the 
security. Simulation results show that to overcome degradation of reception 
performance in CDSK, digital RDA with array elements up to five is required 
compared to BPSK modulation scheme. 

Keywords: DCSK, CDSK, Security, tent map, retrodirective array antenna. 

1 Introduction 

Recently, security problem is become an important research topic due to 
popularization of device such as smart phone and tablets. Many studies about chaotic 
wireless communication have been studied to enhance security. There has been 
studied about efficient coding schemes for improving security applying chaotic signal 
due to the chaotic signal whit irregular phenomena. 

Especially, differential chaos shift key (DCSK) and correlation delay shift keying 
(CDSK) are well known as chaotic modulation schemes. These modulation 
techniques have enhanced security because of non periodic properties. But the receive 
performance is degraded due to non periodic characteristic compared to QAM 
modulation [1-2].  

There have been studied diversity technique and beam forming technique in order 
to improve the receive performance. Especially, one of beam forming techniques, 
digital retro-directive array (RDA) technique is able to transmit signal toward source 
with no a priori knowledge of the arrival direction [3]. Retrodirective array has more 
simple structure than smart antenna technique and it is possible to do automatically 
beam tracking. Also, retrodirective system has merit such as high link gain, easy 
interference elimination, and high energy efficiency.   
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In this paper, we propose digital retrodirective array antenna system (RDA) based 
on CDSK for improving security without receive performance degradation. The 
proposed system can improve the receive BER performance of communication 
system compared to without RDA and kept security of whole communication system. 

2 Chaotic Modulation Techniques 

2.1 DCSK Modulation  

DCSK is well knows as chaotic modulation techniques. Fig. 1 shows modulator and 

demodulator for DCSK. Multiply chaotic signal ix with length M and information bit 

1lb = ±
 
together and we get transmitter signal. In other words, information bit is 

spreading throughout chaotic signal with length M. Transmission signal is
 
can be 

expressed by 

×

ix

iS

lb

l i Mb x −

 
(a) Modulator 

× i i M
M

r r+i Mr +

ir

 
(b) Demodulator 

Fig. 1. Block diagram of modulator and demodulator for DCSK. 
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where lb  is information bit and ix is chaotic signal. For demodulation of DCSK, 

received signal ir  is multiplied by delayed signal i Mr+ at the receiver. As a result, 

we can receive average signal by spreading factor M. Finally, the output signal of the 
correlator can be expressed by  

1

M

i i M
i

S r r+
=

=  
(2) 

where S is the output signal of correlator.  
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If we consider AWGN noise, the output of correlator can be expressed by  
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(3) 

where in is noise signal at i th.  

The output of correlator is separated the first term as the desired signal and other term 

as interference and noise. Average and variance of AWGN are 0 and 2σ  because of 
interference and noise with Gaussian distribution. DCSK scheme has more enhanced 
security than generally modulation methods such as PSK and QAM. But, bandwidth 
efficiency is degraded because the same chaotic signal send repeated twice.   

2.2 CDSK Modulation  

DCSK modulation do not use half of the symbol period for carrying information. To 
solve bandwidth reduction problem correlation delay shift keying (CDSK) modulation 
was proposed by Sushchik. This paper, we use CDSK modulation with good spectral 
efficiency for security communication. 

×

ix

iS

lb

l i Lb x −

×

 

(a) Modulator 

× i i L
M

rr +i Lr+

ir

 
(b) Demodulator 

Fig. 2. Block diagram of modulator and demodulator for CDSK 

Fig. 2 shows modulator and demodulator of correlation delay shift keying (CDSK) 
schemes. CDSK modulation method is made of the sum of the signals multiplied by 

chaotic signal ix  and binary information bit 1lb = ± . CDSK modulation did solve 

the bandwidth problem of DCSK as using adder instead of DCSK with switch. The 
output of correlator of CDSK can be expressed by  
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where L is delay length, iη is noise and interference term.  

As you can show the equation (4), the first term is designed signal and other term 
the noise of correlator and interference of different chaotic signal. The degradation of 
BER performance in CDSK occurs due to additional interference terms in shown (5) 
compare to DCSK modulation. The bet error rate equation (BER) of CDSK 
modulation can be expressed by [4]. 

10

0 0

1 9
( (1 ) ) .

8 2 0 4
b b

b

E E NM
B E R e r fc

N M N E
−= + +  (6) 

3 Chaotic Communication System Using Digital Retrodirective 
Array Antenna 

Chaotic communication system provides enhanced security. But the receive BER 
performance is degraded compared to the BPSK because of no periodically 
properties. In order to improve the receive performance we propose chaotic wireless 
communication system using digital RDA. Digital RDA can retransmit information 
data from digital RDA to source without prior information about direction of receive. 
Digital RDA has some merits that it is does not need complex signal processing and it 
can have array gain through beam.  

1τ2τ3τ

θ

 

Fig. 3. Concept of digital RDA 

The received signal through each of the receiver has different phase delays 

0, , 2 ,3ϕ ϕ ϕ due to the different time delays 1 2 30, , ,τ τ τ when incidence angle 

has θ  shown in Fig. 3. In other words, when the number of antenna elements is Nth, 
received signal has a different phase delay by following equation  
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( 1) 2 sin , 1, ,
d

n f n N
c

ϕ π θ− = =                  (7) 

where ϕΔ  is phase delay between adjacent elements like reference element and 

second element. f is center frequency, c is light speed, d is distance between adjacent 
element, and θ  is incidence angle. To retransmit information data toward incidence 

angle, we can retransmit received data after processing phase conjugation at received 
signal. The following condition must be satisfied in order to satisfy these conditions. 

x xT Rϕ ϕ= −
                               

(8) 

where is
xRϕ is phase delay and 

xTϕ is phase delay for retransmission from digital 

RDA to source. It is important to detect phase delay for processing phase conjugation 
at received signal. 

φ

φ

 

(a) QPSK                (b) DCSK or CDSK 

Fig. 4. Phase detector based on baseband  

Fig. 4 shows phase detection based on baseband for digital RDA in case of QPSK 
and chaotic modulation such as DCSK and CDSK. We can represent as received 
signal (Ib, Qb) through reference element and received signal (Ia, Qa) of adjacent 
element in case of QPSK shown in fig. 4(a). Received signal through reference 
antenna element has phase delay=0 and N=1 (7).  

Phase delay ϕ  by adjacent antenna elements is given by following equation  

( )a bjje e φ φϕ −=                             (9) 
 

Equation (10) is given by rearranging equation (9) as follows 
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In case QPSK modulation, the amplitude signal has 2 . In generally the phase delay 

of adjacent antenna element is small 30 degree ( 030φ < ), the equation (10) can be 

approximated as follows 

2 2

1
sin ( )

2 2( )
b a a b

a a

I Q I Q
I Q

φ φ = −
+

                  (11) 

When we ousted phase information about equation (11), can be obtained final 
expression as follows  

( )b a a bI Q I Qφ = −                        (12)    

Chaotic wireless communication is generated by chaotic maps such as Logistic map, 
Tent map, Henon map, and Bernoulli shit map. The chaotic signal generated is 
multiplied by bit information. As a result, chaotic signal has only in-phase component 
in contrast QPSK modulation. In other words, Imaginary part of received signal has 0 

( 0bQ = ).    

In the case of use chaotic modulation, phase delay ϕ between adjacent elements 

can be expressed as  

( )b aI Qφ =
                         

 (13) 

Digital RDA in the case of chaotic modulation technique can detect and retransmit 
phase delay and data information by using equation (13) and phase conjugation. 

4 Simulation Results 

In this paper, we propose a digital retrodirective array antenna (RDA) to improve 
receive performance of CDSK modulation which has enhanced security. Digital RDA 
technique can retransmit toward direction of source without prior information about 
receive direction. Table 1 shows simulation parameters. 

Table 1. Simulation Parmeters 

Parameters Value 

Chaotic map Tent map 

Spreading factor(M) 10, 20, 50, 100 

Modulation CDSK 

Delay(L) 7 

 
We assume that array element of Digital RDA is two. If element is two, first 

element which has phase delay 0 degree is reference plane and second element has a 
phase lagϕ . We can calculate the phase lag between reference element and adjacent 
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element by using equation (13). Fig. 5(a) shows the output of phase detector, when 
phase delayϕ  is 10 degree. We can know the relationship between the incidence 

angleθ  and phase delay ϕ through equation (7). 
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(a) The output of phase detector     (b) The output of phase conjugator 

Fig. 5. The output of phase detector and phase conjugator 

Fig. 5(b) shows the output of phase conjugator. Fig. 5(b) and Fig. 5(a) is related by 
conjugation. We confirm that digital RDA can retransmit to direction of source by 
using the block of phase detection and phase conjugation. As a result, Fig. 5(a) and 
Fig 5(b) shows the output phase detector and phase conjugator when phase delay is 10 
degree and SNR of AWGN is 18dB. 
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Fig. 6. Comparison of BER performance in CDSK by size of M 

Fig. 6 shows the BER performance of CDSK modulation according to changing 
spreading factor M. CDSK modulation has higher security compared with BPSK 
modulation because it has not a periodically specific character. But, CDSK is degrade 
receive BER performance. When spreading factor increases, we can see that both 
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interference and energy an error is reduced through equation (6) and simulation in 
Fig. 6. Depending on the choice of spreading factor in interference environment, the effect 
of interference is different. The BER performance of CDSK is not good compared to that 
of BPSK modulation.  

Fig. 7 shows comparison BER performance with and without RDA. We analyze 
the BER performance of proposed system according to changing the number of RDA 
elements. We use CDSK modulation and digital RDA antennas. The proposed system 
has enhanced security and no degradation of BER performance in the case of CDSK 
when the number of array elements is five compared to BPSK modulation. Digital 
RDA can automatically make beam toward direction of transmitter. In this case beam 
of digital RDA provides additional antenna gain. Simulation results show the number 
of element increases, the BER performance of CDSK improves due to array gain.  
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Fig. 7. Comparison of BER performance according to changing the number of RDA element 

5 Conclusion 

In this paper, we design and analyze the receive performance of CDSK based on 
digital RDA to improve receive BER performance compared to only CDSK 
modulation. We propose chaotic wireless communication system enhanced security 
by using CDSK modulation and digital RDA. The proposed system get a better 
receive BER performance than that without RDA. Simulation results show we use 
digital RDA with array element up to five in CDSK to overcome to receive BER 
performance is degraded compared to BPSK modulation schemes. 
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Abstract. In the SaaS (Software as a Service) model, the sensitive data of  
tenants are in danger of leakage. Meanwhile there are different privacy re-
quirements for different tenants. This paper presents a policy based customized 
privacy preserving mechanism which realizes the preserving of tenants’ sensi-
tive data. Based on the requirements of the tenants and the transactions of SaaS 
application, we build the policy of tenants’ customized privacy preserving and 
fragment tenants’ sensitive data through the Related Attributes Model(RAM). 
Finally we realize the effective combination of unencrypted privacy preserving 
and SaaS application’s transaction. To avoid the leakage of tenants’ privacy 
policy, this paper presents a trusted third party model to manage the policy of 
tenants’ customized privacy preserving. The experiment certified it’s an effec-
tive and practical privacy preserving mechanism. 

Keywords: SaaS, Hybrid Fragmentation, Data Privacy, Customization. 

1 Introduction 

Software as a Service is a new-style software service model which has many advan-
tages such as low cost, fast deployment and scalability. In the SaaS model tenants’ 
sensitive data are deployed by the service provider who manages and maintains it. As 
the service provider is unreliable, tenants’ sensitive data face the risk of leakage. For 
example, they may break the commodity's quote information to the competitors. 

There have been some mature solutions to preserving privacy such as data encryp-
tion [1, 3, 5, 6, 7, 9] and data confuse [14, 15, 16], etc. Data encryption can effective-
ly prevent the leakage of privacy data, but the efficiency of the ciphertext processing 
is low. Data encryption can also be realized by hardware. Based on the anti-attack 
capability of the password collaborative processor, it can use the password collabora-
tive processor deployed on the unreliable port as the reliable processor to realize en-
cryption and deciphering in its interior. Unlike encryption, data confusion keeps some 
features of data and could make some computing on confused data, but the efficiency 
of data processing need to be enhanced. In SaaS model, the traditional data encryption 
technique or data confusion technique reduces the efficiency of data processing. The 
password collaborative processor increases the complexity of system design. Based 
on the transaction of SaaS application, the combination of the privacy preserving and 
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performance should be realized. Meanwhile the customized privacy preserving re-
quirements of different tenants ought to be considered. 

The paper adopts a privacy preserving mechanism based on policy which ensures 
that the tenant sensitive data are protected without encryption. The mechanism uses 
the policy to describe tenants' customized privacy requirements and protects the te-
nants’ sensitive data based on policy through hiding the relation of sensitive data. 
Privacy is deployed on trusted three-party to ensure the security of the tenants' privacy 
policy, it is necessary to build the secure association model between the SaaS applica-
tion, the reliable third party and the tenants. Through the model, it can prevent unau-
thorized tenants obtaining the privacy policy and leaking the tenants' sensitive data. 

This paper is further organized as follows. Section 2 gives related work. In section 3 
we describe the method of privacy data fragment. Section 4 introduces the three-party 
interactive model. In section 5, we explain our experiments and analyze the results. 
Section 6 concludes this paper.  

2 Related Work 

In the methods of data privacy protection, both encryption and confusion are relative-
ly common, which have obtained a wide range of application in the data outsourcing, 
data dissemination, data analysis and other fields. 

Encryption is an effective method to protect individual privacy, but the encrypted 
data often lose the operability, and therefore improve the processing efficiency of the 
cipher-text and the retrieval speed of the cipher-text data has become the hot spot in the 
privacy research. In [1], researchers have analyzed the characteristics of cloud compu-
ting, then propose a keyword searching model of privacy protection, which gives a 
support that the ISP can participate in some of decryption work in order to reduce the 
burden of clients. Besides, this model can realize the keywords search above the en-
crypted data in order to protect the tenant data privacy and user query privacy. In [2], 
Sadeghi et al. have designed a credible software token bound with a security function 
authentication module in order that many function operations for outsourcing sensitive 
data can be implemented on condition that no information is lost. 

In [3] the researchers have constructed a data security service module CSS based on 
the public cloud infrastructure platform to ensure user data privacy through encryption 
and token service. In [4], researches on the cloud data privacy protection respectively 
got the solutions about the cipher-text retrieval. In order to provide privacy in the cloud 
computing environment, [5] has designed a calculable encryption scheme CESVMC 
based on matrix and vector operations. [6] has adopted the multi-layer encryption to 
protect data privacy in a relational database. However, these studies belong to the 
scope of the Database as a Service without considering the scene of the multi-tenant 
applications. 

Homomorphic encryption supports the processing and computing in the cipher-text 
data. Traditional homomorphic encryption only supports a certain type or a specific 
operation, such as state multiplication RSA [7], the homomorphic addition Paillier [8] 
and so on. The use of homomorphic encryption can outsource the specific calculation 
to non-trusted third party, such as encryption or digital signatures [9]. At present, the 
researchers have made deep research on this, however, the homomorphic encryption 
technology efficiency is very low [10]. 
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Encryption methods have a big impact on the performance of data processing, and 
researchers have proposed other ways to prevent the disclosure of privacy.  Munts-
Mulero etc [11], have discussed the existing privacy processing technology, including 
K anonymous, Figure anonymous and data pretreatment, and proposed some solutions 
of the problems faced as a large-scale release data. [12] has proposed a privacy protec-
tion method based on lossy decomposition. [13] has proposed a multidimensional data 
packet technology according to sensitive property privacy.  However, these studies 
are mainly for data dissemination in the field of privacy protection issues and the field 
of data dissemination. The operation of the data values has been less involved in. Con-
trarily, in the cloud multi-tenant scenarios, due to the needs of the multi-tenant, the 
tenants' data is changing dynamically and constantly. These privacy protection me-
thods can’t fully resolve issues on cloud data security and privacy protection for multi-
tenant applications, but they can provide a good reference for the cloud data protection. 

In summary, the researchers have launched data privacy protection studies in the 
cloud computing, but these studies mainly aim at the data privacy protection realized 
through encryption. Data processing efficiency needs to be further improved, and these 
studies are not suitable for the scene of the multi-tenant SaaS applications. 

3 Privacy Preserving Mechanism 

This section introduces policy-based customized privacy preserving mechanism. Dif-
ferent from encrypt single attribute privacy constraint formerly [14], we split single-
ton attribute. And for the combine attribute privacy constraint we adapt the pattern of 
privacy fragment. 

3.1 Customized Privacy Preserving 

For described tenant’s privacy preserving requirements, we first define some defina-
tion [14]. Singleton attribute is the attribute itself can leakage tenants’ privacy. 
Attribute combination is the attributes can leakage tenants’ privacy in together.  

 
Definition 1: Non-Compatible Constraint (NCC) is used to describe single attribute 
privacy constraint and combine attribute privacy constraint. For attributes combination 
Ac {A1, A2,… ,An}, NCC {Ac} describes the attribute in attributes set Ac can’t be put to-
gether. For singleton attribute As,  NCC{As } described it. NCC {As, Ac} describes both 
the Singleton attribute and attributes combination. 

Definition 2: Related Attributes Set (RAS) is made up of attributes set and the 
weight of this set. It is expressed as RAS ({A}, W). {A} describes attributes which a 
SQL statement contains and W stands for weight which describes this SQL’s propor-
tion in all the SQLs. 

For example, RAS {(A, B, C, D), 25} indicates this SQL statement contains four 
attributes which are A,B,C,D and it’s accounts for 25% in all the SQL statements. 

We use RAS set to guide the data fragment. We count tenant’s SQL statements in 
SaaS application including attributes set and its proportion, as is shown in Table1. 
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Table 1. SQL Statistics 

SQL RATIO 

select D,E,F from T-A where E>e 20% 
select A,B,C from T-A where B>b 30% 

select A from T-A where B<b and C>c 20% 
select A, I from T-A where I>i 10% 
select D from T-A where E<e 10% 

select E,F from T-A where D>d 10% 
 
We preserve attributes in the same table and remove the attributes from other tables. 

We make pretreatment for every SQL that makes attributes set as {A} and proportion as 
W. We analyze all the SQL and make merger for the SQL which has inclusion relation-
ship as a RAS. Then we get RAS ({A}, W), as is shown in the right part of Figure 1. 

 

 

Fig. 1. SQL Combination 

3.2 Data Fragment 

Related Attributes Model. We find optimal fragments for every RAS by building 
related attributes tree model based on RAS set. 

Definition 3: Related Attributes Model (RAM) is described as RAM(N, E) in which 
N={R, RAS, C, T} is all the node set of the tree. The R stands for root node, RAS stands 
for RAS node, and C stands for companion node and T stands for explore node. E ⊆ N N is edge set of the node. Constraint RAS T means RAS node can convert 
to be explore Node. Constraint R, RAS ∈ E means that root node’s children node can 
be only RAS node. Constraint T, C ∈ E means that companion node is only linked 
with explore node. RAS node and companion node can extend related explore node. 

We build related attributes tree as follows: 
Firstly, singleton attribute is disposed before building related attributes model by 

splitting the singleton attribute to N parts and adding NCC(I1, I2, … In) to NCC{Ac}.In 
this way we can handle singleton attribute as attributes combination and see every 
split singleton attribute as a new attribute. 

Secondly, we create node for the model tree. The root of the tree contains all 
attributes that appear in the RAS set. Each RAS in RAS set are distributed to a node 
where preserves the RAS’s attributes and weight. Then we build explore node as RAS 
node’s children node which removes an attribute of RAS respectively and the weight 
of explore node is 0. At last we create companion node for every explore node. The 
companion node can extend explore node same as RAS node (Figure 2-b). If a RAS 
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node exists in another RAS’s explore branch, this RAS node becomes explore node 
and assigns this RAS’s  weight to all the further explore node in the branch except 
that the node has already had weight value(not 0),e.g. the DE node in Figure 2-a. And 
each RAS node’s explore node set have no relevance. 

 

 

Fig. 2. Related Attributes Tree Model  

Privacy Fragment Algorithm. After the related attributes tree has been created, we 
sort all the children of root by ascending order and traverse these children in se-
quence. For each RAS node we get the node in the highest layout which don’t against 
NCC {Ac} and regard it as the optimal fragment node. Then we traverse the optimal 
fragment node’s companion node as the same. If there are many nodes in the highest 
layout, we choose the node with highest weight. For example, we traverse the DEFG 
node’s branch and get DEF node as optimal fragment node, then we traverse DEG’s 
companion node and get node F. The worst-cost of the algorithm is traversing all the 
node of the tree, so the time complexity of this algorithm is O (n). 

Algorithm 1. Privacy Fragment Algorithm
input: RAS- TREE,NCC{Ac} 
output: optimal node 

1. sort children of root by RAM child's ratio in asc order 
2. for each child N of root 
3.     currentNode←null,  currentRatio←0,  currentLevel←n,  tempLeve←0 
4.     TestNode(N) 

TestNode 

input: Node 
output: PFS 

1. if (NCC N) Then currentNode←N 
2. else if (N NCC)  

Then currentNode←TraversalNode (N) //get N’s optimal fragment node 
3. add optimal node into PFS 
4. get companyNode cn of currentNode 
5.     TestNode(cn) 

 
Definition 4: Privacy Fragmentation policy (PFS) for the table R and related RAS 
set and NCC(Ac), R can be split to many parts F1, F2 …Fn by NCC and RAS set. Fi is 
subset of R, F  and R=F1∪F2∪…∪Fn. 
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In this paper, the evaluation criterion of the optimal fragment policy is the higher 
weight of RAS would have higher integrality for which ensure the transaction propor-
tion with higher make less join. And above all should under the premise of without 
departing from the NCC. Algorithm 1 which we present would prior traverse RAS 
node with highest weight and joins the result in the Privacy Fragmentation Strategy 
(PFS). In this way we can ensure the RAS node with lower weight can’t affect the 
RAS node with higher weight. 

Algorithm 2. Add Node Into PFS
input:  optimal Node from privacy fragment algorithm 

output: PFS{F1,F2 …Fn
} 

1.attr←N.attribute 
2.Sort F by common attributes in PFS in asc order 
3.   i←0 
4.   for each F∈PFS 
5.       attr←attr-{attribute|attribute∈PFS} 
6.       if (NCC (attr∪F)) Then continue 
7.       else if(!NCC (attr∪F) Then  F←attr∪F, i←1,break 
8.  if (i==0) Then F←attr, PFS←PFS∪F 

 
The way to put fragment node to PFS is as follows: First we sort fragment policy 

by common attribute with added node ascending in PFS and remove the added node’s 
attribute which has contained in PFS. Second we combine added node attributes and 
PFS’s fragment policy respectively and check whether the combined attributes are 
against NCC. If they are not against, we replace old policy with the combined 
attributes. If all the checks are failed, we create a new policy in PFS. 

4 Three-Party Interactive Model 

We have fragmented tenant’s privacy data according to tenant’s requirement.  But if 
the fragment policy of tenant saves at the service provider, it also exists possibility 
that the provider get integrate data by the policy. This section mainly introduces how 
to ensure the safety of tenant’s customized privacy preserving policy. 

In SaaS model, storing and processing the sensitive data of tenants are operated on 
the untrustworthy platform of service provider. As service provider is unreliable, te-
nants’ sensitive data face the risk of leakage. To realize the preserving of tenant’s poli-
cy, this section introduces the trusted third-party and builds a privacy preserving model 
for the data of SaaS application. This model consists of three roles which are tenant 
(T), unreliable service provider (SP) and trusted third-party (TTP). TTP is responsible 
for managing tenant’s privacy preserving policy and preventing SP from obtaining the 
policy illegally through identity authentication for the tenant. 

4.1 Three-Party Interactive Entity and Process 

The paper designs the process of three-party interactive process. The process involves 
three interactive entities which are tenant(T) of SaaS application, unreliable service 

⊂
⊂
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provider(SP) and trusted third-party(TTP) which is responsible for tenant’s identity 
authentication, saving and managing the privacy policy. 

The memory of SaaS server can’t be lookup by SP is the pre-condition of the three 
part interaction model. 1) When tenants rent SaaS services from SP, 2) SP will guide 
tenant to register at TTP and tenant will get an authentication to identify from TTP. 3) 
After register succeed, tenant can present requirement of privacy to privacy preserv-
ing model in SP’s memory. Privacy preserving model will call the algorithm to get 
privacy policy and fragment tenant’s data by the policy. 4) The privacy customized 
Model will send tenant’s policy to TTP’s privacy policy management model to store 
and manage. 5) SP’s privacy preserving model will get accredit when tenant accesses  
SaaS application and need to use data. 6) And then the privacy preserving model will 
get the tenant’s policy to combine the fragment data. 

All above steps are processed in memory and don’t be persistent, so the interaction 
is secure. 

 

 

Fig. 3. Three-party interactive process 

4.2 Three-Party Interactive Security Verification  

This paper adopts identity-based authenticated mechanism to make authentication of 
SP and tenant. The identity-based authenticated mechanism generate public key by 
tenant’s identity information. Private Key Generator (PKG) according to tenant’s 
public key generate tenant’s privacy key and sent it to tenant through secure channel. 
The identity-based authenticated mechanism need PKG is reliable to ensure the secu-
rity of system’s privacy key, and mean while need authenticate tenant’s identity be-
fore send the privacy key. 

The three-party interactive including three phases: initialization phase, registration 
phase and access phase. 

Initialization phase: firstly we build two group with q2 order G , G , q is a big 
prime,  G  is consist of point in elliptic curve, P is generator of G , G  is a multipli-
cation cyclic group in F∗ .Select bilinear map e: G G G .PKG select a random 

number s ∈ Z∗  as system’s privacy key, select two hash function H : 0,1G ,  H : 0,1 ∗ G Z∗ . Finally ensure public system parameter paramsq, P, G , G , e, H , H , privacy key s saved by PKG. 
Registration phase: SP sent register information to TTP to register. TTP generate 

SP’s public key Q  and SP’s privacy key d ·  by SP’s identity 
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. Then send SP’s privacy key to SP in secure channel. Tenant T rent SaaS applica-
tion of SP, SP will guide tenant register to TTP. T send message M1 which have T’s 

, SP’s identity , register requirement R and H R, g . Q H ID ,  is 
SP’s privacy key, g , , H , g  is authorization from SP which allow T 
register to TTP. When TTP get M1 and generate d · , g , , then test and verify if H , g  equals H , g  ,the test 
passed it equal. TTP send T’s privacy key d  to T through secure channel after register. 

Access phase: SP need download privacy policy from TTP when T access SaaS 
application. T send message M2 to TTP which including , , ask time T, 
download requirement D and H , g . TTP will judge ∆T T  when re-
ceived M2, T  is the time received the message, if ∆T is in set time TTP accept the 
message. Then TTP generate s ·  and g , , test if H , g  equals H , g ,if it is equal TTP allow SP download T’s privacy 
policy to its privacy preserving model. 

5 Experimental Evaluation 

5.1 Experiment Environment 

For SaaS data privacy protection, we check the practicability of privacy protection 
fragment algorithm by simulation experiment. The experiment is made with MySQL 
5.1.22 and Eclipse-SDK-3.4.3-win32 in the Windows7 Professional Service pack 1. 
The CPU is Inter(R) core(TM) i5-2400, 3.1GHz.and the memory is 3G. 

In our experiment, we get the RAS and NCC in random from the array set in  
advance. 

5.2 Privacy Data Fragment Experiment 

To check the performance of the fragment algorithm with different privacy require-
ments, we design different privacy requirements as Table 2. All the RAS and NCC 
attributes are selected on the same table. 

Table 2. different types of privacy requirement 

Type NCC number 
Type A 20 
Type B 40 
Type C 60 

 
For the different types of NCC number, we get the cost with 100, 200, 500 and 

1000 RAS number respectively.The experimental result is as Figure 4. 
The experimental results show that the cost is increased with the increase of NCC 

number. The cost and the transaction of SaaS application present linear growth rela-
tionship under the same NCC number. The cost of three types tenant’s privacy re-
quirements is within acceptable limits. 
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Fig. 4. Privacy Data Fragment Experiment Result 

5.3 Complexity Cost Experiment 

To check the cost of algorithm with different meta-data number, we design an expe-
riment with 10, 50, 100 and 200 mete-data in a table and simulate the cost. 

Firstly we simulate that NCC is 20 with RAS number 100, 250 and 500 respectively. 
The results are shown as in Figure 5-A. From the Figure we can see the cost increases 
with the meta-date increasing; the more the RAS, the faster data increases. We then 
simulate that RAS is 250 with NCC number 20, 40 and 60 respectively. The results are 
shown as in Figure 5-B. And both two results are within the acceptable limits. 

 

   

Fig. 5. Complexity Cost Experiment 

6 Conclusions 

With the development and the ripeness of SaaS technique, it has become the main 
issue for SaaS model to protect the tenants' privacy. The paper puts forward  policy-
based Customized Privacy Preserving Mechanism for SaaS Applications. The Me-
chanism can describe the requirements of tenants' Customized Privacy Preserving 
based policy, and succeed in combining the privacy  preserving with the performance 
of SaaS application processing through the data-blocking-based policy. It builds 
three-party secure interaction model to make the security of the privacy preserving 
policy. 
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Abstract. In Pervasive Computing Environments (PCE), existing Context-
Aware Access Control (CAAC) models mainly extend the RBAC model to real-
ize the context awareness and take into account the uncertainty of the imperfect 
context information by excessive constraints of the QoC (Quality of Context) 
parameters or degrees. To solve the problems, we present a novel QoC-Aware 
Access Control (QAAC) model which applies fuzzy inference to make authori-
zation decisions. The QoC-awareness is reflected in the modification of the 
provided context and the fuzzy inference process. Compared with existing 
work, the proposed model has a more comprehensive utilization of static and 
dynamic attributes, better adaption to the context dynamicity, feasibility in 
QoC-awareness and semantic expressiveness. 

Keywords: Pervasive computing environment, Access control, Context-aware, 
Quality of context, Fuzzy inference. 

1 Introduction 

With the rapid development of the personal computing devices and sensors, peoples 
are surrounded with various computing devices (e.g., laptops, PDAs, and smart 
phones) and sensors (e.g., RFID readers, cameras, and infrared sensors). These devic-
es and the related context-aware applications not only facilitate peoples’ daily life, but 
also pose a challenge to the access control mechanism. The heterogeneity and dyna-
micity of the sensor-rich PCE call for the Context-Aware Access Control (CAAC) 
that can dynamically adjust permissions to the current changing contexts [1]. 

However, the existing context-aware access control models mainly extend the 
RBAC (Role Based Access Control) model [2] with context constraints. The RBAC 
model is initially designed for closed systems with static sets of known users and re-
sources, which cannot meet the requirements of CAAC in PCE. Meanwhile, the QoC 
(Quality of Context) has a profound impact on the decisions of context-aware applica-
tions. In existing work, QoC is generally considered by constraints of the QoC parame-
ters or degrees, which needs plenty of work to determine. Furthermore, it is infeasible 
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to always satisfy all these constraints simultaneously, which makes the access control 
fails to give a definite authorization decision response. 

Thus, based on the idea of Attribute Based Access Control (ABAC) [3], we further 
classify the attributes of entities into Static Attributes and Dynamic Attributes in order 
to have a comprehensive utilization of them and propose a novel QoC-Aware Access 
Control (QAAC) model that applies fuzzy inference to make authorization decisions.  

The rest of the paper is organized as follows. Section 2 overviews the related work 
in CAAC. Section 3 presents the QoC-Aware Access Control model based on fuzzy 
inference. Section 4 gives a use case and the comparison. Finally, Section 5 concludes 
the paper and outlines the future work. 

2 Related Work 

Much research has been widely done in the field of context-aware access control for 
PCE. Some work tried to extend the RBAC model with context-relative roles or con-
straints. Park et al. [4] introduced proposed the Context-Role Based Access Control 
(CRBAC) which considers the activation and revocation of context roles as well user 
roles. Kulkarni et al. [5] tried to apply context constraints in role admission, validation 
and permission etc. Jung and Joshi [6] proposed a Community-centric Role Interaction 
Based Access Control model (CRiBAC) that utilizes a range of contexts from public 
ones such as ambient contexts to private ones belonging to individuals to guarantee 
dynamic and fine-grained access control at runtime. Nevertheless, these models lack 
dynamicity and flexibility for PCE due to the nature of RBAC. 

Moreover, the importance of considering QoC in CAAC is recognized gradually. 
The Cerberus framework [7] associates confidence levels with different authentication 
mechanisms. Filho et al. [8] proposed a generalized QoC-Aware Context-Based 
Access Control model that takes into account the requestor’s, owner’s, and resource’s 
context together with constrained QoC indicators of them to make access control 
decisions. The Proteus [9] exploits QoC as a filtering principle to discard context data 
with insufficient QoC and select applicable access control polices. These QoC-aware 
access control research introduces the QoC-awareness by constraining the QoC para-
meters or degrees with specified thresholds, which needs plenty of work to determine 
them in large number of policies. Meanwhile, it is rigid to meet the QoC requirements 
of every context in a policy, which makes the enforcement less infeasible. 

3 QoC-Aware Access Control Based on Fuzzy Inference 

3.1 Terminologies 

Static Attributes and Dynamic Attributes 
Based on the attribute classification in the ABAC model [3], we further classify the 
attributes of entities into Static Attributes and Dynamic Attributes according to their 
timeliness. 

Static Attributes are the time-continuous security-relevant characteristics of entities 
such as the user’s name and birth date. Static Attributes have a determinate lifetime, 
and they are issued by Attribute Authorities by attribute credentials. Attribute creden-
tials can be acquired from the access requestor in push mode and/or the directory sys-
tems in pull mode and verified by the Source of Authority (SOA). 
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On the contrary, Dynamic Attributes are transient security-relevant characteristics 
of entities, such as the user’s location and heart rate which are unpredictable and re-
quire frequent measuring and/or inferring. The Dynamic Attribute is considered syn-
onymous with Context [1] in this paper because of the similarity. The Dynamic 
Attributes are provided by the Context Information Service Providers (CISP). 

QoC Parameters and QoC Degree 
In [10], Quality of Context is defined as any information that describes the quality of 
information that is used as context information. In order to show the worth of context 
information for an application, a quality measurement in terms of these QoC parame-
ters is needed and noted as QoC degree. The different parameters have different 
weights in the calculation of the QoC degree. 

Let o be a context object that has the context information about a real world entity. 
The context object o is deduced from the raw information collected by sensors which 
can be physical sensors or logical ones. We denote the value of the ith QoC parameter 

as ( )iQP o  ( ( ) [0,1]iQP o ∈ ) and the corresponding weight as ( )iW o  (
1

( ) 1
n

ii
W o

=
= ), 

n is the number of QoC parameters. The QoC degree of o, noted as ( )QD o , can be 

computed by 
1

( ) ( ) ( )
n

i ii
QD o W o QP o

=
= ⋅ . 

3.2 QAAC Based on Fuzzy Inference 

Mamdani’s fuzzy inference method [11] is applied to make authorization decisions 
based on fuzzy categories of the static attributes and the dynamic attributes according 
to the access control policies in form of IF-THEN fuzzy rules. It is feasible to utilize 
the high-level context information in form of fuzzy sets because the approaches of 
fuzzy logic and probabilistic logic etc. are broadly used to deduce higher-level contexts 
or situations [12]. We present the QoC-Aware Access Control (QAAC) model and 
describe the basic elements as follows: 

Static Attributes (Sa) and Dynamic Attributes (Da): the sets of the static attributes 
and the dynamic attributes of the related principals, resources and environments. For 
any attribute attr Sa Da∈ ∪ , it is provided as ( )attr xμ . attrAttrcat is the set of fuzzy 

categories of the attribute. Each fuzzy category attr attrattrcat Attrcat∈  implies a specif-

ic membership function ( )
attrattrcat xμ , where x is the value of the attribute attr mapped 

on the universe of discourse X ( x X∈ ). 
Resources (Res): the set of resources that are under the protection of access control. 

A resource can be data (e.g. files) or a service. 
Operation (Oper): the set of operations that can be executed on the resource. Opera-

tions can be various, such as read and write. 
Policy ( ResOperPolicy ): the set of policies that describe how the resource is protected 

against illegal access requests in a specified application scenario. 
Authorization Decision ( ( , )res operAuthdecs ): the set of possible authorization deci-

sions responding to the request ( , )res oper . Each authorization decision 

( , )res operauthdec Authdecs∈ implies a specific membership function ( )authdec xμ . 
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In the QAAC model, under the specified resource operation combination circums-
tances ResOper ( 2Res OperResOper ×∈ ), any requested resource operation combina-

tion ( , )res oper ResOper∈ is protected by one access control policy ( , )res operpolicy . 

Since ( , )( , ) : | res oper ResOperres oper ResOper policy Policy∀ ∈ ∃ ∈ , the goal of the QAAC model 

is to deduce the authorization decision responding to the request ( , )res oper based on 

Sa, Da and ( , )res operpolicy  by fuzzy inference. 

The ( , )res operpolicy can be further described as: 

( , ) ( , ) ( , )( , )res oper res oper res operpolicy Rule Authsetting=  

where the ( , )res operRule is the set of IF-THEN fuzzy rules for the request ( , )res oper , 

and ( , )res operAuthsetting is the authorization setting of the authorization decisions. 

( , )res operRule  can be described as: 

( , ) {( ( ), ) }res oper i iRule ant attrcats cons=  

where i indexes the rules ( 1 i m≤ ≤ , m is the number of rules in the poli-

cy), 1 2
...

2 ( )attr attr attrn
Attrcat Attrcat Attrcat

i iattrcats attrcats
× × ×∈ ≠ ∅ and | |n Sa Da= ∪ . Each rule 

comprises an antecedent and a consequence. The antecedent ( )iant attrcats is an AND-
conjunction of category constraints with optional negation operator NOT. The conse-
quence cons is an authorization decision. 

( , )res operAuthsetting is the authorization setting that comprises all the membership 

thresholds for each authorization decision for the request ( , )res oper and  described 
as: 

( , ) ( , ) ( , )( , )res oper res oper res operAuthsetting Authdecs Mt=  

where ( , )res operMt is the set of the membership thresholds assigned for each authorization 

decision and can be described as: 

( , ) ( , ){ | 0 1, }res oper authdec authdec res operMt mt mt authdec Authdecs= ≤ ≤ ∈  

Preprocessing of Static and Dynamic Attributes 

Preprocessing of Static Attributes  
Static Attributes are issued by Attribute Authorities in form of attribute credentials and 
of no uncertainty. To deal with the static attributes together with context information in 
fuzzy rules, the membership function of the constraint of static attribute can be prepro-
cessed as 

1
( )

0
attr

attr

attrcat

attrcat

x X
x

otherwise
μ

∈= 


 

where 
attrattrcatX is the set of values of attr belonging to attrattrcat mapped on the un-

iverse of discourse X (
attrattrcatX X⊂ ). For example, the judgment of adults by age can 

be: ' 'attrcat adult Attrcat= ∈ , adultX = { | 18}age age ≥ . 



 QoC-Aware Access Control Based on Fuzzy Inference 505 

Preprocessing of Dynamic Attributes 
Suppose that the context object o that has the context information ( attr DA∈ ) is pro-
vided by a CISP as fuzzy set o


in form of membership function. Factoring in the QoC 

degree ( )QD o , the modification function ( ( ), ( ))oM QD o xμ


can be described as: 

( ) ( ( ), ( ))o ox M QD o xμ μ=
 

 

To give a specific operational modification method, we obtain the modified ( )o xμ


 by 

scaling down ( )o xμ


by ( )QD o in this paper and denote it as ( ) ( ) ( )o ox QD o xμ μ= ⋅
 

 

Thus, the value field of ( )o xμ


is [0, ( ) max( ( ))]oQD o xμ⋅


. The changes of the physi-

cal proximity context and the corresponding QoC are illustrated in Fig.1 and Fig.2 by 
the solid red and blue curves. The universe of discourse for any context information 
discussed in this paper is normalized to the value field[0,1] . 
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Fig. 1. Change of the context with constant
QoC 

   Fig. 2. Change of the QoC with constant 
   Context 

Fuzzy Inference Based on IF-THEN Rules 
As the most common rule of composition, MAX-MIN composition is used here. The 
inferred output of each rule is a fuzzy set chosen from the minimum firing strength. 
For irule , the fuzzy output ( )

id yμ


 can be represented as 

( ) ( )
i id i authdecy yμ α μ= ∧


 

where iα is the “firing strength” and can be described as 

min ( max ( ( ) ( )))
attr

attr i attr i
i attrcat attr

attrcat attrcats attrcat attrcats
x xα μ μ

∈ ∈
= ∧  

where ( )
attrattrcat xμ  and ( )attr xμ are the membership functions of the category 

attrattrcat and the attribute attr respectively. So the aggregated fuzzy output ( )d yμ


on 

the universe of discourse for decision tendency can be represented as 

1 1
( ) ( ) [ ( )]

i i

m m

d d i authdec
i i

y y yμ μ α μ
= =

= ∨ = ∨ ∧
 

 

where ∨ and ∧ are the MAX and MIN operators in fuzzy inference. 
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Determination of the Authorization Decision 
To determine the authotiation decision, the aggregated fuzzy output ( )d yμ


will be de-

fuzzificated first. As a popular technique to defuzzificate the fuzzy value, the Center of 
Gravity (COG) is used to get the crisp value of the decision tenden-

cy *y by
max max*

min min
( ) / ( )d dy y y yμ μ= ⋅  

. Suppose ( , ) { , }res operAuthdecs permit deny= , the 

algorithm of determining authorization decision is illustrated as follows: 
 

Input: the defuzzificated output 
*

y , the authorization setting
( , )res oper

Authsetting  

Output: the authorization decision authdec  
1: /*default authorization decision can be set to permit or deny
2: _ ' 'default authdec deny←  

3: 
( , )permit res oper

mt get from Authsetting←  

4: 
( , )deny res oper

mt get from Authsetting←  

5: if * *
( ) ( )

permiy deny
y yμ μ≥ and

*
( )

permit permit
y mtμ ≥ then 

6: return ' 'authdec permit←  end if 

7: if * *
( ) ( )

permit deny
y yμ μ< and

*
( )

deny deny
y mtμ ≥  then 

8: return ' 'authdec deny←  end if 
9: return _authdec default authdec←  

4 Case Study and Comparison 

We consider the following scenario. Alice and Bob are not familiar with each other and 
their mobile devices have a Photo Album Service (PAS) application which allows 
users to store, view and organize their digital pictures. Bob is more willing to share 
pictures with the people physically closer to him when the available power of the lap-
top is more abundant. Moreover, as a Photography Club member, he has few con-
straints on the users belonging to the club. The constraints of the IF-THEN fuzzy rules 
for the resource operation combination ( , )picture download  are listed in Table 1. 

Table 1. Access control policies in form of fuzzy rules 

ID 
Antecedent Consequent 

Connection Club Member Physical Proximity Available Power Authorization Decision  

1 AND (none) Close Much Permit 

2 AND (none) NOT Close Little Deny 

3 AND (none) Faraway Medium Deny 

4 AND Satisfied Close Medium Permit 

5 AND Satisfied Nearby Much Permit 

To give a visualized understanding of the above rules, we plot the defuzzificated 
Decision Tendency surfaces (the surface of *y ) in Fig. 3 and Fig.4, where the inputs of 
the dynamic attributes are represented as crisp values to realize visualization. It shows 
that the requestor tends to be granted a permit decision when he has the club credential. 
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   Fig. 3. Defuzzificated decision tendency
   surface without club credential 

   Fig. 4. Defuzzificated decision tendency
   surface with club credential 

Compared with existing work, the advantages of our work are listed as follows: 

• Utilization of static and dynamic attributes. The works [4]-[6] based on RBAC are 
inapplicable for PCE due to the nature of RBAC. In this paper, we comprehensive-
ly classify the static attributes and dynamic attributes from the concept of ABAC 
and distinguish the two manners of attributes acquirement and verification, which 
makes the access control flexible and fine-grained. 

• Dynamicity and uncertainty of context. In [8][9], the contexts are in form of crisp 
values which looses the uncertain information of context. Constraints on crisp con-
textual value may make the privilege granted intermittent when at least one con-
cerned context value floats up and down around the marginal value. We utilize 
high-level contexts in form of fuzzy sets with fuzzy rules, which can avoid the ig-
norance of uncertainty information and make the decision adapt smoothly to the 
change of context and QoC. 

• Feasibility in QoC-awareness. In [7]-[9], it needs much work to determine the 
QoC degree or QoC parameter constraints in vast policies. Meanwhile, it is rigid to 
meet all the QoC requirements in a policy simultaneously. In our work, the QoC-
awareness is realized by two parts: the modification of the context membership 
function considering the QoC degree; the COG of the aggregated fuzzy output, 
which makes the setting and enforcement of more feasible. 

• Semantic expressiveness. The contexts in form of crisp value are constrained by 
specific domains in existing work. These constraints are lack of semantics and not 
reusable for different policies. The fuzzy linguistic categories in our work can de-
scribe the ambiguous constraints of attributes and be reusable.  

5 Conclusions and Future Work 

In this paper, we present a novel QoC-Aware Access Control (QAAC) model, where 
the QoC-awareness is reflected in the modification of the provided context and the 
extent to which the defuzzificated decision tendency support the authorization deci-
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sion. The comparison with existing work shows that our work has a more comprehen-
sive utilization of static and dynamic attributes and better feasibility in context-
awareness and QoC-awareness. For future work, we plan to consider the uncertainty 
caused by the trustworthiness of the attribute credential issuers and CISPs, and eva-
luate the performance of the work for a large number of users and policies. 

Acknowledgment. This work is supported by National Natural Science Foundation of 
China under grant No. 61272406. 
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Abstract. Flash memory based Solid State Drives(SSDs) become an indispens-
able part in mobile computers. To protect confidential data from being leaked, 
user have to run secure deletion software to erase the confidential files. Howev-
er the traditional secure deletion software may report success on SSDs, but do 
not work at all. To solve the problem, we proposed a per-file secure deletion 
method to clean up the sensitive data without erase the whole SSD. In addition, 
RAID technique is also employed to enhance the reliability and eliminate the 
potential risk caused by secure deletion. 

Keywords: secure deletion, reliability, SSD. 

1 Introduction 

As the storage medium of SSDs, NAND Flash memory is organized by chip, die, 
plane, block and page. The operation pattern is that read and write in pages, but erase 
in blocks. In general, the write operation should not be processed until the erase oper-
ation changes all the bits in the block from 0 to 1. Also, every page in a block can 
only be written once. Moreover, the erase count of a block is limited (normally 10000 
for MLC flash, and 100000 for SLC flash). So, SSDs usually employ the flash transla-
tion layer (FTL, [1, 2, 3, 4]) to shield the complex characteristic of flash memory 
from host system. 

Known as out-of-place update, FTL in all SSDs write update data of any logical 
sector to a new allocated page. At the same time, the page with old data will be 
marked as "invalid" and remain unchanged. After that, the upper file system cannot 
directly visit that physical page again. Such mechanism is a hidden danger for the 
secure deletion process. 

On the one hand, when the users runs any file erase software to secure erase a con-
fidential file, things will different from expected. The file erase software covers the 
                                                           
* Corresponding author. 
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confidential data several times with some certain data. However, the new data is writ-
ten to other free pages in the flash memory, and leave confidential data unchanged. 
Afterwards the file erase software may finish work and report "success". This will 
lead to grave consequences that the users believe the erasing is successful. They will 
never be aware of the full remanence of confidential data. 

On the other hand, when the users edit a confidential file, some parts of the file 
may be modified. Because of out-of-place update, the corresponding pages that con-
tain old data in flash memory will be abandoned. In later file erase process, these 
pages will not be mentioned. These will cause leaking of partial confidential data. 

To solve these problems, Redundant Arrays of Inexpensive Disks (RAID, [5]) 
technique should be deployed. We purpose a secure deletion scheme combining with 
RAID-5 architecture for SLC flash based SSDs, which can fully ensure both reliabili-
ty and security. In such method, intelligent partition detection is deployed to make a 
difference between disk partitions. Afterwards, the reprogram attached update mode 
is only applied to the specified partition to reduce performance penalize. In this paper, 
we first introduce the exist methods of secure deletion, and then propose the scheme 
of secure deletion combining with RAID-5 architecture. At last, we evaluate the cost 
on performance of secure deletion with enhanced reliability. 

2 Related Works 

In order to eliminate the effect of out-of-place update on secure deletion, Wei [6] 
proposed a new update method—scrubbing, which reprogram the physical page from 
1s to 0s. A number of SLC and MLC chips have been tested for data scrubbing. The 
result shows that scrubbing causes no error for SLC chips. For MLC chips, pages 
must be scrubbed in pair, and scrubbing causes different data error according to the 
number of reprograms in a block. However, this method has not been proved reliably 
even for SLC chips. There may be some certain errors that can only be observed in 
some particular environments over a long period of time. 

In 2012, Diesburg [7] present TureErase, a per-file secure deletion in full storage 
data path. To prevent data leaking, it design and implement secure deletion from ap-
plication layer down to hardware layer. A Secure-deletion user model is added  
between application and VFS layer. Then, a type/attribute propagation module is em-
bedded in kernel space, to gain information from VFS layer and file system in time. 
Also, the storage-management layer is enhanced to implement secure deletion for 
storage medium. 

With the rapid development of high integration density of flash memory, reliability 
has become an important element for SSDs. Texas Memory Systems [8] expounds the 
reliability situation of NAND flash based SSDs. It summarizes the reliability from 
chip level to board level, and data center architecture level. As its viewpoint, in chip 
level, NAND flash memories suffer from the severe limited endurance, especially 
MLC Flash. In system level, RAID architecture of flash memory is effective for data 
reliability for SSDs. 
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Greenan [9] present a multilevel architecture, which employ data redundant in page 
level, block level and board level. The proposed multilevel RAID can ensure the data 
reliability at a high level. 

More recently, Im [10] present a RAID-5 architecture to enhance the reliability of 
flash memory SSDs. They put forward the delayed parity update and partial parity 
caching techniques, which can reduce the cost of parity updates. The partial parity 
caching technique can also help when recovering the failed data without full parities. 

3 Methodology 

In this section, a per-file secure deletion scheme combining with RAID 5 architecture 
for SSDs is proposed. In our scheme, update process in the hardware layer of SSDs is 
improved. A reprogram operation is attached to a normal update process, in order to 
eliminate data leaking. 

As shown in Fig. 1, the abandoned page in every update operation in flash memory 
is reprogrammed to all zeros. 

 

Fig. 1. Reprogram attached update mode 

When reprogram attached update mode is applied to SSDs, the main potential dan-
ger of data leaking is disappeared. First, the update operation no longer leaves behind 
outdated confidential data as "invalid page" in flash memory. Second and the most 
important, traditional secure deletion software are able to shred confidential file com-
pletely. Thus, user can efficiently secure delete confidential files by running tradition-
al secure deletion software. 

Usually, a general SSD contains a flash array with dozens of chips of flash memo-
ry. (Normally a flash memory package includes 1 to 4 chips of flash memory.) SSDs 
make interleaving access to the flash memory array from independent channels. It is 
inevitable for flash memory that, some physical units accidentally damaged. For ex-
ample, some pages are not accessible, or block erase is failed, etc. As small probabili-
ty event, a whole chip may be failed to work. When such unit failure happens, a lot of 
data must be damaged. 

Moreover, the reprogram operation obviously increases the program duty of physi-
cal pages in flash memory. This may exercises subtle influence on endurance and 
lifetime of flash memory. In such situation, we should take measures to eliminate the 
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potential risk. Thus, a RAID-5 architecture to enhance the reliability should be taken 
into consider. 

In this section, a hybrid architecture for SSDs, which includes reprogram attached 
update and RAID-5 architecture, will be purposed to achieve secure deletion combin-
ing with enhanced reliability. To offer data recovery from one point failure, the 
RAID-5 architecture generates parity page for each data strips, which consist of cor-
responding logical pages in each channel. As shown in Fig. 2, when a data page is 
updated, the old physical page is reprogrammed to all zeros. Besides, the correspond-
ing parity page is updated.  

 

Fig. 2. Secure deletion scheme with enhanced reliability 

Suppose there are six channels in a SSD, then there are six physical pages in a 
strip. The parity page is calculated by XOR all the pages in the corresponding strip, 
and stored equally in six channels by turns. Generally, Pn=An⊕Bn⊕Cn⊕Dn⊕En. In 
the expression, Pn represent for parity page of strip n, An means physical page number 
n of channel 0, and Bn indicate the physical page number n of channel 1, etc. 

The redundant parity architecture takes effect when any unit failure occurs. If a 
parity page failure takes place, the SSD may continue regular work and rebuilds the 
affected parity page in background. Else if a data page failure occurs, the original data 
can be recovered from the associated pages in the same strip. For example, if En is 
broken accidentally, data can be recovered by XOR operations: En= An⊕Bn⊕Cn⊕Dn

⊕Pn. Afterwards, the recovered data will be written to other good pages. In this archi-
tecture, the SSD can recover from continuous page or block failure, except two pages 
in a strip failed in the same time. 

3.1 Intelligent Partition Detection 

Reprogram attached update mode is efficient in reliability but obviously adverse to 
performance. Because it doubles each write operation. To decrease such negative 
effects, intelligent partition detection is employed to FTL in SSDs. 

In a general way, the space of a hard drive is divided to several partitions. The first 
sector of hard drive holds the MBR (Master Boot Record), which contains the DPT 



 Per-File Secure Deletion Combining with Enhanced Reliability for SSDs 513 

(Disk Partition Table). As shown in Fig. 3, there are four records in the DPT, each of 
which indicate the type and address of a primary partition (or extend partition). In 
extend partition there are several logical partitions, in head sector of which contains a 
partition table and indicate the address of next partition. By monitoring the DPT in the 
first sector and the subsequent partition tables, it is feasible for FTL to detect the logi-
cal range of all partitions of SSDs. Then the users can define and mark a partition as 
"confidential partition". Afterwards, the SSD can only apply reprogram attached up-
date mode to the specified partition. In this way, the performance penalize can be 
minimized. 

 

Fig. 3. Partition table detection 

3.2 Parity Cache 

Once a logical page in a strip is updated, the specified parity page should also be up-
dated. In some hot area of file system (such as FAT, File Allocation Table), the logi-
cal page may be frequently updated. As a result, the corresponding parity page may 
be updated for dozens of times in a second. If the SSD directly write the latest parity 
pages to flash memory every time they are updated, the endurance of flash memory 
will be exceeded in no time. In consideration of this, a parity cache is employed to 
reduce the program access to flash memory. 

In this scheme, an NVRAM is deployed and act as parity cache to buffer parity up-
dates. Each node of parity cache contains a parity page and some metadata. The me-
tadata contains strip index, LRU pointer, binary tree pointer and other flags. The 
nodes of parity cache are chained by both LRU (Least Recently Used) queue and 
AVL tree. 

When a parity page is updated, the parity cache node will be created. Then it is 
added (or updated) to the corresponding point of the AVL tree (search by strip index) 
and the head of the LRU queue. If the parity cache is full at the same time, a swap out 
will be taken place. The node in the tail of the LRU queue will be removed from pari-
ty cache, and be written to flash memory. 

3.3 Background Operation 

In this scheme, the parity writing operation and reprogram operation are time-costing. 
To reduce the influence to the normal I/O operation, the two operations can be run-
ning in background. In that way, the parity writing and reprogram operation can be 
processed asynchronous. This mode may obviously take effect on reducing the write 
penalize. 
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4 Evaluation 

To evaluate the influence to the performance, we implement our secure deletion 
scheme on an open-source simulator—SSDsim [11, 12]. In the simulator, we suppose 
the SSD is consisted of 8 data channels. The configuration of flash memories in each 
channel is shown in table 1. 

Table 1. Configuration of flash memories in each channel 

Entry Configuration Entry Configuration 
Chips per channel 4 Blocks per plane 2048 

Dies per chip 2 Pages per block 64 
Planes per die 2 Page capacity 2KB 

 
To simulate the work load in real environment, three disk I/O traces is employed to 

simulate the I/O request to the SSD—Financial1, ExchangeAM, MSN [13]. The Fi-
nancial1 and ExchangeAM trace are collected at a financial institution and a network 
service situation respectively. And MSN is collected on Microsoft's MSN Storage 
servers.  

The platform is simulated in six modes—no parity and no reprogram, normal pari-
ty and no reprogram, normal parity and normal reprogram, background parity and 
intelligent reprogram, background parity and background reprogram, background 
parity and background intelligent reprogram. We call them NPNR, PNR, PR, PbRi, 
PbRb, PbRbi for short respectively. 

To evaluate intelligent partition detection, we suppose the first partition, which ca-
pacity is set to a quarter of the total logical sector range of each trace, has been set to 
"secure partition". For traces of which logical sector range exceeds the SSD's total 
capacity, the secure partition capacity is set to a quarter of the SSD's capacity. In in-
telligent reprogram mode, the reprogram attached update mode is only applied to the 
"secure partition". 

Beyond all, the read performance of the secure deletion scheme is evaluated for 
SSDs. Fig. 4 shows the read response time for the SSD under six modes for three 
different traces. The result is distinct that the proposed secure deletion scheme shows 
little impact on the read performance of SSDs. Only under the ExchangeAM trace, the 
read response time rises about 4%. 

 

Fig. 4. Average read response time for three traces 
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The write penalty of six modes of our secure deletion scheme is shown in Fig. 5. 
The trend of the write response time in six modes is similar under three traces. The 
write response time in RP mode is the highest, which is almost 3 times on the NPNR 
mode. Compare to PR mode, the PbRb mode reduce the write response time by above 
60% under MSN and Financial1 trace, and 54% under ExchangeAM trace. While, the 
PbRi mode reduce it by about 50% under MSN trace, and above 30% under the other 
two traces. This contrast makes clear that both background operation and intelligent 
reprogram can greatly reduce the write penalty. Finally, in PbRbi mode, the write 
response time is almost the same as the PNR mode. In a sense, the write performance 
of our secure scheme is on the same level of normal RAID-5 architecture. In other 
words, the negative effect of reprogram is shielded by background operation and in-
telligent partition detection. 

 

Fig. 5. Average read response time for three traces 

5 Conclusion 

To secure delete confidential file from SSDs, we implement an efficient per-file se-
cure deletion scheme. A reprogram attached update mode is proposed to prevent data 
leaking. And that user can process common erasing software to secure delete their 
confidential file. Furtherly, RAID-5 architecture is employed to enhance the reliabili-
ty and eliminate the negative effect of reprogram on flash memory. In the meantime, 
the performance of our secure deletion scheme is attractive. Give the credit to back-
ground operation and intelligent partition detection, the performance is controlled at 
the level of normal RAID-5 architecture. 
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Abstract. Message security in multi-hop infrastructure-less networks such as 
Mobile Ad Hoc Networks has proven to still be a challenging task.  A number 
of trust-based secure routing protocols have recently been introduced which 
comprise the traditional route discovery phase and a data transmission phase. In 
the later, the action of relaying the data from one mobile node to another relies 
on the peculiarity of the wireless transmission medium as well as the capability 
of source nodes to keep their energy level at an acceptable and reasonable level, 
posing another concern which is that of energy efficiency. This paper proposes 
an Energy-aware Trust Based Multi-path secured routing scheme (E-TBM) for 
MANETs, based on the dynamic routing protocol. Results show that our E-
TBM scheme outperforms the Trust Based Multi-path (TBM) secured routing 
scheme - chosen as benchmark - in terms of energy consumption in the selected 
routing paths, and number of dead nodes, chosen as performance metrics.  

1 Introduction 

A mobile ad-hoc network (MANET) is a collection of highly wireless mobile nodes 
organized to create a temporary connection between them to forward the data, without 
any pre-established network infrastructure or extraneous hardware to assist in this 
communication. To fulfill this capacity, some form of collaborative or corporately 
multi-hop strategy is required to happen between the mobile nodes, which may not 
necessary prevail since misbehaving nodes could be part of the current set of MANET 
nodes. Therefore, securing the message delivery in MANETs is a key concern.  

Typically, the routing mechanism involves two steps, namely the route discovery 
phase and the actual data transmission phase using the discovered secured route. The 
former relies on the underlying targeted routing protocol (in this case, we use trust-
based multi-path DSR). On the other hand, the later involves investigating the peculi-
arities of the wireless transmission medium used as well as determining the required 
battery level of the source nodes involved in the data transmission process. Indeed, 
when performing the data transmission, it is essential that the nodes (here referred to 
as battery operated computing devices) that carry the operation be energy conserving 
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so that their individual battery life can be prolonged, and the maximum lifetime of the 
network be achieved. These facts have led to the consideration of energy-efficiency as 
another important design aspect that should be taken into account in the routing deci-
sion, the goal being to achieve secure routing while lowering the network overall 
power consumption and number of dead nodes; where a dead node is defined as a 
node which has completely depleted its power level. This paper adds energy consid-
erations into our recently proposed message security scheme in MANETs (so-called 
Trust Based Multi-path message security (TBM)) [1], in order to strengthen its de-
sign. Typically, the route discovery and selection algorithm in [1] is substantially 
modified to take into consideration the energy level of the selected routing paths 
while maintaining their security and trust levels, resulting to our so-called Energy-
Aware Trust Based Multi-path message security protocol (so-called E-TBM). The 
modification consists in assigning a power-aware metric [2] to each node involved in 
the selected routing paths so as to quantify the amount of energy consumed by the 
node, thereby determine the energy consumption necessary to maintain an acceptable 
level of message security in the network. Our E-TBM approach consists of a combi-
nation of trust assignment mechanism, soft-encryption technique, and multi-path 
DSR-based routing, where the decision on the routing selection paths is energy con-
strained. 

The rest of the paper is organized as follows. In Section 2, we present some related 
work. In Section 3, the proposed E-TBM approach is described in-depth. In Section 4, 
simulation results are presented. Finally, Section 5 concludes our work.  

2 Related Work 

Secured routing protocols for MANETs have been the subject of interest to the re-
search community in the recent years. These protocols have been designed to satisfy 
the primary principles of network security, i.e. confidentiality, integrity, and availabil-
ity, each having its own dynamics for achieving such goal. Approaches that have been 
proposed include: credit-based schemes; cryptographic-based methods; reputation-
based schemes; methods specifically designed to protect the route discovery process; 
message security schemes based on trust-based multi-paths using conventional 
routing protocols, and others [1].  

In this paper, our focus is on message security schemes based on trust-based multi-
paths routing, where energy constraint is directly embedded in the design approach. 
Apart from relying on the proper selection of hardware, such approach must also in-
volve the study of coupling among layers of the system since energy consumption 
does not occur only through transmission, but also through processing. Following this 
trend, representative energy-aware secured routing schemes for MANETs follows.  

In [3], Sheng et al. introduced a DSR-based energy efficient routing protocol for 
MANETs (called NCE-DSR) which uses the number of times that a node sends messages as a 
parameter for deciding on the inclusion of this node in the selected routing path. A routing cost 
function is designed for determining the choice of the routing path. However, the overhead 
generated from this method is not revealed. In [4], Vadivel and Bhaskaran proposed an 
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energy-efficient and secured routing protocol (called Intercept detection and correc-
tion (IDC)) for MANETs. The IDC algorithm identifies the malicious nodes by re-
cognizing the selective forwarding misbehavior from the normal channel losses by 
means of a residual energy parameter. However, no clue is provided as to how this 
energy related parameter is determined. In [5], Babu proposed an energy-based secure 
authenticated routing protocol (called EESARP) for MANETs. The EESARP scheme 
uses an attack resistant authentication combined with hop-by-hop signatures to  
mitigate the routing misbehavior of potential malicious nodes while improving the 
reliability of the route request packet. In [6], Taneja and Kush proposed an energy-
efficient and authentic routing protocol (called EESSRP) for MANETs which incor-
porates security (by means of hash key generation and Diffie-Hellman protocol) and 
power features in its design. In [7], Banerjee et al. proposed a trust based multipath 
OLSR routing protocol for MANETs (called ESRP) where trust is established by 
means of a signed acknowledgement based on asymmetric key cryptography. Unlike 
these schemes, our proposed E-TBM scheme is a mimic of our recently TBM scheme 
[1], where energy consumption at each node is incorporated within the route selection 
phase to decide on the secure route to transfer the message.  

3 The Energy-Aware Trust Based Multi-path Message Security 
Scheme 

 

Assuming that a source node, say S, wishes to transmit a message, say m, to a destina-
tion node, say D, our E-TBM approach follows the same steps as the TBM approach 
[1] to securely send the message. The method consists of a combination of message 
encryption, message routing using DSR, and message decryption as follows.  
 

A. Message Encryption  
At node S, the message m is segmented into four blocks a, b, c, and d and encrypted 
using soft-encryption. Typically, a XOR operation on bits is used, producing the mes-
sage parts a’, b’, c’, and d’ as follows [1]: 
 

    a’ = a XOR c, b’ = b XOR d, c’ = c XOR b, and d’ = d XOR a XOR b                (1) 
 

B. Message Routing Using DSR  
This step combines a trust mechanism and an enhanced DSR-based routing technique 
to securely transfer the encrypted parts a’, b’, c’, and d’. The details are as follows.  

Trust Mechanism: A node observes each of its neighbors to which its packets can 
be transferred then it assigns a discrete trust value in the range [-1, 4] to every neigh-
bor based of the acknowledgements of the packets that it received and the trust rec-
ommendations from its peers [1]. These values are taken into account when making 
the decision to route the packets using DSR. When doing so, the trust defined strategy 
consists of the policy that a node with a certain trust assigned level t can be given the 
right to read and forward at most t parts of the message.   
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Routing Strategy: When a source node needs to route a message to a destination 
node, a route request (RREQ) packet is broadcasted. If a neighbor node that replies to 
the RREQ has the route to the destination or if the packet reaches the destination 
node, a route reply (RREP) is sent back to the source node acknowledging a success-
ful delivery. In the packet header, the RREP message and trust levels of the previous 
nodes involved in the packet forwarding are sent backwards along the routing path 
selected by DSR. The current battery level (energy) of a node (computed as shown in 
Equation (2) – obtained from [2]) is added to the packet header: 

 

 

          

 

 

 (2) 

where Gj(t) is the number of packets generated by node j up to time t; Xj(t) is the 
number of packets received by node j up to time t; Rj(t) is the number of packets re-
layed by node j up to time t; Cp( ), CT( ), and CR( ) are the processing power cost, 
transmitting power cost, and receiving power cost of packet  respectively. The E-
TBM algorithm finds the secure routes from a set of given routes as follows: 
 

1. When a new route is found, these routes are arranged in the increasing order 
of their hop count. Two counters are set, one to keep track of the selected 
nodes in the routing paths, the other to keep track of nodes energy values. 

2. The first route is selected and it is assumed that the maximum number of 
message parts that can be routed through it have been routed. No actual 
routing is done at this step. 

3. The next route is selected and it is assumed that the maximum number of 
message parts that can be routed via have been routed. If all the parts of mes-
sage can be routed securely, the actual routing is done by using the selected 
paths. 

4. If four paths have been selected out of all possible combinations of paths,  ar-
range these paths by the energy it would be required to send the data 

5. Select the path that has the smaller energy path value. Out of the remaining 
paths, use the next lowest path energy, and so on.  

6. Repeat this process until secured routes are found. 
7. If no secured routes are found, the algorithm is repeated by starting at Step 2, 

by selecting second route as the first route. 
8. This algorithm is repeated until all the combinations of the paths are ex-

hausted. If no secured route is found, the algorithm waits for another route. If 
all routes have been found or a specific time interval has expired, it is as-
sumed that the algorithm has failed.  

 

The above process for selecting the secured routes is captured in Fig. 1. 
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Arrange the paths P=P1, P2,…, Pn} in increasing order of path length 
Initialize Count Cj for all nodes = 0 
Initialize Count Ej for all nodes Energy to 0 
Select the smallest path from P { 

Select the next smallest path  
 if(for all selected nodes j, Cj <= Tj){  

  if( four paths selected){ 
    if(for all selected nodes j,  
               Ej ≤ Threshold_Ej){ 

/* Th_Ei is a threshold on the battery power of the node. Ei is cal-
culated using Equation (2) */ 

   Select path with smaller energy value 
  } 

            Select next smallest path with lowest  
  energy 

     else 
   continue;} 
      if(all paths are exhausted) 
  Wait for another path 
}  
if (no paths left) 
Print(“Not possible to route securely”) 

 

 

Fig. 1. Algorithm to select secure routes 

 
C. Message Decryption 
At the destination node D, the encrypted message parts a’, b’, c’, and d’ are decrypted 
to recover the original message m as follows [1]: 
 

 

  a = b’ XOR d’, b=a’ XOR b’ XOR c’ XOR d’,  
c = d’ XOR b’ XOR d’, d = d’ XOR c’ XOR d’                                (3) 

 

4 Performance Evaluation  

A. Simulation Tool and Parameters 
To compare the E-TBM scheme against the TBM scheme, we use the GloMoSim 
simulation tool [10], where our soft encryption using multiple message parts is im-
plemented at the application layer.  We also assume that the trust levels of nodes are 
available to the source nodes. The remaining simulation setup is given in Table 1. 
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Table 1. Simulation parameters 

 

Parameter Setting 
Terrain dimension 2000 m x 2000 m 
Number of nodes Variable and placed uniformly 

throughout the terrain dimension 
MAC protocol IEEE 802.11 
Radio transmission power Variable and depends on the number 

of nodes used. 
Traffic Type CBR 
Simulation Time 600 s 
Initial battery power of each node 5000 Joules 

 

The following performance metrics are considered: (1) Route selection time – i.e. 
the total time required for the selection of a routing path, and (2) trust compromise – 
i.e. the sum of access violation in all the paths selected for routing. The access viola-
tion at a node n is defined as the difference between nparts, the number of encrypted 
message parts that n has received and Tn, the trust level of n if nparts ≥ Tn, i.e.  if Np is 
the set of nodes in a routing path p, the trust compromise for path p is: 

 

                    TrustCompromisep = ΣnЄNp (nparts – Tn),                                           (4) 
 

wherever nparts ≥ Tn. and Tn is the trust assigned to node n and nparts is the number of 
encrypted message parts received by node n from all the paths. The aggregate trust 
compromise is calculated for all the paths selected for routing. It has been demon-
strated [1] that the trust compromise of the selected paths in the T-EBM scheme is 
always equal to zero; (3) the number of dead nodes: a dead node is defined as a node 
which has completely depleted its power level. When a node is drained of all its 
available power, it no longer plays a role in the route selection process; (4) The total 
energy consumed by the selected routing paths: This is the energy consumed by the 
nodes that are chosen to be part of the selected routing paths.; (5) The total energy 
consumed in the network: This is the energy consumed by all the nodes in the net-
work, regardless of their involvement in the route selection process. 
 

B. Simulation Results 
The trust compromise for the E-TBM and TBM schemes are presented in Fig. 2. As 
expected, regardless of the number of nodes, the total trust compromise of both 
schemes is equal to 0. This result is in agreement with that obtained in [1]. This is due 
to the fact in both schemes, the routing paths are selected according to the policy that 
no node in such path can receive more encrypted message parts than its trust level 
would permit. 

Next, we compare the route selection times for the two algorithms. The results are 
depicted in Fig. 3. In Fig. 3, it can be observed that the route for the E-TBM scheme 
has increased overall compared to that of the TBM scheme. This can be attributed to 
the fact that in the E-TBM scheme, more computation and time are required in select-
ing the paths with the least amount of energy while maintaining the secure route. We 
also compare the total energy consumed (in Joules) by the nodes that are selected for 
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the secure transmission in both schemes. The results are captured in Fig. 4. In Fig. 4, 
it can be observed the energy consumed in the case of the TBM algorithm is signifi-
cantly higher compared to that of the E-TBM algorithm. This constitutes a justifica-
tion of taking the energy required to transmit a packet into account when designing 
secured routing protocols for MANETs. 

 

 
Fig. 2. Total trust compromise of E-TBM vs. TBM schemes 

Next, we compare the total energy (in Joules) consumed in the network. The re-
sults are shown in Fig. 5. In Fig. 5, it can be observed that for E-TBM scheme, the 
overall energy consumption required for multiple paths to be selected securely and for 
messages to be sent down those multiple paths is much lower than that experienced 
with the TBM scheme.  

Our simulation is started with each node having 5000 Joules of power, which de-
creases according to the type of routing operation being performed and which in-
volves that node. In Fig. 6, it can be observed that by the end of the simulation, there 
were fewer nodes that had depleted their power (dead nodes) in the E-TBM scheme 
compared to the TBM scheme. This result is a direct correlation to the decreased total 
energy observed in the case of E-TBM. Since the total energy consumption is lower, 
nodes will survive longer, thus, the lifetime of the network will be increased. 
 

 

Fig. 3. Route selection time for E-TBM vs. TBM schemes 
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Fig. 4. Total energy consumed in the selected routing paths for E-TBM vs. TBM schemes 

 

 
Fig. 5. Total energy consumed for E-TBM vs. TBM schemes 

 

 
Fig. 6. Number of dead nodes in the E-TBM vs. TBM schemes 
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5 Conclusion 

We have proposed a DSR-based secured routing scheme for MANETs and proved 
that it uses an energy efficient secure paths selection mechanism which minimizes the 
number of dead nodes, hence maximizes the network life time compared to the TBM 
scheme. We also observed that there is a compromise between message security (trust 
compromise) and routing time for both schemes. In future, we intend to compare our 
scheme against other known energy-aware secured routing protocols for MANETs.  
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Abstract. Location-Based Services (LBSs) are becoming popular due to the 
advances in wireless networks and positioning capabilities. Providing user’s ex-
act location to the LBS server may lead revealing his private information to un-
authorized parties (e.g., adversaries). There exist two main fields of research to 
overcome this problem. They are cloaking region based query processing  
methods which blur a user’s location into a cloaking region and Private Infor-
mation Retrieval (PIR) based query processing methods which encrypt location 
data by using PIR protocol. However, the main disadvantages of existing work 
are high computation and communication overheads. To resolve these prob-
lems, we propose a grid-based approximate k-NN query processing algorithm 
by combining above two methods. Through performance analysis, we have 
shown that our scheme outperforms the existing work in terms of both query 
processing time and accuracy of the result set. 

Keywords: LBSs, Query processing, K-NN query, Location privacy preserving 
query processing, Cloaking region based query processing. 

1 Introduction 

Location-Based Services (LBS) such as Telematics and Navigation Systems (i.e., 
devices equipped with Global Positioning System) are being popular due to their ap-
plication in our daily life. The LBS consist of two main components, LBS server and 
query user. The user gains Point-of-Interest information by forwarding a query to 
LBS server along with his exact location. The LBS server processes the user request 
and returns the POI information as a query result. However, in this process the user’s 
exact location can be overheard by adversaries and the user’s private information may 
revealed and misused [1,2]. Therefore, the user’s location information must be pro-
tected while using LBS applications.  

To address this privacy concern, there are two types of research existed in the field 
of privacy preserving query processing. They are location cloaking [3,4,5,6] method 
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and Private Information Retrieval (PIR) based method [7,8]. The location cloaking 
method generates a cloaking region which encloses k-1 other users to blur a user’s 
exact location. Based on the cloaking region, the server processes the user’s query and 
returns a candidate set of POIs to him/her. However, the main disadvantage of this 
approach is that the LBS server returns many unnecessary candidate POIs so that the 
database may leak its important information to the user. On the other hand, PIR based 
method [9,10] can process a given query without revealing the exact location of the 
user through computationally complicated encryption method. But, it suffers from 
high computation and communication cost.  

To resolve these problems, Ghinita et al.[9] proposed a hybrid two step approach. 
In the first step, like in the case of traditional cloaking methods, user generated cloak-
ing region and a query are sent to the LBS server. In the second step, this approach 
implied the PIR protocol to control the amount of disclosed data to the user. This 
method has two main problems. First, this algorithm splits the cloaking region based 
on the system parameters, in order to control the number of disclosed POIs. This may 
lead the decline of query result accuracy. Second, since the hybrid two-step approach 
only supports an approximate Nearest Neighbor (NN) search, it cannot be applied to 
search k-Nearest Neighbor (k-NN). 

Therefore, in this paper, we propose a new k-NN query processing algorithm by 
combining existing two methods: location cloaking and the PIR protocol. In our 
scheme, a user generates a cloaking region in order to hide his exact location and 
sends a query with this cloaked area to the LBS server. In addition, to process the 
query efficiently, we adapt PIR protocol considering only the Points of Interest (POIs) 
within the cloaked area unlike the original PIR proto-col considering the whole data-
base of POIs. Moreover, to support k-NN query processing, we propose a new POI 
density based k-NN search algorithm. By indexing the whole database into a gird 
structure, we can retrieve k-NN POIs and expand the cloaking region efficiently. Al-
so, we introduce an overlapping k-d index structure which controls the number of 
returned POIs increasing the accuracy of result set. 

The rest of the paper is organized as follows. In section 2, we present related work. 
Section 3 is devoted to introduce overall system architecture, our overlapped index 
structure and an approximate k-NN search algorithm. To show the efficiency of our 
approach, performance evaluations are provided in section 4. Finally, section 5 con-
cludes this research with some future work. 

2 Related Work 

There have been a lot of research existed in the field of user privacy protection and 
privacy preserving query processing in LBS. This research can be classified into two 
groups, location cloaking based query processing and Private Information Retrieval 
(PIR) based methods. First, location cloaking methods protect users’ location infor-
mation by generating a cloaking region that hides the users’ exact locations [5,6,7,8]. 
The cloaking methods outline various types of user requirements, such as  
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K-anonymity, L-diversity, so that they can provide high level of Quality of Service 
(QoS). Moreover, query processing algorithm at the server side finds a candidate set 
of POIs which includes the exact result or approximate result to the user. The main 
disadvantage of these methods is that they return many unnecessary candidate POIs. 
As a result, the database may leak important information of the system to the user.  

Second, G. Ghinita et al. proposed a privacy-aware NN query processing algorithm 
[10] by using a computationally private information retrieval (cPIR). The primary 
idea of their work is that a client set two large prime numbers and N which is the 
multiplication of the prime numbers. Then, the client determines the quadratic residue 
(QR) and quadratic non-residue (QNR) numbers of N. Since the database is 
represented by bit values (i.e., 0 and 1) the user sends an index query to the server. In 
the pre-processing phase, the server calculates the Voronoi cells of all POIs and stores 
the information of cells. When a user sends a query, the client sends a query index by 
setting his located cell to be QNR and other cells are set to be QR. The server 
processes the query by using the complex computation and returns an index. In the 
end, the user computes the area of QNR in the result index. Although this method 
guarantees searching the exact result without revealing user’s location, the communi-
cation cost is greatly increased and the cost of query response time is high.   

To resolve these problems, Ghinita et al. proposed a hybrid two step approach [11]. 
They provide protection for both users and the database of the LBS server by combin-
ing location cloaking and cPIR methods. First, both the user generated cloaking re-
gion and his query are sent to the LBS server. Second, the server retrieves R*-tree in 
order to search the POIs which intersect the cloaking region. Third, with the found 
POI information, the server generates k-d index which encloses k number of POIs in 
each partition. In order to find out where the user is located among the k-d index par-
titions, the authors also devised a Homomorphism-based cryptographic protocol that 
privately evaluates whether a point is enclosed inside a rectangular region. By private-
ly evaluating the difference between user coordinates and the boundary coordinates of 
each partition, the server retrieves the user located rectangle in the k-d index. Finally, 
by using the PIR protocol the server returns the desired POI information of user-
located partition to the user. However, there are two main problems of this method. 
First, this algorithm split the cloaking region in order to control the number of dis-
closed POIs which leads the decline of query result accuracy. Second, since the hybr-
id two-step approach only supports an approximate Nearest Neighbor (NN) search, it 
cannot be applied to search k-Nearest Neighbor (k-NN). Since the hybrid two-step 
approach only supports an approximate NN search, it cannot be applied to search 
approximate k- NN. 

3 Grid-Based Approximate k-NN Query Processing Algorithm 

In this section, we devise a grid-based approximate k-NN query processing algorithm 
for both user privacy protection and reduced POI disclosure.  
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3.1 Overall System Flow 

Fig. 4 depicts overall system flow of our k-NN query processing algorithm. There are 
two main components in this system: a query issuer and LBS query processing server. 
We assume that a user generates a cloaking region either by peer to peer communica-
tion or by using the third party anonymizer to blur his exact location before sending a 
query to the server. Then, the LBS query processing server performs the query and 
returns a result to the user. Similar to the existing privacy aware system architecture, 
our query processing server is embedded inside the LBS location database server to 
deal with cloaked spatial region rather than the exact user’s location. After receiving 
the candidate set, the user evaluates his exact query result from the received candidate 
POI set. Our system process an approximate k-NN query through two rounds of 
communication between the query issuer and query processing server. In the first 
round, the query issuer generates a cloaking region, then sends a query with the cloak-
ing region and encrypted location E(x, y) to the server (Fig. 4-①). The location server 
processes the Grid-based POI search methods in order to retrieve candidate k-NN 
POIs for the cloaking region (Fig. 4-②,③). After this step, the server execute k-d 
overlapped index of expanded cloaking region which contains restricted number of 
POIs in each partition while allowing overlapping between partitions determined by 
parameter α (Fig. 4-④). The query processing server privately evaluates the enclosure 
condition of the user’s location with encrypted location E(x,y) among the partitions in 
the manner of the private evaluation of point-rectangle enclosure method proposed by 
Ghinita et al. [11]. Finally, the server returns the encrypted result to the user (Fig. 4-
⑤). In the second round, the user requests the POI information of his located partition 
through PIR protocol and filters out unnecessary results after receiving the POI in-
formation (Fig. 4-⑥,⑦). 

 

Fig. 1. Overall system flow 
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3.2 k-NN Search Method Based on POI Density 

To retrieve k-NN POIs from the given cloaking region, we present a k-NN search 
method by utilizing POI density of the given area. Because our method initiates ex-
pansion from the highly POIs dense region, it can reduce the number of expanding 
cells and enclosing the number of POIs. This improves the performance of k-d index 
generation overhead. Our k-NN search method consists of three steps. They are 
searching grid index, calculating POI density and expanding cloaking area. 

 
1) Searching Grid Index 
After receiving a query and a cloaking region from a user, the server retrieves the grid 
cells which intersect the cloaking region and POIs. 

2) Calculating POI Density 
In this step, we calculate the POI density to search k-NN candidates. By expanding 
the cloaking region based on the POI density, we can reduce the unnecessary expan-
sion of gird cells. The algorithm relatively expands the cloaking region from the edge 
of the cloaking region which has high POIs density. The POI density of cloaking re-
gion is calculated as below. 

 
#  #   (1) 

3) Expanding Cloaking Area 
Based on the POI density, the algorithm performs cloaking area expansion. Since the 
user can be located at any point in the cloaking region, the algorithm retrieves all 
possible k-NN POIs from each edge of the cloaking area. In order to reduce the num-
ber of expanding cells, the expansion initiates from the edge whose intersecting num-
ber of cells is greater than others. The number of expanding cells is calculated as be-
low. In this expression, k is the number nearest neighbor POIs to be searched, which 
is commonly known as k-NN POIs. 

 #     (2) 

3.3 Overlapped k-d Indexing Method 

Before describing our indexing method, we explain the importance of area parti-
tioning method for protecting database of the LBS. When a user sends a query to the 
LBS server with his cloaking area, the LBS server retrieves POIs within the expanded 
cloaking region and generates overlapped k-d index with them. After the user’s locat-
ed partition is evaluated, the LBS returns all POIs of the partition, whereas the exist-
ing cloaking based query processing algorithms return the information of all POIs 
within the cloaking region. This can reduce the number of revealing POIs of the sys-
tem while protecting user’s privacy. 
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Fig. 2. Advantage of overlapped partitioning 

With this premise in mind, we propose an overlapped k-d indexing method which 
provides approximate k-NN query processing and higher result accuracy to users. 

Our overlapped k-d indexing method adopts the concept of adjusted median split 
heuristic from [11]. Furthermore, we enhance the heuristic by allowing overlapping 
between partitions in order to support k-NN query and increase the accuracy of the 
query result. In Fig. 6, there are two partitions (i.e., Node1 and Node 2) which are 
split by dotted line and they have 3 and 4 number of POIs respectively.  If a query 
user q is located in Node 1 as shown in Fig. 6-(a), the existing work returns all POIs 
in Node 1 as the NN query result. Therefore, the user would assume that P1 is the NN 
from his location whereas the exact NN is P2 which has not been considered since P2 
is located near to the split point. In our scheme, overlapped index scheme allows area 
overlapping between split nodes so that the exact POIs near to the query user can be 
retrieved. As shown in Fig. 6-(b), P2 is the NN result to the query user since it is lo-
cated in the overlapped area and duplicated to Node 1. 

Our overlapped k-d index structure is basically working on an adjusted median 
split [11] that controls the cardinality of leaf nodes. First, this scheme partitions the 
given space recursively based on the number of POIs in each partition. Given the 
node cardinality F of the current partition, our index structure ensures that all parti-
tions contain F number of POIs except the last one which may contains up to 2F-1 
POIs. Obviously, to support k-NN query, the F should be greater than average k, the 
number of POIs the user wants to find. However, during maintenance of the index 
structure, more than one node (partition) may have 2F-1 POIs.  In this case, it is re-
quired to split the current overflow partition. There can be several candidate sets to 
split the current partition. Therefore, the index structure splits the partition into two 
candidate partitions with F and measures the sum of perimeters of two partitions for 
the minimum bounding rectangles (MBRs) of points. The candidate set with mini-
mum sum of perimeters is chosen. This split technique considers both X-axis and Y-
axis, and chooses the split with the minimum sum of perimeters of two partitions. 
Moreover, before storing the partitioned nodes information, our overlap index struc-
ture expands each division with overlapping parameter α from the split point, where α 
is the percentage of the duplicated area of neighboring node. If α is 10, each  
partitioned node expands its area by covering 10% area of the neighboring node and 
duplicates the POI information. This enhances the accuracy of query result while 
reducing the number of returned POIs. Since the LBS server always returns POIs of 
the partition in which the user is located, the finally revealed number of POIs is less 
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than 2F+β where β is the number of overlapped POIs. Thus, the communication over-
head of the server side is significantly reduced. Fig 9 present our proposed algorithm 
that efficiently retrieves approximate k-NN POIs.  

Input: Cloaking Region CR, E(x), E(y), public key E 

Output: Encrypted partition information E(id, x, y) 

System Parameter: Node Cardinality F, Overlap area  

STEP 1 Grid Cell search 

1: search grid cells which intersect the CR 

2: return POIs in CR 

STEP 2 Expand cloaking area 

3: calculate POI density in the CR 

4:  expand cloaking area by grid cell units considering POI density 

5: return MBR of expanded area 

STEP 3 Generate overlapping index 

6: sort POIs in P increasingly according to X-coordinates 

7: add up the perimeters of all partition 

8: compare the sum of perimeters of partitions 

9: if (SumLeft split < SumRight Split) 

10: split CR from Right side 

11: else split CR from Left side 

13: repeat step(line 6-12) for Y-axis and choose the smallest sum of 

partitions 

14: expand partitions with overlap parameter  

15: store partition information 

STEP 4 Perform enclosure condition of user among partitions 

16: perform the function Private Point-Rectangle Enclosure 

17: encrypt the result with public key E 

18: send the encrypted result to user 

End Algorithm 

Fig. 3. Approximate k-nearest Neighbor Search Algorithm 

4 Experimental Evaluation 

We experimentally compare the effectiveness of our Grid-based k-NN query pro-
cessing algorithm against existing hybrid NN scheme [11] under various settings. 
Since the existing work only support 1-NN query processing, we intuitively applied 
density-based k-NN search algorithm which proportionally expands the cloaking re-
gion based on the area size. We developed both algorithms in VS C++ 2006 and ran 
the experiments on Window XP with an Intel Xeon 3.0GHz with 2GB RAM. In our 
experiment, we used the real data with 120,000 POIs which have postal addresses of 
northern California, USA and three synthetic data sets with 100,000 generated by 
using the Generate Spatio-Temporal Data (GSTD) algorithm [12], with uniform, 
Gaussian and skewed distribution. However, because of the space constraint, we  
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illustrate Gaussian and Real data set results. We used the average value over 100 
query results in terms of query processing time and query result accuracy. The query 
result accuracy is calculated by counting the number of result sets containing the ex-
act query result. Table 1 shows the experimental parameters. 

Table 1. Experimental Parameters 

Parameter Range Default 

Cloaking Area Size 1%, 2%, 5%, 10% of whole 5% 
Grid Size 512*512, 1024*1024, 2048*2048 - 
k-NN (k) 10, 20, 40, 60, 80 10 
Node Cardinality(F) varies from k - 
Overlapping parameter(α) 5%, 10%, 15%, 20% 10% 

4.1 Performance Evaluation on Query Processing Time 

We experimentally evaluate the proposed K-NN query processing algorithm and ex-
isting hybrid NN algorithm when k is varies from 1 to 8. With increasing number of 
k, the default setting of the node cardinality F is also increased from 40 to 1600. Fig. 
11 shows the effect of different k on the query processing time of existing method and 
our algorithm. Both methods require more query processing time when k is increased. 
However, for all the cases, our method outperforms the existing method. In the real 
data distribution, the query processing time of the existing method is 0.19656 whereas 
out method with grid size = 2048*2048 requires 0.14284 second when k=1, F=40. It 
is also shown that the grid index structure of our method guarantees better perfor-
mance in terms of k-NN query processing time. This is because the existing work 
retrieves R*-tree in order to search POIs, but our method utilizes the grid-index for 
retrieving POIs.  

4.2 Performance Evaluation on Query Result Accuracy 

Recall that one of the goals of our query processing algorithm is to enhance the query 
result accuracy by allowing area overlapping between partitions. As shown in Fig. 12, 
for all tested case, our method achieves much higher query result accuracy than the 
existing method. In the real data distribution, our method with grid size=512*512 
achieves 98% query result accuracy when k=40 whereas that of existing method pro-
vides 88%. In terms of query result accuracy, our method with grid size=512*512 
shows the best performance among three different grid sizes. This is because when 
the grid size is larger, it relatively retrieves greater number of POIs when expanding 
cells. Hence, the number of candidate POIs is increased which affect the size of result 
set. Therefore, when the grid size of our method is 512*512, the query result accuracy 
is the best among three different grid sizes whereas it shows the worst performance in 
terms of the query processing time 
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5 Conclusion 

This paper introduces a hybrid scheme to process an approximate k- nearest neighbor 
query considering both user privacy protection and controlled POI disclosure. To 
achieve this goal, we propose a POI density based k-NN search algorithm and devise 
an overlapped k-d indexing. To the best of our knowledge, this is the first k-NN query 
processing algorithm which considers both the privacy of user location and controlled 
disclosure of POIs. Through performance analysis, we have shown the effectiveness 
of the proposed method. The query processing time of our k-NN query processing 
algorithm supports 3 times faster than the existing method in maximum, and the query 
result accuracy outperforms the exiting method by 10%. As future work, we have a 
plan to extend our research for supporting exact k-NN queries. 
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Abstract. Due to the explosive growth of location-detection devices, such as 
GPS (Global Positioning System), a user’ privacy threat is continuously in-
creasing in location-based services (LBSs). However, the user must precisely 
disclose his/her exact location to the LBS while using such services. So, it is a 
key challenge to efficiently preserve a user’s privacy in LBSs. For this, the ex-
isting method employs a 2PASS cloaking framework that not only hides the ac-
tual user location but also reduces bandwidth consumption. However, it suffers 
from privacy attack. Therefore, we, in this paper, propose a density-based  
k-anonymization scheme using a weighted adjacency graph to preserve a user’s 
privacy. Our k-anonymization scheme can reduce bandwidth usages and effi-
ciently support k-nearest neighbor queries without revealing the private infor-
mation of the query initiator. We demonstrate from experimental results that 
our scheme yields much better performance than the existing one.  

Keywords: component, Privacy threat, location-based services (LBS), location 
privacy, cloaking, bandwidth, k-anonymity, weighted adjacency graph. 

1 Introduction 

Location-based services allow users to connect with others based on their current 
locations. In most cases, people use their positioning devices (i.e., iPhone, Android, 
Blackberry) to find out his/her location like restaurants, bars and stores that they visit. 
However, frequent and continuous accesses to the services expose users to privacy 
risk. Due to an increasing awareness of privacy risks, users might desist from access-
ing LBSs, which would prevent the proliferation of these services [1, 2]. 

Current research aligns on developing techniques to elaborate on k-anonymity [3-
18, 20] that preserve a user’s privacy during the access of LBSs. In the existing k-
anonymization schemes(i.e., cloaking methods), they blur a user’s location among k-1 
users. Most of the k-anonymization techniques enclose non-result objects with a real 
object due to the achievement of a user’s privacy. As shown in Figure 1, the user sets 
range with his/her accurate location and requests for the nearest clinic. The LBS serv-
er returns non-result objects (clinics) C1, C2 and C3 with the actual object C to the 
user. However, larger result set size preserves more privacy, but consumes more net-
work bandwidth and device battery as well. Furthermore, the crucial matter is how to 
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minimize the number of non-result objects during cloaking period. Some researches 
[3, 6-12] indirectly minimize the bandwidth by minimizing the size of cloaking region 
for different privacy metrics. The location cloaking approach called 2PASS (2-Phase 
Asynchronous Search) [21] has been proposed to minimize the bandwidth usages as 
well as preserve user privacy. By using Voronoi diagram, 2PASS is able to save the 
bandwidth usages compared to the Range Nearest Neighbor (RNN) [22] approach. 
Although 2PASS optimizes the bandwidth usages, it suffers from privacy attack. 

 

Fig. 1. Range Nearest neighbor Query 

In this paper, we propose a weighted adjacency graph [21] based k-anonymous 
cloaking technique that can reduce bandwidth usages and provide protection to user. 
We follow user-cloaking-server model [3-12] where the trusted third party (location 
cloaker) performs location cloaking for the user. Our algorithm computes a KNN 
query in three phases. In the first phase, the user requests the location cloaker (LC) 
and LC requests the WAG information corresponding to the query. LC selects objects 
to request in the second phase and returns the actual result to the user in the third 
phase. We also include k-anonymity property for enhancing users’ privacy while 
accessing LBSs.  

The rest of this paper is organized as follows. In Section 2, we discuss related 
cloaking methods. We discuss our detailed system architecture and propose a density-
based k-anonymization scheme using a weighted adjacency graph in Section 3.  
Section 4 is devoted to experimental results. Finally, we conclude our work with fu-
ture direction in Section 5. 

2 Related Work 

To the best of our knowledge, there exists only one research on result-aware location 
cloaking approach (called 2PASS), proposed by H. Hu and J. Xu [21]. 2PASS is 
based on the notion of voronoi cells and each cell contains one object that is the near-
est neighbor of any point in its cell. For example, Figure 2(a) shows an example of 
voronoi diagram with 6 objects such as a, b, c, d, e and f. To access the voronoi cell 
information, they develop a weighted adjacency graph (WAG). WAG is a weighted 
undirected graph that stores the voronoi diagram and Delaunay triangulation. For 
example, in Figure 2(b), each vertex in this graph denotes an object, and each edge 
denotes a line in the Delaunay triangulation. Each vertex is also assigned a nonnega-
tive weight. The specialty of this graph is to notify that the WAG vertices are 
weighted based on voronoi cell area size. User can compute out the objects to request 
from the server by using WAG-tree index. The criteria of object selection are a  
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combination of the following: a) the sum of the areas of Voronoi cells from the se-
lected objects must exceed τ; b) the genuine nearest neighbor o* must be selected; and 
c) these Voronoi cells must be connected, i.e., no cell is isolated from the rest of the 
cells. 

 

                (a) Voronoi Diagram        (b) WAG 

Fig. 2. Voronoi diagram and its WAG 

To reduce computational overhead, 2PASS [21] also proposes to partition the en-
tire WAG into WAG snippets of reasonable size so that the user receives only the 
snippets surrounding the query location. For example, in Figure 3(a), the four snippets 
are obtained by partitioning the space into four sub-spaces A, B, C and D of equal 
widths and heights and computing their WAG’s, respectively. The weight of an object 
in a WAG snippet is set to its voronoi cell area that resides in this subspace. WAG 
snippets can be joined to become the WAG of the union of these subspaces. The join 
is done by merging the vertices corresponding to the same object and assigning its 
new weight as the sum of the weights of these vertices. WAG-tree follows a top down 
recursive fashion. For each node, the algorithm maintains objects whose voronoi cells 
in the whole space overlap this sub-space. Figure 3(b) shows a WAG-tree and snippet 
pointed by it. 2PASS is able to save bandwidth usage compared with others by return-
ing less number of non-result objects. However, it suffers from privacy risk. 

   

                (a) WAG snippets       (b) WAG-tree 

Fig. 3. WAG snippets and WAG-Tree 

3 Density-Based K-Anonymization Scheme Using Weighted 
Adjacency Graph 

In this section, we first will present system architecture of our work. In addition, we 
introduce our proposed work, a density-based k-anonymization scheme using 
weighted adjacency graph (Density i-WAG). We first describe our system architec-
ture that is based on client-cloaker-server architecture. Our approach to address the 
range nearest neighbor queries is based on the weighted adjacency graph (WAG) that 
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encloses voronoi diagram. Using WAG we propose a density-based k-anonymization 
scheme that adopt trusted third party model. Figure 4 shows the system architecture of 
our method. In the first phase, user sends a query to location cloaker (LC) and LC 
requests LBS for iWAG (Improved WAG) information, where the weight of a vertex 
is based on the area of the corresponding voronoi cell and the number of users on that 
cell. In the second phase, LC selects objects from the iWAG (e.g. three restaurants 
Pizza Hut, MacDonald and KFC) and requests them for their complete contents (e.g., 
customer reviews and reservation status etc). In third phase, LC sends the exact an-
swer to the user. In our system architecture, LC is responsible for cloaking procedure 
instead of user. Thus, the LBS server may not be used to infer a query issuer user. 

 

Fig. 4. System Architecture 

We propose a density-based k-anonymization scheme using weighted adjacency 
graph(Density i-WAG) to solve the problems of the 2PASS [21]. In our Density i-
WAG, user sends a query with privacy requirement to location cloaker (LC) and LC 
requests the objects (including the genuine nearest neighbor (NN) together with other 
non result objects) based on the Voronoi cell information to satisfy the privacy re-
quirement on the cloaked region. Our work is unique in that the LC controls what 
objects to request from the server so that their total number (i.e., the overall band-
width) is minimized. To minimize the object number while still meeting the privacy 
threshold τ and k-anonymity requirement, the criteria of object selection are a combi-
nation of the following: (ì) the sum of the areas of voronoi cells from the selected 
objects must exceed τ and the number of users ≥ k on that cell; (ìì) the genuine nearest 
neighbor o* must be selected; and (ììì) these voronoi cells must be connected, i.e., no 
cell is isolated from the rest of the cells. The last criterion guarantees that the cloaked 
region is a single region, which is a common assumption in all existing location 
cloaking approaches. Besides, the single-region assumption not only adapts to most 
location-based services which readily accept a single location as the input, but also 
alleviates some security problems. For example, a single region is more resilient than 
isolated regions against background or domain knowledge attacks. With the iWAG, 
the object selection is equivalent to finding a sub graph that satisfies the following 
criteria: ì) the sum of the weights of vertices in the sub graph must exceed τ and the 
number of user ≥ k on that cell; ìì) o* must be in the sub graph; and ììì) this sub graph 
must be a connected component. Now, we describe the iWAG generation procedure. 
For this, we give the weight (w) for each object (Vw) based on voronoi cell area size 
(Va) and number of user (Un) on that voronoi cell. We set the priority for voronoi cell 
area size and the number of user in that cell. For example, if we consider the total 
priority, p = (α + β) = 1, then the preference of the number of user (β) is get priority 
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than the preference of voronoi cell area size (α). Therefore, the following equation 
holds true,  

 )()( βα ×+×=
n

n
aw Utotal

U
VV  (1) 

Figure 7(a) shows voronoi diagram with eight users. We calculate objects weight 
based on equation (1). For example, if we consider object a, then weight of aw 
=0.206. By this, we get all of objects’ weight as shown in Figure 7(b). We consider 
the total vertex weight is 1. Our objective is to find out the valid weight connected 
component based on iWAG. For this, we follow approximate minimum valid weight 
connected component (MVWCC) algorithm [21]. 

 

Fig. 5. (a) Voronoi Diagram and (b) iWAG with user 

We divide the entire iWAG into iWAG snippets (i.e., as like [21]) of reasonable 
sizes so that the LC receives only the snippet(s) surrounding the query location. For 
example, eight users and the four snippets are obtained by partitioning the space into 
four subspaces A, B, C and D of equal size and computing their iWAG’s, as shown in 
figure 6. It is noteworthy that an object being outside of a subspace can still appear in 
the iWAG snippet of this subspace, as long as the Voronoi cell of this object in the 
iWAG of the entire space overlaps this subspace, e.g., objects a and c in snippet A. 
The weight of an object in a iWAG snippet is set to its Voronoi cell area and the 
number of users that resides in this subspace. iWAG snippets can be joined to become 
the iWAG of the union of these subspaces. The join is done by merging the vertices 
corresponding to the same object and assigning its new weight as the sum of the 
weights of these vertices. In order for the LC to know which snippet(s) to request in 
the first phase of the query, we build a hierarchical index called iWAG-tree construc-
tion algorithm like a quad tree. This index recursively partitions the space into qua-
drants until a certain criterion is met. Each entry in its leaf node points to a WAG 
snippet. Figure 6(b) shows the iWAG-tree and snippet pointed by it. 

   
                      (a) iWAG snippet      (b) iWAG-tree 

Fig. 6. iWAG Snippets and iWAG-tree 
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Finally, query processing of Density i-WAG is as follows. First, the whole iWAG 
tree is sent to LC during the system initialization time. Secondly, based on the kNN, 
the LC traverses the iWAG tree and finds out the snippet that contains the query point. 
Thirdly, the LC matches the privacy requirements (k-anonymity, the area size (τ) etc) 
that are sent by the user. If the area of this snippet is still smaller than the user specified 
requirements, the user will locate the lowest-level child node of this snippet whose area 
exceeds privacy requirements. Then the user requests all snippets rooted at this node, 
called host snippets. At last, the LC adds the received host snippets into a single iWAG 
and calculates the minimum valid connected components by using MVWCC algorithm 
[21]. In this process, LC does cloaking procedure instead of user and LC does not pro-
vide any location information or privacy requirements of user to the server.  

4 Performance Analysis 

In this section, we present the performance results of our location cloaker and query 
processing algorithm. We implemented our cloaking technique and query processing 
algorithms to evaluate the performance of our approach. Our main objectives are to 
observe the influence of performance factors on the system and to test the feasibility 
of our technique. 

4.1 Experimental Setup 

For the performance evaluation, We use the real data set of Northern East America 
(NE) that contains 119,898 point of interest (POIs). For easy presentation, the coordi-
nates of these objects are normalized to a unit square. The query load consists of 
70,000 queries that are uniformly distributed in the unit square. We compare our work 
with the exiting approach 2PASS [21] in terms of response time and bandwidth size. 
Table 1 represents the experiment environment. The parameter settings are summa-
rized in Table 2. 

Table 1. Experimental Environment 

CPU Intel® Xeon® CPU 2.00 GHz    

Memory 2 GB 

Simulator Visual Studio 2010 

OS Windows XP 

Table 2. Simulation Parameter 

Parameters Range 

Total User 239,668 

Query Number 70,000 

Granularity Threshold (τ) 0.000001, 0.00001, 0.0001, 0.001 

Maximum Area of WAG Snippet 0.001 

K-Anonymity 2, 4, 6, 8, 10 

Average Number of User in each Cell 2 
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4.2 Query Processing Time 

We vary the user specified threshold (τ) value from 0.000001 to 0.001 and the thre-
shold value reflects the response time that means query processing time. Here, the 
response time can be defined as how quickly the server returns the result set after 
receiving the query. As for query performance, the query processing time of 2PASS 
and our scheme are near to similar when τ is equivalent to small value. But, the query 
processing time of 2PASS is much higher than our scheme when τ becomes greater 
value. It is mainly due to the more number of objects it request. As a consequence, 
2PASS also consumes more bandwidth than our scheme. Figure 7 demonstrates the 
query processing time with different τ value. Since a bigger threshold value usually 
contains more underlying network area, it takes longer to process. As shown in Figure 
7, the increase of former metric is quite moderate until τ ≤ 0.0001. On the other hand, 
the latter metric linearly increases as τ grows. We also test the impact of varying the 
number of k-anonymity with query processing time. We alter k-anonymity range from 
2 to 10. As shown in Figure 8, the query processing time remains the same when we 
raise k-anonymity from 2 to 10. That means the proposed work fulfills the k-
anonymity requirement without affecting the query processing time. 

 

Fig. 7. Query Processing Time vs. τ 

 

Fig. 8. Query Processing Time vs. k-anonymity 

4.3 Bandwidth 

The response time of 2PASS is larger than that of our scheme, which is mainly due to 
the more number of objects in our scheme. As a consequence, 2PASS also consumes 
more bandwidth than the proposed one. Here, the bandwidth can be defined as page 
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size that encloses objects. We calculate the bandwidth size based on average number 
of objects returned by varying with different threshold value (τ). Figure 9 depicts the 
result set size with different τ. We observe that a bigger τ value generates a larger 
candidate result set. Figure 10 shows the result set size with different k-anonymity. As 
expected, our scheme returns more candidate result set as k-anonymity increases. In 
fact, the increase of average number of result is quite similar until k-anonymity equals 
25. We observe that the result set increases linearly when we raise k from 30 to 60.  

 

Fig. 9. Average Number of results vs. τ 

 

Fig. 10. Average Number of results vs. k-anonymity 

5 Conclusion 

We identify the limitations of privacy-ware data access in location-based services. We 
propose a density-based k-anonymization scheme using a weighted adjacency graph 
that allows k-anonymity property for providing the location privacy of all users in the 
network. Our technique follows third party based approach where the location cloaker 
handles cloaking process instead of user. We also minimize the bandwidth consump-
tion by using iWAG-tree index from which the location cloaker can compute out the 
objects to request from the server. Through our experimental performance evalua-
tions, we have shown that our cloaking method is much more efficient in terms of 
both response time and bandwidth consumption than the 2PASS.  

In the future work, we plan to extend our work beyond a larger geographical area. 
We also plan to conduct the extensive performance evaluations by our experiments 
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with various data sets and study the behavior of our work when the user issues a se-
ries of requests within a short period. 
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Abstract. In recent years, wireless sensor networks are widely used in many 
areas. Collecting information efficiently and deliver to base station reliably 
among the hot topics in wireless sensor networks.  Most of the previous studies 
used the Geographic routing to resolve this problem.  Sensors have to know not 
only their location information, but also one hop neighbor and destination loca-
tion information. Generally, the Global Positioning System (GPS) provides lo-
cation and time information, but it will increase the cost, power consumption, 
and reduce the lifetime of wireless sensor network.  In this paper, we propose a 
Virtual Coordinate System (VCS). With the VCS, WSNs can find the four  
extreme nodes in the scene as virtual anchor nodes.  Then, a shortest path be-
tween virtual anchor nodes and sink for transfer data in the random distribution 
network is created. In this approach, establish a low-power, extend the network 
lifetime, efficient and fault-tolerant routing mechanism. 

Keywords: anchor node, routing, virtual coordinate system, wireless sensor 
networks. 

1 Introduction 

Due to the booming network technology, wireless network come into existence as 
another choice other than cable network, providing people more and more multiplica-
tion of network type and making wireless network become a hot issue in recent years.  
In order to meet different requirements, types of wireless specification and technolo-
gies have been developed, especially Wireless Sensor Networks (WSNs) [1], which is 
a successful example of combine sensor and wireless network. 

In WSNs, routing mechanism need to achieve separate data transport, power sav-
ing and ensure data can be complete sent to sink. The main function of the routing 
mechanism is to transfer data separately, saving power, and to ensure data can be 
completely sent to the sink. However, many researches proposed before [2-4] used 
wireless sensor node with GPS as an anchor node to localization. However, high 
power consumption must be considered. When the anchor node power is exhausted, 
other nodes could not replace the original one, resulting in the interruption of data 
transmission.  
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From two sets of stimulating experiment, it is apparent that “A Routing Mechan-
ism Using Virtual Coordination Anchor Node” in this paper is a sufficient routing 
which can save energy, expand the lifetime of wireless sensor network, and reach a 
high delivering rate. Finally, the purpose of the research is achieved. 

5 Conclusion and Future Research 

From the result of the stimulation, it is obvious that the number of controlled packets 
as well as energy consumption is reduced under the routing protocol even the density 
of transferring packets is high; and the success rate of date transmission is raised as 
the survival rate of each node rises, which further ensures the function of the network 
and expand the lifetime of wireless sensor network. Meanwhile, power-saving me-
chanism is anticipated to be involved in the future research to lower the energy con-
sumption in the initializing level of the network. In addition, cluster routing or tree 
routing protocol are wished to join the working of the network so the efficiency of the 
Internet could be maximized. 
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Abstract. This paper assesses the performance of a tour scheduling and 
recommender service for electric vehicles, aiming at verifying its effectiveness 
and practicality as a real-life application. The tour service, targeting at electric 
vehicles suffering from short driving range, generates a time-efficient tour and 
charging schedule. It combines two computing models, one for user-specified 
essential tour spots as the traveling salesman problem and the other for service-
recommended optional spots as the orienteering problem. As it is designed 
based on genetic algorithms, this paper intensively measures the effect of the 
population size and the number of iterations to waiting time, tour length, and 
the number of visitable spots included in the final schedule. The experiment 
result, obtained through a prototype implementations, shows that our scheme 
can stably find an efficient tour schedule having a converged fitness value both 
on average and overloaded set of user selection. 

Keywords: Electric vehicle, tour scheduler, genetic algorithm, waiting time, 
visitable node. 

1 Introduction 

Not just for energy efficiency, but also for the reduction of greenhouse gas emissions, 
the market penetration of EVs (Electric Vehicles) is encouraged in modern and future 
transportation systems. Especially on tour places having a bunch of natural 
attractions, clean air is more important. In those places, EV rent-a-cars are considered 
to be a promising business model. However, it is well known that the driving range of 
EVs is too short and their batteries must be charged more often [1]. It takes about 6 ~ 
7 hours to fully charge an EV with slow chargers, and a fully charged EV can drive at 
most 150 km. Moreover, terrain and climate effect can further reduce the driving 
range. As the daily driving distance of ordinary vehicles is less than this range, 
overnight charging is enough. However, EVs rented for a tour can possibly drive 
beyond this range, and they need to be charged during the tour, wasting the tour time. 
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The constraint in the driving range is sure to affect the tour schedule. Even if 
tourists want to visit a famous tour spot, they can’t go there provided that the distance 
between the spot and the last charging facility is longer than the driving range on the 
way to the spot. Moreover, waiting time during the tour will be different according to 
visiting sequences. As a result, for EV rent-a-cars, sophisticated tour scheduling is 
more important to deal with the driving range constraint. Just like other facilities and 
services in the smart grid, EV rent-a-cars can benefit from the intelligence of the 
computing algorithms. Hence, our previous work has developed a tour scheduling 
scheme which creates the visiting order capable of reducing the waiting time for EV 
charging for the given set of user-selected attractions [2]. It can further recommend 
additional tour spots having chargers to avoid time waste in a tour. 

For the integration of such a service into the real-life product, it is necessary to 
evaluate and verify its performance and reliability. It includes many execution 
variables including the omission degree, charging facility probability, and stay time 
distribution. Basically, as this scheme is built on top of genetic algorithms, the 
performance behavior according to the genetic parameters is the first to be 
investigated. In this regard, this paper measures the performance of the EV tour 
scheduling and recommender system based on a prototype implementation. The 
performance metrics are consist of waiting time, tour length, and the number of 
visitable tour spots according to the population size and the number of iterations. 
With the performance data collected by the experiment, its practicality as a 
commercialized service will be assessed. 

2 Background  

For the given set of nodes, deciding a visiting order is a typical TSP (Traveling 
Salesman Problem), and there have been many researches and applications for them. 
However, this application belongs to non-polynomial complexity problems and has 
different cost functions. Sometimes, two or more goals may conflict. In the case of 
tour schedulers, each tour spot is associated with a profit, or degree of user 
satisfaction and it is not necessary to visit all spots. In addition, every time a tourist 
moves from one spot to another, travel cost is added. According to the survey of [3], 
one of the most efficient methods to solve such a problem is to define an object 
function which gives precedence to profit maximization, while taking the travel cost 
as a constraint. This problem type is called an orienteering problem, and a genetic 
algorithm has been designed for it [4]. In its encoding, a vertex will be removed by 
the omission probability and not every vertex will be included in each chromosome. 

Our previous work has designed a tour scheduling and recommender service for 
EVs to enrich EV rent-a-car business by computational intelligence [2]. For the set of 
user-selected tour places, it finds the visiting order and where to charge the EV, 
considering the inter-spot distance as well as tracing battery remaining. However, if a 
tourist wants to visit a series of spots far away from each other, he or she must stop by 
a charging station and wait for his or her EV to be charged. Instead, our service  
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recommends additional spots in which the tourist can take another tour activity while 
the EV is being charged, even though they are not selected at first. In this design, 
genetic operations are tailored to create a tour plan consisting of essential selected and 
optional recommended places by means of combining legacy traveling salesman 
problem and orienteering problem solvers. Its encoding scheme represents a visiting 
order by a fixed-length integer-valued vector, while the fitness function estimates 
time waste for a tour route. 

3 Service Scenario  

For EV-based tours, the renters select the set of tourist attractions they want to visit 
and the tour planner or recommender helps them to decide the visiting order [5]. It has 
the time and space complexity of O(n!), where n is the number of attractions. So, 
computerized selection will be better than human calculation. Genetic algorithms 
investigate just a part of the whole search tree to meet the time constraint [3]. That is, 
the schedule must be created within user-tolerable response time. If a tour spot has a 
charging facility, the EV can be charged during the renters take a tour. Battery 
remaining increases in proportion to the stay time at the place [6]. On the contrary, 
when no charging facility is available, the EV gains no battery charging. This makes 
the visiting sequence more critical to waiting time. 

Waiting time can be serious enough to make travelers feel severely inconvenient, if 
they cannot do anything while their EVs are being charged. Instead, they can avoid 
this waste, if they visit a place where both tour activities and charging facilities are 
available, even though the places are not selected at first. The list of recommendable 
spots is available in tour information services and can be retrieved through spatial 
queries. While all the places selected by the tourists must be included in the final tour 
plan, the recommendable places don’t always have to be included. After all, the route 
planner for the EV-based tour is a combination of the legacy TSP solver for the user-
selected places and the orienteering problem solver for recommendable places. The 
planner pursues the reduction of waiting time and the enhancement of tourists’ 
satisfaction. It can be quantified by the number of visitiable places or the sum of 
satisfaction degrees for visitable spots. 

For a genetic algorithm-based design, each schedule is encoded to an integer-
valued vector. Its length coincides with the total number of both user-selected and 
service-recommended spots. In this fixed size vector, some of recommended spots are 
omitted and marked by -1. Next, the fitness function calculates the cost for a schedule. 
As this service focuses on the waiting time for EV charging, it is necessary to follow 
the sequence to find out where and how much charging is required, considering the 
stay time usually available in tour statistics. Finally, the genetic operators are run 
generation by generation. In the mean time, after crossover operations, some essential 
entries appear more than once while others become absent. Hence, the duplicated 
entries are replaced by disappearing ones. On the contrary, for optional spots, 
duplicated entries are replaced by other optional ones.  
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4 Experiment Result 

Before the experiment on the genetic parameters, the scheduler-specific parameters 
need to be chosen, mainly considering the target tour environment. In our experiment, 
each tour spot is located randomly in the map. The inter-spot distance exponentially 
distributes with the average of 20 km. For two destinations A and B, the distance from 
A to B is different from that from B to A. They are not symmetric, but the difference is 
less than 5 %. Next, stay time also distributes exponentially with the average of 20 
minutes. But, its lower and upper bounds are 20 minutes and 3 hours, respectively. 
The probability that a tour spot has a charger is set to 0.8 and the omission degree is 
to 0.8. Finally, an EV is assumed to start a day trip with it battery charged enough to 
go 90 km, considering overnight charging. The experiment generates 20 parameter 
sets for each parameter setting, and averages the results. 

In genetic algorithms, the population size affects the diversity of chromosomes. 
However, if it is large, execution time will also increase. For applications having a 
constraint in the maximum response time, a large population does not always find a 
better solution, as the number of iterations can be limited. Particularly, each genetic 
loop sorts or at least partitions chromosomes in the population, so its time complexity 
can be approximated to be O(p log p), where p is the population size, or the number of 
chromosomes. Next, with more iterations, we can expect to get better solutions. 
However, in most cases, the genetic loop converges to a reasonable solution very 
quickly in the early stage of the whole generations. Thus, the fitness value remains 
unchanged in the subsequent iterations. After all, it is important to find an efficient 
parameter selection capable of obtaining an acceptable schedule within the given time 
bound. 

Each experiment is conducted for the cases of 8 and 15 destinations, respectively. 
The first accounts for the most common tour pattern and the second for the 
overloaded condition, in which genetic algorithms can possibly fail to converge to an 
acceptable schedule. Hence, they can check the practicality and the stability of our 
tour scheduling and recommender service, respectively. Here, the number of 
recommended destinations is set to 15. Hence, the tour scheduler takes either 23 or 30 
destinations in total. It cannot be calculated with exhaustive search methods and 
genetic algorithms can investigate only the part of the whole search space. Actually, 
recommended spots are supposed to be retrieved from the spatial database. However, 
as the charging facility map is not available yet, our experiments locate them 
randomly. As a result, in spite of the increase in the number of recommended 
destinations, waiting time does not always get better, as they can be located far away 
from the feasible routes. 

The first experiment measures the effect of population size to waiting time, tour 
length, and the number of visitable destinations, respectively, and the results are 
shown in Figure 1. In this experiment, we change the population size from 10 to 100. 
As the fitness function mainly calculates the waiting time for each schedule, a large 
population can reduce waiting time by the improved diversity. In the case of 8  
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destinations, the waiting time is 161.7 minutes when the population size is 10 and gets 
improved to 82.55 minutes when the population size is 100. It corresponds to 42.9 % 
reduction as shown in Figure 1(a). In the case of 15 destinations, we can see 26.9 % 
improvement. Even if waiting time is reduced thanks to the increase in the population 
size, it hardly gets better after the population size of 50. Further increase in the 
population size just leads to the extension of execution time. 
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 (c) Change in the number of visitable nodes  

Fig. 1. Effect of population size 

Tour length is closely related to waiting time, so they show a similar pattern. If 
tour length increases, the tourists are likely to charge their EV for longer time. The 
increase in the population size from 10 to 100 results in the reduction of tour length 
by 31.6 % in the case of 8 destinations and 23.7 % in the case of 15 destinations, 
respectively, as shown in Figure 1(b). On the contrary, the number of visitable spots 
decreases according to the increase of the population size. Actually, the reduction in 
waiting time tends to remove non-essential destinations in the tour schedule. A 
recommended destination can contribute to the reduction of waiting time when it is 
located between two stations unreachably far away from each other with average 
battery remaining. Hence the number of visitable spots is reduced from 9.75 to 8.1 
with the improvement in the efficiency of the tour schedule, as shown in Figure 1(c). 
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  (c) Change in the number of visitable nodes  

Fig. 2. Effect of the number of iterations 

The next experiment measures the effect of the number of iterations to waiting 
time, tour length, and the number of visitable destinations, respectively, and the 
results are shown in Figure 2. In this experiment, we change the number of iterations 
from 10 to 1,000. Genetic iterations improve the fitness of the solution generation by 
generation. Our main concern lies in how many iterations are usually needed to get 
the converged result. In the case of 8 destinations, waiting time is 544 minutes at first 
and cut down to 78.7 minutes with 1,000 iterations, showing 85.6 % improvement, as 
shown in Figure 2(a). In addition, in the case of 15 destinations, waiting time is 
reduced from 1,007 minutes to 439 minutes, showing 56.4 % improvement. As the 
experiment generates the destination set randomly, each set has a different optimal 
schedule. Hence, even with more iterations, waiting time may increase as respective 
fitness values are averaged. 

As in the case of the experiment on population size, tour length shows a similar 
pattern as waiting time. It is shown in Figure 2(b). Tour is length is less sensitive to 
the number of iterations, compared with waiting time, as the reduction is 72.1% in the 
case of 8 destinations and 50.4 % in the case of 15 destinations, respectively. In 
addition, just like waiting time, tour length reaches a stable value within 100 iterations 
in most cases, and then rarely changes. Finally, as for the number of visitable spots, it 
is reduced according to the enhancement of waiting time. Particularly, in the case of 
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15 destinations, no recommended spot survives in the final tour schedule after 500 
iterations. This result indicates that the locations of recommended spots are important 
and accurate spatial information is essential to this service. Additionally, in the case 
of 8 destinations, the number of visitable spots is cut down from 15.5 to 8.05.  

5 Conclusions 

Due to their eco-friendliness, EVs are encouraged in many tour cities which have 
many natural attractions, not just for personal ownership but also car sharing and rent-
a-car services. However, the short driving range of EVs is the main obstacle and 
inconvenience factor in EV rent-a-car services. In this paper, we have assessed the 
performance of a tour scheduling and recommender system, focusing on the effect of 
genetic algorithm-specific parameters such as the population size and the number of 
iterations to waiting time, tour length, and the number of visitable tour spots included 
in the final schedule. Combining the traveling salesman problem and the orienteering 
problem, this service generates a visiting sequence for user-specified essential and 
service-recommended optional tour spots. The measurement result shows that our 
scheme can stably find an efficient tour schedule having a converged fitness value 
both on average and overloaded set of user selection. Moreover, waiting time can be 
managed below 1 hour for the given tour scenarios. 
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Abstract. The worldwide markets for Machine-to-machine (M2M) communi-
cations over cellular networks are expected to grow for the time being. Howev-
er, since the M2M communications has the characteristics that are quite 
different from existing human-centered wireless communications, it poses 
significant challe. In this paper, we address the challenges in facilitating M2M 
call admission and scheduling over LTE-A networks and propose a call 
admission method that improves the call drop probability. Such improment is 
made possible by adjusting the maximum number of the QoS classes. The 
simulation results show that the proposed method is superior to other fixed QoS 
class schemes in terms of the call drop probability. 

Keywords: M2M communications, LTE-Advanced, call admission control, 
delay constraint, QoS. 

1 Introduction 

Machine-to-machine (M2M) communications over cellular networks has the characte-
ristics that are quite different from existing human-centered wireless communications. 
For example, those are a large number of devices, small-sized data transmissions, and 
diverse ranges of applications. It means that M2M communications pose significant 
challenges which have not been experienced in current communications systems. 
Since current wireless solutions are originated from general packet radio service, they 
cannot be a good fit for the M2M systems. Thus, more recent cellular wireless sys-
tems such as long-term evolution (LTE) and LTE-Advanced (LTE-A) are expected to 
accommodate the requirements of the M2M systems. However, such advanced sys-
tems still require the improvements in resource allocation and scheduling in order to 
deal with increased signaling overhead and meet the wide span of QoS requirements. 

It is expected that the worldwide markets for M2M communications over cellular 
networks would grow for the time being. To this end, the cellular systems which are 
already deployed or will be in near future provide solid foundations to build up the 
M2M infrastructure because of their cost-competitiveness and proved technologies. 
According to recent surveys [1][2], more than 500 million devices will be connected 
through the M2M cellular communications by the end of 2015. It implicitly means 
that there will be a massive number of M2M devices that one cell should handle and it 



564 K. Jun 

presents a significant challenge. On the other hand, it is hard to imagine the boundary 
of M2M applications. The span of the applications includes smart metering, monitor-
ing related with ubiquitous health care and sensing for intelligent transportation sys-
tems. To enable such applications, the standardization bodies such as 3GPP and IEEE 
have began to evolve current systems in order to facilitate the development, deploy-
ment and operation of such applications. 

Current cellular systems provide limited support for realization of the M2M com-
munications. For example, the short message service is one of the ways that enable 
the M2M communications. However, it is only possible under the condition that the 
number of the participating M2M devices is relatively small. In other words, the ca-
pacity of the cellular systems is a major huddle to deploy the M2M systems. Even 
though the cell capacity is determined by several factors such as the partitioning and 
the reuse patterns, it is quite smaller compared with the requirement for the scenario 
in which one cell hosts more than thousands of the M2M devices. In addition, the fact 
that the cellular networks of today mostly support the terminal-initiated communica-
tion setup is another obstacle [3]. 

Today, 3GPP LTE is considered to provide the most promising technologies for 
the realization of the M2M communications. It provides higher capacity and improves 
radio resource management in terms of flexibility compared with existing cellular 
systems. However there exists a huge gap between the design initiatives of LTE and 
that of M2M. While LTE is engineered to support broadband applications, the M2M 
applications are mostly narrowband, i.e. sending and receiving small amounts of data. 
In addition, the requirements of low power consumption of the M2M applications do 
not go well with the design consideration of LTE. To this end, several work groups of 
3GPP have been devoted to conduct study on these issues and come up with feasible 
solutions [4]. These efforts deal with various issues such as energy efficiency, meet-
ing diverse QoS requirements and coexistence with current communications infra as 
well as accommodating a vast number of the M2M devices. 

LTE improves its flexibility in resource allocation by exploiting the two dimen-
sional resources consisting of time and frequency and fine-grained scheduling unit of 
physical resource blocks (PRBs). Nevertheless, to support the M2M communication 
in addition to user equipment (UE) communications, LTE is required to work on a 
faster time scale such as transmission time interval (TTI). It is then able to deal with 
more dynamic and diverse channel and traffic changes. On the other hand, more com-
plex and efficient signaling mechanisms are required in order to carry not only sche-
duling information but also additional information that facilitates scheduling such as 
channel quality.  

In this paper, we present the challenges in facilitating M2M call admission and 
scheduling over LTE-A networks and propose a call admission method that satisfies 
the delay requirements. This paper is organized as follows. Section 2 descries the 
M2M challenges and discusses the proposed method in the context. Section 3 presents 
the simulation results and Section 4 concludes the paper. 
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2 Challenges of M2M communications in LTE and Proposed 
Call Admission Control 

Most traffic in the M2M communications is delivered in the uplink direction, because 
the applications are mainly built upon monitoring and sensing. Regarding the uplink 
communications, the scheduling decision is made at the base station which is called 
eNodeB in 3GPP, and then it is notified to UEs via control channels. 

As the first step to request the uplink allocation, an UE sends a scheduling request 
to the eNodeB via PUCCH. And each UE is assigned one PUCCH for this purpose. It 
means that a large number of M2M devices may cause the shortage of PUCCH re-
sources. Such shortage aggravates more when the M2M devices report the per-device 
channel quality information to the eNodeB through the uplink channel. In addition, as 
the number of the M2M devices increases, so does the uplink signaling load. 

Now, consider the second step of the uplink allocation. Upon receiving the sche-
duling requests, the eNodeB determines the grant of physical resource block (PRB) to 
UEs at each TTI and inform the UEs of the grant information via physical downlink 
control channel (PDCCH). Again, the shortage of PDCCH may occur because maxi-
mum ten UEs can be allocated with PDCCH in a single subframe. Besides PDCCH, 
LTE provides a random access transport channel for the uplink. However it is still not 
sufficient. The random access transport channel can be used for the uplink scheduling 
request in a contention-based way while the PUCCH operates in a contention-free 
way. To occupy the random access transport channel, the UEs randomly choose one 
of orthogonal sequences and send the request by using the sequence. Since there are 
only 64 sequences available per cell, collisions may occur if more than one UE selects 
a same sequence. If we imagine the scenario that thousands of the M2M devices com-
pete for the uplink allocations at the same time, the current scheduling scheme cannot 
support it. Thus, modifications or new design are required for LTE to support the 
M2M communications. 

Today, the scheduling in LTE is performed in two domains. The first is related 
with time domain. For the current time frame, a set of UEs is selected for transmission 
opportunities. And the second is about frequency domain. The selected UEs are allo-
cated with the PRBs. The scheduling decision is mainly based on QoS requirements. 
To this end, the 3GPP specifications introduce a set of nine QoS classes which are 
denoted by QoS class identifiers (QCI), priority, packet delay budget, tolerable packet 
loss rate and radio bear types such as guaranteed bit rate (GBR) or non-GBR. 

However, the M2M communications complicate the scheduling of LTE because of 
the broad span of QoS requirements. For example, the delay budgets range from tens 
of milliseconds to minutes, in some cases, up to several hours, and the tolerable pack-
et loss rate also widens its boundaries. Therefore, the idea of the QoS classes does not 
work well in these situations. Furthermore, the scheduling needs to collect and ana-
lyze traffic and channel status from the M2M devices before making the allocations. 
It means that the habitation of a massive number of the M2M devices complicates this 
work by increased delay and pressure on the limited storage of the eNodeB. Thus, it is 
a significant challenge to integrate the support for the M2M communications while 
minimizing negative impact on standard LTE services. 
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A group-based scheduling [5] proposes to reduce complexity for managing radio 
resources and scheduling of the M2M communications by forming the groups or clus-
ters of the M2M devices. Each group is associated with a predefined QoS profile. 
Then the eNodeB needs to only control the groups while the M2M devices connect to 
the eNodeB transparently in the context of their belonging groups. Under this scheme, 
the eNodeB determines the scheduling priority to the groups, not individual M2M 
device, the overhead and complexity can be reduced. The QoS profile consists of data 
arrival rate, tolerable delay and jitters, etc. 

A semi-persistent scheduling [6] is proposed to decrease the complexity by reduc-
ing the scheduling frequency. It makes an allocation decision for an extended time 
period which is longer than TTI, even though the scheduling per TTI is optimal in 
terms of system utilization and performance. It relieves the eNodeB of the burden of 
informing the M2M devices on a TTI basis 

To this end, we propose a call admission control scheme for the M2M communica-
tions in LTE. It is a hybrid of the group-based scheme and the semi-persistent me-
thod. Although the group based scheme decreases the signaling overhead, it brings 
about another issue because of the need to specify the QoS classes that cover the re-
quirements of the M2M devices. Considering the broad range of the M2M require-
ments, the number of the different classes would be infinite. It means that the catego-
rization of the classes should be designed to capture the characteristics of the M2M 
applications. In our proposed scheme, the QoS class is defined by the data inter-
arrival time and the tolerable maximum delay. Moreover, we support the dynamic 
creation of the QoS classes according to the presence of the M2M devices of which 
traffic characteristics cannot be captured by the existing classes. Such dynamic group 
formation is appropriate given than the M2M traffic patterns and the characteristics 
are not a priori known. 

However, we limit the maximum number of the QoS classes, N that are managed 
by the eNodeB. Otherwise, the overheads such as the signaling increase beyond the 
capacity of the eNodeB. Considering the effect of the grouping granularity on system 
performance, it is important to find an optimal number of the QoS classes depending 
on situations and applications. In [7], the percentage of the M2M devices that violates 
their delay constraints is compared between using only the standard QCI classes and 
using additional classes that capture the whole span of the requirements. It shows that 
the case of using the additional classes is superior to the other case. It implicitly 
means that the system performance is linearly proportional to the number of the sup-
ported classes unless we consider the overheads. 

In our scheme, we adjusts N according to the average population of the M2M de-
vices that belong to a same group as follows.  · ∑ ·                           (1) 

where  is the number of the M2M devices that belong to group ,  is a prede-
fined threshold. As N increases, new groups with finer-grained QoS profile are  
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created, while existing groups are coalesced under a group with a coarse-grained pro-
file as N decreases.  

Fig. 1 shows the algorithm of the proposed call admission control scheme. An 
M2M device asks the call admission by sending its QoS requirement to the eNodeB. 
If there already exists a group that can satisfy the requirement and the group has 
available resources during its granted time interval (GTI), the M2M device is admit-
ted and joins to the group. Otherwise the creation of a new group is attempted. Using 
Eq. 1, if  is calculated and is bigger than current , whether the creation of a new 
group affect the satisfaction of the QoS requirements of the existing groups is 
checked. It is achieved by checking a sufficient condition of Eq. (3) for all the exist-
ing groups including a new group as follows [8].   ∑ ·                           (2) ,   1, ,                       (3) 

where τ is the duration of GTI,  and  are the data inter-arrival time of group i 
and k, respectively, and  is the tolerable maximum delay of group i. 

 

 

Fig. 1. Call admission control algorithm of the proposed method 
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3 Performance Evaluation 

We evaluate the proposed method by simulations. The Simulations assume that there 
is one eNodeB and its bandwidth is 20 MHz. One GTI consists of 100 PRBs and its 
duration τ is 1 ms. Thus one GTI can support up to 20 M2M devices if the data 
amount of the devices fit into 5 PRBs. 

In the simulations, the M2M devices are created one by one with the creation in-
terval that follows the exponential distribution with mean 1 ms. Once created, the 
M2M device choose randomly its QoS requirement that consists of data inter-
transmission time and tolerable delay. And the M2M device, if it is admitted by the 
eNodeB, has the call duration that follows the exponential distribution with mean 15 
ms.  After completing its call, the M2M device dos not attempt more calls. Each 
simulations runs around 1000 sec. We average the results from a set of the repeated 
simulations. 

 

 

Fig. 2. Comparison of call drop probability  

Fig. 2 depicts the performance of the proposed in comparison with those of the 
group-based scheme and the standard LTE call admission scheme. We assume that 
the standard scheme employs five QoS classes which is noted as ‘Five QoS classes’ in 
the figure and the group-based scheme can use five more classes in additional to the 
standard classes of LTE. Our scheme can increase the number of the QoS classes up 
to 20 including the standard classes. It can be seen that, using the flexible number of 
groups, the probability of the call drop of the M2M devices is lower than the ones 
using the fixed number of groups.  
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4 Conclusions 

Machine-to-machine (M2M) communications over cellular networks has the characte-
ristics that are quite different from existing human-centered wireless communications. 
It means that M2M communications pose significant challenges which have not been 
experienced in current communications systems. In this paper, we address the chal-
lenges in facilitating M2M call admission over LTE-A networks and propose a call 
admission method that satisfies the delay requirements. The proposed method im-
proves the call drop probability by adjusting the maximum number of the QoS 
classes. The simulation results show that the proposed method is superior to other 
schemes that employ the fixed number of the QoS classes in terms of the call drop 
probability. 
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Abstract. Route recovery process of Ad-hoc On-demand Distance Vector 
(AODV) protocol has been extensively studied. However, the recovery process 
still requires long delays and overheads. In this paper, an enhanced method to 
perform quick local recovery process is proposed. In the proposed method, 
when a link is broken, a node detecting a link-break asks to neighbor nodes who 
can be a substitute for a node causing the link– break. If there is such a node, 
then the recovery is quickly and locally completed. The proposed method does 
not increase overhead to find the substitute comparing to the conventional 
AODV protocol. This paper provides only the idea at this time, but the perfor-
mance evaluations for the proposed method will be provided in the upcoming 
works.  

Keywords: WRP, AODV, Ad-Hoc, Route-Recovery. 

1 Introduction 

In a past decade, wireless ad-hoc networks have been extensively researched be-cause 
they have capabilities of self-configurable and self-healing, flexibility and scalability. 
As a results, applications based on wireless ad-hoc networks remarkably increase, for 
example, vehicular networks, Machine-to-Machine communications (M2M), internet 
of things, future tactical networks, public safety networks and so on [1][2]. The wire-
less ad-hoc networks enable nodes to communicate over wireless multi-hop distances 
without any infrastructures. In order to implement this capability, the networks re-
quire Wireless Routing Protocols (WRPs) to find the optimal multi-hop path from the 
source to the destination. One of the well-known WRPs is Ad-hoc On-demand Dis-
tance Vector (AODV) routing protocol. While the protocol uses routing tables like 
routing protocols for wired networks, it searches the route only when it is needed, so 
that it reduce the overhead maintaining unnecessary route information [3]. 

Unlike conventional routing protocols used in the wired networks, WRPs are criti-
cal to the overheads and channel conditions. Since the channel conditions and net-
work topologies in the wireless networks have time-varying nature, the built routes 
are frequently broken and recovered. Therefore, in WRPs, how fast to detect and to 
recover the broken links are essential research area for WRPs as shown in [4]-[10]. 
The link breaks in [4] are detected by a data transmission failure in Medium Access 



 Enhancements for Local Repair in AODV-Based Ad-Hoc Networks 571 

Control (MAC) layer. The method in [5] proposes the detection based on the quality 
of wireless channel measured from a physical layer. Unlike [4] and [5], the patent 
application in [6] proposes detection method by a node itself causing a link break. The 
method will be explained in detail in Section 2. The studies in [7]-[10] propose the 
enhanced local repairs. The enhanced repair methods will be introduced in detail in 
Section 2. This paper also proposes a way to quickly recover the broken link.  In 
particular, we focus on the enhancement on the local repair which is one of route 
repair method defined in AODV protocol [3]. 

Section 2 illustrates not only the local repair of AODV protocol and a link-break 
detection method that is our previous work. In addition, prior arts on the local repair 
are introduced. In Section 3, after introducing the motivation of this paper, the pro-
posed method is described in detail. After the proposed method is logical compared 
with the prior arts in Section 4, finally, the conclusion is made in the last section. 

 

Fig. 1. An example of a target network 

2 Local Repair Process and Self-Link-Breakage Detection 

AODV protocol defines two types of route repair processes. One way is to find the 
whole new route from the source to destination, called source repair hereinafter. The 
other method, called Local Repair, is to find a new route from the upstream node of 
the broken link to the destination. For example, in the networks shown in Fig. 1, the 
on-going route from a source, Node S, to a destination, Node D, is currently set to 
Node S->A->B->C->E->F->I->D as the arrow indicates in the figure. If a link be-
tween Node E and F is broken and the number of hops from Node E to the destination 
is shorter than that from Node E to the source, Node E broadcasts RREQ message to 
find a new route to Node I instead of sending Route ERRor (RERR) message to the 
source to initiate a new whole route discovery process. However, in certain cases, the 
local repair causes the performance degradations as described in our previous works 
[11]. If the local repair is not successfully completed, the source repair process needs 
to be started, so that the delay to recover the broken link increases more. In particular, 
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when the route to be locally repaired is long, the performance degradation increases 
because other links in the upstream route can be broken during performing the local 
repair. Moreover, when Address Resolution Protocol (ARP) is operated with AODV 
protocol, the loss of ARP request packet causes the failure of the local repair de-
scribed in [11]. 

As mentioned in Section 1, there are some studies on the local repairs as shown in 
[7]-[10]. In [7], Proximity Approach To Connection Healing (PATCH) has been pro-
posed. PATCH replaces the broken one-hop link with two-hop link by finding a new 
node between the end nodes of the broken link. Enhanced Local Repair AODV 
(ELRAODV) proposed in [8] repairs the broken link by replacing the other new node. 
For example, in Fig. 1, if the link between Node E and F is broken, ELRAODV 
makes new route following Node E->G->I or E->H->I. For this, ELRAODV uses a 
unicast RREQ message and all nodes need to exchange nodes’ neighbor information.  

In [9], OverHearing On-Demand (OHO) method is proposed. OHO recovers the 
broken link by finding the alternative node like ELRAODV. When a link is broken, 
OHO broadcasts Helper REQuest message (HREQ) message containing information 
of the broken node address (Node F in Fig. 1), initiated recovery node address (Node 
E in Fig. 1), destination address (Node D in Fig1.) including destination sequence. 
When a node receives the HREQ message and its neighbors are upstream and down-
stream nodes of broken node, it will replace the broken node by sending Help REPly 
(HREP) message. The method in [10] is also similar to ELRAODV. It requires all 
nodes to periodically exchange their one-hop neighbor information and to maintain 
neighbor table. If a link is broken, a unicast message is forwarded based on the neigh-
bor table and find new route. 

To make quick detection on the link break, the study in [6] proposes a self-link 
breakage detection method. In the method, while most detection method is performed 
by the neighbor nodes around a node causing the link break, the paper proposes a way 
for a node causing the link break to declare the upcoming link break. To perform the 
proposed method, the system proposed in [6] utilizes sensors to detect any sudden 
environments changes, so that a node expects the communication disabilities of itself. 
When a node expects any upcoming communication disability, it broadcasts a built-in 
message to all one-hop neighbors so that the neighbors on the route start immediately 
route repair process. However, even though this method provides quick detection 
method on the link break, it also has the aforementioned issues on the repair process 
itself. 

3 Proposed Protocol 

We revisit Fig. 1 for the better explanation. The proposed protocol operates when a 
link is broken, for example, Node F moves out over the radio range of Node E or 
Node F lost communication capability due to power extinction or hardware damage or 
so on. In the scenario, Node E and Node I are named as Upstream Node and Down-
stream Node, respectively. In the conventional AODV protocol, each node maintains 
routing table which has only one-hop away node information. However, in this  
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proposed protocol, all participating nodes maintain two-hop away node information as 
well as one-hop away node information by overhearing transmissions of the next hop 
node. For example, Node G and H in Fig. 1 have the IP and MAC addresses of Node 
E, F, and I. Node E also has the address information of Node F and I. 

 

Fig. 2. Format of ANR message 

When a link is broken, the process with the proposed protocol is as follows: 

─ When a node detects a link break to the next hop node (hereinafter the node detect-
ing the link-break is named as a detector) and a node causing the break (hereinafter 
the node is called a lost-node) or a node expects it causes a link-break described in 
[6], they broadcast Alternative Node Request (ANR) message. The format of ANR 
message is same as the format of RREQ shown in Fig. 2. However, for 
representing ANR message, Type field is set to 5. Instead of Destination IP Ad-
dress, and Originator IP Address fields used in the RREQ format, ANR message 
has Upstream Node IP Address and Downstream Node IP Address fields. In the 
example networks shown in Fig. 1, Upstream Node IP Address and Downstream 
Node IP Address are Node E’s and Node I’s IP addresses, respectively. ANR mes-
sage is not flooded over the networks. Therefore, when a node receives an ANR 
message, it does not forward the message to the next hop. Therefore, Destination 
Sequence Number and Originator Sequence Number fields in the message format 
are set to 0. 

─ A node receiving an ANR message check their neighbor table as shown in Fig. 3. 
The table includes the MAC and IP addresses of neighbor nodes and link states.  
The node checks if it has neighbors whose addresses are the addresses of the detec-
tor and the next upstream nodes. If it has both addresses in the table, then it pre-
pares to send the RREP to the detector.  

─ In the table, “Life Time” indicates how long the neighbor information is main-
tained. The life time is periodically checked so that if the value in Life Time is 
longer than certain threshold, the neighbor information is deleted. Whenever a 
node receives a packet from its neighbor, Life Time is reset to 0 and elapsed as 
time goes by.  

─ Even though ARP protocol is operating over wireless routing protocol, it may not 
operate in this method because the neighbor table has MAC address mapped with 
the target IP address. Therefore, RREP is sent right away without sending ARP  
request message unlike conventional systems. 
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─ It is possible there are multiple nodes receiving the ANR message and having the 
information of the detector and the next upstream node. In this case, those try to 
send their RREP and it may cause the collisions. In addition, it is not guaranteed 
that the node having the best link reliabilities with the detector and the next up-
stream node sends its RREP earlier than others having the less reliability.  

 

Fig. 3. Neighbor Table 

To give the priority to the node that has the better link reliability, the candidates, 
that may send RREP message, uniformly choose their back off time slots between 
0 and 2n and sends RREP message after waiting the chosen time slots. The n is ob-
tained as a function of Signal-to-Noise Ratios (SNRs) of the links of Upstream 
Node/Candidate and Downstream Node/Candidate as follows: 

 ,        , min
min SNRγif

STEP

SNRγ
Nn

SNR

>






 −−=                    (1) 

where N is the maximum number of n, STEPSNR is (SNRmax-SNRmin)/N, and SNRmin 
and SNRmax are the minimum and maximum SNRs required in the system, respec-
tively. γ is defined as DownUp SNRαSNRαγ )1( −+⋅=  where α is system design 

parameter, SNRUp and SNRDown are SNRs of Upstream Node/Candidate and Down-
stream Node/Candidate, respectively.  

─ When the detector and the next upstream node receive the RREP, then they update 
their routing table. That is, the lost node’s information is replaced by the informa-
tion of the new node which sends RREP message successfully.  

─ If No RREP is not received within Feedback-Time period, the detector begins the 
conventional local or source recovery process. 

If a conventional node receives the ANR message, it will just ignore the message 
because it does not understand a message setting Type field to 5 and the upstream 
node will start the conventional route recovery process. 

4 Thoughts on the Proposed Method 

In this section, the proposed method is logically evaluated with prior arts. The pro-
posed method is similar to the methods in [8]-[10]. However, there are some unique 
differences. The differences are described below. 
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• Unlike [8][10], it does not require any additional information exchanges between 
nodes before the link is broken, so that no overhead increases. 

• Unlike [9], it is feasible even though the alternative node does not know who cause 
the link break. 

• It provides how the alternative node sends a reply message on the RREQ message 
from a detector, which is not mentioned by [8]-[10]. It sends the reply message af-
ter a back off period calculated based on the link qualities as shown in (1).  

• When there are multiple possible alternative nodes, it gives a priority to an alterna-
tive with the better link quality. No methods in [8]-[10] provides solutions on this 
issue. Without this mechanism, recovered rout may be broken in a short time later. 

• It is compatible with a system described in [6] unlike methods in [8]-[10]. 
• It solves a ARP issue over WRPs mentioned in Section2, which is not considered 

by [8]-[10]. Since the proposed method maintains the MAC address mapped with 
IP address, it removes the necessity in the use of the ARP. 

• It is simplest method comparing the other methods. 

5 Conclusion 

The one of the representative ad-hoc routing protocols is AODV protocol. The proto-
col has been extensively researched, but there are still issues to be resolved. This pa-
per also studies about one of well-known AODV issues which is the route recovery 
process. An enhanced method to resolve the issue is proposed in this paper. When a 
node detects a link-break or expects an upcoming link–break caused by it itself, it 
broadcasts a message to one-hop neighbors that can substitute the node causing the 
link-break. If there is such node, then the route will quickly be recovered with the 
substitute. For the method, nodes needs to overhear any packets transmitted by one-
hop neighbors and records their MAC address, IP address, and link status. The pro-
posed method does not increase any overhead comparing the other methods and is 
backward compatible with the conventional systems. Unfortunately, the performance 
evaluations through simulations or mathematical analysis are not provided in this 
paper at this time. Therefore, as a future works, the proposed method will be eva-
luated through the simulations and proved its efficiencies.  
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Abstract. Monitoring information on the behavior of dementia patients could 
improve their health and safety, and thus quality of life. To monitor daily activi-
ties, dementia patients require portable and wearable monitoring device. Vari-
ous sensor technologies are currently used to monitor emergency situations 
such as falling down and wandering activities as a result of memory and cogni-
tive impairment. Therefore, in this research paper, a watch-type device (Smart 
Watch), server system, and step detection algorithm utilizing a 3-axis accelera-
tion sensor are developed. The suggested step detection algorithm showed an 
accuracy of 96% in verifying normal steps. 

Keywords: 3-axis accelerometer, u-health, step number detection algorithm. 

1 Introduction 

In modern society, increases in the older population due to the development of medi-
cal technology and birth-rate decreases creates challenges for caretakers. Dementia 
refers to cognitive impairment that makes functioning in daily life more difficult. 
Early symptoms of dementia experienced by patients include memory loss, which 
gradually affects everyday activities. Typically, from a few months to several years, 
the first symptoms are mild but develop slowly, gradually leading to serious memory 
loss. In addition, patients recognize the family and complicated task, it becomes diffi-
cult to do. Wandering symptoms of patients decrease ability causes. More than 73% 
of dementia sufferers experience going missing [1]. 

In this study, we develop a Smart Watch System for dementia patients to improve 
their health and safety. The Smart Watch System includes a wristwatch-type device 
and server system. The device includes a built-in GPS, ambient light sensor, accelera-
tion sensor, and to communicate with the server system. The server system functions 
include the creation of a personal profile for patients and monitoring the location, 
motion through the amount of light and step count 

The system developed in this paper avoids the risk of a dementia sufferer going 
missing or experiencing wandering symptoms, using GPS technology. In addition, the 
number of steps and amount of light are used to record motion activity information to 
identify the exact amount of exercise, which can be used as medical data. 

                                                           
* Corresponding author. 
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This paper is composed of the structure of the Smart Watch System for dementia 
patients and step detection algorithm development using acceleration sensors for mea-
surement of the exact amount of exercise undertaken by the patient. 

2 Related Work 

2.1 Smart Care Service 

Spain's company Keruve medical services for dementia patients. This study used 
bracelets with built-in GPS and a PSP-type device. The GPS watch features precise 
location detection using triangulation, even if the patients are in the room [2]. 

KT in Korea has developed a location-tracking system using GPS and CDMA. 
Gangnam-gu developed the Gangnam u-safe system. The service began in May 2009 
using USN (Ubiquitous Sensor Network) technology and GPS. It is an ultra-compact 
device featuring an emergency alarm service that is used for safety purposes with 
socially vulnerable individuals, such as those with autism, intellectual disabilities, and 
children [3-4]. 

Existing medical devices for patients with dementia are focused on location track-
ing using GSP. The system developed in this paper suggests the addition of a variety 
of new services. It includes GPS, as well as the ability to measure motion activity and 
the amount of light. These features enable the creation of a profile that contains the 
location of the patient, and records the amount of exercise.  These additional services 
should contribute to advances in the existing research. 

2.2 Steps Detection Algorithm Using 3-Axis Accelerometer 

Studies on steps detection and behavioral patterns have been carried out in various 
ways. Jun Yang has proposed an algorithm for motion recognition using a motion-tree 
developed using the acceleration features of a mobile phone [5]. The motion detection 
algorithm is one of the basic methods for detecting the number of steps [6-8]. The 
experiment distinguishes users' movements by a pattern recognition algorithm and has 
developed a way of extracting various motions from basic motion patterns and feature 
vectors of humans. This function reads normal and abnormal movements. For exam-
ple, sitting, standing, and falling down, as well as the number of steps [9-11].  

In this paper, we contribute to the current research by collecting acceleration in-
formation extracted from the Smart Watch, a portable device. The watch is used to 
monitor health information for dementia patients. 

3 Development of Smart Watch System 

3.1 Structure of Smart Watch System 

The system developed in this paper consists of a Smart Watch (portable device) and 
server system. The Smart Watch includes a GPS, 3-axis accelerometer and ambient 
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3.3 Development of Smart Watch server 

The server system is divided into a receiver module for transmitting data and a health 
management module for analyzing data, as well as a webpage to perform management 
functions and patient monitoring. 

First, the receiver module manages the watch’s connection through the SMS re-
ceiver while waiting for the Smart Watch’s SMS. The receiver module with the Con-
nection SMS receives the saved period data in the watch as per the defined protocols 
after assigning a socket and a thread using TCP/IP communication.  

The health management module plays a role in generating the profile by analyzing 
the transferred data. 

The GPS signals check whether the user moves out of the scope of designated safety 
or not. And the ambient light sensor converts data into a percentage from 0 to 100, by 
accounting for exposure time and exposure state at the point at which the amount of 
sunlight is not zero. Finally, a 3-axis acceleration sensor measures the step number 
corresponding with the period monitored through the step number detection algorithm.  

 

Fig. 2. System operational scenario 

The patient’s data obtained by the health management module is separately saved 
in the database. The data in the database is recorded in the profile of each patient, and 
can be monitored through the webpage.  

The webpage plays a monitoring role as a tracing location and the health information 
of the patient obtained from the DB. First of all, a protector can set up a communication 
period, and the scope of the safety schedule of the Smart Watch through the settings. 
The Smart Watch is connected to the communication module by the server in a desig-
nated period on the basis of the settings information. The server indicates whether the 
traced patient’s location is within the scope of safety or not. The scope of safety guaran-
tees the patient’s safety because the present location and the scope of the safety of the 
patient would be marked in a circle on the map. The amount of sunlight indicates the 
exposure state hourly as the time-axis and exposure-axis through the graph.  
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Fig. 5. Result of detection step peak 

4.4 Result of Experiment 

The suggested algorithm is tested with the Smart Watch with an embedded accelero-
meter using a 80Hz sample rate, attached to experimenters’ wrists, and tested on fast 
steps, normal steps, and slow steps.  

Table 1. Experiment Result 

       Lab  
no. 58 71 72 83 99 110 112 150 Total 

Accu-
racy 

Fast 
Step 

U.
C 

117 111 111 109 116 118 117 105 904 
93.03% 

R 138 120 119 117 121 123 120 109 967 

Slow 
Step 

U.
C 

33 35 40 32 39 31 32 35 277 
96.02% 

R 33 36 41 33 44 31 34 36 288 

Nor-
mal 
Step 

U.
C 

71 77 71 72 68 66 66 68 559 
96.77% 

R 77 75 66 72 75 61 73 78 577 

Total Mean(%) 
1832/ 
1740 

94.71% 

To measure the accuracy of the suggested algorithm, we compared the actual sum 
of steps and the detected sum of steps derived with the algorithm. The results of this 
method showed 94.7% accuracy in total, 93% in fast steps, 96.7% in normal steps, 
and 96% in slow steps. 

As the pace gets faster, the gradient of SVM tends to grow larger, and the phase in-
terval narrows, resulting in higher error rates. However, in cases of normal and slow 
steps in which the amplitude is gradual, results have a higher rate of finding the peaks 
correctly, showing a closer value to the actual number of steps. 

Table 1 shows the analyzed data from the 8 experimenters. 
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5 Conclusion 

In this paper, we developed a Smart Watch for dementia patients, and a server system 
to monitor patients. The server system can not only monitor patients’ locations, but 
also can help manage patients’ health by determining patients’ activity according to 
the data derived with the step detection algorithm, along with the ambient light sensor 
and accelerometer. According to the results of our experiments, normal steps have a 
96% accuracy in detection, and on average, showed 94% accuracy. 

Medical services for dementia focused mainly on tracking the patients’ location to 
prevent a patient from going missing. The system developed in this paper provides 
and monitors further health information of the patients.  If the results of this paper are 
applied to medical facilities such as hospitals and nursing homes, a better medical 
service based on the amount of a patient’s lighting and exercise can be provided. 

Further research based on this work could include a more comprehensive analysis 
of a patient’s activities such as running or sitting. 
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Abstract. Recently there has been much research on fulfilling tasks such as 
surveillance and reconnaissance coupled with a sensor networks system. It is 
possible to realize the system because of many technical progresses in the area of 
sensor networks such as signal processing, wireless networks, sensor 
deployment, etc. To construct sensor network systems effectively and efficiently, 
lots of considerations such as user requirements, sensor capabilities, and signal 
processing technologies should be reviewed. Consistent and unambiguous 
architecture for the development process coupled with the technologies should be 
built. This paper presents a verifiable logical architecture with petri net. 

Keywords: Sensor Networks, Systems Engineering, Systems Architecture, 
Wireless Sensor. 

1 Introduction 

There are lots of studies in the area of sensor networks, but few are for practical use. So 
while we were developing the sensor networks system, we experienced lots of trials and 
errors. When reviewing the problems, they can be roughly aggregated. The first 
problem is to define the operational concept of sensor networks for surveillance and 
reconnaissance. The other problem is to secure the technologies needed for 
implementation of them. 

Lots of studies are focused on network protocol. We tried to design a homogeneous 
hardware in every application in sensor networks. Unfortunately, current sensor 
technology couldn’t meet the requirements of applications. To meet the requirements, 
we made additional efforts to improve the signal processing capability of sensors. 

Also, we made our efforts to define the common and agreeable terminologies such 
as detection rate, false alarm rate, classification rate used in the applications such as 
the classification, and the tracking of the targets in the field of the sensor networks. 

Even though we set our project based on the series of procedures in System 
Engineering concepts to prepare against the risks forecasted, while we were processing 
the project, we experienced so many trials and errors when solving the problem. To 
meet the purposes and requirements of surveillance and reconnaissance through many 
experiments, we concluded that the just one hardware type is not enough for lots of 
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The sensor nodes have sensors capable of detecting magnetism, seismicity, 
acoustics, light intensity, and heat. These networks have a self-organization capability 
that is used to build a network in unfriendly areas, including enemy territory. They also 
have a self-healing capability to deal with sensor fault or damage.  

The relay node communicates with the sensor nodes and other relay nodes. The relay 
node has extended transmission capability as it has more energy resources than the 
sensor node.  

The C2 terminal is deployed at the monitoring site in order to control the sensor 
network in general and has a user-friendly interface for a human operator. Detected 
data is synthesized, analyzed, and displayed on the C2 terminal. 

In accordance to their own purposes each node deployment and operation 
methodologies are different. In case of reconnaissance, to track the intruder moving one 
way through the trail, the vertical deployment is mainly concerned. In case of 
surveillance, to enclose the facility with double or triple deployment strategy, the 
horizontal deployment is mainly concerned. 

To develop SRSNs there are specific considerations such as sensor signal processing 
area, RF communications, wireless ad-hoc networks, network management control, 
and display. The importance of considerations is different for each situation. 

For example, if the sensor node is deployed at long distance, a wireless ad-hoc 
network is required frequently. In this case, the sensor node is adjusted nearer than 
before. To communicate with the node from far away, the output power must be 
increased. This leads to an increase in battery consumption. There must be a trade-off 
between two deployment strategies. 

As a matter of fact, in SRSNs, our experience shows one hop communication is 
optimal and effective while ad-hoc communication is useful only for fault tolerant 
purposes. 

The performance of Sensor networks is also affected by the climate, terrain, 
vegetation. The details are beyond our concern.  

3 System Architecture and Petri Nets 

The systems architecture theory is a branch of the systems engineering. Defense and 
industrial areas have especially brought lots of concerns. They have large systems to be 
solved. System architecture is constructed ahead of building real systems. Lots of 
problems are discovered and improved while system architecture is built.  

In reality, system engineering, especially in system architecture areas, is not helpful 
for building a system. It is unnecessary to fit the regulations of government. 

System architecture sometimes may not useful for building a small system, but  
when the size grows at some amount, without system architecture, lots of errors 
happened naturally. I am going to explain the necessary items and share the experiences 
(Figure 2) 
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Fig. 8. Simulation of Logical model for SRSNs 

 
(1) Result of Simulation 
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(2)  Graph of Simulation 

Fig. 9. Simulation with sensor node transmission time per hop as 300ms (17 times) 
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15 seconds from the sensor field to the C2 center may be fast enough, but it may be 
too slow for the purpose of some sensor networks. If the adequate time is not met in the 
simulation, it means thatthe problem is based on the technology itself, not on the 
system. It is easy to find the part that can be improved and to put effort in improving 
that part through the logical model. 

For example, if we improve the transmission time per hop as 300 ms, it takes 
9.2~17.9 seconds. The average is 10.6 seconds. Through the simulation shown in 
Figure 9, we can see some progress. 

Otherwise, by the improvement of transmission speed between relay nodes or by the 
improvement of displaying time, the total access time will be improved. Improvement 
for more effectiveness part is better. Also, simulation through logical models would be 
desirable. 

5 Conclusion 

We studied the project SRSNs, and we secured the technologies needed and did our 
best to develop these technologies. Now we are in the stage of maturing SRSNs 
technology to manage stable operation.  

To improve this project, more stability, reduction of trials and errors, and the 
development of more complicated architecture models to consider lots of situation is 
needed. To do that, research of the system level should be required. 

Acknowledgement. This work was supported by the Dual Use Technology Program 
(UM09021RD1). 

References 

1. DoD Architecture Framework Version 2.02 (August 2010) 
2. CPN Tools Version 3.2.2 (October 2011), http://www.cpntools.org/ 
3. Girault, C., Valk, R.: Petri Nets for Systems Engineering: A guide to Modeling, Verification, 

and Application. Springer (2003) 
4. IDEF0, http://www.idef.com 
5. Karl, H., Willig, A.: Protocols and Architectures for Wireless Sensor Networks. Wiley (2005) 
6. Wagenhals, L.W., Shin, I., Kim, D., Levis, A.H.: C4ISR Architectures II: A Structured 

Analysis Approach for Architecture Design. Systems Engineering 3(4) (Fall 2000) 



 

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 594–601, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Classifier Algorithm Exploiting User’s Environmental 
Context and Bio-signal for U-Home Services 

HyunJu Lee1, DongIl Shin1,*, Dongkyoo Shin1, and SooHan Kim2 

1 Department of Computer Engineering, Sejong University, Seoul, South Korea 
nedkelly@gce.sejong.ac.kr, {dshin,shindk}@sejong.ac.kr 

2 Visual Display Div. R&D Team,  
SAMSUNG Electronics Co.HQ, Suwon, South Korea 

ksoohan@samsung.com  

Abstract. U-Home is a home-service through an interaction between human 
and object. Smart-home-middle-wear provides its users with services needed 
through interactions between users and home equipment. In this study, users’ 
conditions in four rooms with Smart-home-middle-wear using had been sent 
through EG sensor device and they were then classified by emotion-perceiving-
agent-system adapting an algorithm. The emotions, which were experimented, 
had been divided into eight categories; Normal, Happy, Surprise, Fear, Neural, 
Joy, Stress(Yes) and Stress(No). In this study’s experiments, modified Decision 
Tree algorithm was adapted and it extracted over 90% of results totally.  

1 Introduction 

U-Home is a home service to achieve human-based U-life perceiving “the meaning of 
spatial, social aspects and digital communities”, which can realize the interaction 
among human, computer and home equipment based on ‘Ubiquitous’ [1]. U-Home 
provides the best fitted home-service-environment through home-middle-wear which 
can make people, devices and spaces interact with each other without any limitations 
on time and space. Smart-home suggests the progressive experiments in terms of the 
effort that delete obstacles between human and housing through Human-Computer 
interaction and Ubiquitous-Computing [2]. 

Thus, in this study’s experiments, the purpose was on the presentation of Smart-
home-middle-wear in order to provide intelligent home services. The presented 
Smart-home-middle-wear has a function - predicting expectable home services which 
its users are supposed to have. And, in this study, patterns of brain signals were 
analyzed to find out that how selected home-services affected on users’ stress and 
emotion through a kind of human bio-signals, ECG (Electrocardiogram). Although, in 
previous analysis, SVM algorithm had used, the modified algorithm of DECISION 
TREE was adapted to pursue improvement of increased accuracy rate of the pattern 
analysis in this study. 

                                                           
* Corresponding author. 
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2 Smart-Home-Services and Context Aware 

In this competitive society, people usually back to their house with exhausted body 
condition by stress and exhaustion. Thus, for modern citizens, home has to play a 
healing role as an invisible assistant to make its owners take a rest as much as 
possible while the people stay in [3, 4].  
Smart-home should detect users’ health condition, emotion, environmental 
circumstance, preference and so on automatically and provide a function which can 
balance digital environment around the user [5, 6]. Also, Smart-home can 
comprehend its’ users’ statuses using the function of ‘Context aware’. 

This process can be defined providing users with proper information or services 
related to users’ works as “Context”, Ranganathan and Campbell presented middle-
wears in terms of the agent of ‘Context aware’ in Ubiquitous environment. These 
middle-wears were investigated to detect situations switched by agents which 
gathering of information of the situations was conducted by the agent as well.  

Since ‘Context Aware’ had had difficulty on classification and identification 
different from ordinary experimented data, Context toolkit was made to exceed this 
difficulty [7]. The toolkit provided a library package which assisted making programs 
easily through defining circumstances. In this study’s experiments, the tests on users’ 
context aware were performed in four different rooms totally; living room, bed room, 
study room and DVD room. And, by suggesting ‘Context model’, users’ pattern of 
behavior in home environment was predicted. Fig 1 indicates Context model 
consisted of Two-layers. 

Layer 1 defines 7 context data inputs that are acquired from the user, the home 
environment, and the home appliance: pulse(P), body temperature(BTP), facial expres 
sion value(FV),  room temperature(RTR), time(T), user location(UL), and user 
motion(UM). Layer 2 consists of the person's widget(User State), the environment 
widget(Environment State), and the device widget(Device State); each widget 
manages context in an HHIML (human-home interaction mark-up language) based 
XML tree structure. 

 

 

Fig. 1. The structure of two-layer 
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3 Smart-Home-Middle-Wear and Emotion-Perceiving Agent 

3.1 Users and Smart-Home-Middle-Wear 

In this study’s experiments, configured Smart-home was composed of totally four 
rooms including living room, bed room, study room and DVD room. In each room, 
there were cameras to observe users’ location.  

 

Fig. 2. Structure of Smart Home 

Smart-home actively collected a variety of situation data for analysis of emotion 
and stress according to users’ behavioral patterns. Based on the location-observing 
system (basically invented to draw on UWB), it also provided services to users. A 
series of situations when Smart-home provides appropriate information and services 
related to item users’ works or activities. In DVD room, users could watch TV, 
movies and listen to music which they want to enjoy. In bed room, users could use 
certain music and lamps to sleep. Smart home provided such services automatically 
according to the data on the analysis of users’ behavioral patterns and stress without 
passive orders from users. And it could receive users’ signal pulses, body 
temperatures and ECG signals based on bio-signals according to users’ patterns 
through ECG sensor device and Bluetooth.  

In order to perceive Facial expression, WinCE PDA using WINCE OS was set to 
equip Facial Expression Recognition module and WiFi was used in their 
communication. Users’ motions were detected by cameras at each side corners in the 
rooms and sensor devices which could measure temperature were installed to measure 
inside temperature in each room. TCP/IP through Landline LAN was used in 
communication among UWV location observing system, network server and cameras 
and Serial port was used in the communication with sensor device of temperature 
measurement. Also, every device equally connected to each other with integrated 
module and every communication was controlled by Context Manager. 
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Fig. 3. ECG sensor device and its location on users’ body 

3.2 Emotion Detect Agent 

Experiments of emotion classification were conducted using Emotion detect Agent 
system, which dealt with conveyed signals from ECG sensor stated above paragraph. 
The Agent system analyzed and generalized conveyed users’ ECG signals from Smart 
home to prepare experiments on classification of emotions. Though the generalized 
data, it found out featuring-points and saved the figures of featuring-points in 
database.  

Feedback is a figure generated from users who were allowed to select an emotion 
that they had felt during the experiment step. Emotion learner mainly dealt with 
learning, the learning step was divided into two steps. First, it leant emotions from 
ECG data and users’ feedback which initially came from the figures of featuring-
points in database. And it then learnt users’ feedback emotions and ECG data at the 
same time. For this learning, Decision Tree algorithm was adapted as classifier.  

Emotion Predictor predicts emotions after it learnt certain emotions in User state 
and Data Manager saves figures of the featuring-points generated from generalization 
step. At last, emotion analyzer conducts comparative analysis the rate of emotion 
prediction at pre-prediction step. 

 

 

Fig. 4. Agent system on emotion perception 



598 H. Lee et al. 

 

The agent of system on Emotion perception classifies Normal, Happy, Surprise, 
Fear, Neural, Joy and Stress. 

4 Experiment 

4.1 ECG Signals 

ECG (Electrocardiogram) is an electric signals released by heart activities, which is 
used as a reference that can identify conditions and diseases of the heart [8].  ECG 
consists of five ripple marks; P, Q, R, S and T, which verify signals according to 
height of ripple marks and features of interval. In this study’s experiments, measured 
ECG signals were experimented to classify emotional conditions based on situation 
perceiving with classification algorithm. Feature extraction of signals was conducted 
to extract R-R interval. When the changes of the intervals of R-R interval were 
analyzed, the activated rate of sympathetic nerve and parasympathetic nerve, which 
consists of autonomic nerve system, could be comprehended. They have been fully 
investigated and understood that they are one of the most sensitive factor reflecting 
condition of stress in human body [9, 10]. Therefore, R-R interval of ECG was 
extracted and used in this study’s experiments. 

 

Fig. 5. R-R interval 

4.2 Modified Algorithm of Decision Tree 

Decision Tree is the method that fulfills Classification and Prediction with them 
schematizing. In other words, it learns Decision Tree from Training and Tuple in 
Class label. There are several indications according to each sector: Internal node of 
Decision Tree conducts examination in terms of attributes, each Branch indicates 
results of the examination and Left node reveals the distribution of Class label. 

It is Root node that is placed on the highest position. Internal node and Left node 
are illustrated quadrangle and ellipse in each. Decision Tree is adapted in experiments 
of the classification. If Tuple X which is unknown in Class label will be given, the 
attribute value of the Tuple is examined by Decision Tree and the predicted class of 
the certain Tuple is gained with the path chased from Root node to Left node [11]. 

Thus, if the Decision tree is constructed once, it is significantly simple to distribute 
one of the examination records. The process is started from Root node and follows 
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proper Branch according to results of the examinations applying conditions of the 
examination into the records [12]. 

After above process, new conditions of the examinations will be applied or arrive 
Left node when it reaches another External node. When it reaches Left node, the 
attribute of Class labels related to each node is configured in the record. 
Therefore, Decision Tree classifier shows relatively higher accuracy than other 
algorithms. In this study, the reinforcement of the accuracy was sought with Decision 
Tree algorithm modifying. In this study, FP-Tree algorithm was applied into Decision 
Tree. FP-Tree algorithm is bottom-up method, which generates frequent-sector-set in 
FP-Tree exploring tree [12]. Since it reduce overfitting, it also contribute to improve 
the accuracy of the algorithm. Fig 7 represents that FP-Tree was applied into this 
study’s experiments and the classified emotions were Normal, Neural, Fear, Surprise, 
Happy, Joy, Stress(Yes) and Stress(No) in this experiments. Applied FP-Tree had 
firstly divided Normal at once and Neural and Surprise were then divided next. When 
Fear was appeared under Neural, this tree started to analyze Stress(Yes) generated on 
the bottom side of Surprise. And Joy located under of Fear was comparatively 
analyzed with Stress(No) located under Happy which had been classified from the 
other Node of Neural.  

 

      

Fig. 6. Modified Algorithm 

4.3 The Results of the Experiment 

The experiments were conducted in the agent of emotion perception. Participants for 
the test of this study’s algorithm were composed of 10 numbers of male and female 
students in an university. Each participant tested the services provided by Smart-home 
system in four rooms such as DVD-room and the signal data were collected in ECG 
signal conveyed from ECG sensors. The sensors-ECG- were equipped on 
participants’ both of two wrists and their left legs. The results of the experiments were 
comparatively analyzed with established researches. 
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Table 1. The results of the comparative analysis on Decision Tree and K-means 

Emotion K-means(Pre-Study) 
Accuracy (%) 

Decision Tree 
Accuracy (%) 

Normal 71.7 97.36 
Happy 59.3 99.2 

Surprise 52.1 98.8 
Fear 55.8 99.58 

Neural 
Joy 

Stress(yes) 
Stress(no) 
Average 

75.1 
67.5 
83.2 
83.2 

68.49 

96.57 
99.26 
98.33 
97.5 

98.32 

 
The experiments using K-means were the results of established researches in the 

past. In the results of K-means, Normal, Happy and Surprise were Juyeon[13]’s 
results and Fear, Neural, Joy. Stress(Yes) and Stress(No) were Choi[14]’s research 
results. When the results were compared to this study’s results, Decision Tree could 
generate better results on Accuracy since it has shown over 90% of Accuracy. 

5 Conclusion 

In this study, Smart-home-middle-wear based on Ubiquitous-Home technology had 
been presented and the experiments on emotion perception using bio-signals 
according to the situation perception of Smart-home system were conducted. 

In emotion perception section, emotion classification was done adapting the agent 
system and Decision Tree was adapted as the algorithm for the experiments. The 
results were then comparatively analyzed with the results of established researches. 

Through situation perception Smart-home-middle-wear automatically provides its 
users with environments which the people want to enjoy. Thus, in order to measure 
users’ statuses, the extraction of bio-signals should be needed and sensor devices, 
UWB location detector and communication methods for network system were also 
necessary to convey the collected data. 

Therefore, further research which deals with sensors that could detect users’ status 
more sensitive and location detecting system should be needed continuously. 
Moreover, in the emotion sector, the number of emotions and improved algorithm for 
analysis in agent system should be investigated more since there are more number of 
emotions excepting the eight emotions which were tested in this study. 
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Abstract. To meet increasing smart device services, wireless networks have 
smaller cellular architecture compared to previous that. Nevertheless, future 
communication systems will need more communication channel capacity than 
current one. The systems will have the problems that they cannot be avoid the 
concentrated bottleneck by monotonous communication path through base sta-
tion or mobile switching center. 

To overcome these bottleneck problems, we propose a new dynamic cellular 
architecture called DNA with dynamic cell, which can be created or deleted by 
service servers or mobile hosts. Thus, the DNA architecture can support various 
communication channels among base stations and smart devices. Also, the pro-
posed architecture saves channel capacity for accepting more mobile hosts. 

Keywords: Network architecture, cellular architecture, channel allocation,  
handover. 

1 Introduction 

Now many wireless network technologies have been tried to meet increasing mobile 
clients such as smart devices in wireless communication environments. Smart users 
ask for large data transfer services including text, voice, and video messages [1][2]. 
Thus wireless networks require more and reliable channels. Therefore the channel 
bandwidth of wireless network has been wider and wider. Also, for the hosts moving 
across a wide area, mobile communication systems support to be built upon heteroge-
neous wireless overly networks that include traditional Bluetooth, WI-FI, 3G, etc. 
Figure 1 shows the general architecture of wireless overlay networks for smart com-
munication environments [3]. 

The wireless overlay network systems must support the seamless communication 
services, which include vertical handoff to deliver a call from a wireless cell to the 
other cells among different layers as well as horizontal handoff only in the same layer. 

We call controller-based scheme for traditional communication schemes through 
base station (BS) or mobile switching center (MSC) in this paper [4]. Thus, the bot-
tleneck in the centralized scheme by MSC as well as the decentralized scheme by BS 
cannot be avoided in smart communication environments with large volume of data. 
Therefore, conventional cellular architectures have the problems as follows. First, 
they appear bottleneck effects by high call contention of large data volume, which 
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defer or block call services of mobile hosts in a base station controller. Second, they 
have low communication channel bandwidth and the small number of channel path. 
Finally, they cannot avoid a single point of failure since they did not provide channel 
distribution strategy. 

 

Fig. 1. Smart cellular overlay network architecture  

To overcome these problems, we define DNA architecture with dynamic cells and 
different direct channels, which can be created or deleted by base stations or smart 
mobile hosts (MH) [5]. The proposed architecture offers the following advantages. It 
significantly minimizes call contention in central controller by distributed direct link 
connection. Then, it has shorter signal propagation path delay than the past one since 
one more direct communication paths (or channels) are constructed among mobile 
terminals in the short range. Also, it provides stronger call distribution strategy than 
conventional architecture. Finally, the proposed architecture using multiple channels 
of different links saves transfer time compared to channel allocation scheme of the 
past wireless network. This paper proposes DNA architecture and channel allocation 
scheme that integrate traditional wireless overlay networks with the dynamic cells. 

This paper is described as follows. Section 2 presents cellular system architectures 
and definitions. Section 3 describes the proposed DNA architecture and algorithm. 
Section 4 analyzes the performance of our architecture and compares it with past ones. 
Finally, in Section 5, we conclude this paper with summary and future directions. 

2 Cellular System and Definition 

2.1 Basic Cellular Architecture 

The wireless network architectures, which divide a geographical area into smaller 
regions called cells, have been constructed as follows. And BS manages call setup and 
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a physical loop through the paths from the BS, via one or more of the MH links, and 
to the end BS. It is called of circular channel. All MHs participating to the circular 
channel should operate multiple channels on itself. 

3 Dynamic Cellular Network Architecture 

3.1 DNA System and Cell Operation 

The following cell operations can execute the global wireless channel communica-
tions in DNA. The mobile hosts and base stations dynamically manage the cells by 
the following operations [5]. 

Dynamic Cell Creation. The dynamic creation is operated as controller-initiative and 
host-initiative as follows. First, for controller-initiative, when the distance between 
two MHs which exchange data through a BS in the traditional cellular mobile net-
works is equal to or shorter than TD, the BS asks the creation of dynamic cell and di-
rect channels for the MHs. Then, the MHs perform the vertical handoff process from 
indirect channels to direct channels. Second, for host-initiative, a MH broadcasts the 
direct channel request messages to communicate with the correspondents in its dy-
namic cell. If the correspondents reply acknowledge message within finite time, a 
dynamic cell (or direct link) between the initiative MH and the correspondents is gen-
erated. 

Dynamic Cell Destruction. Dynamic cells are destroyed under the following condi-
tions. First, a BS of high-tier cell informs its channel available state to MHs in low-
tier dynamic cell overlaid with its cell if it has the number of available channels great-
er than threshold value. If a MH wants to handoff vertically into the high-tier overlay 
cell, its dynamic cell is diminished. Second, when a MH finds that the power of its 
receiving signal go down into the minimum acceptable power of receiving signal, it 
informs this state to correspondents, and then tries vertical handoff or terminates its 
communication. Hence, its dynamic cell is destroyed. 

Dynamic Vertical Handoff. The vertical handoffs are divided into upward handoff 
and downward handoff. For upward handoff, the MH in a dynamic cell returns its 
channel and requires new channel to controller (or BS) in upper network layer. If 
there is available channel in the upper layer, the controller accepts the MH channel 
request and handover the MH’s services to its upper layer. Otherwise, the services of 
the MH are terminated. For downward handoff, if the controller delivering messages 
among MHs found the condition that the MHs in themselves can exchange transmis-
sion signal by direct links, the MHs return their channels to each controller and syn-
chronize their dynamic channels and correspondent’s dynamic channels. 

Dynamic Horizontal Handoff. The dynamic horizontal handoff is the process that 
the ongoing serve of smart host in a dynamic cell is transferred to different smart 
hosts in other dynamic cell. This process creates chained channels and circular 
chained channels to get multiple channels and to increase channel bandwidth. 



 DNA-S: Dynamic Cellular Network Architecture for Smart Communications 607 

3.2 Channel Assignment Algorithm 

The smart mobile hosts are in either the same traditional cell or different cells. We 
only describe the host-initiative method in this paper. However, the controller-
initiative method is easily updated based on the host-initiative method. There is BSi or 
BSj, which informs dynamic cell setup available to MHi and the correspondent MHj. 

 

Fig. 6. Direct Channel Assignment Algorithm 

Figure 6 shows that communication channels are dynamically allocated to smart 
hosts. When a MHi wants to communicate with its correspondent MHj (MHj ∈ 
{Neighborhoods of MHi}), it firstly broadcasts the call request within distance thre-
shold value TD. Then, the MHj receives the broadcast messages, the MHj replies with 
acknowledge message if it is possible to communicate with the MHi, and non-
acknowledge otherwise. Or MHi’s BSi receives the broadcast messages, pages  
the location of MHj and replies with an acknowledge message if it knows the location 
of MHj and if it is possible to create a dynamic cell of MHi and MHj, and  
non-acknowledge message otherwise. Third, if it is possible to generate a dynamic 
cell between MHi and the correspondent MHj, direct channels (including chained or 
circular channel) are created between MHi and MHj, the direct links are continued  
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until the signal power between MHi and MHj is worse. Otherwise, if it is impossible to 
generate a dynamic cell between MHi and correspondent MHj, BSi and BSj of MHi and 
MHj, respectively, setup indirect communication between MHi and MHj as previous 
channel assignment method. And, the indirect communication is maintained until the 
direct communication between MHi and MHj be possible. Finally, when MHs cannot 
continue the direct channels any more, they call for vertical handoff setting indirect 
channels to the controller of upper network layer. Also, when BSs identify that the 
indirect communication did not need any more, they call for vertical handoff setting 
direct channels to the MHi and MHj for creating of lower dynamic cell. 

4 Performance Analysis of DNA 

For performance analysis of the proposed DNA, this paper assumes that the network 
systems have duplex channels as IS-136 and IS-54 separate transmit and receive 
channels by a constant bandwidth [4]. In the case of full duplex channels, the system 
provides four independent channels for every MH. It assumes that the calls in cellular 
architecture are arrived at Poisson process λ and the total number of channels in cellu-
lar system is n. 

4.1 Channel Capacity Based on Traffic Rates 

This section compares efficiency of channel capacity in DNA and that of traditional 
cellular system. It is assumed that the traffics are generated as Poisson processes. 

We consider efficiency of channel capacity of DNA and previous approach in two 
cases that either one (or half-duplex) channel or two (or full-duplex) channels are 
supplied for each MH. 

First, in the half-duplex system, the channel capacity of previous architecture 
(Chdold) and our architecture (Chdnew) is expressed as the following equations. 

 02,2 ≥≥−= λλ nfornChdold  (1) 

 0, ≥≥−= λλ nfornChdnew  (2) 

Second, in the full-duplex system, the channel capacity of previous architecture 
(Cfdold) and our architecture (Cfdnew) in the full-duplex system is expressed as the fol-
lowing equations. 

 04,4 ≥≥−= λλ nfornC fdold  (3) 

 02,2 ≥≥−= λλ nfornC fdold  (4) 

Then, the following diagrams illustrate these functions of channel capacity. 
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Fig. 7. Comparisons in Half-duplex channels 

For showing enhanced performance of our architecture in real world, we will com-
pare the number of request channels of the proposed architecture and that of previous 
architecture in two cases of half-duplex and full-duplex channels. First, for half-
duplex channels, previous cellular architecture using indirect channels between MH 
and the correspondent needs two indirect channels for a shared channel of each MH. 
However, DNA needs only one shared direct channel due to direct links. So the effi-
ciency of channel capacity of our DNA overcomes that of previous architecture in all 
cases that traffic percentages formed by dynamic cells over the total number of net-
work traffics are 5% and 15% as shown in Figure 7.  

Then, for full-duplex channels, previous cellular architecture using indirect chan-
nels between MH and correspondent need four indirect channels for two separate 
channels (forward or reverse links) for each MH. However, DNA needs only two 
shared direct channels due to direct links. So the efficiency of channel capacity of our 
DNA overcomes that of previous architecture in all cases that traffic percentages 
formed by dynamic cells over the total number of network traffics are 5% and 15% as 
shown in Figure 8.  

 
Fig. 8. Comparisons in Full-duplex channels 
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Because the number of saving channels becomes high as the percentage of DNA 
become high, DNA is appropriate to the distributed and local network with locality. 

4.2 Communication Delay 

In this section, we assume that Dd means the signal propagation delay from a MH to 
the correspondent MH through direct links of a dynamic cell. And Di indicates the 
signal propagation delay from a MH to the correspondent MH using indirect links 
relayed by base stations. Thus, as shown in Definition 2, the proposed architecture has 
delay reduction of the delay difference, Ddi that subtracts Dd from Di. 

Definition 2: Ddi, the delay difference of Dd and Di means the difference of direct 
communication and indirect communication. The direct communication is constructed 
by direct links between a MH and the correspondent. But, the indirect communication 
depends on the controllers that provide indirect links for MHs. The most of Ddi is the 
communication delay for assigning communication channels to caller and callee. 

If the probability of traffics supported by direct communication in dynamic cell is
α , the proposed DNA has the efficiency that reduces communication delay of (α
*Ddi).  

4.3 Contentions on Central Server 

In typical network architectures, all calls including call setup, data signal and call 
release are served only through a controller (MSC or BS). So the conventional archi-
tecture raises high contention problem. Also, it has a single point of failure. 

However, DNA architecture with dynamic cells basically can avoid the accesses on 
a controller for exchanging data. Only when controller-side requires information 
about the creation of dynamic cells, mobile hosts access on their servers. Therefore, 
the proposed architecture minimizes the access counts on resource controller. It can 
avoid a single point of failure. For example, it assumes that the probability of traffics 
supported by direct communication in dynamic cell is. The ratio of controller-side 
contentions of asking resource allocation in DNA compared to that in conventional 
architectures should be minimized as (1-α ) ratio. Thus the distribution of traffics is 
more enhanced by the controller-independent strategy of dynamic cells. 

5 Conclusions and Future Works 

The proposed architecture shows the following advantages. First, it significantly de-
creases call contention on a base station as a controller since smart hosts access to the 
base stations only when they setup their dynamic cell. Second, it minimizes the com-
munication delay because smart hosts in a dynamic cell have the higher bandwidth 
and the shorter direct path. Third, two mobile hosts using two channels (an uplink and 
a downlink) in a dynamic cell save wireless channels compared to channel allocation 
using four channels of past wireless networks. Finally, it served the stronger call dis-
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tribution strategy since the communications among smart hosts within dynamic cell 
are possible although the server shutdown. 

These current systems including dynamic cells and handoff functions may have the 
problems that complicate the control logic and deteriorate the signal quality. But, the 
problems will be solved because future mobile terminals will have the high signal 
quality and powerful transmission distance through the advanced hardware solutions. 
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Abstract. In this paper, we model the multilevel statistical structure as Hierar-
chical Hidden Markov Models (HHMM) for the problem of predicting the state 
of human behavior based on user profile in a ubiquitous home network. Algo-
rithms to analyze the behavioral patterns of a user using the information  
provided by the user in a home network system. We propose the detecting of 
abnormal behavior algorithm, which builds profile based on the actions taken 
when the user enters a room. The main contributions of this paper lie in the ap-
plication of the shared structure HHMM, the estimation of the state of a user’s 
behavior, and the detection of abnormal behavior. The user behavior data from 
an experiment show that directly modeling shared structures improves the rec-
ognition efficiency and prediction accuracy for the state of a human’s behavior 
when compared with a flat HMM. 

Keywords: Hierarchy Hidden Markov Model, Viterbi algorithm, Ubiquitous 
home network, detecting abnormal behavior. 

1 Introduction 

In the process industries, building intelligent systems in ubiquitous home networks is 
the goal of much research [1]. As intelligent environments are deployed to build  
ubiquitous home networks, active operations, rather than passive, can be used for 
household appliances and tools, and in building a made-to-order model environment 
reflecting the user’s preferences. 

For an intelligent home network configuration, the home network provides services 
tailored to the characteristics of an individual, with minimal intervention in the 
home’s appliances and tools. To accomplish this, information about the user and envi-
ronment are collected, which require a management and processing system. 

Behavior prediction is a much needed requirement to provide convenient and effi-
cient services in a ubiquitous environment [3]. In order to improve the above factors, 
the intelligent prediction of a user’s behavior plays a very important role. The Hidden 
Markov Model (HMM) recognizes patterns of sequential data and is a proven predic-
tion technique that is used in many fields [4-6].  
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This paper aims to use the HHMM that has multiple levels of states which describe 
input sequences at different levels of granularity, to tackle two issues: first, modeling 
and learning sequential behaviors from human indoor spaces and second, detecting 
and predicting abnormal behaviors with a ubiquitous home network system.  The 
each state of HHMM can contain sequences of nested states or observations. The 
advantages of HHMM are able to merge specific parts of the entire model. Another 
advantage of the HHMM over the HMM includes a total number of states needing to 
be identified. In this paper, our proposed shared structure model recognizes sequential 
human behaviors and is superior in the recognition and prediction accuracy of the 
behavior states when compared to the flat HHM. In addition, using the HHMM to 
model activities allows us to incorporate the structure of the behavioral hierarchy and 
increases amount of training data leading to better probability. We propose an algo-
rithm for determining that the state of a user’s behavior is normal or abnormal using 
the time data for the length of the user’s behavior and the relevance of other activities. 

This paper is organized as follows. Section 2 gives a brief overview of the HHMM 
that is used in this paper to recognize and predict the behavior state. Section 3 de-
scribes the data sets [9] for a user’s   behavior profile, gives details of the architec-
ture of the HHMM with the shared structure model and the algorithm for detecting 
abnormal behavior, and explains the HHMM implementation on the data sets. Section 
4 is devoted to the experimental results, where a comparison is made of the behavior 
state prediction accuracies of the flat HMM-based method and the HHMM-based 
method with the shared structure. Finally, the conclusion is given in Section 5. 

2 Model Description 

2.1 HHMM  

The hierarchical hidden Markov models (HHMM) are structured multi-level stochas-
tic processes and generalize the standard hidden Markov model (HMM) [3] by auto-
nomous processes on their own. The HMMs are trained separately and then integrated 
into the HHMM. After this integration their parameters are kept unchanged with fur-
ther training impacting only on the higher levels of the HHMM. Since the scheme that 
we are modeling operates on a number of hierarchical levels, we use a four level 
HHMM to represent the user’s actions and behavior states. Every higher-level state 
symbol corresponds to a stream of symbols produced by a lower-level sub-HMM. 
Black edges denote vertical and horizontal transitions. Dashed edges denote returns 
from the end states of each level to the level’s parent state. The HHMM is visualized 
as a tree structure in which there are three types of states, abnormal and normal beha-
vior states that are divided into two parts, which are hidden states that represent entire 
stochastic processes. Each behavior state is associated with an observation which is 
monitored by installed sensors that sensed when everyday household appliances were 
used. We consider the HMM as the HHMM with just the root node and the hierarchy 
of production states. The root state is the only level which does not have a final state. 
Thus, the generation of the observation sequence is completed when control of all the 
recursive activations is returned to the root state. Then the root state can initiate a new 
stochastic behavior state model.  All states can be reached by a finite number of steps 
from the root state, so the model is strongly connected. 
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Table 1. The modified type of data that was acquired by the state change sensors and the 
experience sampling method (ESM) 

 
a Attribute of the user’s activity found by using ESM   

b Day  when user’s activity was sensed  

c Sensor activation time in seconds starting from 12:00am        

d  Deactivation time in seconds starting from 12:00am   

e  Time that the sensor was activated    

f Location of the sensor (room) in the house  

g Attribute of the user’s activity found by using state change sensor   

h ID number of the sub action 

2.2 Structural Model and Parameters  

The HHMM consists of the depth of levels D, the number of distinct observation 
symbols per state (in the discrete case) M, the number of sub-states of an internal state 

 (d=1,2,..,D-1, i=ith state) | |, the state horizontal transition probability distribu-
tion A(q d)=(aij(q d)) and aij (q

d)=P | , the vertical transition probability π(q 
d)= (π d | , where |  is defined to be the probability 
that state   initially activates its child state . The HHMM includes D levels of 
HMM while each level is independent HMM. Moreover, each HMM only links with 
its parent and child. The whole parameters set of HHMM is denoted by 

 λ={λ( )}d�{1,...,D} ={{A( )}d�{1,...,D-1} , {� ( )}d�{1,...,D-1} , {B( }} (1) 

A state stays the same until the next time if it does not end. If it ends and the parent 
state stays the same, it follows a transition to a new child-state of the same parent. 
The maximum-likelihood parameters for HHMMs are estimated by an EM algorithm, 
known as forward-backward algorithm since we need to consider stochastic vertical 
transitions which recursively generate observations. 

3 Methodology 

3.1 Data Sets  

The data for this study were collected from an “Activity Recognition System [10]” that 
was implemented in the “Massachusetts Institute of Technology (MIT) Placelab [11]”. 
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We modified the original data to create a hierarchical structure and determine the 
parameters of the HHMM (see Table 1).  

A main action is a person’s action of using the experience sampling method (ESM) 
[11,12] to label activities, and the pattern recognition. The advantages of using ESM 
[11,12] to label the data is that it eases the subject’s burden, improves the accuracy of 
the time-stamps acquired, and reduces the data entry and coding burden of the re-
searcher. The main action can be refined into a sequence of sub actions. A sub-action 
is a person’s action of using a house hold object in which sensors were installed to 
monitor the user’s behavior. The sub-action can continue when the main action is 
terminated. 

3.2 Architecture of the HHMM 

The HHMM was first introduced in [8] as a natural generalization to HMM with hie-
rarchical control structure. Every higher-level state symbol corresponds to a stream of 
symbols produced by a lower-level sub-HMM; a transition at the high level model is 
invoked only when the lower-level model enters an exit state; observations are only 
produced by the lowest level states.  

In this section, we propose the use of an upper level HMM in order to refine the re-
sults from the lower level and produce more accurate decisions by taking into account 
the relationship. Such four-level HMMs form a Hierarchical HMM and are a genera-
lization of the segment HMM. Each observation of the upper level HMM can be seg-
mented into sub-HMMs in a hierarchical fashion. Figure 2 illustrates the basic idea of 
the HHMM. A time-series is hierarchically divided into segments, where    and   
represent the observations at the first and second level HMMs,   shows the obser-
vation at the third level HMM,    denotes the state of a user’s behavior at the third 
level HMM, and a block of   is the state sequence of the sub-HMMs of  .  

 

 

Fig. 1. The architecture of the HHMM 

3.3 Algorithm for Detecting Abnormal Behavior 

It is difficult to determine abnormal behaviors by using user profile data from sensors 
used to monitor human behavior. To define the relationship between the sub-actions 
and main actions, we propose that overlapping time zones where a sub-action and 
main action are performed indicate that the sub-action is related to other main actions. 
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We propose the algorithm shown in Table 2 for detecting a user’s abnormal behavior 
based on behavior data collected from state-change sensors installed in household 
appliances. The algorithm consists of four parts. 

Table 2. Algorithm for detecting abnormal behavior 

If (duration(MActi

 a)) > duration(SActi

b)) 

 Then SActi � Normal Behavior Category01
c 

If (duration(MActi)) < duration(SActi)) 

 Then SActi � Exceptional Behavior Category
d  

For (Exceptional Behavior Category(SActi)) 

 If (time(MActi) ∩ time(SActi) NULL)  

   Then SActi � Normal Behavior Category02
e 

 else  
  Then SActi � Abnormal Behavior Category

f 

a        main action 
b        sub action 
c        NBC01, which includes irrelevance to other main action. 
d        EBC, which includes normal and abnormal behavior. 
e        NBC02, which includes a relevance to other main action. 
f        ABC, which includes irrelevance to other main action. 

1. Finding normal behavior pattern01: Normally a main action lasts longer than a 
sub-action. We found that 65% of sub-actions are over when the main action is fi-
nished. Thus, the behavior patterns represented in Figure 3, -as black rectangular 
areas and not related to other main actions were classified as Normal Behavior 
Category01 (NBC01). 

2. Finding exceptional behavior pattern: We found that 35% of the time, sub-actions 
continued after the main actions were finished. These patterns, which are shown in 
Figure 3 as dark and light gray rectangular areas, were classified as the Exceptional 
Behavior Category (EBC). These patterns were divided into Normal Behavior Cat-
egory02 (NBC02) and Abnormal Behavior Category (ABC), based on whether or 
not they were associated with other main actions. 

3. Finding normal behavior pattern02: 15% of the patterns in EBC were related to 
other main actions and categorized as NBC02. NBC02 is presented in Figure 3 as 
light gray areas. 

4. Finding Abnormal behavior pattern: We found that 20% of the patterns in EBC 
were not related to other main actions. 

In this paper, the data for building user profiles are measured using the ESM (Expe-
rience Sampling Method) and state-change sensors of the "Activity Recognition Sys-
tem" in the existing article [7]. 
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Table 3. User profile dataset 

Activity Sensor 

ID 

Day Activation 

Time 

Deactivation 

time 

Duration 

(sec) 

room(opt) object 

type(opt) 

Preparing 

breakfast 

PDA 12/1/02 08:23:01  10 min   

 23 12/1/02 08:23:03 08:23:07 4 kitchen drawer 

 18 12/1/02 08:23:09 08:23:17 8 kitchen cabinet 

 89 12/1/02 08:23:49 08:23:59 10 kitchen fridge 

door 

The activity attributes are acquired using experience sampling. The sensor activa-
tions are collected by the state-change sensors distributed all around the environment. 
In Table 3, opt stands for optional attribute. The state-change sensors were installed 
on doors, windows, cabinets, drawers, microwave ovens, refrigerators, stoves, sinks, 
toilets, showers, light switches, lamps, some containers (e.g., water, sugar, and ce-
real), and electric/electronic appliances (e.g., DVDs, stereos, washing machines, dish 
washers, coffee machines), among other locations. In the measured user behavior 
pattern data, the sensor ID, Activity Date, time, terminated activity time, duration, 
activity rooms in place, and sensor location information were recorded [7][8]. 

To confirm which room users most often visit, the IDs of the rooms were set to Rm , Rm , Rm  , Rm , … Rm  . And, to determine what kind of action a user takes 
in each room, the ID for the user's behavior was set. The IDs of the user’s actions 
were set to Act , Act , Act , Act , …   Act  .  The user set weights  to w ,w  , … , w ,representing the user’s interests in rooms. These were user-specified and 
could be revised. The weight  is represented by w Act , Rm , 0 w Act , Rm 1 , which represented the strength of the relation between Rm  and Act . These were normalized to a value between 0 (no interest) and 1 (very 
strong interest) or could contain a NULL-value, if no interest or information was 
available. This paper suggests Count Profile and Duration Profile to build the user 
profile. Count Profile, presenting CntP   in this paper, is the profile for the number of ac-
tions that a user took in a room. The count   function was used to determine the 
number of actions.   

CntP i ∑ count Act ∗ w Act , Rm∑ count Act  

  (3) 

To compute CntP i , a user sets w Act , Rm  in the room where an action oc-
curred, multiplies by the number of actions in the room, and finally sums these values 
and divides by the total number of Act  that the user did in the room. Duration Profie , representing DurP i  in this paper, is a profile for the time that 
the user’s action lasted in the room. To determine it, the durn  function is used.  



618 J. Shin, D. Shin, and D. Shin 

 

DurP i ∑ durn Act ∗ w Act , Rm∑ durn Act  
                       (4) 

  DurP i  is computed in a similar way. To compute DurP i , a user sets w Act , Rm  in the room where an action occurred and multiplies the time that the 
action lasted, which is calculated in minutes. In the last, the user sums these values 
and divides by the total time of Act  that the user did in the room. This article sug-
gests the value x  of the BPP algorithm to measure the relevance between a user in a 
house and a room, which is calculated using the profile data. x a ∗ CntP i b ∗ DurP i ,  where a b 1                             (5) 

Parameters a and b are used to set which profile a user places more importance on 
in Count Profile and Duration Profile, and can be modified by a user. For example, 
if a user watching TV places more importance on the time that the action lasted over 
the number of actions, a larger b than a value is assigned. 

3.4 Implementation 

In this paper, we apply the HHMM with a shared structure to predict and recognize 
the behaviors of people in a ubiquitous home network and ubiquitous environment. 
We consider three main actions – preparing breakfast, preparing lunch, and prepar-
ing dinner – the topologies of which are shown in Figure 4. Note that the topologies 
of these main actions are specified by using observation data set from MIT Placelab. 
The main and sub-actions are mapped into a shared-structure HHMM, which has four 
levels. Level 1 is a root action. Levels 2 and 3 are the main and sub actions, respec-
tively. Level 4 represents the states that represent the relevance for a set of the user’s 
behaviors, by using the time zone in which the user’s behaviors were performed. 

We define user’s behavior states that are normal (NBC01, NBC02) and abnormal 
(ABC). The three states at the fourth level are determined by using the time that the 
user’s behavior lasted and the time zone in which the behavior was performed. The 
model is described as a sequence of sensing the user’s behaviors and at any time as 
being in one of a set of N(N=3) distinct states: S1, S2,or S3. This model undergoes a 
change of state according to a set of probabilities associated with the observation. In 
our case, this indicates the relationship between different types of activities and a 
change in the state on the user’s behavior. We denote the time intervals associated 
with the state changes as t = 1, 2, ..., and the actual state at time t as qt. This probabil-
istic description links the current and predecessor states: 

 aij = P[qt=Sj|qt-1 = Si], 1 <i, j <N, ∑ 1                 (6) 



 Predicting of Abnormal Behavior Using Hierarchical Markov Model 619 

 

In this study, we conducted a number of experiments about the behavior of a root 
action, preparing a meal and determined the transition matrix as 

 A = {aij} = 
0.72 0.13 0.150.35 0.42 0.230.27 0.19 0.54           (7) 

The initial state distribution πi = P[q1 = Si], in our case, means the probability distribu-
tion of the state of the user’s behavior. Another element of the HMM is the observa-
tion symbol probability distribution in the state observation symbol probability distri-
bution in state - Sj :Bj(k)= P[ok|qt = Sj]. bj shows how likely it is that this model will 
recognize the observation symbol O1, O2,..., Oi. Oi represents the observation made by 
the 1-3 level HMMs, which corresponds to Figure 4. We use the matrix of each sub-
action to represent this B matrix, which can be obtained from the behavior IDs as the 
identity of the behavior (sub, main action) as shown in Table 1. Note that some sub-
actions are shared by multiple main actions; for example, sub_action137 is shared by 
“preparing breakfast” and “preparing lunch”. The parameters of the HHMM are the 
matrices πd,p, Ad,p, , , and the observation model B, where d = 1, 2 or 3 and p is a 

behavior at level d. The Viterbi algorithm [16] is used at the fourth level as shown in 
Figure 4 to find the single best state sequence Q = q1, q2,..., qt), which represents the 
most likely underlying behavior  state sequence, for the given observation sequence 
O = {O1, O2,...., OT}, which is obtained in the 1-3 level HMMs. Thus, some errors in 
the first step could be corrected by the upper level HMM. 

 

Fig. 2. The behavior and state hierarchy 

4 Results and Discussion 

The training data for 3, 7, and 14 days consisted of 100, 210, and 430 observation 
sequences obtained from the root action, “preparing a meal”. In each scenario, a  
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person executed three main actions – “preparing breakfast, preparing lunch, and  
preparing dinner,” and 10-150 sub-actions per main action. In the experiment, we 
compared the prediction of the behavior state between the HHMM with a shared-
structure and the HMM with a flat structure. For the training data sets of 3, 7, and 14 
days, the prediction (state sequence of sub-action) was performed for the next 14 
consecutive days. The accuracies of the results are given in Table 3, where the accu-
racy is defined as the total number of correct predictions of the state status per 100 
predictions. We can see in Table 4, that as the training set size increased from 3 to 14 
days, for both the shared-structure HHMM and flat HMM, the number of correct  
predictions increased.  

 
 
 
 
 
 
 
 
 
 

However, comparing these two models, it is obvious that the performance of the 
hierarchical HMM with the shared-structure was much better than that of the HMM 
with the flat structure 

Detecting of abnormal behavior algorithm and behavior pattern profiles of residen-
tial users over time was used to predict the next action of the user. 

Figure 5 shows that the blue points, based on actual user behavior profiles over 
time in the kitchen, represents a change in the value x  and the red points show the 
analysis of the user’s behavior pattern profile data in the kitchen over two weeks and 
the prediction of the next action of the user in the kitchen over time. 

 

Fig. 3. Experimental result of the user behavior pattern analysis over time 

The experimental result between the actual and predicted behavior profiles in the 
comparison of the difference value  represents the minimum value of 0.02 and the 
maximum value of  0.09.  

Table 4. Accuracy of state prediction 

Size of data set  Accuracy 

Training set 

size 

Prediction set 

size 

Shared- structure 

HHMM 

Flat-standard 

HMM 

3days 14days 78.47% 65.32% 

7days 14days 85.35% 72.21% 

14days 14days 92.14% 85.47% 
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5 Conclusion 

We proposed the use of the shared-structure HHMM to recognize user’s behavior 
states and an algorithm to detect abnormal behavior in a ubiquitous home system. An 
overlapping time zone determined the relationship between the main and sub-action. 
Experiments compared the behavior state prediction accuracies of the shared-structure 
HHMM and flat HMM-based methods. The results showed that by using the HHMM, 
the accuracy could be improved remarkably. And using information collected from 
user behavior patterns, can predict the preferred behavior. It was also shown that an 
increase in the amount of accumulated data improves the accuracy of the predictions. 

In the future, will involve a home network system deployment that reflects the user’s 
preference, studies the efficiency of the algorithm for building user profiles, and devel-
ops an algorithm that attains better performance for user behavior pattern analysis. 
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Abstract. Realistic shading models can be synthesized in real-time game play 
environments in which seamless scenes are able to be simulated by reflecting 
light transport through layered material. In this paper, we have proposed an 
advanced facial skin rendering as conveying actual Fresnel refractive indices 
derived from actually measured data on a real human face. The Fresnel index is 
contingent on the location on a face because facial tissue components are 
slightly different. To realize physically-based rendering, we have employed a 
hybrid shading technique that can be merged from both improved Oren-Nayar 
and layered Phong model. We have shown experimental results to verify the 
proposed method as well.  

1 Introduction 

Photo-realistic rendering has to take into consideration the amount of light transport 
passing through or being reflect as accurately as possible. In addition, light can be 
more scattered by being reflected, absorbed and refracted specially in layered 
materials. In recent years, physically-based rendering has increasingly drawn attention 
in game industry as the performance of GPU becomes powerful. A set of seamless 
scenes can be rendered through computing the amount of light transport through 
layered materials. However, material properties such as absorption coefficients, 
scattering coefficients and Fresnel refractive indices still tend to be approximately 
acquired. For instance, a fixed Fresnel refractive index for skin is used when 
synthesizing skin [1][2][3][4]. In real, the quantity of reflectance and refraction are 
dependent on the location on a face. Facial tissue consists of mainly three layers 
including epidermis, dermis and subcutis. Each layer contains various components 
such as melanin, hemoglobin and fibers etc. Hence the amount of the light slightly 
goes down naturally caused by thickness of a tissue as well as material components 
when a ray moves.  

Ding et al. [5] developed method of reflectance measurement to compute refractive 
indices of epidermis and dermis. However they investigated Fresnel data mostly 
sampled from abdomen regions in which only showed optical aspects not considering 
synthesizing skin. Petrov et al. [6] also presented computational platform to simulate 
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transmittance and reflectance spectra of human skin. The measurements were made 
from different locations of human hand including fingertip, finger, palm wrist and 
forearm. The experimental setup might be suitable only for the material that has a 
certain depth because laser beam pass through the material then light that penetrates 
the material could be measured.   

In this paper, an advanced facial skin rendering technique is proposed. Actual 
Fresnel refractive indices are derived from actually measured data on a real human 
face. The Fresnel refractive index is computed in considering the location on a face to 
deliver accurate amount of light. To simulate the proposed approach, we have used a 
hybrid shading model that merges improved Oren-Nayar into layered Phong model [7].  

2 The Proposed Approach  

2.1 Fresnel Measurement 

It is critical to acquire accurate Fresnel refractive index when computing the amount 
of light of materials being composed of several layers. The incoming rays go through 
layers as be absorbed, refracted or reflected. The property of material has to be taken 
into consideration to calculate exact the quantity of lights. Reflection and refraction of 
the light in general have to be considered when light comes through a layer of a 
refractive index n1 into a second layer with refractive index n2, The Fresnel equations 
defined as (1) calculate the amount of the light is reflected and is refracted.  

        θ 0 1 0 1 · ,              (1) 

where F0 is the reflectance at the normal incident, L is the light direction and H is the 
half vector between L and E (eye). 

By Schlick approximation, equation (1) can be rewritten as (2) 0 ,                              (2) 

where n is the refractive index. 
Spectrophotometry is to measure the amount of the reflection or transmission of a 

material using a function of wavelength. A spectrophotometer can be used by which 
intensity is derived from a function of the light source wavelength.  

In the proposed research, we have used CM-600d shown in Figure 1 that is a 
spectrophotometer. This model seems to be more compact and lightweight body while 
retaining the sophisticated functions of Konica Minolta’s than conventional models. 
The principle of CM-600d is to capture the amount of light using integral sphere. 

At first, we capture reflectance values from the various regions of a real human 
face. There are two modes representing SCI (specular light included) and SCE 
(specular excluded) respectively. The difference of reflectance between SCI and SCE 
represents the reflectance at normal direction. The refractive index given F0 can be 
solved using equation (2). The red dotted lines indicate reference materials while the 
blue lines display samples captured in Figure 1. The graphs on the top are from nose 
regions and the ones on the bottom show the reflectance around zygoma on a face. 
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Fig. 1. CM-600d and reflectance graphs 

2.2 Improved Oren-Nayar 

To simulate skin rendering, we have employed approximated Oren-Nayar model, In 
particular, slightly rough materials like skin, a diffuse term can be rather critical than 
the specular light. Oren-Nayar model is designed to simulate a diffuse reflectance 
model with a Lambertian surface. The method takes into consideration Lambertian 
diffuse reflection from all microfacets. To realize this, we have used Qualitative 
Model shown in equation (3) that can be suitable for real-time.  

 

· · ·                                                                                                                       · · · · M , ··                                                                                                                              ,                                             · · · · ·                
 (3) 

where α 0.65, β 0.1, γ 2, δ 2.22,  is shininess coefficient,  is diffuse 
albedo,  is incoming irradiance,  is light direction,  is surface normal and  
is eye direction.  

2.3 Layered Phong Model 

To render physically based materials, the amount of light through layer of materials 
has to be computed. When a light transmit into a layer the quantity of light can be 
reduced because of refraction and absorption. In real materials, it is not hard to find 
such layered materials. For instance, skin consists of three layers including dermis, 
epidermis and subcutis. If he or she wants to render these kinds of materials, then  
results are totally dependents on his or her experience. To overcome the limitations, 
light transport needs to be traced. 

Fundamental Phong model can be approximated with some parameters using 
equations (4) · · ,               (4) 
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where  is specular light,  is secular coefficient,  is diffuse light intensity,  
is diffuse coefficient,  is ambient light intensity,  is ambient coefficient, and  
is  shininess. 

We realize that skin consists of three layers. However, only Phong model cannot 
represent light propagation that navigates into three layers of the skin. Subsurface 
scattering that can be derived physically-based rendering needs to be considered. 
However computational time for sub-surface scattering is very high. Hence we come 
to the method that skin rendering can be realized by real measured Fresnel index that 
takes into account dual layer. We have realized dual-layered Phong model, which 
simulates far better appearance than a single-layered rendering. To implement this, we 
introduce Fresnel in the bottom layer as equation (5). 

             1, 2 1 1 1 ,          (5) 

where F(n) is the Fresnel equation, n1 is the refractive index of the top layer and n2 
is the refractive index of the bottom layer. Fb(n1, n2) is the reflectance of the bottom 
layer and the Fresnel term. Thus, the specular intensity from the bottom layer  can be 
derived with equation (6)  

             I · F 1, 2 0,1 · ,             (6) 

where  is modified absorption coefficient associated with a combination of the 
original coefficient and thickness.  is image-based specular light. The diffuse term 
is defined as equation (7)  

             · 1 1, 2 0,1 2 · ,     (7) 

where  is image-based diffuse light. 

3 Results and Discussion 

We have carried out experiments under Intel Core (TM) i5 CPU 750@2.67GHz, 
4.00GB, NVIDIA GeoFore GTS 250 (VGA) with Windows 7 To verify the proposed 
methods, The proposed methods have been realized using Microsoft MFC and 
OpenGL API and CG. The first experiment is about calculation of Fresnel refraction 
index. Know reflection at normal direction, we solve refractive index. Secondly, we 
have shown rendering results using improved Oren-Nayar and Phong-Layered 
shading method (IONPL). 

3.1 Fresnel Refraction Index 

We have obtained reflectance values from the regions of a real human face. As shown 
in Figure 2, 20 regions on a real face have been captured at first. Color system 
L*a*b* is used. L* indicates reflectance while other two components mean color 
components. The horizontal axis displays the region index on a face. The vertical axis 
indicates measured values. 
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The refractive index known F0 can be solved using equation (2). In Table 1, FL* is 
reflectance at normal direction using L* while FY is acquired from Y reflectance. Then 
nL* refractive index with L* and nY refractive index with Y can be solved as well. 
Interestingly zygoma and forehead show high refractive index values, which implies 
that lights are found to be rather refracted than other regions. Moreover, around the nose 
region shown the lowest refractive index since the tissue of nose seems thin meaning 
that the light pass through tissue layers of nose without heavily refractive light. 
 

 

Fig. 2. The graph showing L*a*b* 

In general, the refractive index of skin is known to be 1.3 [2][7]. However, in our 
experiments, we have found the refractive index is contingent on the regions on a 
face. Mostly they are smaller than 1.3. 

Table 1. Refractive index 

Data  FL* FY nL* nY 

Hand 0.0007 0.0008 1.0544 1.0582 

Palm 0.0048 0.0063 1.1489 1.1724 

Wrist 0.0044 0.0052 1.1421 1.1554 

Cheek 0.0039 0.0039 1.1332 1.1332 

Chin 0.0035 0.0034 1.1258 1.1238 

Nose 0.0000 0.0000 1.0000 1.0000 

Forehead1 0.0033 0.0032 1.1219 1.1199 

Forehead2 0.0049 0.0050 1.1505 1.1522 

Zygoma1 0.0049 0.0048 1.1505 1.1489 

Zygoma2 0.0049 0.0043 1.1505 1.1404 
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3.2 Rendering Results 

To simulate the proposed method, we have employed improved Oren-Nayar and 
Phong-Layered shading method (IONPL). In principle, we have merged three 
methods to reflect light transport with Fresnel coefficients acquired from various 
regions on a real face shown in Figure 3. Fresnel has been calculated from actually 
measured reflectance. Most researches seem to simply use approximation of Fresnel 
refractive n = 1.3000. We also show numerous shading results with various Fresnel 
coefficients that reflect different amount of light in Figure 4.  

 

 

Fig. 3. Facial skin rendering using IONPL with actual Fresnel coefficients measured from 
various locations of the real face 

4 Concluding Remarks 

Seamless scenes both in film and game industry are enough to draw human’s interest 
by computing the amount of light transport through layered materials. However, 
Fresnel refractive indices of real materials still have limitation since approximately 
measured or guessed rough ones used. Hence the amount of the light should  
be computed by conveying thickness of a tissue on a real face as well as material 
components when a ray moves. Actual Fresnel refractive indices are derived  
from actually measured data on a real human face. The Fresnel refractive index is 
gained as taking into consideration the location on a face to deliver accurate amount 
of light.  
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Fig. 4. Facial skin renderings simulated using IONPL reflecting various Fresnel coefficients 
showing different amount of light 
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Abstract. Recently, there is an increasing interest in and research on human 
engineering and emotion engineering. As a basic research on biofeedback inter-
face technology, the development of a system for processing and modeling 
complex biomedical signals is very important, and these technologies will even-
tually offer a pleasant life environment, so the human-centered system based on 
biomedical signal analysis is the keyword of the future technology. In this 
study, a biofeedback interface was designed to analyze biomedical signals 
(EEG, ECG) to recognize the user concentration and emotion state as well as 
effectively assessing the user intention. Compared with the existing interface 
technique using single biomedical signals, the proposed technology can analyze 
complex biomedical signals to make it easy to assess the user state and intention 
and enhance the utilization thereof. 

Keywords: EEG, ECG, BIOFEEDBACK, INTERFACE. 

1 Introduction 

Research on human biomedical signals is the main area of not only medicine, biology 
and physics, but also of other fields, and diverse biomedical signal gauges and 
processing methods are being studied.  

In line with the development of next-generation IT convergence technology, the 
user emotion state and biomedical signal-based service is increasingly becoming im-
portant, so it is an emotion engineering success strategy to determine the user's bio-
medical signals according to emotion. In South Korea as well, there is an increasing 
interest in and research on human engineering and emotion engineering [1][2].  

In this era of exploding information, it is more important to know how to deliver 
information than how to create information, and this eventually will lead to an inter-
face problem. In line with the increasing necessity for the development of technology 
that supports human-centered interfaces and system paradigm shifts, interfaces are an 
effective means to bridge the gap between technology and users [3].  

Biomedical signal-based biofeedback interface technology refers to the technology 
to use artificial biomedical signals such as ECG and EEG to enable an effective inte-
raction between computers and humans in the virtual reality and real sense field. 
Biomedical signal-based biofeedback interface technologies are being studied at home 
and abroad, but effective practical technologies have yet to be unveiled [4][5].  
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It is very important to develop the system designed for processing and modeling 
the complex biomedical signals as a basic research on biofeedback interface technol-
ogy, and these technologies will eventually offer a pleasant life environment, and thus 
the human-centered system based on biomedical signal analysis will be the keyword 
of the future technology [6].  

This study aims to analyze biomedical signals (EEG, ECG) and design the bio-
feedback interface enabling the recognition of the user's concentration level and emo-
tion state. To that end, Chapter 2 discusses studies on biomedical signals and biofeed-
back, Chapter 3 explains the proposed biofeedback interface, and Chapter 4 discusses 
the conclusion and future research. 

2 Related Studies 

2.1 ELECTROENCEPHALOGRAPHY (EEG) 

Human brain cells create particular-shaped regular electric shocks, and these are re-
ferred to as brainwaves. In 1929, for the first time in the world, German psychiatrist 
Hans Berger inserted two platinum electrodes into the skin beneath the skull of a pa-
tient with head injuries, and recorded brainwaves, which were referred to as EEG. 
EEG was initially studied for medical purposes, and efforts are being made to use 
brainwaves to analyze brain functions and their relevancy to physiological phenome-
na occurring in the brain, and diagnostic research using this is being made. EEG is 
being used in a wide range of fields including medicine, military, education, and daily 
life [7].  
 

 

Fig. 1. Brainwave Forms 

2.2 ELCTROCARDIOGRATHY (ECG) 

ECG refers to the recording of electrical changes occurring in the cardiac muscle 
during the cardiac cycle. ECG is expressed in terms of atrial systole situation (P) and 
ventricular systole situation (QRST) graphs, and ECG is widely used in heart diag-
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noses because cardiac disorders, if any, will cause a change in waveforms. ECG does 
not necessarily reveal all cardiac disorders, but instead is useful in diagnosing angina, 
ventricular hypertrophy, myocarditis, ischemic heart disease and arrhythmia [8]. 

 

 

Fig. 2. ECG Waveform 

2.3 Biofeedback 

Biofeedback uses the biological feedback principle, and its principle and method 
come from biology. Biological feedback action refers to the action by which when a 
certain material exists profusely in the body, it will be stimulated, thereby automati-
cally reducing its secretion, while a material, if lacking, will secrete much, thereby 
maintaining the body's homeostasis.  

The main therapy is to attach a sensor to the patient's particular area to visually and 
auditorily know the body's biomedical signals (muscular tension level, brainwaves, 
heart rate, skin resistance, temperature, blood pressure) via a computer so as to train 
himself/herself to adjust to the desired state. 

2.4 K-NN 

k-NN is the simple and robust classifier. The classifier works by comparing a new 
sample (testing data) with the baseline data (training data). The classifier finds the k 
neighborhood in the training data and assign class which appear more frequently in 
the neighborhood of k. The value of k needs to be varied in order to find the match 
class between training and testing data. The default value of k is 1. The default neigh-
borhood setting is Euclidean and nearest. The Euclidean distance is used to find the 
object similarity in the k neighborhood as shown in [9]. 
 d , ∑                             (1) 
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2.5  Support Vector Machine 

Support Vector Machine (SVM) is based on statistical learning theory and used for 
learning classification and regression rules from data. Unlike other predictive models, 
SVM attempts to minimize the upper bound on the generalization error based on the 
principle of structural risk minimization (SRM), rather than minimizing the training 
error. This approach has been found to be superior to the empirical risk minimization 
(ERM) principle employed in Artificial Neural Networks. In addition, the SRM ap-
proach incorporates capacity control that prevents overfitting of the input data. The 
SVM has a sound orientation towards real-world applications like neuroscience [10]. 

The SVM technique can be used when there are few samples relative to the number 
of variables, which is also called the small n large p problem. In decision pattern clas-
sification, we have faced this problem because of high dimensionality of input data 
and features. This is one of the most important reasons why we have selected SVM 
over other predictive models such as k-Nearest Neighbor or Artificial Neural Network 
models. Moreover, SVM is computationally efficient in terms of speed and complexi-
ty. Furthermore, SVM has good generalization performance meaning that it performs 
very well with EEG data [11]. 

3 Design OG Biofeedback Interface 

3.1 Biofeedback Signal Context Manager Module 

Figure 3 shows a context manager structure designed to acquire, measure and store 
biomedical signals. The Context Manager receives contexts from the sensor device to 
analyze their patterns and process contexts in two steps. 
 

 

Fig. 3. Context Manager Module 

First, the Context Manager standardizes contexts ranging from 0.1 to 0.9 from the 
Collector, and inputs these standardized contents into the prediction module.  
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Next, the Context Manger stores all contexts in the database to create related rules. 
The contexts are stored in files to enable an easy application of components, and these 
created files can be applied to modules that use pattern recognition algorithms. 

3.2 EEG Analysis Module 

Brain waveforms consist of various sine waves and cosine waves that have different 
amplitudes and frequencies, and the analysis uses the FFT (Fast Fourier Transform 
analysis) that can divide waveforms into numerous waves according to the theory of 
French mathematician Fourier from the 19th century that can divide waveforms  
into each sine wave or consine wave. Mathematical processing course is shown in 
Expression 1.  

 

                                                         2  

        1 /                                                           3  

 
In Expression (2), if an absolute value is taken by both sides of the Expression and is 
squared, and if is taken and added up, then Expression 3 is determined. The sum of 
the squaring of circle signals plus the sum of the squaring of signals undergoing FFT 
become total power. The power spectrum of total signal power value is defined as 
Expression (4) using the Parseval theorem that makes it all equal in the time and 
space or in the frequency space. 

 

           | |  1 | |                             4  

 
Specifically, the power spectrum, determined by the FFT analysis, transforms the 
time series signals into the frequency area, and again sorts them out according to the 
brainwave wavelength range and transforms them into numbers. 

                                  P 0 1 | |                                   P 1 | | | | 1, 2,Λ, 2 1  P 1 ⁄                                                                5  

Transform time series signals - that change according to time - into the frequency 
area, and then judge the signal patterns according to the changing frequency. Using 
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this analysis, data should be classified by frequency feature, and the classified fre-
quency features' density and distribution are determined.  

As in the following Expression, the concentration indicator is calculated in terms 
of the ratio of SMR and M-Beta power to Theta power.  

 
Concentration indicator =  

Power Ratio of ( SMR + M-Beta) / Theta 
 

3.3 ECG Analysis Module (Feature Point Extraction) 

ECG creates P, QRS and T waves once whenever the heart circulates one round, and 
takes similar, continual waveforms periodically. Thus, using this cycle, each wave-
form is distinguished and analyzed.  

R WAVE 
Normal ECG waveforms generally have an R-R interval of 0.6 ~ 1 second. In the case 
of normal ECG, the R wave summit has the highest voltage value in an ECG wave-
form. At the cycle of 0.8 second, the maximum value should be evaluated, and the 
average value of each sample should be set as the baseline. 

If the heart cycle is irregular, points other than the R wave summit may be ex-
pressed as the R wave summit from time to time, and to prevent this from happening, 
those points not exceeding the baseline should be discarded, and the remaining points 
should be selected as the R wave summit. 

 

 

Fig. 4. Establishment of Initial Baseline 

Q Wave and S Wave 
Q wave and S wave are located on the left and right sides of R wave, respectively, and 
the summits of Q wave and S wave take the downward curve. Thus, based on the 
determined R wave summit, Q wave summit and S wave summit can be determined 
by finding out the lowest voltage points on the right and left sides of the R wave 
summit. The starting point is the point that meets the baseline on the left of Q wave 
summit, and S wave end point is the point that meets the baseline on the right side of 
the determined S wave summit. There can be no Q wave and S wave depending on 
signals, and in this case, it is assumed that there is only R wave, and thus the two 
points where R wave meets the baseline are determined as the QRS group's starting 
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point and end point, respectively. If Q wave and S wave are determined, the distance 
between the Q wave starting point and the S wave end point can be evaluated, and this 
distance will be the QRS interval. Generally, if the QRS interval is over 0.12 second, 
it is regarded as abnormal, and is referred to as Right Bundle Branch Block (RBBB) 
or Left Bundle Branch Block (LBBB).  

P Wave and T Wave 
P wave and T wave are located on the left and right sides of the QRS group, respec-
tively. P wave is a curve with its summit heading upwards, and the point with the 
largest voltage value on the left side of the QRS group starting point is the P wave 
summit. P wave starting point and end point are the points that meet the baseline on 
the left and right sides of P wave summit, respectively, because P wave summit is S-T 
junction's end point, which stays on the baseline. T wave is a curve with the normal 
waveform summit heading upwards, while LBBB takes a curve with the summit 
going downwards. Thus, T wave summit is determined by evaluating the maximum 
value and minimum value on the right side of the QRS group, and selecting the value 
with greater difference from the baseball of them. P wave starting point and T wave 
end point can be determined by finding the two points that meet the baseline on the 
left and right sides of the determined summit, respectively. If P wave and T wave are 
determined, the P-R interval can be evaluated by the distance between P wave starting 
point and QRS group starting point, and the Q-T interval, by the distance between 
QRS group starting point and T wave end point.  

 

 

Fig. 5. Waveform AAV (Absolute Amplitude Value) 

Specifically, the power spectrum, determined by the FFT analysis, transforms the 
time series signals into the frequency area, and again sorts them out according to the 
brainwave wavelength range and transforms them into numbers.  

3.4 Combined EEG/ECG Biomedical Signal Analysis Module 

Two types of biomedical signals should be simultaneously stored and analyzed to 
design the system to enable the user to repeat input feedback via the feedback module. 



638 G. Hwang et al. 

 

 

Fig. 6. Stress/Emotion Recognition System 

─  Data Selector is a preparation stage for emotion recognition experiment, and is 
used to experiment with biomedical signals of stress, nervous and relaxed situa-
tions. Data Manager normalizes biomedical signal data, evaluates particular points 
by normalized data, and stores evaluated particular point values in the database. 
The user is allowed to select his/her actual feeling and then go to the next learning 
stage along with the resultant feedback data. 

 

─ - Emotion Learner is responsible for learning, and learning consists of two stages. 
First, of particular point values stored in the database, emotion obtained from ECG 
data and user's feedback should be learned, and then EEG/ECG data and the user's 
feedback emotion should be learned together. The algorithm for use in learning is 
determined by selecting the representative algorithm of Supervised and Unsuper-
vised learning algorithms. 

 

─  Emotion Predictor retrieves data except data used in the learning stage, undergoes 
data normalization by Data Manager as with the learning stage, determines particu-
lar point values, and stores them in the database. Of the particular point values 
stored in the database, only ECG data should be applied to mechanical learning al-
gorithm, and EEG and ECG data together should be applied to SVM and K-NN. 

3.5  Biofeedback Interface Class Tree Map 

The main class EmotionRecongnitionFrame is located at the top, and below it are 
located Dialog and ControlPanel classes. Placed under the EmotionRecognitionCon-
trolPanel classed are the LoginPanel class for login, LearningPanel class for learning 
pages, DBManager class for managing database, Prediction Panel class for predicting 
emotion and stress, ImagePanel class for screens and UI, and AnalysisPanel class for 
analysis. 
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Fig. 7. Class Tree Map 

3.6 Map Design of Content 

Arbitrary contents were designed to use the interface. Each object requires a physical 
engine and a rendering unit, and the physical engine calculates physical attributes and 
the rendering unit implements 2-dimensional and 3-dimensional screens. There is an 
exclusive thread for handling networks, which exchanges data with the computer. 
 

 

Fig. 8. Content Design Structure 

4 Conclusion 

This study designed a biofeedback interface system to analyze EEG and ECG, assess 
the user's concentration and emotion state, use the result, and effectively reflect the 
user's intention.  
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Compared with the interface technique using single biomedical signals, the pro-
posed interface system can analyze complex biomedical signals to better assess the 
user's state and intention and to improve the utilization of the system.  

Biofeedback interface technology can be linked with the sophisticated HCI tech-
nology to contribute to the development of the SW industry, to scientifically analyze 
humans' five senses and motions and structure the data, enabling a scientifical analy-
sis of human life, quantifying the results to create the foundations for the development 
of diverse human-centered technologies.  

To evaluate the proposed system performance, the future research should compare 
and analyze the implementation of other biofeedback interface techniques. 
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Abstract. In this paper, we proposed Reduced Whole Acknowledgement 
(RWA) method which was based on Multiple Acknowledgement (MA) [1] me-
thod and proposed by Smart Block Medium Access Control (SBMAC) [2]. The 
proposed method can reply the information of transmission error states of all 
Senders within smaller storage space. Especially, the number of transmission 
and the frame length was minimized to reduce transmission error. The perfor-
mance of the proposed method and conventional methods such as Normal Mul-
tiple Acknowledgement (NMA) and Selective Multiple Acknowledgement 
(SMA) method [3]  was calculated and compared with each other. The calcula-
tion results showed the best performance in case of the proposed method . 

Keywords: SBMAC, RWA, SMA, NMA, MA, Underwater MAC. 

1 Introduction 

Recently, reliable communications in an extreme condition, such as underwater envi-
ronment, have been studied consistently[4,5]. Research on modem as transmission 
device has been successed after several years and underwater Medium Access Control 
(MAC), efficient error recovering and re-transmission techniques have been drawing 
much interests[5,6]. Especially, the authors have been trying to reduce transmission 
numbers and frame sizes by enhancing conventional method such as Automatic Re-
peat-reQuest (ARQ)[7~11] and Block Acknowledgement (BA) [10,12]. Our  re-
search works is an another results of best performance and efficiency on the line of 
those trial.  

A few knowledge is required to understand RWA and SMA. 
1) We have to understand that it is possible to use various transmission and error 

recovering methods  in SBMAC system, which is developed for underwater  
network. 2) The theme of this paper is about error detection and re-transmission me-
chanism. We used MA concept, which is able to reduce the number of transmissions 
significantly by broadcasting via kinds of feedback way. The transmitted information 
contains Acknowledgement (Ack) information about transmitted sensor nodes. Espe-
cially, this paper proposed RWA method by enhancing conventional NMA and SMA 
method. 3) The core contents of the paper is the changed frame structure, which has 
significantly reduced RWA frame size and improved transmission efficiency[3,4]. 
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In Chapter 2, MA method is explained. In Chapter 3, the proposed method is com-
pared with conventional SMA method to explain mathematical model and perfor-
mance evaluation. Conclusion is in Chapter 4. 

2 MA 

MA method is to transmit Ack to many objects simultaneously [1].  In unit cluster, 
Cluster Head(master, coordinator) conducts Broadcasting  of Ack information of 
data transmitted from many receivers from Super-frame(round) within Beacon signal, 
which is a control frame transmitted at periodically transmitting Beacon interval. 
Figure 1 shows an example of Normal ARQ and Multiple Ack method in case of Mul-
tiple Access. S1~S3 is senders and sensor nodes. CH is a cluster header and a receiv-
er. In case of MA, frame including control frames is transmitted 4 times (Beacon 1 + 
data 3) within super-frame. On the other hand, ARQ transmitted 7 times (Beacon 1 + 
data 3 + Ack 3). In Figure 1, MA and ARQ is compared with each other. Ack trans-
mitting time and Guard time for Acks transmission were reduced. Red dotted line of 
Figure 1 shows the possible energy reduction sections. With MA method, the total 
number of frame transmission, transmission time and Guard time is reduced. The 
reduced Duty cycle, which was resulted from the increased possible energy reduction 
section, contributes to the increased Network lifetime. In addition, It removes the 
network complexity  so it is a efficient method in case of poor condition such as 
underwater environment [1,3]. 
 

 

                 A                               B                

Fig. 1. An example of Super Frame; A,  ARQ; B, MA 
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3 Proposed RWA Mechanism 

3.1 SMA and RWA 

The difference between RWA and SMA is whether it contains partial information or 
total information. SMA selectively reply Ack or Nack information, and RWA con-
ducts node numbering and transmit 0 in case of Ack and 1 in case of Nack in a se-
quential way in 1 bit. Figure 2 shows frame format and their differences. 

Fig. 2. Beacon frame format with Acks; A, SMA; B, RWA. 

A 

B 

Fig. 2. Frame Format of SMA and RWA 

For example, #2 and #8 node is failed to be transmitted, the following picture’s in-
formation is stored respectively. If Ack/Nack is not very small such as 0~2, RWA can 
more reduce the frame size. With RWA, Ack type, which is needed in SMA,  
is not necessary. Since it has all the information of Ack/Nack, it is not necessary to 
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classify types. Length is stored in 6 bit information and it is used for the efficient 
transmission. Figure 2-B shows Beacon frame format containing RWA. Green co-
lored part is different part with SMA and Ack/Nack information is stored as 1 bit per 
node. 

 

  

 

 

Fig. 3. Example of Ack fields 

3.2 Mathematical Model 

3.2.1. Analytical Formula of SMA/RWA Scheme 
Variables for deduction of the formulas are listed in Table . 

Table 1. Variables 

Notation Definition 
C Network Bandwidth 
R Data Rate 
N Number of  Nodes 
data Data Frame with control information 
int() Function of integer 
ACK ACK Frame 
Ltotal Length of total frame  
Lpayload Length of MSDU( Payload) 
Lcontrol Length of control 
Lack Length of ACK 

Σ Lack Total length of ACK on link 

Len() Function of frame length 
Ldata Length of data  
BEACON Periodic Broadcasting Frame 

 
Channel usability can be expressed as R/C - Frame transmission rate over the total 

bandwidth. The efficiency of the channel being used means the rate of data length 

over the total transmitted frame. This can be expressed by . 

The length of the total transmitted frame is the payload length plus the control infor-
mation length. The equations defined in this paper are derived from reference[3]. 

Whole Ack 
RWA 0100000100 Total 12 bits 

Len 
10 

SMA 
Type 

00000010 0001000 01 
#2NodeID #8NodeID 

Total 18 bits 
Len 

000010 
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NMA, SMA, RWA Ack part frame format, which are defined above, can be ex-
pressed as follows.   ∗   

 (3.1) 

    ∗  2   
(3.2) 

    1  ∗   

 (3.3)  

 

The data frame lengths of NMA, SMA and RWA are the same. This means 

that channel efficiency is derived from the difference of the Ack methods and 

control frame length. The number of transmissions of the Ack Frame and 

Control Frame and the total length of messages are explained. The number of 

data transmissions is 100. All MA does not need to transmit additional control 

frames. This efficiency improvement is the consequence of the minimization 

of information inside Ack and Data.  There is no transmission number for 

Ack in the cases of NMA, SMA and RWA since all ACK information is 

transmitted with BEACON. Additionally, the sum of the ACK length is less 

than that in the other three methods. Equations 3.5-3.7 are for NMA, SMA 

and RWA, respectively:  . 0 

 (3.4)  

 

. . .  

(3.5)  

. . .  

(3.6)  
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. _ . .  

(3.7)  

3.2.2 Numerical Result 
Numerical simulation results using Matlab is shown in Figure 4. 
 
 
 

 

A 
 

 

 

 

 

 

 

 

B 

Fig. 4. Frame Length, A, data frame length; B, total frame length; C, Ack frame(Beacon) length 
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C 

Fig. 4 (Continued) 

Based on the comparative analysis of ARQ, BA, NMA, SMA and RWA, it is veri-
fied that the Ack transmission length is increased as the number of nodes increase. In 
this case, the efficiency of RWA increased significantly and the overall performance 
also increased. 

4 Conclusion 

In  this paper, Reduced Whole Acknowledgement method was proposed for under-
water communications. With the proposed method, the information of whether the 
transmission was succeeded or not of all sending Senders can be replied within mini-
mum space. In addition,  the method minimize frame length as well as the number of 
transmission which is necessary for minimization of transmission failure in an ex-
treme condition such as underwater environment. Performance of the proposed RWA 
method and conventional methods, such as NMA, SMA, was compared. The compar-
ison results showed that the proposed method can transmit Ack information mini-
mized especially in case that the number of nodes increased. 
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Abstract. Many steganography schemes were invented for the purpose of safe 
communication. Such previous schemes often show good and reasonable 
performance, however, few have been based on paletted images; it is not easy to 
invent good steganographic schemes with little evidence of data hiding. In this 
paper, we propose new hiding schemes (r, N, k) based on binary images. The 
proposed  hiding scheme (r, N, k) applied to paletted images using the Optimal 
Parity Assignment (OPA) approach. Experimental results show that the 
proposed palette-scheme (3,18,9) exhibits good performance compared to that 
of previous schemes. 

Keywords: data hiding, paletted image, Z2-modules, r-weak base, optimal 
parity assignment. 

1 Introduction 

For secret data transmission over the internet, digital images are used for carriers to 
conceal a message. The most challenging problem is how to hide secret data into 
images with a high ratio of secret data and a low distortion of stego-images. In block-
wise approaches for data hiding scheme, a given image should be divided into disjoint 
blocks with the same size  to hide secret data in each block. A hiding scheme is good 
if a large amount of data can be embedded in each block while only a small number of 
pixels are changed. Bierbrauer and Fridrich [1] proposed a steganography scheme 
using the block-wise direct sum of code factorizations. A more general problem is to 
use the known families of good Z4-linear codes for the construction of covering codes 
and covering functions. Tseng and Pan [8] proposed a data hiding scheme based on 
binary images using a block-wise technique. This scheme's basic ideas are: (i) to use a 
different binary operator XOR to protect the secret key from being compromised, and 

                                                           
* Corresponding author. 
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(ii) to use a weight matrix to increase the data hiding rate while maintaining high 
quality in the host image.    

In EZ Stego [2], the palette is first sorted by luminance. In the reordered palette, 
neighboring palette entries are typically near to each other in the color space, as well. 
EZ Stego embeds the message in a binary form into the LSB of randomly chosen 
pointers to the palette colors. For the cases of paletted images, Fridrich [3] has 
proposed to hide message bits into the parity bits of closest colors in the palette. Huy 
and Nguyen[4] proposed a data hiding scheme using a block-wise technique. The 
principal of the scheme is similar to [8]. Since the number of colors in paletted images 
is generally small, to prevent steganalysis, as shown in [6,7] if the ratio of pixels 
changed to total pixels in each block in a given image is not larger than about 1/5 (the 
smaller the better), it is possible to obtain a good hiding scheme for protecting against 
revelations of the existence of hidden data by steganalysis. Zhang et al.[9] proposes a 
novel multibit assignment steganography for palette images, in which each gregarious 
color that possesses close neighboring colors in the palette is exploited to represent 
several secret bits. For any pixel with a gregarious color, a data-hider can always find 
a suitable neighbor to the original color that corresponds to a prefix of secret bit-
sequence and then replaces the original color with the neighboring color. 

In this paper, we define a notion of r-weak bases of modules over the field Z2 and 
propose data hiding schemes to hide secret data in palette images by using r-weak 
bases for r small, r = 2, 3. For our proposed schemes (r, N, k), one can change at most 
r pixels to hide k secret bits in each block of N pixels of paletted  images. 

The remainder of this paper is organized as follows. Section 2 introduces r-hiding 
schemes based on r-weak bases of modules over the field Z2 for data hiding which are 
extended from [4]. In section 3, we propose a way to obtain new high-quality hiding 
schemes for paletted images by combining the previous schemes for binary images 
with an Optimal Parity Assignment (OPA) approach. The experimental results are 
presented in section 4. Section 5 summarizes our findings and suggests future 
research directions. 

2 Application of Z2-Module in Data Hiding 

Recall that each (right) module M over the field Z2 is an additive abelian group M 
with zero 0 together with a scalar multiplication “.” to assign each couple (d, k) in 
M×Z2 to an element d.k in M. Let Z2={0,1}. The following notion will be used for the 
data hiding scheme: 

 P1)  d.0 = 0; d.1=d 
 P2)  c+d = c+d for all c,d in M  {commutative property for + on M} 
 P3)  d.(k+l) = d.k + d.l for all d in M, k,l in Z2 {distributive law} 
 P4) The addition + on Z2 and on M are commutative and associative law 

For binary images, the addition "+" in Z2 can be seen as the operation ⊕ (exclusive –
OR) on bits, and Vk=Z2 × Z2×..× Z2 is the k-fold Cartesian product of Z2 which can be 
seen as a (right) Z2-module, each element x=(x1,x2,..,xk) in Vk can be presented as a k-
bit stream x=x1x2..xk, with operations defined by: 

 D1) For any x=x1x2..xk, y=y1..yk in M, k in Z2, x+y = z1z2..zk where zi=xi +yi= xi ⊕ yi,  
            i=1,..,n (compute by bitwise XOR). 
 D2) x.k= z1z2..zn where zi=xi.k  (= xi AND k).  
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Definition 2.1. Let U be a subset of a Z2-module M, 0 ∉ U. We call U  
i) An r-base of M if any element in M-{0} can be presented as a linear 

combination (or, equivalently, a sum by XOR operation) of at most r elements in U. 
ii) An r-weak base of M if almost elements in M-{0} can be presented as a linear 

combination (or a sum by XOR operation) of at most r elements in U. The remaining 
elements in M-{0} can be presented as a linear combination of r+1 elements in U and 
the number of these elements is not larger than |U|.  

 
Remark 2.1 On average, with an r-weak base U, we can consider that any element in 
M-{0} can be presented as a linear combination of at most r elements in U. 

 
Set CG= Z2 ={0,1} is the set of two colors in each binary image. We define the 
function Next: Z2 → Z2 by 

 (2.1)  Next(c)= 1-c, (also c⊕1), for all c in Z2  
 and changing a color c means that c is replaced by c’=Next(c). 
     Given a set F={f1,f2,..,fN} of N pixels in a binary image G, an r-weak base U 

of the Z2-module M = Vk = Z2 × Z2×..× Z2 the k-fold Cartesian product of Z2 as above, 
N ≥|U|, we define a weight function as a surjective mapping: 

  (2.2) h: {1,2,..,N} → U  for which, each fi in F, w=h(i) is called the weight of fi.    
     Given a binary image G which is split into separated blocks of the same size 

N (pixels), with an r-weak base U of at most N elements of Vk the k-fold Cartesian 

product of Z2  as above, a secret set K={ki ∈ Z2:  1 ≤ i ≤ N} of N  key bits ki , and a 
weight function h: {1,2,..,N} → U,  we can hide a k secret bit stream b= b1b2..bk as an 
element of Vk in any block F of G by changing color of at most r pixels.  

2.1 Algorithm: Hiding the Secret Item b into F 

The inputs to our scheme and notation are: 

 F: a host bitmap, which is to be modified to embded data. (We will partition F into 
blocks of size m×n. For simplicity, we assume that the size of F is multiple of 
m×n.)  

 K: a secret key shared by the sender and the receiver. It is a randomly selected 
bitmap of size m×n (to be stated later). 

 W: a secret weight matrix shared by the sender and the receiver. It is an integer 
matrix of size m×n whose content satisfies some requirements (to be stated later). 

 r: the number of bits to be embedded in each m×n block of F. The value of r 
satisfies 2r-1≤ mn. 

 b: 5-bit binary number in scheme (2,8,5),  and 9-bit binary number in (3,18,9).  

 h(•) : h is a function and return a weighted value of F, i.e., h(i) = [W]i. 

 t: elements of [(F⊕K)]i. 
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 f: elements of [F]i. 

 k: elements of [K]i. 

 
Step 1: Compute  T = F ⊕ K={t1,..,tN} where ti=fi⊕ki, ti,fi,ki as elements in Z2, i=1,..,N. 
Step 2: Compute s = 1≤ i ≤N h(i).ti in the Z2 –module M. 
Step 3: Case s = b: keep F intact; 

      Case s ≠b:  
  3.1) take x = b⊕s, i.e., (x ≠ 0),  
  3.2) Find l indexes from W with the smallest number, i.e., i= ([W]i = x), where l ≤ 

r+1 and i is index (since U is an r-weak base of Vk). The x can be presented as a linear 
combination (or a XOR sum) of l elements in U: x= h(i1)⊕ h(i2) ⊕..⊕h(il). 

  3.3) Change the colors fi  into fi
’ = Next(fi)=fi⊕1 for all i = i1,i2,…,il. 

Step 4: Exit 

2.2 Algorithm: Extracting the Secret Item b from F 

Step 1: Compute  T = F ⊕ K={t1,..,tN} where ti=fi⊕ki, ti,fi,ki as elements in Z2, i=1,..,N. 
Step 2: Compute s = 1≤ i ≤N h(i).ti in the Z2 –module M. 
Step 3: Return(s); {s : secret values }. 

 
Correctness of the Method. By using commutative and associative laws of the 
addition + on Vk and on Z2, by the distributive law (P3) we deduce the following fact: 
P5) In the Z2 –module M,  the sum s = 1≤ i ≤ N h(i).ti after changing color of l pixels fi, 
i=i1,i2,..,il is changed into the new sum s’=s + 1≤ j ≤ l h(ij).    

Indeed, after changing the color of pixels fi, i=i1,i2,..,il we have l new colors 
fi’=fi⊕1=fi+1, i=i1,i2,..,il and f’i=fi for all i≠ i1,i2,..,il. Hence, we have the new sum on 
new block F after changing colors of pixels:  

 s’=1≤ i ≤N h(i).ti
’
 where ti’=ki⊕(fi⊕1)= (ki⊕fi)⊕1=ti ⊕1 for all i = i1,i2,…,il and 

ti’=ti for all i≠ i1,i2,..,il. Therefore s’=1≤ i ≤N h(i).ti + 1≤ j ≤f h(ij)=s+1≤ j ≤l h(ij). 
   Since h is surjective and U is an r-weak base, in step 3.3) in the hiding phase we 

always find successful l elements as claimed. Using the above fact P5, in step 3.2) we 
deduce b⊕s = x = 1≤ j ≤l h(ij) and therefore  

                             b = s ⊕ x = s+ 1≤ j ≤lh(ij).  
Hence after step 3.3) we can obtain the new sum s’=1≤ i ≤N h(i).ti

’ = s + 1≤ j ≤lh(ij) 
when taking sum on F'. This implies the following proposition:   

Proposition 2.1. The secret item b embedded in the stego-block F after changing 
colors of pixels in F by the algorithm 2.1 can be extracted exactly by using the 
algorithm 2.2. With r-weak bases of N elements of modules Vk=Z2

k over the field Z2, 

the schemes (r, N, k) permit us to hide in each palette image G of mN pixels by 
changing r pixels in each block of the stego-images.  

In our proposed schemes (r, N, k), it can be change at most (on average) r pixels to 
hide k secret bits in each block of N pixels of paletted images. Let us remark that the 
scheme (3,18,9) for binary images is fitted with secret data in bytes – hence it allows 
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the high quality of stego-images to be maintained. The scheme (3,18,9) also achieves 
a high standard of security when the ratio of changed pixels is not higher than 20%.  

 
Example 1: For the following scheme (2,8,5), in V5 whose elements are 5-bit strings, 
e.g.,00001,00010,..,11111 as binary number, we use the 2-weak base U = {1, 2, 3, 4, 
5, 8, 16, 31}. Denote 1 = w1, 2 = w2, 3 = w3,.., 31= w8. There are only three elements 
14,22,25 in V5 that cannot be presented by a sum of 2 elements in U, but they can be 
presented by a sum of 3 elements in V5 as follows:  

 
25 = w1 ⊕ w6 ⊕ w7= w2 ⊕ w4 ⊕ w8 = w3 ⊕ w5 ⊕ w8;  
22 = w1 ⊕ w6 ⊕ w8= w2 ⊕ w4 ⊕ w7 = w3 ⊕ w5 ⊕ w7;  

              14 = w1 ⊕ w7 ⊕ w8= w2 ⊕ w4 ⊕ w6 = w3 ⊕ w5 ⊕ w6; 
 

Since the number of these elements satisfies 3=|{f in M | f is not expressed as 
combination of 2 elements in U}| < |U|=8, the probability of appearance x=b⊕s in the 
set {14,22,25} is smaller than the other case, i.e., the value by a sum of two elements 
in U. That means that the number of cases where we need to change 3 pixels in all 
blocks F of the image G is smaller (on average) than the number of cases where we 
need to change 1 pixel in all blocks F of the image G. When algorithms 2.1 and 2.2 
are applied into the scheme (2,8,5), not more than two pixels are changed when 
concealing 5 bits in each block F of at least 8 pixels.  

     
Example 2: The elements of V9 is 9-bit strings which have values 0,1,..,511, i.e., V9 = 
{0, 1, 2, .. ,511}. A 3-weak base U ( = W) has the set of weights in V9, W = {w1, w2, 
..,w18}, as shown in the following table:   

w1 w2 w3 w4 w5 w6 w7 w8 w9 w10 w11 w12 w13 w14 w15 w16 w17 w18 

11 51 119 39 30 29 1 2 4 8 16 32 128 192 256 320 384 448 

 
There are 7 elements in V9 which cannot be presented by 3 elements in U. They 

are: 67, 180, 244, 308, 372, 436, 500. Each of them can be expressed as combinations 
of 4 elements in U: 

 
067 is a sum (XOR) of w1,w10,w13,w14 and 10 other combinations. 
180 is a sum (XOR) of w1, w3,w10,w14 and 4 other combinations.  
244 is a sum (XOR) of w1, w3,w10,w13 and 4 other combinations. 
308 is a sum (XOR) of w1, w3,w10,w16 and 4 other combinations. 
372 is a sum (XOR) of w1, w3,w10,w15 and 4 other combinations. 
436 is a sum (XOR) of w1, w3,w10,w18 and 4 other combinations. 
500 is a sum (XOR) of w1, w3,w10,w17 and 4 other combinations. 
 

Since 7=|{f in V9 | f is not expressed as a sum of 3 elements in U }| < |U|=18, we can 
use the scheme (3,18,9), in each block of 18 pixels of a binary image, we can hide 9 
bits by changing at most 3 pixels. 
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 1 0 1 1 1 0 
K= 0 0 0 1 0 1 
 1 1 0 1 0 1 

 
For details, suppose we have the key binary set K given as a matrix of size 3×6 as 

follows: and W is a matrix of weights selected from U with the same size 3×6 as 
follows: 

 39 30 119 2 4 448 
W= 128 11 8 51 320 29 
 16 32 192 384 1 256 

In this case, we can rewrite the mapping h:{(i,j): 1≤ i ≤3, 1≤ j≤6} → W by taking 
h(i,j)=wij for all (i,j), and all of the related properties remain true. Given a block F of 
pixels in a binary image as a binary matrix F=(fij)3×6 of the same size 3×6, such as 

 0 0 1 0 1 1 
F= 0 1 0 1 0 0 
 1 0 1 0 1 1 

For any 9-bit string, such as b = 155, with binary presentation b = 010011011, we 
can hide b in F by taking: 

 1 0 0 1 0 1 
T=F⊕K=  0 1 0 0 0 1 
 0 1 1 1 1 0 

And then compute   

            s = 1≤ i ≤3, 1≤ j≤6, h(i,j).ti,j= 1≤ i ≤3, 1≤ j≤6, wij.ti,j 

              = 39 ⊕2 ⊕448 ⊕11 ⊕ 29⊕ 32⊕192 ⊕384 ⊕ 1= 146.  

Since s≠b, we have x=b⊕s= 9 as the binary string 000001001. 

We find w23=8 and w35 satisfy x= w23 ⊕ w35. Hence, we need to change f23 = 0 to 1 
and f35 = 1 to 0, and the new stego-block F’ after hiding is given by 

 0 0 1 0 1 1 
 
F’= 

0 1 (1) 1 0 0 

 1 0 1 0 (0) 1 

In the extracting phase with F’ we take  

 1 0 0 1 0 1 
T’=F’⊕K=  0 1 1 0 0 1 
 0 1 1 1 0 0 

Then we obtain the sum  
s’=39 ⊕2 ⊕448 ⊕11 ⊕ 29⊕ 32⊕192 ⊕384 ⊕ 8= 155 = b as claimed.  
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3 A Hiding Scheme for Maintaining High Quality of Palette 
Images 

In this section, we propose a data hiding scheme based on palette images using the 
Optimal Parity Assignment (OPA) with algorithms 2.1, 2.2 and Example 2. Start with 
a given palette image G with the palette F={f1,..,ft}. Denote by Val(f) the parity value 
of any pixel of G, where the Val function Val: F → Z2 can be defined as a function in 
[5] together with a Next function Next: F → F. This satisfies the OPA condition for 
the palette F: 

(3.1) Next (f) = f’ is the nearest color of f in the palette F such that           
            Val(f’) = Val(f)⊕1.  

We can use this couple (Val, Next) to establish a good hiding scheme for the palette 
image G: In each block of 18 pixels of G we can hide 9 bits by changing, on average, 
at most 3 pixels. 

 
As in the previous scheme in Example 2,  

1. We take a key binary set K as a matrix of size 3×6 randomly, such as (as in 
Example 2):  

 1 0 1 1 1 0 
K= 0 0 0 1 0 1 
 1 1 0 1 0 1 

2. We choose a matrix of weights W with the same size 3×6 whose entries are filled 
with all elements of U, for example, W can be chosen as in Example 2: 

 39 30 119 2 4 448 
W= 128 11 8 51 320 29 
 16 32 192 384 1 256 

In this case, we can rewrite the mapping h:{(i,j): 1≤ i ≤3, 1≤ j≤6} → W by taking 
h(i,j)=wij for all (i,j). All of the related properties will also remain true. 

3.1 Algorithm for Hiding 9 Bits  

Given a block F of G as a matrix F=(fij)3×6 of the same size 3×6,  
For any 9-bit string, b = b9b8…b1 we can hide b in F by taking: 
 
Step 1: Take the binary matrix F*=Val(F)=(Val(fi,j)3×6  
                                     (The matrix F in Example 2). 
 

 0 0 1 0 1 1 
F*= 0 1 0 1 0 0 
 1 0 1 0 1 1 

 
Step 2: Compute T=F*⊕K;  
 
Step 3: Compute s = 1≤ i ≤3, 1≤ j≤6, wij.ti,j, then compare s with b: 
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        3.1) case s = b: F is kept intact. (F is considered a successful stego-image 
with b hidden in).   

        3.2) case s ≠ b:  
          - take x = b⊕s; 

             - find as small as possible a number r (1 ≤ r ≤ 3) elements in W 
        such that x is the sum of r elements wij in W,  

             - change r related elements fij of F into Next(fij)=1⊕ fij.  
 
Step 4: Exit. 

3.2 Algorithm for Extracting 9 Hidden Bits in F 

Step 1: Take the binary matrix F*=Val(F)=(Val(fi,j))3x6    
 

 0 0 1 0 1 1 
F*= 0 1 0 1 0 0 
 1 0 1 0 1 1 

 
Step 2: Take T=F*⊕K;  
Step 3: Compute   s = 1≤ i ≤3, 1≤ j≤6, wij.ti,j 
Step 4: Return(s);{s is exactly the embedded 9- bit string b}  
 

 

Fig. 1. Comparison between the distortion introduced by EzStego, Fridrich, and that of the 
proposed method 

4 Experimental Results 

We have experimented with the proposed data hiding scheme using the pallete-scheme 
(3,18,9) for palette images. The testing images are 256-color paletted images, whose 
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sizes are 512 × 512 and 316 × 530 (original image of Fig.2). Fig.1 presents the 
differences between the stego-images and the original image measured as the Euclidean 
distance between two vectors (matrices). The number of flipping bits for embedding 
messages is plotted along the Y axis, and the number of embedded bits is plotted along 
the X axis. A method where the number of flipping pixels is lower than in any other 
scheme must be considered as a good scheme. The distance between the original and 
stego-images is more than five times smaller for the proposed scheme. If a scheme 
produces a small number of distortions in the stego-image, such a method stands a better 
chance of passing statistical tests than a method that introduces larger distortions. 

Table 1. Results for Lena, Mandrill, Peppers, Murphy by the hiding scheme (3,18,9) 

Image Size Scheme (3, 18, 9) 
Width Height Hidden 

bytes 
Rate PSNR 

Lena 512 512 16383 49.997% 40.42 
Mandrill 512 512 16383 49.997% 42.12 
Peppers 512 512 16383 49.997% 38.07 
Murphy 316 530 10466 49.94% 43.67 

 
In Table 1, we present some resulting stego-images and their capacity for 

embedded data in bytes.  As a result of experiment, our proposed scheme show high 
embedding rate and good image quality. 

 

Mandrill (512×512) Lena (512×512) 

Pepper (512×512) Murphy (316×530) 

Fig. 2. Stego-images using the scheme (3,18,9) for palette images 
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5 Conclusion  

In order to make a good steganography scheme, we need to control the quality of the 
stego-image. Our proposed scheme can control visual quality of an image using a 
block-wise scheme. In this paper, we present methods for hiding a large number of 
bits in an image by block. We introduce a notion of r-weak bases of modules over the 
field Z2 and propose data hiding schemes to hide secret data in palette images by 
using r-weak bases for r small, r =2, 3. With r-weak bases of N elements of modules 
Vk=Z2

k over the field Z2, the schemes (r, N, k) permit us to hide in each palette image 
G of mN pixels, a total of m.k secret bits by changing, on average, at most r pixels in 
each block of the stego-images. In this scheme we use a key matrix, e.g., 180 bit key 
matrix, and split this to 10 sub-matrices which are used for ten consecutive blocks of 
18 pixels as well. The quality can be controlled as needed using a large set of binary 
keys to protect from even exhaustive attacks. As our experimental images show, our 
proposed schemes are appropriate for a steganographic scheme. In the future, we will 
improve on our proposed schemes in order to apply them to a video format. 
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Abstract. The most of very large system by growing the variety of applications, 
the relationships between the requirements and the program components are 
more complex. A single requirement may be implemented by a number of com-
ponents and each component may include elements of several requirements. 
Moreover, these requirements become critical when considering conceptual 
model by smart applications and smart platform, which are capable of optimiz-
ing their behavior or context of execution depending on themselves. According-
ly, we propose to aspect oriented software engineering in our adaptive smart 
vehicle middleware platform to influence the development and the concern 
OSGi oriented requirement in this paper. 

Keywords: Smart Platform, Smart Application, Aspect Oriented Software  
Engineering (AOSE), Smart Vehicle Middleware Platform, OSGi. 

1 Introduction 

Today, as software system become larger and more complex, the limitations of the 
object oriented paradigm become more obvious. Large scale systems that involve 
many different subsystems can be complicated to envision as objects as well as, in 
most this system, the relationship between the requirements and the program compo-
nents are complex. A single requirement may be implemented by a number of  
components and each component may include elements of several requirements. In 
addition, changes of the heterogeneous context including stakeholder, smart applica-
tion, platform, and environment are aspect oriented software engineering [1-3]. How-
ever, these environments demand plenty of computation resources for functional  
requests and performance requirements. To realize the idea of above computation 
resources and performance requirements, so called model, a various of information 
and communication technologies should be developed and be integrated into our envi-
ronment from processors, sensors, and actuators connected via wireless high-speed 
networks, such as Long Term Evolution and WiFi. Accordingly, to deal with these 
complex dynamic environments, several solutions based on aspect-oriented software 
engineering have been proposed [4]. Nevertheless, it is difficult apply to the different 
computing environments and variant executable conceptual model. This paper 
                                                           
* Corresponding author. 
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configured for different types of operating system by selecting the components as 
several of bundles that provide the functionality needed for this situation. We assume 
that all components in the system use a consistent naming strategy and that all data-
base/inventory updates are implemented by methods starting with ‘update’. There are 
therefore methods in the system such as: 
 

updateVehicleInformation (BundleOfVehicleId, inforupdate) 
updateVehicleService (BundleOfServiceId, VehicleServiceupdate) 

 

The vehicle is identified by BundelOfVehicleId and the changes to be made are en-
coded in the second parameter; the details of encoding are not important for this ex-
ample. Updates are made by Network based Service Provider, which are notified into 
the system. Alternatively, the system could be modified so that each time an update 
method is called, method calls are added before call to do the authentication, and then 
after to notify the changes made.  

6 Conclusion 

This research paper has introduced the Smart Vehicle Middleware Platform for the 
support of Aspect-Oriented Software Engineering with OSGi principles. Our adaptive 
smart vehicle middleware platform is good approaches form AOSE by controlling the 
Gateway Vehicle Component. However, this limitation is resolved by simple model-
ing and prototype the aspect mechanism. Nevertheless, our smart vehicle middleware 
platform is getting to more advantages, supporting the self-adaptive vehicle system of 
the aspect mechanism and the associating policies depending on semantic information 
variation especially. 

In our advanced future research, how aspects should be specified so that tests for 
these aspect may be derived, as well as aspects interface occurs when more aspects 
use the same pointcuts specification from adaptive smart vehicle middleware plat-
form. Furthermore, we are also a significant to the adoption of aspect-oriented soft-
ware engineering in real world and interested in investing the identification and the 
detection of compatible aspects using the architectural smart vehicle platform sup-
ported by our modeling approach.  
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Abstract. We present our study on the optimal mortgage refinancing problem
under a stochastic interest rate environment. Through Monte Carlo simulations
we try to identify the optimal time for refinancing such that the overall cost is
minimised. Experimental results reveal that such a time is more likely to appear
at the early stage of a mortgage contract. Through simulations we also generate
time-dependent threshold rates for optimal refinancing. At a particular time, if
market interest rate falls below such a threshold refinancing is most likely to be
optimal. To accelerate the generation of the threshold rates we developed a multi-
threaded program, which demonstrated more than three-time speedups against an
efficiently-written sequential program on a quad-core Intel Corei7 2600 in all the
test cases.

Keywords: Parallel computing, Monte Carlo simulation, Mortgage refinancing,
Stochastic interest rate model.

1 Introduction

Residential mortgage contract is one of the most-widely used financial instruments in
both the primary and secondary markets. Such a contract grants the borrower the right to
pay back the loan in monthly instalments over a certain period of time. Two repayment
schemes are commonly in use to calculate the monthly instalments: matching the prin-
cipal repayment method and matching the repayment of principal and interest method.
With the former scheme, each month the borrower pays back an equal fraction of the
principal. Counting in the interest payment the amount of total monthly payment de-
creases as time moves towards the end of the contract. However, with the latter scheme,
the borrower pays back an equal amount each month during the whole contract pe-
riod. Within this fixed amount the portion of interest payment decreases as time moves
towards the end of the contract period.

A mortgage contract typically grants the borrower the right to pay back all of the
outstanding debt at a time before the end of the contract although the lender’s preference
may be to keep on receiving the monthly payments. The borrower may choose to pay
back early because of a lower market interest rate. In such a case the borrower can
borrow from another bank an amount of money equal to the outstanding balance owed

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 665–675, 2013.
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under the first mortgage contract, and enter into a second mortgage contract with the
second bank. By refinancing the outstanding debt from another mortgage contract with
a lower interest rate the amount of payment on interest will be reduced.

In this work we study the optimal refinancing problem under three assumptions.

1. Only one opportunity is allowed for a borrower to pay back all the outstanding debt
during the lifetime of a mortgage contract.

2. The first lender charges no refinancing fee from the borrower if he/she chooses to
pay back the outstanding debt.

3. The dynamics of interest rate follows a mean-reverting stochastic model.

Under such assumptions the optimal refinancing problem is investigated from two dif-
ferent aspects. First, when is the optimal time for the refinancing such that the overall
cost under the two contracts is minimal? Second, at a particular time, what is the thresh-
old interest rate below which if refinancing takes place the overall cost is most likely to
be minimal? Preliminary work on this topic is found in [1,9].

We investigate these questions through Monte Carlo simulations. We use Vasicek’s
short rate model [6,3] to describe the stochastic process of interest rate. This is a
model incorporating the mean reversion property. For its applications in computing
bond prices and other more complicated financial products, see [6,2,5,8] for instance.
Through simulations we found that the optimal refinancing time is more likely to ap-
pear at the early stage of a contract than at the later stage. Through simulations we also
generate curves of the time-dependent threshold rates for the optimal refinancing.

To speedup the generation of the threshold rates a parallel program was developed.
The parallelisation was achieved through POSIX multi-threading, working on shared-
memory x86 multi-core processors. In all the tests we ran on a quad-core Intel Corei7
2600 the parallel program demonstrated more than three-time speedups against an
efficiently-written sequential program in generating the rates.

2 The Vasicek Short Rate Model

In Vasicek’s model, the risk-neutral process for the instantaneous short rate r is
drt = k(θ − rt) + σdWt (1)

where reversion rate k, long-term mean level θ and volatility σ are positive constants.
This model incorporates mean reversion in that the short rate r is pulled to the long-
term mean level θ at the speed k. The second part σdW in the equation is a normally
distributed stochastic term superimposed upon the mean reversion. When the equation
is used with Monte Carlo simulations the short rate rt at time t is calculated from the
rate rt−1 at time t− 1 as

rt = rt−1 + k(θ − rt−1)Δt+ σεt−1
√
Δt (2)

where Δt is the time interval between times t − 1 and t, and εt−1 ∼N(0, 1) is a stan-
dardised normally distributed random number. Fig. 1 shows two paths of interest rates
simulated using Equation 2. The two paths demonstrate the mean reversion property of
the model. Each of the two paths starts with an initial rate significantly different from
the mean level, and then is pulled back to the long-term mean. After that, the paths just
oscillate around the mean level.
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Fig. 1. The mean reversion property of Vasicek’s model. Simulations over a period of 30 years
with k = 0.5, θ = 0.05 per year, Δt = 1/365 years, σ = 0.003 and r0 = 0.07 per year and
0.03 per year, respectively.

3 Mortgage Repayment Settings

In this work we consider the matching the repayment of principal and interest method,
in which a fixed amount of payment is made in each month during the whole period of
the mortgage contract. The typical settings in such a scheme is that a principal P0 is
borrowed at time 0 with monthly interest rate r0, and the principal is to be paid back
over a period of N months. The first payment is made at month 1, and the last at month
N . In each month a fixed amount of payment m is made and this monthly payment m
is calculated by

m =
P0r0

1− (1 + r0)−N
(3)

At the kth, k ∈ {1, 2, . . . , N}, month in this scheme, after the monthly payment m has
been made, the outstanding balancing Pk owed to the lender is

Pk =
m

r0
(1− (1 + r0)

k−N ) (4)

where m is the monthly payment in the period between month 1 and month k, and r0 is
the applied monthly interest rate.

4 Optimal Mortgage Refinancing Time

At the kth, k ∈ {1, 2, . . . , N}, month, after the kth monthly payment has been made,
suppose because of a lower monthly interest rate rk the debtor would borrow Pk from a
second bank to pay back in one go the remaining Pk owed to the first lender, and enter
into another mortgage contract with the second bank. The new contract is parameterised
with principal Pk and repayment month k + 1, k + 2, . . ., N . In this case the total
payment M made by the borrower under the two contract is

M = km1 + (N − k)m2 (5)
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where ⎧⎪⎪⎨
⎪⎪⎩

m1 = P0r0
1−(1+r0)−N

m2 = Pkrk
1−(1+rk)k−N

Pk = m1

r0
(1 − (1 + r0)

k−N )

(6)

But Equation 5 does not consider the time value of money. To take the time value of
money into consideration the monthly payments must be properly discounted. Suppose
a path of annualised interest rates has been generated using Equation 2. We are inter-
ested to know the time 0 value of an amount m paid out at month k if we use the rates
in the generated path to discount. In the generated path an annualised rate ri applies to
the period between times iΔt and (i + 1)Δt. Between time 0 and month k the number
of time intervals is k/12/Δt, because Δt is measured in years. We assume k/12 is an
integral multiple of Δt. Let function f(k) = k/12/Δt − 1, and so function f(k) is
the index of the rate in the generated path that applies to the time interval whose end is
month k. So at month k the time 0 discounting factor F (0, k) is

F (0, k) = (1 + r0Δt)(1 + r1Δt)(1 + r2Δt) · · · (1 + rf(k)Δt) (7)

where r0, r1, r2, . . . , rf(k) are the annualised interest rates applying to time intervals
from 0 to 1, 1 to 2, 2 to 3,. . ., and f(k) to f(k) + 1. The length of the time intervals
is Δt. So, the time 0 value of an amount m paid out at month k is m/F (0, k). The
calculation for the discounting factors is illustrated in Fig. 2.

Interest rate path

Contract timeline

r0
r1

r2
r3

r4
r5 r6 r7 r8 rf(N)+1

time 0 month 1 month 2 month N

Δt

Δt = 1/4 month
f(1) = 3, rf(1) = r3, f(2) = 7, rf(2) = r7

F (0, 1) = r0 · r1 · r2 · r3, F (0, 2) = F (0, 1) · r4 · r5 · r6 · r7

Fig. 2. Calculation for the discounting factors F (0, k)

If we use F (0)−1Mk to denote the aggregated time 0 values of the monthly payments
made under the two contracts when the refinancing takes place at month k, F (0)−1Mk

is calculated as

F (0)−1Mk =
m1

F (0, 1)
+ · · ·+ m1

F (0, k)
+

m2

F (0, k+1)
+ · · ·+ m2

F (0, N)
(8)

where m1 and m2 are defined in Equation 6.
The purpose of the refinancing is to minimise F (0)−1Mk, the aggregated discounted

monthly repayments. If only one refinancing opportunity is allowed for the borrower
during the period of the N months, we are interested to know which k ∈ {1, 2, . . . , N}
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makes the F (0)−1Mk minimal in the set {F (0)−1M1, F (0)−1M2, . . . , F (0)−1MN}
in a stochastic interest rate environment.

We did a series of simulation tests to locate the optimal refinancing month. The tests
were made under the conditions where r0 = θ, r0 < θ and r0 > θ. In each of the
simulations we generated 50,000 paths using Equation 2. We set Δt = 1/365 and
N = 240. So the simulation covers a period of 20 years. In each simulated path we
generate N/12/Δt annualised rates. At each monthly point along a path we assume the
borrower refinances his/her outstanding debt using the new rate at that month point if
the new rate is lower than the initial rate r0, and calculate the aggregated discounted
payments using Equation 8. However, if at a monthly point, the simulated rate is equal
to or more than the initial rate r0 we assume refinance will not happen. Such aggregated
discounted payments are averaged over all the 50,000 generated paths. For a monthly
point on a simulated interest rate where there is no refinancing we use the aggregated
discounted payments without refinancing as the value in calculating the average. The
plots of the averaged values are shown in Fig. 3(a)-(c). The other parameters in the
simulations are set as k = 0.5, θ = 0.05 and σ = 0.003 according to the previous study
[7].

From the plots in Fig. 3(a)-(c) it can be seen that the optimal refinancing month
is likely to appear in the early stage of the mortgage contract period. (Note that the
aggregated discounted payments without refinancing is the value pointed out at month
0 and 240.) To confirm this observation we divide the period of 240 months into 40
sub-periods with 6 months in each, and count the number of times that the optimal
refinancing month falling within each of the sub-periods. The count is collected over
the 50,000 simulations. The histograms are plotted in Fig. 3(d)-(f). The pattern also
shows that the optimal refinancing month is more likely to appear in the early stage of
the 240-month period. Moreover, as the initial rate r0 increases the optimal refinancing
month appears relatively later.

5 Parallel Generation of the Optimal Refinancing Threshold Rates

Besides locating the optimal refinancing month we are also interested to know that for
a given month k, k ∈ {1, 2, . . . , N} what is the threshold rate for optimal refinancing.
At month k the threshold rate for optimal refinancing is an interest rate value that if
the borrower refinances his/her outstanding debt with any rate below it the aggregated
discounted payments F (0)−1Mk calculated by Equation 8 will most likely be minimal
among all such aggregated discounted payments in the set {F (0)−1Mk, F (0)−1Mk+1,
. . . , F (0)−1MN}. We have developed a parallel program working on shared-memory
x86 multi-core processors that generates such optimal threshold rates for all the months
from 1 to N which start a year.

Given a month k, k ∈ {1, 2, . . . , N}, and a rate rk we use P (k, rk) to denote the
probability of F (0)−1Mk being minimal in the set {F (0)−1Mk, F (0)−1Mk+1, . . . ,
F (0)−1MN}. This probability is calculated by simulations. Suppose n simulation paths
are generated, and the kth month is found to be the optimal month for refinancing with
rate rk on totally nk paths, P (k, rk) is set to be nk/n.
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(a) r0 = 0.03 < θ (b) r0 = 0.05 = θ

(c) r0 = 0.07 > θ (d) r0 = 0.03 < θ

(e) r0 = 0.05 = θ (f) r0 = 0.07 > θ

Fig. 3. Plots of averaged aggregated discounted payments and histogram of number of optimal
refinancing months

The definition for optimality in this section is slightly different from what we have
discussed in Section 4. In Section 4 we consider time 0 discounted values of the pay-
ments, but, here, to compute P (k, rk) we only discount to month k. We have assumed
that only one refinancing opportunity is allowed within the period of theN months. So if
we compare the aggregated discounted payments when refinancing happens at month k
with that value when refinancing happens at a future month j, with k, j ∈ {1, 2, . . . , N}
and j > k, the payments made in the months before k do not need to be considered. No
matter what happens after month k the payments made before month k do not change.
So to compare the two aggregated payments when refinancing happen at months k and
j we only need to make the discounting back to month k. As in Equation 7 we define
month k discounting factor F (k, j) for a future month j with j ≥ k to be

F (k, j) =

{
1 j = k

(1 + rf(k)+1Δt)(1 + rf(k)+2Δt) · · · (1 + rf(j)Δt) j > k
(9)
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where function f(j) = j/12/Δt− 1, and rf(k)+1 denotes the rate applying to the time
interval starting from month k and ending at time k+Δt. If refinance happens at month
j with j ≥ k the month k aggregated discounted payments F (k)−1Mj under the two
contracts is calculated by

F (k)−1Mj =
m1

F (k, k)
+ · · ·+ m1

F (k, j)
+

m2

F (0, j+1)
+ · · ·+ m2

F (0, N)
(10)

where monthly payments m1 and m2 are defined as that in Equation 6.
Because the monthly payments before k can be ignored, when computing P (k, rk)

interest rate paths are simulated from month k for the remaining period until month N
with initial rate rk. On any path if the aggregated discounted payments F (k)−1Mk is
minimal among {F (k)−1Mk, F (k)−1Mk+1, . . . , F (k)−1MN} then the refinancing at
month k with rate rk is counted as optimal.

In our program, given a month k and a rate rk the probability P (k, rk) is computed
in parallel by multiple processors. To generate a path of interest rates from month k with
time interval Δt, the number of random numbers needed is (N − k)/12/Δt, assuming
this is an integral value denoted by Rk. When totally n simulation paths are launched
the number of random numbers needed is nRk. When the simulation is carried out by p
processors in parallel, we make each processor generates nRk/p random numbers and
computes on n/p paths. To generate random numbers in parallel, each processor must
skip a certain number from a global random number stream. For the ith processor in
the system, assuming processor index starting from zero, it starts from the (inRk/p)-th
position in the stream and generates a segment consisting of nRk/p random numbers.
For a given month k and a rate rk , each processor counts the number of simulated paths
on which refinancing at month k with rate rk is optimal, and returns this number to the
calling routine. After all processors finish the counting the calling routine will sum up
all the returned counts and divided the sum by the number of totally generated paths.
The quotient is the value for P (k, rk).

To search for the optimal threshold rate for month k, as in [9], we set the optimal
probability range to be [90.2%, 90.4%]. For a month k, if with a rate rk, P (k, rk) falls
within this range we count it as an optimal threshold rate for month k. We use an
iterative bisection algorithm to determine the optimal threshold rate for each month.
For month 1 the intitial searching range is set to [0, r0], and then for each successive
month the lower bound for the initial range is set to the optimal threshold rate just found
for the proceeding month. For a given month k, Algorithm 1 summarises the bisection
searching we use in determining its optimal threshold rate.

We did three groups of simulation tests under different parameter settings. In each
group of the tests we output three curves. We did not compute the optimal threshold
rates for all the months from 1 to N , but only for those months starting a year, that
is, months 1, 13, 25, . . ., 229. For month N , the optimal threshold rate rON equals to
r0. This does not need to be computed. The common parameters in the tests are set
as P0 = 100, 000, r0 = 0.05, θ = 0.05, N = 240, n = 50, 000 and Δt = 1/365.
The values for parameters k and σ are varied. The generated curves are plotted in Fig.
4(a)-(c) and the rates are reported in Table 1.

From the output results several interesting patterns can be observed. First, the opti-
mal refinancing threshold rate is an increasing function in time. Second, with all else
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Algorithm 1. Finding optimal refinancing threshold rate rOk for month k

Input: Model parameters (P0, r0, θ, k (reversion rate), σ, N , Δt), month k, number n of
paths, number p of processors, initial lower bound rOk−1.

Output: Optimal refinancing threshold rate rOk for month k

begin1

rLk ← rOk−1 // rLk is the lower bound of the searching range.2

rHk ← r0 // rHk is the upper bound of the searching range.3

rOk ← 04

P (k, rOk )← 05

while (P (k, rOk ) < 90.2% or P (k, rOk ) > 90.4%) and (rHk − rLk > 0.00001) do6

rOk ← (rLk + rHk )/27

with p processors in parallel do8

Compute P (k, rOk ) by simulations9

if P (k, rOk ) < 90.2% then10

rHk ← rOk11

else if P (k, rOk ) > 90.4% then12

rLk ← rOk13

14

return rOk15

end16

(a) σ = 0.001 (b) k = 0.3

(c) k = 0.7

p0 p4 p1 p5 p2 p6 p3 p7

c0 c1 c2 c3

L2 L2 L2 L2

8MB L3 unified

4GB dual channel DDR3-1333

(d) quad-core Intel Core i7 2600

Fig. 4. Optimal refinancing threshold rate curves and the processor that generates them

being the same, a higher volatility σ will result in lower optimal threshold rates at the
early stage of a mortgage contract (see Fig. 4(b) and Fig. 4(c)). This is understandable
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Table 1. Optimal refinancing threshold rates under different values of k and σ

Month σ = 0.001 k = 0.3 k = 0.7

k = 0.1 k = 0.2 k = 0.3 σ=0.001 σ=0.002 σ=0.003 σ=0.001 σ=0.002 σ=0.003

1 0.0282 0.0351 0.0387 0.0387 0.0273 0.0162 0.0441 0.0384 0.0326
13 0.0286 0.0353 0.0388 0.0389 0.0277 0.0167 0.0442 0.0386 0.0327
25 0.0292 0.0356 0.0391 0.039 0.0281 0.0173 0.0443 0.0386 0.033
37 0.0298 0.036 0.0392 0.0391 0.0283 0.0175 0.0443 0.0387 0.033
49 0.0303 0.0361 0.0394 0.0393 0.0288 0.0181 0.0444 0.0388 0.0332
61 0.0312 0.0366 0.0396 0.0394 0.0291 0.0186 0.0445 0.0389 0.0333
73 0.0318 0.037 0.0397 0.0398 0.0294 0.0192 0.0445 0.039 0.0334
85 0.0326 0.0373 0.0401 0.04 0.0299 0.0197 0.0446 0.0391 0.0337
97 0.0334 0.0377 0.0403 0.0403 0.0306 0.0206 0.0446 0.0394 0.0339
109 0.0342 0.0383 0.0405 0.0406 0.0311 0.0216 0.0448 0.0395 0.0342
121 0.0352 0.0388 0.0409 0.0409 0.0319 0.0227 0.0448 0.0397 0.0347
133 0.0362 0.0393 0.0413 0.0414 0.0327 0.0239 0.045 0.04 0.0349
145 0.0372 0.04 0.0418 0.0418 0.0335 0.0252 0.0451 0.0403 0.0354
157 0.0385 0.0407 0.0423 0.0423 0.0345 0.0268 0.0453 0.0406 0.0361
169 0.0397 0.0417 0.0429 0.0429 0.0358 0.0286 0.0456 0.0411 0.0366
181 0.0412 0.0426 0.0436 0.0436 0.0371 0.0306 0.0458 0.0417 0.0377
193 0.0427 0.0437 0.0445 0.0444 0.0389 0.0332 0.0463 0.0425 0.0386
205 0.0443 0.045 0.0455 0.0455 0.0409 0.0363 0.0468 0.0435 0.0402
217 0.0462 0.0465 0.0467 0.0467 0.0434 0.0401 0.0474 0.0449 0.0424
229 0.0482 0.0483 0.0483 0.0483 0.0467 0.045 0.0486 0.0471 0.045
240 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05

because in a more volatile market environment the debtor needs lower refinancing rates
to guarantee optimality. Third, with all else being the same the higher the reversion rate
k the more flat the curve becomes (see Fig. 4(a) and compare Fig. 4(b) and Fig. 4(c)).

6 Parallel Performance

We wrote the parallel program in C/C++. The NPTL (native POSIX thread library)
2.12.1 was used for the threading. To test the performance of the parallel program we
created an efficient sequential program that generates the optimal refinancing threshold
rates. The sequential program uses the same method to compute the threshold rates as
that has been discussed except that when P (k, rk) is computed it just uses one pro-
cessor, rather than several. We ran the sequential program under the same setting and
recorded the runtimes. The tests were made on a 3.4GHz (turbo boost to 3.8GHz) quad-
core (8 threads with hyperthreading) Intel Core i7 2600 processor (see Fig. 4(d)) run-
ning Ubuntu Linux 10.10 (64 bit). The binary executables were compiled by the Intel
compiler icpc 12.0 for Linux with -O3 and -ipo optimisations. For the random number
generation we used the functions provided in Intel’s math kernel library (MKL) [4].

The runtimes of the parallel (TP ) and sequential (TS) programs in generating the
curves and the calculated parallel speedups (S) are reported in Table 2. The runtimes
are reported in seconds. The parallel speedup S is calculated as S = TS/TP .
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Table 2. Runtimes and speedups in parallel performance tests

σ = 0.001 k = 0.3 k = 0.7

k = 0.1 k = 0.2 k = 0.3 σ=0.001 σ=0.002 σ=0.003 σ=0.001 σ=0.002 σ=0.003

TS 557.3 569.6 629.8 580.9 608.6 612.3 654.4 672.2 631.4
TP 167.2 186.9 185.2 213.0 189.0 186.3 187.5 206.7 179.6
S 3.3 3.0 3.4 2.7 3.2 3.3 3.5 3.3 3.5

7 Conclusions

In this paper we have examined the optimal mortgage refinancing problem. Under the
assumption that only one refinancing opportunity is allowed during the lifetime of a
contract period, the optimal refinancing problem can be asked from two different but
related aspects. First, if the debtor chooses to refinance his/her total outstanding debt
due to a lower interest rate, when is likely to be the optimal time for the refinancing
such that the overall discounted costs under the two contracts is minimal? Second, at
a particular time within the lifetime of a mortgage contract what is the threshold rate
below which refinancing is most likely to be optimal?

In the settings we set up for the investigation we assume the dynamics of interest
rate follows Vasicek’s short rate model, and the loan is paid back using the matching
the repayment of principal and interest method. Through Monte Carlo simulations we
found that the optimal refinancing time is more likely to appear at the early stage in the
contract’s lifetime than at the later stage. Through simulations we generated curves of
the time-dependent optimal refinancing threshold rates. The threshold rate increases as
the refinancing time moves towards the end of the contract period. The threshold rates
become lower as the volatility of the interest rate model increases. As the reversion rate
of the model increases the shape of the curves becomes increasingly flattened.

To accelerate the generation of the threshold rates we developed a parallel, multi-
threaded program. On a quad-core Intel Corei7 2600 the parallel program demonstrated
more than 3 times speedups against an efficiently-written sequential program in gener-
ating all the curves.
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Abstract. We present out work on computing the prices of American call and put
options and the values of their Greek letters. The underlying stocks of the options
are assumed to pay out cash dividends. For calculating option prices and their
Greek letters we use the Leisen-Reimer binomial method. Through experiments
we demonstrate that it converges both faster and more smoothly than the Cox-
Ross-Rubinstein binomial method. We also present plots for the Greek letters
calculated from American call and put options on non-dividend paying stocks.
The calculation of the Greek letters with the Leisen-Reimer binomial method is
explained.

Keywords: American options, Option pricing, Dividend-paying stocks, Greek
letters estimation, Leisen-Reimer binomial tree.

1 Introduction

An American call (put) option is a financial contract that gives the option holder the
right but not the obligation to buy (sell) a unit of the underlying stock at a fixed strike
price anytime before or at a future expiration time. In order to get this right of buying
(selling) at the fixed strike price a certain amount of money must be paid, which is the
option’s price.

The fair price of an option contract is jointly determined by several factors, such as
price of the underlying stock, the volatility of the stock price, risk-free interest rate, the
fixed strike price, time to expiration and dividends paid out within the lifetime of the
option. To measure the change rates of the option’s price with respect to some of these
factors, people often calculate five Greek letters: delta, gamma, theta, vega and rho.
Because of American options’ early exercise feature their prices and the corresponding
Greek letters cannot be calculated by the Black-Scholes-Merton (BSM) formulae [1,5].
Their values can only be evaluated by numerical methods.

The binomial tree method is an often-used numerical procedure for evaluating the
prices of American options. In this work we use the Leisen-Reimer (LR) binomial tree
[4] to compute the prices of American options on dividend-paying stocks and the values
of the Greek letters. Compared to the commonly-used Cox-Ross-Rubinstein (CRR) bi-
nomial tree [2], the LR binomial tree converges much faster and more smoothly. In what
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c© Springer-Verlag Berlin Heidelberg 2013
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follows, we will discuss the option pricing on dividend-paying stocks, the estimation of
the Greek letters and their properties.

2 The LR Binomial Tree v.s. the CRR Binomial Tree

We use S0 to denote the underlying stock’s current price, K the fixed strike price, σ the
annualised volatility of the stock price, r the annual continuously compound interest
rate, T the option’s expiration time and N the number of time steps modelled in the
binomial tree. In the CRR binomial tree [2], the risk-neutral up-move probability p, the
up-move factor u and the down-move factor d are set as:

u = exp(σ
√

T/N)

d = 1/u = exp(−σ
√
T/N)

p =
exp(rT/N)− d

u− d

But the parameters p, u and d in the LR binomial tree [4] are set through the following
equations. The number N of time steps used in a LR binomial tree must be an odd
number.

d1 =
ln(S0/K) + (r + σ2/2)T

σ
√
T

d2 =
ln(S0/K) + (r − σ2/2)T

σ
√
T

h−1(z) =
1

2
+

sgn(z)

2

√√√√1− exp

[
−
(

z

N + 1
3

)2 (
N +

1

6

)]

sgn(z) =

⎧⎪⎨
⎪⎩
1 z > 0

0 z = 0

−1 z < 0

p′ = h−1(d1)

p = h−1(d2)

u = exp(rT/N)
p′
p

d =
exp(rT/N)− pu

(1 − p)

The LR binomial tree converges much faster and more smoothly than the CRR binomial
tree. The plots in Fig. 1 demonstrate a comparison between the two methods on pric-
ing in-the-money, at-the-money and out-of-the-money American put options. The plots
show the change of the computed option prices as the increment of the time step. The
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(a) K = 45 (b) K = 50

(c) K = 55

Fig. 1. Convergence comparison between the LR binomial method and the CRR binomial method
on American put options. The parameters are set as: S0 = 50, K = 50, r = 0.1, σ = 0.2 and
T = 0.5. No dividend is paid out by the underlying stock.

reference value is the option’s price calculated using the CRR binomial method with
5,000 time steps. From the plots it can be seen that the behaviour of the LR binomial
tree is much more consistent than that of the CRR binomial tree.

3 Pricing American Options on Dividend-Paying Stocks

To price American options on dividend-paying stocks we follow the method discussed
by John Hull [3]. We present the method using the example shown in Fig. 2. The exam-
ple illustrates the pricing of an American put option using the LR binomial tree method.
The parameters are set as: S0 = 50, K = 50, r = 0.1, σ = 0.2, T = 0.5 and N = 5.
During the lifetime of the option the underlying stock pays out a 15-dollar dividend at
three month’s time (t = 0.25). Although in our discussion we assume there is only one
dividend to be paid out by the underlying stock, the method can be easily generalised
to handle multiple cash dividends.

The method separates S0 into a certain component and an uncertain component. The
certain component is the aggregated time 0 value of the cash dividends that are going
to be paid out during the lifetime of the option. The uncertain component is S0 less the
certain component. It then uses this uncertain component as root and builds a binomial
tree with the up-move and down-move factors u and d. In our example, the value of
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Fig. 2. Pricing an American put option on a dividend-paying stock using the LR binomial tree
method. The parameters are set as: S0 = 50, K = 50, r = 0.1, σ = 0.2, T = 0.5 and N = 5.
A dividend of 15 dollars is paid out at time t = 0.25. Stock prices are shown in the upper parts
of the boxes, and option prices in the lower parts.

this uncertain component is 35.370. To incorporate the cash dividends, it then adds the
discounted value of each dividend onto the stock prices whose nodes proceed the time
of the dividend. In the example, the dividend is paid out at time t = 0.25, and so the
discounted values of the dividend are added upon the stock prices represented by the
nodes at levels 2, 1 and 0. After the prices are updated, the backward inductive binomial
pricing is performed in a usual way. Note that the numbers in Fig. 2 are calculated using
the LR binomial method. If the CRR binomial method were used the numbers would
be different, but the option price and the stock price at the root node would not differ
much.

Fig. 3(a) and Fig. 3(b) show the change of option’s price as that of the underlying
stock’s price, where the underlying stock pays no dividend. The option’s prices are
compared with their payoff functions. This payoff function is P = max(I(S −K), 0),
where S is stock price, K is the strike price, I = 1 for a call option and I = −1 for
a put option. From the plots it can be seen that options with longer expirations have
higher values. Fig. 3(c) and Fig. 3(d) show the change of option’s price as the change
of time to expiration. In the dividend-paying cases, a dividend of 5 dollars is paid out
at time t = 0.5. This has effect on options that expire in more than half year’s time.
For this reason, in the plots at t = 0.5 there are remarkable jumps in the prices of the
options on the dividend-paying stocks.

4 Computing Greek Letter Delta

The delta (Δ) of an option is defined as the rate of change of the option price with
respect to the price of underlying stock. For an American option its delta must be
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(a) call: option price - stock price (b) put: option price - stock price

(c) call: option price - time to expiration (d) put: option price - time to expiration

Fig. 3. Patterns for Prices of American call and put options. The common parameters are set as:
K = 50, r = 0.1, σ = 0.2, and N = 5. In figures (c) and (d), S0 = 50, dividend = 5 dollars and
dividend time t = 0.5.

computed using numerical methods. We explain how delta is calculated in the bino-
mial method using the example in Fig. 2. As the figure shows, in level 1 there are two
nodes. We use S(1, 0) to denote the stock price represented by the upper node, which is
55.316, and S(1, 1) to denote that represented by the lower node. We also use P (1, 0)
to denote the option’s price represented by the upper node and P (1, 1) to denote that
represented by the lower node. Delta is calculated as:

Δ =
P (1, 0)− P (1, 1)

S(1, 0)− S(1, 1)

Fig. 4 plots deltas for American call and put options on non-dividend paying stocks.
The parameters are set as: S0 = 50, r = 0.1, σ = 0.2, and N = 121. Expiration for the
options in Fig. 4(a) and Fig. 4(b) is set to T = 1.

5 Computing Greek Letter Gamma

The gamma (Γ ) of an option is the rate of change of the option’s delta with respect to
the price of the underlying stock. It is the second partial derivative of the option with
respect to stock price. With the help of Fig. 2 we explain how gamma is calculated in
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(a) call: delta - stock price (b) put: delta - stock price

(c) call: delta - time to expiration (d) put: delta - time to expiration

Fig. 4. Delta plots for American call and put options on non-dividend paying stocks

the binomial method. Like the notations we used in explaining the computation of delta,
we use P (2, 0), P (2, 1), P (2, 2) to denote the option prices represented by the nodes
in level 2 from top to bottom. Also, we use S(2, 0), S(2, 1), S(2, 2) to denote the stock
prices at level 2 from top to bottom. Then gamma is calculated as:

Γ =

(P (2,0)−P (2,1))
(S(2,0)−S(2,1)) − (P (2,1)−P (2,2))

(S(2,1)−S(2,2))

(S(2, 0)− S(2, 2))/2

Some plots of gamma for American call and put options on non-dividend paying stocks
are shown in Fig. 5. The parameters are set to the same values as in the case of delta.

6 Computing Greek Letter Theta

Theta (Θ) is the rate of change of the option’s price with respect to the passage of
time will all else remaining the same. On a CRR binomial tree theta can be calcu-
lated similarly to that of delta and gamma, because the stock price represented by the
middle node at level 2 equals S0. But this is not true on a LR binomial tree. See Fig.
2 for an example. To compute theta on a LR binomial tree we make a small change
in T , construct a new tree and obtain a new option price. We denote this new op-
tion price by P (S0,K, r, σ, T − Δt,N), and we denote the original option price by
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(a) call: gamma - stock price (b) put: gamma - stock price

(c) call: gamma - time to expiration (d) put: gamma - time to expiration

Fig. 5. Gamma plots for American call and put options on non-dividend paying stocks

P (S0,K, r, σ, T,N). Note that these are option prices on non-dividend paying stocks.
With these notations the option’s theta measured as per calendar day is:

Θ =
P (S0,K, r, σ, T −Δt,N)− P (S0,K, r, σ, T,N)

365Δt

Some theta plots calculated from American call and put options on non-dividend paying
stocks are shown in Fig. 6. The parameters are set to the same values as before.

7 Computing Greek Letter Vega

Vega (ν) is the rate of change of option’s price with respect to the volatility of the
underlying stock. To compute vega, again, we make a small change in the volatility,
construct a new tree and obtain a new price for the option with all else remaining the
same. We denote this new price by P (S0,K, r, σ + Δσ, T,N), and the old price by
P (S0,K, r, σ, T,N). Vega of the option measured in per 1% change in the volatility of
the underlying stock is:

ν =
P (S0,K, r, σ +Δσ, T − P (S0,K, r, σ, T,N)

100Δσ
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(a) call: theta - stock price (b) put: theta - stock price

(c) call: theta - time to expiration (d) put: theta - time to expiration

Fig. 6. Theta plots for American call and put options on non-dividend paying stocks

Some vega plots calculated from American call and put options on non-dividend paying
stocks are shown in Fig. 7. The parameters are set to the same values as before.

8 Computing Greek Letter Rho

Rho (ρ) is the rate of change of the option’s price with respect to the interest rate. To
compute rho, again, we make a small change in the interest rate and obtain a new option
priceP (S0,K, r+Δr, σ, T,N), and we use P (S0,K, r, σ, T,N) to denote the old price
before the change. Rho of the option measured in per 1% change in the interest rate is:

ρ =
P (S0,K, r +Δr, σ, T − P (S0,K, r, σ, T,N)

100Δr

Some rho plots calculated from American call and put options on non-dividend paying
stocks are shown in Fig. 8. The parameters are set to the same values as before.

9 Conclusions

We have presented our work on pricing American call and put options using the LR
binomial trees. The underlying stocks of the options are assumed to pay out dollar cash
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(a) call: vega - stock price (b) put: vega - stock price

(c) call: vega - time to expiration (d) put: vega - time to expiration

Fig. 7. Vega plots for American call and put options on non-dividend paying stocks

(a) call: rho - stock price (b) put: rho - stock price

(c) call: rho - time to expiration (d) put: rho - time to expiration

Fig. 8. Rho plots for American call and put options on non-dividend paying stocks
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dividends within the lifetime of the options. We have compared the performances of the
LR binomial and the CRR binomial methods. We confirm the previous report that the
LR binomial method converges both faster and more smoothly than the CRR binomial
method. We have also presented methods for estimating the Greek letters delta, gamma,
theta, vega and rho using the LR binomial method, as well as some plots for the Greek
letters.
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Abstract. The strategic application domains of Cyber Physical Systems (CPS)
[7,6] include health care, transportation, managing large-scale physical infras-
tructures, and defense systems (avionics). In all these applications there is a need
to acquire reliable resources in order to provide trustworthy services at every
service request context. Hence we view CPS as a large distributed highway for
services and supply chain management. In traditional service-oriented systems
service, but not resource, is a first class entity in the architecture model and re-
sources are assumed to be available at run time to provide services. However
resource quality and availability are determining factors for timeliness and trust-
worthiness of CPS services, especially during emergencies. So in the service-
oriented view of CPS discussed in this paper we place services around resources,
because resource constrain service quality. We investigate a resource-centric, and
context-dependent model for service-oriented CPS and discuss 3-tiered architec-
ture for service-oriented CPS in this paper.

Keywords: Resource, Service-oriented Architecture, Service Model, Cyber Phys-
ical System.

1 Introduction

The NSF program description [7] states that CPS initiative [2] is “to transform our
world with systems that respond more quickly, are more precise, work in dangerous
and inaccessible environments, and provide large scale distributed services.” This pa-
per is a contribution to specify resources and resource-centric services. The term re-
source is used in a generic sense to denote an entity that is relevant in either producing
or consuming a service. In CPS, physical devices are resources, which are hence first
class entities. Services may be either generated or consumed by physical devices, which
might in turn be consumed by cyber computational resources, such as communication
protocols. Software services may be generated by the computational resources that re-
side either in a static or dynamic host computer in CPS network and may be consumed
by other physical devices (actuators) to make changes in the environment. In general, a
CPS resource might offer many services, a CPS service might require several resources,
a CPS resource might use other resources, and a CPS (complex) service may be pro-
duced by combining several services and resources. Thus the service-oriented view of

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 686–693, 2013.
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CPS is more complex than the service-oriented view required for traditional business
applications, as discussed in SOC literature [1].

In this paper we regard the three conceptual layers of CPS resources as physical, log-
ical, and process. Selic [9] uses the term resource to denote any runtime entity for which
the services can be quantified by one or more quality of service characteristics. Thus the
UML resource model of Selic [9] is restricted to the run-time (process) environment of
a specific application in a centralized real-time system. The Resource-Explicit Service
Model (RESM) proposed by Huang uses Entity Relationship diagrams to model re-
sources and services as equal citizens [4]. It is possible to refine a physical layer model
to a process layer model by adding more details. In doing so the complexity of the
diagram will increase. Expressing logical dependencies between resources in this mod-
eling notation is hard. RDF [10] is meant to describe web resources, which according to
our classification are virtual resources. Resource models at physical and logical layers
can use RDF. The Resource Space Model (RSM) describes the resource space and log-
ical relationship between resources, for a specific application domain. This model will
have multiple descriptions of one resource when that resource is used in different appli-
cations involving different resources. So, this approach does not support modeling the
physical layer and to model resources at process level will be quite complex. In all these
models context information, and QoS properties (such as reliability and availability) are
absent.

CPS applications in areas such as health care, flood monitoring, and emergency evac-
uation require timely services, which in turn depend upon availability and reliability of
resources. Both quantity and quality must be negotiated as often as necessary, and with
as many resource providers as possible within the time limit set to complete the re-
quested service. The absence of availability of reliable resources, and the emergence of
severe competition for resources among services might cause the deadline not be met.
For strict real-time applications, such as emergency evacuation, such situations are un-
safe. Even when reliable resources are available in sufficient quantity, their distribution
and cyber communication to service requesters may fail causing the deadline to fault.
Consequently quality properties, attributes, context of use and availability constraints
for resources must be published by resource producers in advance in order to enable
service providers repeatedly discover resources required for providing services. Such
discovery of resources maximizes the creation of services in advance and minimizes
non-availability of resources at run-time. This is the motivation why we investigate
resource-centric service model for Cyber Physical Systems in this paper.

Throughout the paper we suggest the underlying formalism without being formal.
In Section 2, the resource-centric abstract service model is specified. In Section 3 we
introduce the basics of context formalism necessary to understand how satisfaction rela-
tion is to be evaluated in a context. In Section 4 we use three-tiered approach to specify
resource-centric service-oriented architecture for Cyber Physical Systems. We conclude
the paper in Section 5 with a brief summary of its significance and our ongoing work.

2 Abstract Service Model

Abstractly, the three major stakeholders in CSP are Resource Producer (RP), Service
Provider (SP), and Service Requester (SR). A SP may interact with one or more RPs
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Fig. 1. Resource-Centric Abstract Service Model

and one or more SRs. A RP may not be directly visible to any SR in the system. So, a
SR gets to know about resources used for service composition and delivery only from
the service descriptions posted by the SPs. In this abstract CPS model shown Figure 1,
every RP creates a resource model for each resource in its ownership and publishes it
to all SPs who subscribe to its services. Thus, it is a comprehensive description of the
physical, logical, and process layer needs. This specification will enable the SPs con-
duct a static analysis of published resource descriptions and request their distribution
across CPS nodes in a demand-driven fashion. That is, they may acquire the resources
and create their services well before service execution times. We regard reliability and
availability as fundamental attributes for resource acquisition. A reliable resource is one
that adds economic value for the client who uses it, by satisfying the QoS characteristics
of the client. That is, the QoS characteristics provided by the resource satisfies the QoS
characteristics required by the client. So, reliability is part of the QoS contract between
the client and the resource used by it. In order that the client may use the resource to
its full advantage, the resource must be available in sufficient quantity and when re-
quired by the client. So, availability has both a quantitative and temporal dimension.
Consequently, both reliability and availability are made part of resource model. Once
the resource model is published by a RP, the SPs who are clients of RPs will have
an opportunity to independently verify the claims made in service descriptions before
selecting it for use in the services created by them.

A SP creates service descriptions for services provided by it. A service description
includes the functionality of the service, its non-functional properties, a list of resources
used in creating and delivering the service, and a service contract. A SP publishes ser-
vice descriptions and make them available to SRs who subscribe to its services. The
SP guarantees the quality of service through a list of claims, which should be validated
by the SP when challenged by the SRs. A SR creates a demand model of service. This
model is very much dependent upon the application. It may be as simple as the ‘quality
of result specification’. Examples include (1) ‘the cost should not exceed $50’, and (2)
‘the service should be delivered within 2 hours from the time the contract is signed’.
Once the SR presents its model, after choosing a service type, the SP is expected to
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deliver a service whose quality attributes satisfy the quality attributes in the model pre-
sented by the SR.

Satisfaction Criteria
Therefore, in order to have matched CPS services the two essential conditions are

– Provided-by(RPq) SAT Required-by(SPq)
– Provided-by(SPq) SAT Required-by(SRq)

where Provided-by(Xq) means the ‘quality attributes provided by the entity X’,
Required-by(Yq) means the ‘quality attributes required by the entity Y ’, and SAT is
the ‘satisfaction relation’. So we posit that the resource model should include Provided-
by(RPq), and the service model should include Required-by(SPq), Provided-by(SPq),
and Required-by(SRq). We assume that a SP, by whichever Required-by(SPq) model
it has, will select the resources in order to satisfy the relation Provided-by(RPq) SAT
Required-by(SPq). We assume that a SR, by whichever Required-by(SRq) model it
has, will select the services in order to satisfy the relation Provided-by(SPq) SAT
Required-by(SRq). Thus, the resource description should enable a formal execution
of the SAT relation. Typical SAT relations are implies (→), and includes (subset relation
⊂)). These are resolved using Logic and Set Theory provers. We discuss in Section 3 a
method to resolve situation constraints in different contexts.

3 Context-Dependence

In service-oriented systems and in particular for CPS, service contracts are usually
context-dependent. Resource availability must be assessed from a combination of sev-
eral factors ranging from rarity of the resource to legal implications in delivering it.
An ubiquitous resource, such as water, may not be sold by a RP to a SP who is lo-
cated in a zone Z either because the RP is not permitted to supply water in Zone
Z or the water quality does not meet the standards of zone Z . In many countries
strict environmental laws might forbid or restrict the use of certain types of energy
resources. These examples are to motivate the necessity to include context informa-
tion as part of resource and service descriptions. In order that such descriptions be
formalized we need a formal representation of context. We use the formal notation
of context and context toolkit developed by Wan [11,12] in order to formalize con-
text information. A context space is defined for an application in a domain and con-
texts are constructed within that space. A context space includes a finite set of di-
mensions and a type associated with each dimension. The typed values are called tags
along each dimension. A RP may define a context space with (1) who needs the re-
sources? (2) what resource types are available? (3) where a resource can be delivered?
(4) when the resource will be available? and (5) why the resource might be required?
Contexts are constructed from the knowledge collected in the five dimensions who,
what, where, when, and why. A RP can construct contexts that include all or only a
subset or a superset of these dimensions. In a similar way a SP can construct contexts
related to service provision. In the notation of Wan [11] a context is represented as
c = [WHERE : Chicago,WHEN : 04/07/2012,WHO : XY Z,WHAT : EPR2].
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The interpretation is that c defines the setting in which the RP XY Z at Chicago has
the resource EPR2 at time 04/07/2012.

A context in itself is not useful, unless it is associated with events or situations that
are of interest in the context. The context formalism [11,12] allows evaluating situa-
tions at a context. A situation is encoded as a logical formula p on the dimension names
and other variables. In order to check that a situation p is true in a context c, the di-
mension names in p are bound to the tag values in the definition of context c and p is
evaluated. An example situation is the predicate can deliver == (| x−WHERE |<
100) ∧ (d2 < 10 + WHEN), where | . . . | denotes the distance expression and
(10 + WHEN), meaning within 10 days of specified time. When evaluated at c we
will get the expression (| x − Chicago |< 100) ∧ (d2 < 14/07/2012). Once the
values for the location variable x and date variable d2 are known this expression can
be evaluated to either true or false. This approach is used to resolve the SAT relation
involving context situation constraints.

4 A Three-Tiered Architecture for Service-Oriented Cyber
Physical System

In this section we put forth a resource-centric, and context-dependent model for service-
oriented CPS. A 3-tiered approach is shown in Figure 2. Tier-1 is the physical layer
in which the attributes and properties of a resource are specified together with legal
and contextual constraints. Tier-2 is the logical layer which imports specifications from
Tier-1, introduces dependencies and constraints and lists possible ways to utilize the
imported resource in services. Tier-3 imports resource class specifications from Tier-2
and specifies configured services by adding QoS properties of created service.
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Fig. 2. Three-tiered architecture for CPS



A Resource-Centric Architecture for Service-Oriented Cyber Physical System 691

4.1 Physical Description Layer

In this section we discuss the attributes for modeling resources in the physical layer.
The model that we create is called Resource Description Template (RDT). We may as-
sume that CPS resources are categorized so that all resources in a category are of the
same type. One such classification is human resources, biological resources, natural re-
sources, man made resources, and virtual resources. Human resources are well under-
stood and many human resources management systems are available today. Resources
required by a living being for survival and growth are biological resources. Examples
include water and food. Natural resources are derived from the environment. Examples
include trees, minerals, metals, gas, oil, and some fertilizers. Biological resource type is
a subtype of natural resource type. Man made resources include physical entities such
as bricks or mortar, books and journals for learning, and machineries. Any virtual com-
ponent of limited availability in a computer is a virtual resource. Examples of virtual
resource are virtual memory, CPU time, and the whole collection of Java resources [8].

A RP and its experts determine the essential features and properties to be specified
in a resource model. The main attributes of resources, especially when it comes to their
adaptation for providing services, are utility, availability, cost, sustainability, renewa-
bility, reuse. The utility factor for a resource defines its relevance, and often expressed
either as a numerical value u, 0 < u < 1, or as an enumerated set of values {critical,
essential, recommended }. In the former case, a value closer to 1 is regarded as critical.
In the later case the values are listed in decreasing order of relevance. A Resource Pro-
ducer (RP) may choose the representation {〈a1, u1〉, 〈a2, u2〉, . . . , 〈ak, uk〉} showing
the utility factor ui for the resource in application area ai for each resource produced
by it. The utility factors published by a RP are to be regarded as recommendations based
on some scientific study and engineering analysis of the resources conducted by the ex-
perts at the RP sites. Cost might depend upon duration of supply (as in power supply)
or extent of use (as in gas supply), or in required measure (as in the supply of minerals).
Dependency between resources can often be expressed as situations, in which predicate
names are resources.

4.2 Logical Layer Description

For the resource-centric CPS model we need to follow the resource-centric service ap-
proach, which is somewhat similar to the order-centric approach [13]. The activities in
the service are ordered, and the list of activities per single resource are handled taking
into account resource dependencies. This calls for a specification for each resource in
which the dependencies on other resources and the tasks that can be done with that
resource are listed. This is the logical view and we call this specification a Resource
Class Specification (RCS). To realize the resource-centric model of CPS it is necessary
that every CPS site publishes the RDTs of resources owned (or produced) by it as well
as the RDTs acquired from other RPs, develop a mechanism for allocating resources in
different service request contexts, and create a RCS.
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4.3 Process Layer Model

The process layer for resource-centric CPS should model how services are configured,
discovered, composed, and optimized. Among these process layer activities only ser-
vice configuration activity requires a language description, the other activities require
algorithms. So we restrict to service configuration description below.

In a service-oriented model the center piece is service and resources are not fully ad-
dressed within service model. On the other hand, in a resource-centric model, such as in
[3], the center piece is resource class specifications and service model is ignored. In our
resource-centric service model, resource class specifications are included in configuring
and composing service specifications. The first step for SP is browsing the sites of those
RPs, examining the RDTs published by them, and then selecting the RCSs published
by them. The second step is that the SP selects the RPs from whom the RCSs can be
bought. The final step for SP is to create services that can be provided by putting to-
gether the atomic tasks in the RCSs. We introduce the CyberConfiguredService (CCS)
notation for this purpose. In CCS the service with its contract, quality assurances, and
other legal rules for transacting business are included. Such configured services are
published in the site of the SP.

Abstractly viewed, a service is a function. In business, a service not only has func-
tionality but also has non-functional properties, legal issues for providing the service,
and context information for service delivery. These are bundled together by the SP in
a configured service. We define a CyberConfiguredService (CCS) is a service package
that includes all the information necessary that a service requester in CPS needs to know
in order to use that service. It will include (1) service functionality, (2) a list of resources
used to create the service, together with resource specifications, (3) nonfunctional at-
tributes of service, (4) quality attributes of the service, and (5) contract details. Legal
rules, context information on service availability and service delivery, and privacy guar-
antees are part of contract details. The service and contract parts are integrated in CCS,
and consequently no service exists in our model without a contract. The contract part
in CCS includes QoS contract Provided-by(SPq) as well as the QoS contract Provided-
by(RPq). These contracts must be resolved at service discovery and service execution
times using methods explained in Section 3.

5 Conclusion

In this paper we have put forth a resource-centric, and context-dependent model for
service-oriented CPS. Our contribution is a 3-tiered approach. Tier-1 is the physical
layer in which the attributes and properties of a resource are specified together with le-
gal and contextual constraints. The attributes are typed, properties and legal rules can be
formulated in logic, and context has a relational semantics [12]. As such Tier-1 specifi-
cation has a semantic basis. Tier-2 is the logical layer which imports specifications from
Tier-1, introduces dependencies and constraints and lists possible ways to utilize the im-
ported resource in services. Tier-3 imports resource class specifications from Tier-2 and
specifies configured services by adding QoS properties of created service. A specifica-
tion from a lower tier can be included in more than one specification in the next higher
tier. Modifications to a higher tier specification do not affect their constituent lower tier
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specifications. This 3-tier approach has the advantages of separation of concerns and
modularity, the essential software engineering principles for developing large systems.
In the near future we will continue our work on resource modeling, investigate for-
mal notation for describing resource-centric services, and illustrate our ideas through
proof-of-concept case studies.
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Abstract. This paper studies the implied volatilities of the S &P 100 from the
prices of the American put options written on the same index. The computations
are based on a recursive Binomial algorithm with prescribed error tolerance. The
results show that the volatility smile exists, thus the classic Black-Scholes’s ap-
proach of using a constant volatility for pricing options with different trading
conditions is not plausible. The method discussed in this work contrasts the like-
lihood ratio method contained in [6]. Further studies with expanded data set are
recommended for comparing the effectiveness of these two methods in forecast-
ing stock market shocks.

Keywords: Binomial Methods, Implied Volatility, Option Pricing.

1 Introduction

The Binomial tree method is developed as a stable tool for pricing Black-Schole options
(see [1]), where the volatilities of the same underlying asset with the same expiration
date are assumed as constant, even when the strike prices are different. However, abun-
dant literatures have questioned the validity of this assumption. For example, Derman et
al. (see [2]) argue that volatility is a function of time to maturity and strikes. Ederington
and Guan (see [3]) show the non-flat property of implied volatilities based on a study
of the S&P 500 futures options. They find that the implied volatility is higher for deep
in- or out-of-the-money options than that of the at-the-money options. In this study,
the implied volatilities are obtained by a recursive Binomial algorithm whose goal is to
minimize the error between the theoretical price computed from the Binomial tree and
the price recorded market observation.

The rest of the paper is organized as follows. Section 2 describes the model of our
study, including data description and model derivation. Section 3 demonstrates the em-
pirical results of our study. Section 4 discusses the applications of our modeling and
estimation procedure for financial crisis prediction. In particular, a comparison is drawn
with our pervious approach introdued in [6]. Concluding remarks and and possible fu-
ture directions are provided in Section 5.

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 694–699, 2013.
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2 Methodology

2.1 Model Description

Binomial methods for valuing options arises from discrete random walks models, which
assumes that the future stock price is not fully predictable, but progresses only from the
value of the current time. The basic model expressed in terms of a geometric Brownian
motion is as follows:

dS = rSdt+ σSdW (1)

where r is the risk-free interest rate, σ is the volatility of stock price and W is the
standard Brownian motion. The binomial tree method for valuing options assumes that
both r and σ are constant. We define S0 is the stock price at time 0. At time 1, the stock
price S1 can be either uS0 with probability p or dS0 with probability 1− p, where

u = A+
√
A2 + 1; d = A−

√
A2 + 1;A =

1

2
(e−rδt + e(r+σ2)δt) (2)

and

p =
erδt − d

u− d
(3)

Let V m
n denotes the value of American put option at time step mδt, the payoff function

of the American put can be described by (see [5])

V m
n = max(max(E − Sm

n , 0), e−rδt(pV m+1
n+1 + (1− p)V m+1

n )) (4)

where K is the strike price and Sm
n is the stock price estimated by Binomial method at

time m. Therefore, in each step, we can identify whether to exercise the American put.
The traditional Binomial tree method can only solve the problem about option pricing
by assuming constant implied volatility. In our research, we apply the Binomial method
by calibrating the value of σ to obtain the option price. The implied volatility, σ will be
adjusted until the lowest error between the result by Binomial method and the option
price on option exchange market is be achieved. A suedo-Matlab program is as follows.

1. Define the initial stock price S0, time to maturity T , and strike price K . The pa-
rameters of random walk r and σ should also be determined.

2. Compute u , d and p. For each time step, calculate the stock price by using u and d
and construct the tree.

3. Compute the put option values at time t = T , where V = max(K − Sm
n , 0).

4. Obtain the value of American put at each node by applying equation (4). Record
the option at the initial point, which is denoted as theoretical option value.

5. Observe the option value at option exchange market, and compare the error between
the theoretical option value and the observed market value.

6. Updateσ and repeat the above procedure until the minimum relative error is achieved.
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2.2 Data Selection

The data used are daily S&P 100 index options which were observed from Chicago
Board of Exchange (CBOE). S&P 100 index (OEX) options are options whose under-
lying assets are the values of the the S&P 100 index. As the barometer for the American
economy, S&P 100 index option is an actively trading option and data set is abundant
and representative for the experiment in this model. All the options on the S&P 100
index board will contain the expiration date and maturity days, closing market price of
the options, daily index returns, S&P 100 closing stock prices and the interest rate at
the maturity date. We choose six sample sets of American put from the available data
with different maturity dates. The observations are carried out on December 18, 2012.
Observations are made for all three types of options: in-the-money, at-the-money and
out-of-the-money options.

3 Empirical Results

The following table and figures provides some of the numerical results. The sample
period chosen contains short-term, medium-term and long-term options. Specifically,
the maturity days are 31 days, 59 days, 87 days, 185 days, 367 days and 731 days. The
graphs show a U-shape smile or half of the smile. For out-of-the-money put options
(S < K), the implied volatility is descending, while for in-the-money put options(S >
K), the trend of the implied volatilities is ascending. In general, the turning point occurs
when S = K , which is called at-the-money option. The short-term options show a more
uniform smile than the long-term options. This implied volatility smile is not flat, which
indicates that the Black-Scholes model’s presumption of the same implied volatility for
the options with the same maturity and observed on the same date is not appropriate.
The results are reasonable, and consistent compared to the previous literatures.

4 Applications of Stock Market Crisis

The study of implied volatility has many applications in the financial market. As one
of the examples, the implied volatilities can be used as an efficient forecast of possible
stock crisis. In our previous work (see [6]),the exponential average method is used to
generate the daily implied volatilities. With the daily implied volatilities generated, we
have addressed the problem by a structural modeling approach where the CIR mean-
reverting process is adopted to describe the movement of implied volatilities over time.
According to our previous research, the values of mean reversion speed, are higher
immediately after the stock crisis than before the crisis, the conclusion of which is
supported by the concept of mean-reversion disillusion (see [4]). In contrast to [6],
one can apply the recursive Binomial method to obtain the implied volatilities. Since it
has been shown that the implied volatilities can be captured by CIR model, the same
procedures can be adopted to estimate the parameters of CIR model:

dv(t) = k(θ − v(t))dt + σ
√
v(t)dZ(t) (5)
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Table 1. The implied volatilities for 6 samples of each strike price

K S1 K S2 K S3 K S4 K S5 K S6

500 0.3916 440 0.4 480 0.3267 480 0.2783 300 0.3932 360 0.3282
510 0.3757 460 0.3736 500 0.2938 500 0.2734 320 0.3769 380 0.3131
520 0.3602 480 0.34 520 0.2665 520 0.2605 340 0.3552 400 0.2998
530 0.3449 500 0.3235 540 0.2482 540 0.2411 360 0.3329 420 0.2898
540 0.3299 520 0.3003 560 0.2421 560 0.227 380 0.3201 440 0.2818
550 0.3056 540 0.267 580 0.2145 580 0.2222 400 0.308 460 0.2763
560 0.2878 560 0.2442 600 0.1994 600 0.2096 420 0.3017 480 0.2734
570 0.2678 580 0.2289 620 0.186 620 0.195 440 0.2991 500 0.2727
575 0.258 600 0.2003 640 0.1709 640 0.1893 460 0.2848 520 0.2653
580 0.2507 620 0.1893 660 0.1631 660 0.1828 480 0.2703 540 0.2552
584 0.2411 640 0.1645 680 0.1638 680 0.1769 500 0.2584 560 0.2468
590 0.2365 660 0.1537 700 0.1696 700 0.1813 520 0.2504 580 0.2408
595 0.2344 680 0.1583 720 0.191 720 0.1871 540 0.2453 600 0.2365
600 0.2239 700 0.1711 740 0.2242 740 0.1969 560 0.2423 620 0.2358
605 0.2112 720 0.2071 760 0.2574 760 0.214 580 0.2275 640 0.2374
610 0.2008 740 0.2438 780 0.2823 780 0.2329 600 0.2174 660 0.2344
615 0.1936 760 0.2723 620 0.2116 680 0.2279
620 0.1875 780 0.3001 640 0.2109 700 0.2242
625 0.1835 660 0.2066 720 0.2231
630 0.1793 680 0.1986 740 0.2246
635 0.1692 700 0.1963 760 0.2279
640 0.162 720 0.2003 780 0.2339
645 0.1576 740 0.2099 800 0.2415
650 0.1587 760 0.2126
655 0.1488 780 0.2195
660 0.1468 800 0.2284
665 0.1475
670 0.1503
675 0.147
680 0.1518
685 0.1604
690 0.1709
695 0.1831
700 0.1972
705 0.2044
710 0.2117
715 0.2233
720 0.2349
725 0.2464
730 0.2534
740 0.276
750 0.2939
760 0.3204
780 0.3636
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(b) 59 days to maturity
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(c) 87 days to maturity
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(d) 185 days to maturity
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(e) 367 days to maturity
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(f) 731 days to maturity

Fig. 1. The implied volatility smiles for S&P 100 index put options with different maturities

where where v(t) is the variance of the stock, and Z(t) is a Brownian Motion, and k, θ
and σ are positive constants. We apply the maximum likelihood method to estimate the
three parameters and the results are presented in Table 2.

The significant change of k between sample 1 and sample 2 indicates that there
should be a fluctuation in the stock market between January and Feburary, 2013. The
result is not surprising due to the current economic conditions in U.S. The U.S. fiscal
cliff may cause the economic turndown if there is no effective measurement to prevent
it.
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Table 2. The estimated parameters for CIR model

Sample k θ σ

Sample 1 13.697 0.137 0.035
Sample 2 66.669 0.045 0.039
Sample 3 74.368 0.061 0.023
Sample 4 70.771 0.052 0.015
Sample 5 51.539 0.043 0.034
Sample 6 59.769 0.053 0.016

5 Concluding Remarks

This paper focuses on the Binomial approach for obtaining the implied volatilities in a
stochastic financial environment. In this work, discrete random walk model is assumed
and applied to scale the stock prices at different time nodes. We iterate the Binomial
method recursively to obtain the implied volatilities by achieving the lowest error be-
tween the theoretical option value and the observed market value. Results from these
empirical experiments demonstrate that the implied volatilities display a U-shape or
half of the smile-shape, which is consistent with the existing literatures. Further studies
can be carried out with larger data set for calculating the likelihood ratios to predict the
stock market crisis, and draw comparisons.
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Jiangsu Province of China (BK2011350).
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Abstract. Wireless capsule endoscopy (WCE) is an ingestible electronic diag-
nostic device capable of working wirelessly, without all the limitations of  
traditional wired diagnosing tools, such as cable discomfort and the inability to 
examine highly convoluted sections of the small intestine. However, this tech-
nique is still encountering a lot of practical challenges and requires further  
improvements. This paper is to propose the methodology of investigating the 
performance of a WCE system by studying its electromagnetic (EM) wave 
propagation through the human body. Based on this investigation, the capsule’s 
positioning information can be obtained. The WCE transmission channel model 
is constructed to evaluate signal attenuations and to determine capsule position. 
The detail of this proposed research methodology is presented in this paper.   

Keywords: Wireless capsule endoscopy (WCE), Electromagnetic wave propa-
gation, positioning, transmission channel. 

1 Introduction 

The use of endoscopes to examine the body’s internal organs dates back to the 19th 
century [1], where a Mainz scientist developed the ‘Lichtleiter’ to examine human 
bladder and bowel with candle light. Later, various types of endoscopes were devel-
oped to examine the body’s internal organs in greater detail. Timely detection and 
diagnosis are extremely important since the majority of gastrointestinal (GI) cancers 
are curable if caught early. Traditional surgical treatments through the use of endos-
copies were developed into two branches: gastroscopy for examining the stomach and 
colonoscopy for the intestines. Each branch developed rapidly in the last two decades, 
eventually culminating in the birth of capsule endoscopy. Compared to earlier tech-
niques, capsule endoscopy as shown in figure 1 is non-invasive and hence more com-
fortable to patients. It can examine deeper GI tracts in the human body inaccessible 
with existing wired endoscopes. 

                                                           
* Corresponding author. 
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The Wireless Capsule Endoscope (WCE), a small capsule-shaped device contain-
ing a video camera, LED lights, a power source and a wireless transmitter, is used to 
detect various diseases within the digestive system (e.g. in duodenum, jejunum, 
ileum, etc.). There are many different types of wireless capsule endoscopes and they 
are mostly developed and manufactured by Olympus [2], Intromedic [3] and Given 
Imaging [4]. 

There are drawbacks limiting the application of WCE. First of all, the collected 
physiological data, such as the GI tract images, are insufficient for clinical diagnosis 
without the presence of capsule positioning data. Secondly, most capsules are po-
wered by an internal battery cell that in turn restricts capsule miniaturization. Lastly, 
current systems do not have continuous communication due to random orientations of 
the Capsule [5].  

 

 

Fig. 1. Human GI tract and wireless endoscopy capsule [2] 

This paper is proposing a methodology to investigate the performance of a WCE 
communication system by studying its EM wave propagation. This investigation 
serves to determine signal attenuation and capsule position. There are two main rea-
sons for this proposed research. The first one is that some EM energy would be ab-
sorbed by the organs when waves are transmitted through the human body, which 
could lead to large signal distortions. In addition, the human body is a frequency dis-
persive system with frequency dependent parameters (permittivity and conductivity) 
[6] that influence the electrical and magnetic properties of the signal transmission 
channel. The parameters change when wide-band signals are applied to the system, 
which require human body models to simulate the signal transmission with frequency 
dependent permittivity and conductivity. Furthermore, positioning of the capsule in 
the human body can be achieved by studying the EM wave propagation of the system, 
enabling tracking of position and orientation of the capsule without adding additional 
sensors. This allows more capsule space to be allocated for other components. 

For the above reasons, this proposed project works through three aspects. Firstly, 
the level of signal distortion in the transmission system is investigated. Secondly, 
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determine the EM wave propagation properties of WCE with different transmission 
distances when the transmitting and receiving antennas are in the same work plane 
(z=0 plane) by simulating the communication process through the human body model.  
Lastly, the second step is repeated but with varying work planes to simulate cases 
where the transmitting and receiving antennas are not in the same plane (z≠0 planes). 

2 Overview and Proposed Methodology 

EM wave propagation of the WCE transmission channel is studied by examining 
signal distortions, extracting the WCE’s location information and determining the 
capsule position. Therefore, a WCE communication system is built with a transmitter, 
a receiver and a communication channel. In order to better understand the system, 
each component will be studied separately. 

2.1 EM Wave Propagation Environment 

The abdominal environment is highly complex and the small intestines, which lie in 
close proximity, greatly influence the results. Therefore, the inhomogeneous human 
body module is simplified to a homogeneous body model which uses muscle material 
whose relative permittivity equals 56 and conductivity equals 0.83 S/m [7]. The shape 
of the body model can be cylindrical or ellipsoidal based on the needs of the study. 
Additional tissue layers may be added for further investigations. 

2.2 Transmitting and Receiving Antennas 

To implement the communication system, a suitable transmitting and receiving anten-
na will be selected to operate in the human body environment. The WCE antenna 
should be less sensitive to human tissue influences as the EM wave transmits in the 
body. Lossy dielectric material absorbs a number of waves and thus attenuates the 
receiving signal, causing strong negative effects on the EM wave propagation. A 
much wider bandwidth is required to enable transmission of high resolution images 
and large amounts of data. The detection of transmitted signal is preferred to be inde-
pendent of the transmitter’s position and hence, the transmitting antenna should have 
an omni-directional radiation pattern.  

On the basis of the Friis formula [8], the total loss between the transmitter and re-
ceiver is calculated by the distance between the transmitting and receiving antennas, 
which is 15 cm. It was calculated that the minimum total loss is achieved when the 
operating frequency is between 400-600 MHz [9-10]. Therefore the antenna in [9] 
which  operates at 410 MHz (as shown in Figure 2) is chosen for the modelling of the 
communication channel. To match the size and phase (of S21) of the transmitter and 
receiver pairs, a similar antenna design is applied to both the transmitter and receiver. 
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Fig. 2. Physical layout of conformal antenna and the return loss 

The communication system including the transmitter, intermediate material and re-
ceiver can be considered as a two port network. Therefore, scattering parameters can 
be used to analyze this system as shown in Figure 3. S11 is the return loss used to 
determine the channel bandwidth and S21 the ratio of voltage reflected at port 2 over 
the voltage sent from port 1, called the forward voltage gain, is used in the following 
sections. 

 

  

Fig. 3. Scattering parameters 

3 Methodology and Feasibility Analysis 

The following methodologies are proposed in order to study the electromagnetic wave 
propagation of Wireless Capsule Endoscopy in human body. 

3.1 Relative Angle Position between TX and RX 

Antenna is not symmetrical structure in general, therefore the influence of the antenna 
radiation pattern should also be taken into consideration. To test the system, one di-
rection of the transmitter with the appropriate radiation pattern is chosen. Excitation 
signals are supplied into the transmitting antenna while signals at the receiving anten-
na are compared to the input signal to check for attenuations. The receiver is placed at 
different angles, surrounding the transmitter and separated by 45 degrees each (illu-
strated in Figure 4). 

The unstable forward voltage gain influences the accuracy of localization results. If 
the capsule is rotated around the center of the outer shell, errors are introduced to the 
localization calculations. This influence needs to be taken into consideration while 
performing the localization estimation. 
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Fig. 4. Evaluate the RP effects and the in body communication system 

3.2 Transfer Function and S21 

The simulated S21 results are examined to see if it could be considered the transfer 
function. Since the Finite Integration Technique makes CST’s simulation results in 
the time domain more accurate than the frequency domain, Discrete Fourier Trans-
form (DFT) will be used for both input and output port signals to calculate the transfer 
function, and it is compared with S21 results achieved from CST. Limited by the 
signal time gap between two discrete values, the number of points within 1 GHz is 
small, but the transfer function trend can be obtained.. 

3.3 Relative Distance between TX and RX(z=0 plane) 

At this stage, different offsets between transmitter and receiver are applied to this 
system to collect the simulation results of S21, the forward voltage gain. To perform 
capsule localization, signal transmission distances are swept from 0 to 160 mm with 
20 mm steps. With the position of RX fixed, TX is moved in the human body model 
to obtain the EM wave propagation properties of WCE with different offsets as shown 
in Figure 5. 
 
 

 

Fig. 5. Layouts of TX and RX (offsets: 50, 100, and 150 mm) 

Human body 
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3.4 Relative Position between TX and RX( z≠0 plane) 

Since the position of the capsule endoscope in the gastrointestinal tract is changing, 
knowing the transmission characteristics of the wireless signal in the same plane is 
not sufficient. The step in Section 3.3 will be repeated but with the transmitter and 
receiver in different planes as shown in Figure 6 so that the location and quantity of 
the receiver and transmitter can be determined. Three-dimensional positioning and 
tracking of the capsule endoscope is therefore possible. As receiver moves along the 
z-axis, the radio propagation properties of WCE with different signal transmission 
distances when the transmitting and receiving antennas in the different plane (z≠0 
plane) can be obtained. 
 

 

Fig. 6. TX and RX are in different work planes 

4 Conclusion and Future Work 

In this paper, the proposed methodology was to investigate the performance of a 
WCE system. Based on this investigation, the capsule’s positioning information can 
be obtained. The WCE transmission channel model was constructed in order to exam-
ine signal attenuations and determine capsule position. The outcome of this investiga-
tion will be useful for researchers to carry out further research in locating the WCE 
position within the human body. 

Acknowledgement. This work is partially supported by the Natural Science Founda-
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Abstract. Contemporary technical experimentations become complicated.
Therefore, a smart laboratory environment is needed for effective laboratory ac-
tivities. In particular, a monitoring/surveillance system is needed to detect and
regulate extreme ambient conditions in the laboratory. In this paper, we describe
how a thermal comfort laboratory surveillance system is constructed via the
deployment of a wireless sensor network (WSN). In order to prolong system life-
time as well as improve system reliability, a habit-based adaptive sensing mech-
anism has been proposed. Evaluations of on-site deployment results indicate the
functionality and feasibility of the proposed WSN.

Keywords: laboratory surveillance, wireless sensor network.

1 Introduction

Wireless sensor networks (WSNs) are wireless network systems that contain numer-
ous distributed, linked, and autonomously operated sensor nodes [1–3]. In each sensor
node, sensors are used to examine environmental conditions in distributed locations,
for assisting human to make better decisions or allowing machines to make decisions
automatically. Results show that WSNs have been successfully deployed for clinical
monitoring [4], environmental surveillance [5] and other surveillance applications [1].
However, WSNs were seldom used in monitoring environments in high-end industries.
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Fig. 1. The deployment of the WSN in the laboratory. The black square, black circles, grey
squares, and white rectangles denote the base station, sensor nodes, wall structures, and labo-
ratory benches, respectively.

On the other hand, contemporary technical experimentations, instrumentations, and
productions become complicated. For examples, researchers have to work with volatile
chemicals/biological substances and sophisticated equipment. Therefore, a smart labo-
ratory environment is needed for effective laboratory activities. In particular, the smart
laboratory environment should be able to i) detect hazards in laboratories, such as exis-
tence of pest, accidental release of chemical and bacteria, and extreme ambient condi-
tions, ii) monitor the health of users, conditions of equipment as well as the laboratory
environment, iii) track the existence of equipment, chemicals and other substances for
maintaining safety and security, and iv) regulate the environment of the laboratory to
reduce power/resource consumption without deteriorating efficiency of activities in the
laboratory. Laboratory management systems [6] and remote laboratory systems [7] have
been proposed for data logging and utilization of laboratory equipment, respectively.
However, no monitoring/surveillance systems have been developed to gather adequate
information, transfer data to information and knowledge, and eventually providing use-
ful and prompt services for hand-on laboratory activities.

In this paper, we describe how a laboratory surveillance system is constructed via
the deployment of a WSN. In particular, the WSN is used to gather and act on relevant
information about the thermal comfort of physical environments. In order to prolong
the operation time of sensor nodes, a habit-based adaptive sensing mechanism has been
proposed. In this paper, functionalities and requirements for the surveillance in labora-
tories as well as hardware and habit-based adaptive sensing mechanism are discussed
in Section 2. The performance evaluation of the developed WSN is shown in Section 3.
Section 4 concludes the paper.

2 Laboratory Surveillance System

Our proposed WSN contains numerous distributed sensor nodes and a base station.
When the WSN operates, sensor nodes autonomously examine relevant environmental
conditions in the laboratory. Measured physical quantities are then sent back to the base
station for analysis and post processing.
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2.1 Deployed Environment and System Requirements

The proposed WSN has been deployed in a project laboratory in an university. The lab-
oratory is located in the basement of the building. We observed that the air ventilation of
the laboratory may not be adequate for large-class activities with about 160 students and
after office hours. Furthermore, laboratory activities are sometimes affected by ground
vibrations and are not always supervised by technicians. Therefore, the major task of
the system is to measure vibration, temperature and humidity. The floor-plan of the lab-
oratory and the deployment of five sensor nodes are shown in Fig. 1. In order to ensure
a complete coverage of surveillance, the base station is placed in the middle of the lab-
oratory. Meanwhile, sensor nodes are distributed throughout the laboratory. In addition,
there are a few requirements for the deployment of WSNs in laboratories:

– There are no restrictions in the placement of nodes. However, they should be placed
seamlessly on work benches, in order to measure realistic environments as well as
to prevent destructions by impact of equipment and human activities.

– Most power plugs have been occupied by equipment, therefore only the base station
can be powered by a power plug. In other words, sensor nodes are powered by
battery packs. Furthermore, low-volume/-power wireless communication should be
used in the WSN, and computation-intensive data analysis should be done by the
base station. Furthermore, habit-oriented adaptive sensing mechanisms should be
introduced for power saving.

– Wireless communication may be blocked occasionally because of physical and
electromagnetic obstacles in the laboratory (e.g., instruments and computers).
Therefore, reliable transmission mechanisms and measures are needed.

– Sensor nodes are located in predetermined locations. Therefore, localization and
beaconing are not required.

2.2 Relevant Physical Quantities for Measurements

The core function of the proposed WSN is to measure physical quantities for laboratory
surveillance. These quantities can be used to keep people and instruments away from
hazards, accidents, and usurping, as well as to provide a suitable, comfort, and produc-
tive environment. In summary, laboratory productivity can be related to many physical
quantities. Examples of relevant quantities are shown in Table 1.

In laboratory surveillances, the two major relevant physical quantities are temper-
ature, and relative humidity (RH). For example, people can be less concentrated and
productive if the thermal comfort is not provided [8]. Reliability of equipment can also
be affected by the temperature. In addition, people become not comfortable when the
RH of the environment is lower than 25% or higher than 60%. Meanwhile, products,
materials, equipment, and performance of reactions can also be deteriorated if the en-
vironment has an abnormal humidity. For example, low RH may cause problems with
static electricity, which may cause damages to static-sensitive equipment and materi-
als as well as may cause fires and explosions when working with flammable liquids
and gases. Meanwhile, when RH is high (e.g. >70%), there may be condensations on
surfaces of instruments, which leads to corrosions and moisture-related deteriorations.
Therefore, these quantities should be examined and moderated in the laboratory.
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Table 1. Relevant Physical Quantities for Laboratory Surveillance

Monitored condition Relevant physical quantities

Human comfortability temperature, humidity, air movement, light intensity
Human safety/healthy toxic gas, particulates

Instrumentation effectiveness temperature, moisture, particulates, vibration, air pressure
Equipment safety and security rotation, acceleration, collusion, vibration, existence

Power effectiveness current, power, temperature

Fig. 2. Implemented sensor node for laboratory surveillance: (a) block diagram, and (b) the im-
plemented prototype

2.3 Hardware of Sensor Nodes

The implemented sensor node of the proposed WSN is shown in Fig. 2. A sensor node
detects physical quantities from sensors on the microcontroller board. Measured quan-
tities are then processed on the board, and transmitted to a relay/base station via a wire-
less transceiver. In the proposed WSN, Arduino-compatible and transceiver-embedded
microcontroller platform Zigduino is used as the microcontroller board of sensor nodes.
The board contains a Atmega128RFA1 processor and a 2.4 GHz antenna. Furthermore,
there are 14 digital input/output ports and six analog input ports on the microcontroller
board that can be connected to sensors. The board also has 128 KB of flash memory, 16
KB of SRAM and 4 KB of EEPROM. These adequate peripherals allow the system to
provide a versatile operation. In addition, the node draws 15 mA, 6 mA, and 250 μA in
the mode for transmitting, sensing, and sleeping, respectively.

Besides microcontroller boards, sensors are also critical in WSNs. In WSNs, sensors
have to provide an accurate, reliable and low-power/-volume measurement. The imple-
mented prototype has a resistive humidity sensor component and a negative temperature
coefficient (NTC) temperature detection component. The measurable temperature range
is from 0◦C to 50◦C, and RH range is from 20% to 90%. The measurement mechanism
is power-aware and reliable because i) the sensor is switched on only when an interrupt
is received from the microcontroller, and ii) the sensor sends the measured quantity to
controller board with a checksum for verifications. Besides sensing of temperature and
RH, the prototype also has a light sensor and vibration sensor to examine existences of
research activities and vibrations.
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Table 2. Meaning of the node message {AXXYYS} in the WSN

Condition XX Y Y

If 0 ≤ XX ≤ 50 Temperature Relative humidity
If XX = Y Y Abnormal 55: Too high temperature
and XX > 50 condition 60: Vibration

65: Sensor failure

A: Node number
S: Checksum (Last digit of summation of digits of A, XX and Y Y )

e.g. {125356} : “Node 1: Temperature = 25◦C; Relative humidity = 35%
e.g. {165653} : “Node 1: Sensor failure
e.g. {165654} and {165350}: Invalid messages

2.4 Communications between Nodes

When the microcontroller in the sensor node indicates the validity of the sensor reading,
a low-volume message is sent to the base station through the transmitter. Examples of
transmitted/received messages are shown in Table 2. Normally, each message consists
of its sensor node number, a temperature reading, a RH reading, and a checksum. Fur-
thermore, since the temperature range of the sensor is from 0◦C to 50◦C, redundant
temperature range has been used to indicate abnormal conditions (“hazards”), such as
vibrations and sensor failures.

The proposed WSN involves multiple sensor nodes interacting over the same com-
munication channel. If the sensor node or the base station suffer from communication
collisions in the network, the surveillance of a certain region or even the whole region in
the laboratory can be terminated. Therefore, communication mechanisms should be de-
veloped to minimize effects on system dynamics due to node failures. Therefore, for re-
liable communications, a quasi-802.15.4 MAC mechanism with acknowledgement and
a disconnection alarm have been used in the implemented WSN, such that the WSN
can notify technicians for re-configurations. In particular, if the sensor node cannot
successfully transmit messages to the base station, the sensor node is classified as “dis-
connected”. In addition, if the quality of transmission is continuously low (e.g., Link
Quality Indicator (LQI) < 200), the sensor node is classified as “poorly connected”.

2.5 Adaptive Sensing for Low-Power Operations

A core task in WSNs is to minimize the energy used for node communications. In our
deployed environment, the base station can be powered by a power plug. However, sen-
sor nodes are mainly powered by 5V 3Ah battery packs. If there is no duty cycling,
the node may only be operated for one day. Therefore, an adaptive sensing mecha-
nism is proposed for a long-term surveillance. In other words, based on the computed
duty cycle, the sensor node turns on the sensor (“sensing mode”) and radio transceiver
(“transmitting mode”) for sensing and message transmissions, respectively. Finally, the
sensor node is switched into “sleeping mode” when the message is acknowledged.

The adaptive sensing mechanism adjusts the duty cycle of sensor nodes, based on
i) the existences of laboratory activities, ii) the existences of abnormal conditions, and
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Table 3. The configuration of duty cycle adjustment

Condition Laboratory Initial Increment of duration Maximum
activities duration (sec.) in each step (sec.) duration (sec.)

Normal Exist 15 5 30
Normal Not exist 30 10 300

Abnormal Exist 5 0 5
Abnormal Not exist 5 5 60
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Fig. 3. Obtained readings of temperature and relative humidity. (a) From Sensor Nodes #1 and
#2 in normal conditions; and (b) From a sensor node in abnormal conditions.

iii) the status of current operations. For example, if the condition does not change, the
duty cycle can be prolonged gradually until the duty cycle reaches the pre-determined
maximum duty cycle. Meanwhile, the maximum duty cycle can be longer if there are
no activities or abnormal conditions in the laboratory. Apart from this, we observe that
researchers sometimes work overnight in the laboratory, therefore light intensity instead
of time (e.g. 8AM-5PM) is used as the indication of existences of laboratory activities.
Furthermore, time synchronization is not required. In summary, the configuration of
duty cycle adjustment is shown in Table 3.

3 Evaluation of the System Performance

3.1 Detecting Normal and Abnormal Environment Conditions in the Laboratory

Collected sensor readings have been analyzed to detect the onset of deterioration of
laboratory environment. Results in Fig. 3(a) show the temperature difference between
Node #1 and Node #2 in a normal situation. As shown from the figure, temperature
should be moderated through ventilation. Readings in abnormal conditions are shown in
Fig. 3(b). From received messages, the base station noticed that the ambient became hot
from Time (I) to Time (III). In particular, the base station noticed that i) the temperature
have been changed rapidly at Time (I), and ii) the temperature became extremely high
at Time (II). Therefore, a message has been sent to switch on the ventilation system
and remove the hot source. Meanwhile, the base station also noticed that i) there were
a vibration and a sensor failure at Time (A) and (B), respectively. In aforementioned
abnormal conditions, notifications had been sent to technicians. These examples show
that the WSN is capable of detecting deteriorations of conditions in the laboratory.
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Fig. 4. The duty cycle of a sensor node with the adaptive sensing mechanism. (a) Normal condi-
tions with laboratory activities; (b) Abnormal conditions with laboratory activities; (c) Abnormal
conditions with no laboratory activities; and (d) Normal conditions with no laboratory activities.

Table 4. System reliability and network reliability in the WSN.

Sensor Node System reliability Network reliability (LSI; Max: 255) Power (dBm)

#1 96.87% 253.99 -90.06
#2 98.53% 227.09 -89.50
#3 98.71% 255.00 -81.03
#4 96.69% 254.63 -89.73
#5 97.24% 254.20 -84.89

3.2 Service Reliability and Power Consumption of the Adaptive Sensing
Mechanism

The adaptive sensing mechanism of an 1.8-hour surveillance example has been evalu-
ated. In the example, the sensor node switched on and off based on the calculated duty
cycle. An example of the duty cycle of a sensor node is shown in Fig. 4. In the exam-
ple, there were i) laboratory activities from 0 seconds to 200 seconds and the last 180
seconds (Period (a) and (b)), and ii) abnormal conditions in the laboratory from 170
seconds to 770 seconds (Period (c) and (d)). The sensor node with the adaptive sensing
configuration switched on 63 times and the microcontroller drew 2549 mA current for
operations. Meanwhile, in the fixed-schedule dense-sampling configuration (i.e., sens-
ing for every five seconds), the sensor node switched on 1296 times and drew 50544 mA
current. The excessive power consumption is caused by the unnecessary measurements
in low-risk situations (e.g. no laboratory activities). The excessive power consumption
will significantly shorten the lifetime of the portable system. If a fixed-schedule sparse-
sampling configuration (i.e. sensing for every 102.9 seconds) is used, the sensor node
also switched on 63 times and drew 2549 mA current. However, there was a 35.8 sec-
onds detection delay. The delay can be fatal, because a high temperature can cause
fire or even explosion in the laboratory. In conclusion, the adaptive sensing mechanism
allows the WSN maintains an effective measurement with low power consumption.

3.3 System Reliability

In order to evaluate the system performance, five sensor nodes have been deployed si-
multaneously for collecting readings of temperature and RH during the three-hour trial.
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In the trial, 2715 (i.e., 543 messages per sensor node) messages have been received
and analyzed. Among received messages, 2640 messages had valid temperature and
RH readings, i.e., the mean system reliability is about 97.24%. Furthermore, the system
reliability of each sensor nodes is summarized in Table 4. On the other hand, received
signal strength indicators in Table 4 shows that Node #2 had the worse network reli-
ability (i.e., lowest LSI). The problem may be due to the obstruction (e.g. computers,
equipment, and wall structures). But in overall, all sensor nodes have been appropriately
placed to provide a complete coverage as well as a open channel for communications.

4 Conclusion

This paper presents a design of a WSN for laboratory surveillance. On-site measure-
ments show the functionality of the adaptive sensing mechanism. The measurements
also verify the feasibility of applying WSNs for real-time laboratory surveillance and
construction of smart laboratories. In the future, we hope that the proposed WSN can
be verified and validated in a large-scale deployment [9].
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Abstract. Many problems facing software engineers demand ‘optimal’ perfor-
mance in multiple dimensions, such as computational overhead and develop-
ment overhead. For these complex problems, designing an optimal solution 
based upon a single programming paradigm is not feasible. A more appropriate 
solution is to create a solution framework that embraces multiple programming 
paradigms, each of which is optimal for a well-defined region of the problem 
space. This paper proposes a theory for creating multi-paradigm software solu-
tions that is inspired by two contributions from theoretical physics: model de-
pendent realism and M-Theory. The proposed theoretical framework, which we 
call ‘S-Theory’, promotes the creation of actor-optimal solution frameworks, 
encourages technology reuse and identifies promising research directions. We 
use the field of sensor networks as a running example. 

Keywords: M-Theory, S-Theory, multi-paradigm programming. 

1 Introduction 

In this paper, we propose ‘S-Theory’, a theoretical approach to combining multiple 
programming paradigms to realize optimal software solutions. S-Theory provides a 
methodology for analyzing problems and designing software solutions using multiple 
programming paradigms. A complete validation of S-Theory is beyond the scope of 
this paper. Instead, we provide a high-level outline of the theoretical framework for 
feedback from the research community. 

Contemporary application scenarios require solutions that provide ‘optimal’  
performance for multiple actors. Performance is a multi-dimensional concept with 
different implications at different stages of the software lifecycle. Performance at 
build-time entails considerations such as the man-hours required to build software, 
while performance at run-time focuses on issues such as CPU, memory and network 
requirements. In this paper, we use the problem of building Wireless Sensor Network 
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(WSN) applications as a motivating example. While WSN problems showcase the 
need for multi-dimensional optimization, in our view, similar problems are encoun-
tered in many different application areas. 

Building efficient node-local software for WSN platforms requires low-level ab-
stractions that are capable of providing fine-grained control over every available byte 
of memory, CPU cycle and joule of battery power. Conversely, effective administra-
tion and tailoring of a large sensor network application requires higher-level abstrac-
tions that allow for reasoning at the granularity of groups of nodes or an entire WSN. 
As such, a range of software models operating at different scales of abstraction is 
required throughout the software lifecycle to serve the needs of all actors. While the 
Model Driven Engineering (MDE) community recognizes this problem, the cost of 
using multiple models has received comparatively little attention. On resource con-
strained WSN platforms, the use of each additional model consumes extra computa-
tional and memory resources and, in all cases, introduces communication barriers 
between actors who use different paradigms. The question for software engineers 
therefore becomes: How to design a multi-paradigm solution that supports the needs 
of all actors while minimizing costs? 

Physicists have grappled with the problem of reconciling multiple theoretical mod-
els of the universe into a ‘grand unified theory’ for decades. Classical Mechanics is a 
sound model for predicting interactions between macroscopic entities travelling at 
low speeds. However, the predictive power of this theory breaks down at scales 
smaller than 10-9 meters. At these scales Quantum Mechanics has better predictive 
power. Conversely, Quantum Mechanics cannot be used to accurately predict the 
behavior of macroscopic entities. Model dependent realism [1] is a philosophical 
approach that posits that reality is best understood using a number of co-existing and 
complementary models, each appropriate for a different region of the problem space. 
M-Theory [1] builds upon model-dependent realism to unify disparate scientific theo-
ries such as Classical and Quantum Mechanics. In M-Theory, a model is valid if it has 
better predictive power than existing models for a specific region of the problem 
space, or if it has equal predictive power, but covers a greater region of the problem 
space. Thus, M-Theory allows for the reconciliation of multiple theoretical models in 
a unified theoretical framework. We propose S-Theory to provide a comparable theo-
retical framework for analyzing software problems. Furthermore, while physicists are 
limited to observing the universe, software engineers are free to redefine their  
‘software universe’ and thus S-Theory can also be used as a tool to create optimal 
solutions. 

The remainder of this paper is structured as follows: Section 2 provides an over-
view of S-Theory, the implications of which are discussed in Section 3. S-Theory is 
positioned against related work in Section 4. Finally, we conclude in Section 5 and 
outline directions for future work. 

2 S-Theory 

S-Theory provides a methodology to analyze problems, identify requirements, design 
and optimize a software solution. These elements of the S-Theory methodology are 
described in Sections 2.1 to 2.4 respectively. 
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2.1 Mapping the Problem Space 

All software problems may be plotted against a common multi-dimensional problem 
space, each axis of which describes a problem characteristic such as: the phase of the 
software lifecycle at which concerns are introduced, network scale, requirement-
dynamism, network-dynamism and timeliness. The scale of each axis may be quantit-
ative, or qualitative depending upon the characteristics of the dimension being  
described. Where a dimension is considered irrelevant, for example network-
dynamism in node-local problems, it may be omitted from the plot. The various  
dimensions of the problem space are analogous to the physical dimensions of M-
Theory, such as length, breadth, depth and time. Figure 1 plots a simplified example 
of a WSN problem on the common problem space. For comparison, a cloud-
computing problem is also plotted. 

 

 

Fig. 1. Simplified Plot of WSN and Cloud Computing against a common problem space 

As can be seen from Figure 1, the scale of cloud computing problems is larger than 
WSN, however, cloud computing has less extreme resource constraints and a simpler 
model of software evolution. Based upon this problem space it is possible to identify 
actor regions, as described in Section 2.2. 

2.2 Identifying Actor Regions 

For large and complex problems, each actor that is involved in developing a solution 
typically operates within a limited area of the total problem space, which we refer to 
as the ‘actor region’. In the WSN domain, Picco et al. [2] identify three actors: (i.) the 
‘WSN Geek’, who develops embedded software and therefore requires specialized 
programming abstractions that focus on resource efficiency, (ii.) the ‘WSN Techni-
cian’ who manages and administers the network and thus requires mechanisms to 
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manage a large-scale sensor network and (iii.) the ‘Domain Expert’ who requires 
simple mechanisms to integrate data from the WSN into their back-end applications. 
Huygens et al. [3] provide a similar set of actor roles for WSN, validating this work. 

It can be seen that each actor works within a specific region of the problem space, 
depending on his objectives and the phase of the software lifecycle in which the actor 
works. For example, the WSN Geek requires abstractions that expose the low-level 
features of embedded sensor nodes, while the WSN technician reasons in terms of 
groups of nodes. Figure 2 plots actor areas for the WSN Geek and WSN Technician. 
For clarity and simplicity, only these two roles are plotted. Drawing from model-
dependent realism, S-Theory allows each actor to create and reason about the system 
through the most appropriate software model.  

 

 

Fig. 2. WSN Geek and WSN Technician Actor Regions in the WSN Problem Space 

As can be seen from Figure 2, the ‘WSN Geek’ works primarily at build-time be-
fore the system is deployed, while the ‘WSN Technician’ works at run-time to main-
tain and tailor system behavior. The ‘WSN Geek’ reasons at the level of an individual 
mote, while the ‘WSN Technician’ reasons at the level of many of motes. The ‘WSN 
Geek’ builds static system software, while the ‘WSN Technician’ manages software 
evolution. Finally, both actors must work within the resource constraints of contem-
porary mote platforms. Considering the sketch of the problem space provided in Fig-
ure 2, it is clear that no one programming paradigm can meet the different needs of 
both actors. 

2.3 Building a Solution Space 

A complete solution space for any problem should provide a set of software models 
that together give complete coverage of all actor regions, i.e. the collection of models 
should allow all actors to work at all points within their ‘actor regions’. For most 
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problems, multiple valid solution spaces are possible, each of which has an associated 
cost, which is calculated based upon the sum costs of the constituent software models.  

The costs of any software model are also multi-dimensional, including factors such 
as developer effort, message-passing overhead and CPU load and the prioritization of 
costs is dependent upon the application domain. Cost is also a rationale for including 
software life-cycle phase as a dimension in the problem space, as the cost of a soft-
ware model is dependent on the point in the problem space at which it is applied. For 
example, at development time, human related costs such as development time are 
likely to dominate, while at runtime, resource related costs such as CPU and memory 
overhead are more relevant. For each software model, a cost function should be pro-
vided which transforms a position in the n-dimensional problem space to a set of 
software costs for each cost dimension. It should be noted that the metrics used to 
measure costs are defined along with the problem space as described in Section 2.1. 

2.4 Optimization of the Solution Space 

A software solution-space is considered optimal where the following four conditions 
are met: 
 
1. Actors are provided with software models that cover their actor-region and that 

allow them to accomplish all necessary tasks at all times. 
2. The solution contains no models that serve only a region external to the problem 

space, as this would constitute unnecessary redundancy and overhead. 
3. There is no known software model that could cover an actor region at lower cost 

than currently used models.  
4. There is no known software model that could cover two actor regions at the same 

cost as the current models and thereby reduce overhead and eliminate communi-
cation barriers between actors. 
 

The problem space and solution space are expected to be dynamic and to change over 
time. For the problem space, dynamism is driven by the emergence of new actors and 
the expansion of problem space dimensions to scales that were unforeseen during the 
initial modeling of the problem. For the solution space, dynamism is driven by the 
emergence of new software models with different capabilities and costs. The solution 
space should therefore be continually re-optimized by applying the four rules listed 
above. 

3 Applying S-Theory 

S-Theory provides a scientific methodology for building and optimizing software 
solutions to complex multi-actor problems. While individual researchers may apply S-
Theory as a tool to analyze and optimize their own work, this entails significant over-
head in terms of generating cost-functions for 3rd party software models. In our view, 
the full potential of S-Theory will most effectively be realized, if it is adopted and 
used in a collaborative fashion by multiple research groups. 
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We envisage that for each application area of computer science, researchers could 
first use S-Theory to map their problem space. Once the key dimensions of the prob-
lem space have been mapped and accepted by the research community within an ap-
plication area, actor roles and regions should be identified, discussed and refined 
along with the dimensions of software solution costs. This process may be viewed as 
a formalization of the existing pattern where new research fields are initiated by time-
ly and influential position papers. In comparison, mapping the problem space using S-
Theory is more formal and specific and provides a sound foundation for future work 
within a sub-domain.  

Once a sub-discipline has agreed upon the dimensions of the problem space and 
the actor regions, appropriate software models from related application areas should 
be identified and reused. Where no appropriate model exists for an actor region, S-
Theory identifies a clear research agenda: to develop a new model that meets the re-
quirements of the un-served actor region. As new software models emerge, they 
should be evaluated against existing models based upon their cost functions and their 
coverage of the problem space using the rules described in Section II.D. It is likely 
that as a sub-discipline matures, the boundaries of the problem space will change, 
necessitating optimization of solution spaces. 

4 Related Work 

Focusing on our example application area of WSN, the necessity of creating multi-
paradigm WSN solutions is supported by Picco et al. who argue for finding “the right 
abstractions for the right application” and “for the right developer” [2]. This require-
ment is also reflected in contemporary WSN software stacks. UC Berkeley provides a 
multi-paradigm software solution composed of: the NesC [4] component model for 
efficient node-local programming, the Mate VM [5] for run-time tailoring and Ti-
nyDB [6] to integrate the WSN with back-end applications. In contrast, the University 
of Lancaster provides OpenCOM [7] for efficient node-local programming, Open 
Overlays [8] for distributed (re)-configuration and Genie [9] for goal-based modeling 
of application behavior. KU Leuven provide yet another WSN software stack, with 
LooCI [10] for local and distributed programming, PMA [11] for policy-based admin-
istration and QARI [12] for goal-based enforcement of quality objectives. Each soft-
ware stack provides a programming paradigm targeted at the WSN Geek, the WSN 
Technician and the Domain Expert roles. However, using current methods it is diffi-
cult to assess which software stacks are most optimal for a given application. S-
Theory promises to rationalize divergent multi-paradigm solutions and is therefore 
complementary to existing multi-paradigm work in our application area. 

Moving from our example application domain of WSN to consider the general 
case, the difficulty of building software solutions for complex applications was noted 
by Zadeh [15], who states that: “the complexity of a system and the precision with 
which it can be analyzed bear a roughly inverse relation to one another”. S-Theory 
provides a promising approach to mitigating Zadeh’s dilemma. By decomposing a 
problem space into smaller actor regions and selecting appropriate abstractions for 
each region, complexity is minimized and performance is maximized for each actor. 

Model-Driven Engineering (MDE) is related to S-Theory in that it advocates the 
use of multiple domain-specific abstractions as an important complement to general 
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purpose modeling languages to solve specific problems. Modern general purpose 
programming languages like Scala [14] propose advanced features to define and 
seamlessly integrate DSLs into the main language, making it possible to use more 
elegant, concise and comprehensive abstractions for certain parts of a program. Re-
search [16] has shown that families of more focused modeling languages are more 
successful and practical. In contrast to MDE, S-Theory specifically considers the cost 
of additional abstractions. However, we view the flexible abstractions offered by 
MDE [17.18] as a key enabler to support S-Theory. 

In comparison to model-dependent realism [1], from which we draw inspiration, S-
Theory also allows for multiple valid models of a complex system, however, while 
model-dependent-realism only allows for multiple valid models for understanding 
phenomena, S-Theory also allows for multiple valid models for enacting change. 
While theories that deal with observable reality from fields such as physics or psy-
chology can be considered as a subset of M-Theory [1], in our view S-Theory is not a 
subset of M-Theory, as S-Theory also concerns the creation of software ‘realities’. 

5 Conclusions and Future Work 

In this paper we have presented of a theoretical framework for developing optimal 
software solutions using multiple programming paradigms: S-Theory. We then 
sketched a vision of how S-Theory could be applied by the research community. The 
work presented in this paper is at an early stage, and represents the first steps in rea-
lizing our vision. 

Our future work will first focus on a thorough and complete validation of S-Theory 
in the field of WSN. Specifically, we will map the WSN problem space, develop cost 
models and benchmark available WSN programming paradigms using these models. 
Based upon this analysis, we will assemble an optimal WSN software stack from 
available paradigms and identify areas that are not well served by current approaches. 
In the longer term, we intend to evaluate the applicability of S-Theory to application 
domains other than WSN. To support this, we actively invite collaborations from 
software engineers working in any area. 
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Abstract. The IVEF service is the draft standard designed for exchange of 
information on sea traffic between the vessel traffic systems and between the 
vessels. Standardization of this service is under way as a part of the next-
generation navigation system, called e-Navigation. The International 
Association of Lighthouse Authorities (IALA) suggests, on its recommendation 
V-145, the IVEF service model and the protocol for provisioning of this 
service. But the detailed configuration of this service must be designed by the 
users. This paper suggests, based on the basic service model and protocol 
provided in the recommendation V-145, the design of the J-VTS middleware 
which will facilitate exchange of information on sea traffic. 

Keywords: VTS Security, e-Navigation, IVEF, VTS,  Middleware Platform, J-
VTS, Inter-VTS Data Exchange Format. 

1 Introduction 

The IVEF service is the draft standard designed for exchange of information on sea 
traffic between the vessel traffic systems and between the vessels. Standardization of 
this service is under way as a part of the next-generation navigation system, called e-
Navigation. The International Association of Lighthouse Authorities (IALA) suggests, 
on its recommendation V-145, the IVEF service model and the protocol for 
provisioning of this service. But the detailed configuration of this service must be 
designed by the users. IVEF service is aimed at establishing a common framework to 
ensure exchange of ship information between VTS centers gained via automatic ship 
identification device, CCTV, radar system and other devices. For this, a number of 
models such as data model, interaction model and security model are being proposed 
and XML-type basic protocol to deliver them has been distributed. Robust exchange 
of marine traffic information between VTS centers through IVEF service will enable 
related authorities to identify location of domestic and international ships in the 
coastal waters real-time and predict expected sea route, thus ensure effective sea route 
control and pre-emptive response to potential disasters or accidents. Furthermore, an 
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international collaboration system between countries that use standard protocol assists 
effective response to threats from pirates.   

This paper suggests, based on the basic service model and protocol provided in the 
recommendation V-145, the design of the J-VTS middleware which will facilitate 
exchange of information on sea traffic. The J-VTS middleware consists of various 
components for providing the IVEF service and for processing the IVEF message 
protocols. The vessel traffic systems and the vessels corresponding to upper-layer 
applications may use the IVEF service with the functions provided by the J-VTS 
middleware, and the services are designed to be accessed according to the security 
level of users. 

2 IVEF Protocol in VTS Service 

IVEF service is a server/client model serving as a protocol to exchange traffic 
information between VTS systems. Its development based on open source is 
underway by IALA and its protocol and sample program can be checked by 
downloading SDK in OpenIVEF website [2]. Basic actions to provide service 
between server/client take three steps as follows. In the first step, a client requests 
server certification and receives log-in reply if he/she is a legitimate user. In the 
second step, the server provides a certain service for the specific user only if it has 
such service. If it does not offer such service, it provides a basic service defined in the 
standard called BIS (Basic IVEF Services). In this step, the client can designate area 
of interest, data renewal period or data form based on his/her preference. In the third 
step, the client sends log-out message to the server in order to end use of IVEF 
service. Since the server does not give a separate reply on the log-out message, all the 
client has to do is just cancel access to server when he/she sends the message [4].  

IALA, which is the basic protocol to provide IVEF service between VTS centers, 
defines nine messages as shown in Table 1. Definition of these messages is composed 
of XML-type schema and all messages are composed of sub-elements of MSG_IVEF, 
which is the most significant element. Message of each sub-element also has its own 
sub-elements based on message characteristics. IVEF messages are broadly divided 
into control information message and real-time information message. The former 
consists of user certification and termination, service request to the server and its 
reply message and others to provide information on server status. The latter controls 
ship's current location, expected route, destination port and other physical information 
in an object data. Main purpose of object data is to exchange the following 
information.  

 
- Real-time Tracking positions  
- Static Vessel Information  
- Voyage related Information 
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Table 1. IVEF Interface Message Define 

Message From To 

Control Information Message 
Login Client Server 
Login Response Server Client 
Logout Client Server 
Ping Both Both 
Pong Both Both 
Service Request Client Server 
Service Request Response Server Client 
Service Status Server Client 
Real-time Information Message   
Object Data Server User 

3 Proposed J-VTS Middleware 

This paper suggests the J-VTS (Jeju National University - Vessel Traffic System) 
middleware structure to implement the IVEF service model. J-VTS consists of 
components and functions which abstract the IVEF protocol and the IVEF service, 
enabling the vessel traffic system and vessels to easily use the IVEF service. The J-
VTS middleware is designed in consideration of all models recommended in the 
IALA recommendation V-145: the data model, the security model, the interface 
model, the interaction model, the test model and the admin model. The J-VTS 
middleware has additional components; one analyzes and creates the IVEF messages 
in consideration of the IVEF message protocol, and the other provides specific actions 
in accordance with the result of the analysis. Figure 2 illustrates the overall 
architecture of the J-VTS middleware. J-VTS is divided into three layers. The first 
layer is the application layer, which is corresponding to the vessel traffic system or 
vessels in service. The second layer is the J-VTS standard function layer. It consists 
of functions which, on the application layer, communicate with major components of 
the J-VTS middleware and control the related components. The third layer consists of 
12 components which provide the IVEF service, send/receive messages under the 
IVEF protocol base and collect/analyze various sensor data. 

3.1 Description on Client Implementation Codes 

A client program is written with Android-based Java. As for network, it is written 
based on the Java TCP/IP protocol stack, and the UI components provided by the 
Android platform for user interface. The main codes for implementation of the client 
are as follows: 
 

1) Developed on the Android Gingerbread platform. 
2) MainActivity shows the protocol list. 
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3) The thread that requests messages from the server through the socket 
communication, and extracts useful information from the received xml file. 

4) ViewerActivity showing the xml file and useful information on the display. 
5) Actual V-145 recommended library 
6) The XmlMsgCreator code creating the xml file based on the recommended 

library. 
7) The handler processing the library-parsed codes 

 

 

Fig. 1. IVEF’s Client Menu 

3.2 Description on the Server Implementation Codes 

The server program is written with the Java language. The daemon runs with the 
TCP/IP protocol stack provided by Java, and the user interface is implemented with 
Java Swing. If the server program is started initially and a user starts the server, a 
thread is created, waiting for access of a client. This thread uses the protocol 
developed in this project as the library, and performs the functions in accordance with 
this protocol. The main components for implementation of server and the 
implementation details are as follows: 
 

1) Using the Java-based TCP/IP protocol stack 
2) Using the Java Swing-based UI framework 
3) Using the v-145 recommended protocol library developed in the project 
4) The thread creating and transmitting messages requested by the clients through 

the socket communication.  
5) The handler code processing the final XML-parsed result 
6) The message creator code encoding messages into the recommended XML files 
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Fig. 2. IVEF’s Server operation 

4 Conclusion 

This paper suggests J-VTS as the middleware that provides the IVEF service. J-VTS 
is the middleware that provides the IVEF service between the vessel traffic systems 
and between vessels. It is designed to provide, using various functions provided by J-
VTS, functions, such as IVEF service provisioning, data security, protocol test, 
incorporation of data and incorporation of sea traffic image. The overall structure 
design of the middleware is finished, but detailed design of each component and the 
actual implementation work have not been done. Therefore, further study is required 
to finish the detailed design of the J-VTS middleware suggested in this study, to 
verify applicability, and to examine the improvement. 
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Abstract. This paper is concerned with the security of a three-party password-
authenticated key exchange protocol presented by Abdalla and Pointcheval in 
FC’05. Abdalla and Pointcheval’s protocol makes use of a hash function  
F whose outputs are elements of a cyclic group G of prime order. Such a hash 
function F can be constructed from a typical hash function in various ways. In 
this paper, we consider the case that F (·) = h , where  is an arbitrary 
generator of G and h is a hash function such as SHA-1 and MD5. Our result is 
that such a construction of F immediately leads to the vulnerability of the 
Abdalla-Pointcheval protocol to an off-line dictionary attack. We also show 
how to address this weakness of the protocol. 

Keywords: Key exchange protocol, hash function, password, dictionary attack. 

1 Introduction 

Password-authenticated key exchange (PAKE) protocols are fundamental primitives 
for securing distributed systems where communications are taking place through 
public networks. Such password-based protocols allow two communicating parties to 
generate a cryptographic session key using their easy-to-remember passwords, and 
thereby to establish a secure communication channel over a public insecure network. 
Despite all the work conducted over the last two decades, the design of secure PAKE 
protocols is still non-trivial [7, 1, 9, 10]. In particular, the notorious dictionary attacks 
have always been a major security concern in designing PAKE protocols. Dictionary 
attacks are often classified into two types: on-line dictionary attacks and off-line 
dictionary attacks. In an on-line dictionary attack, each password guess is checked in 
a new run of the protocol, whereas in an off-line dictionary attack [7, 1, 9], password 
guesses are checked off-line by an automated computer program. Therefore, on-line 
dictionary attacks are not quite practical whereas off-line dictionary attacks are 
practical enough to be exploited by adversaries and must be prevented. 
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In this work, we show that the three-party PAKE protocol presented by Abdalla 
and Pointcheval [3] in FC 2005 may be vulnerable to an off-line dictionary on how 
the hash function used in the protocol is instantiated. In the three-party setting, each 
party, commonly called a client, registers their individual password with a trusted 
server and must keep the password private from all other third parties including other 
registered clients. This means that when two clients run a three-party PAKE protocol, 
the password of one client must be protected against the other client who can 
legitimately obtain the session key [2, 11, 12]. This situation makes it more difficult 
to design a three-party PAKE protocol secure against off-line dictionary attacks. 
Abdalla and Pointcheval’s three-party PAKE protocol, which we denote by AP-
3PAKE, features many merits; it is very simple and efficient, and is authenticated 
using passwords only. The AP-3PAKE protocol makes use of a hash function F 
whose outputs are elements of a cyclic group G of prime order. Such a hash function 
F can be constructed from a typical hash function in various ways. In this paper, we 
investigate the security of AP-3PAKE in the case that F(�) = , where  is an 

arbitrary generator of G and h is a hash function such as SHA-1 and MD5. Our result 
is that such a construction of F immediately leads to the vulnerability of AP-3PAKE 
to an off-line dictionary attack. We also show how to address this weakness of  
AP-3PAKE. 

2 Abdalla and Pointcheval’ 3-Party PAKE Protocol 

The AP-3PAKE protocol [3] is based on the password-based key exchange protocols 
of [4, 8, 6], which in turn are based on the encrypted key exchange of Bellovin and 
Merritt [5]. The protocol runs among the three participants: the authentication server S 
and two clients A and B. The server S assists the clients A and B in establishing a 
session key by providing them with a central authentication service. Let  and 

 be the passwords of A and B, respectively. Each client holds their individual 
password shared securely with the authentication server S. The public system 
parameters of the protocol are: 
 
- A large cyclic group G with prime order q and an arbitrary fixed generator  of the 
group G. 
- A hash function H which outputs -bit strings. Here,  is a security parameter 
representing the length of session keys. H is modeled as a random oracle. 
- Two hash functions F and G which outputs the elements of the cyclic group G. F 
and G are both modeled as random oracles. 

The AP-3PAKE protocol works as follows: 

1. Client A chooses a random x ∈ Z and computes X = , ,  = F (A, B, 
) and ∗ = X · , . Then A sends ∗ to the server S. 

2. Similarly, client B chooses a random y ∈ Z  and computes Y = , ,  = 
F (A, B, ) and ∗  = Y � , . Then B sends ∗  to S. 
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 = , 

 = , 

                                 ,  = G (A, B, R, , ∗), 

                                 ,  = G (A, B, R, , ∗),                  ∗= X  , ,            ∗=  Y · , , 

     and sends <R, ∗, ∗, ∗> and <R, ∗, ∗, ∗> to A and B, respectively. 
4. Upon receiving <R, ∗, ∗, ∗> from S, A computes 

                                , = G (A, B, R, , ∗ ), 

                                     = 
∗ , , 

                                    K = . 
A then defines the transcript  || ∗|| ∗|| ∗|| ∗and computes the session 
key H || || || || .  

5. Upon receiving <R, ∗, ∗, ∗> from S, B computes 

                           ,  = G (A, B, R, , ∗), 

                                 = 
∗ , , 

                                 K = . 

B then defines the transcript | ∗| ∗ | ∗| ∗ and computes the session 
key H || || || || .  

The correctness of AP-3PAKE can be verified from the equations 

                                    K = 
∗ ,  

                                      = 
X  ,,  

                                       =   
and 

                                     K = 
∗ ,  

                                        = 
Y  ,,  

                                        =   
As can be easily seen from Fig. 1, the AP-3PAKE protocol takes two rounds of 
communications. 

3 A Bad Instantiation of the Hash Function 

Let’s consider the case that the hash function F, whose outputs are elements of G, is 
defined as F(�) = , where h is a typical cryptographic hash function such as 
SHA-1 and MD5. As shown below, such an instantiation of F leads to the 
vulnerability of AP-3PAKE to an off-line dictionary attack.  
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Assume that F(�) =  and thus, , = , ,  and ,  = , , . 
Assume also that B is a malicious client, and wants to find out the password of client 
A. Then B can mount an off-line dictionary attack against A’s password as follows:  

Phase 1. In this first phase, the attacker B runs the protocol with the server S while 
playing dual roles of B itself and the victim A. 

1. B selects two random numbers x, y ∈ Z  and computes ∗ and ∗ as  ∗ = ,                ∗=  · ,  

                =  · , ,  
Then, B sends ∗  to S as if it is from A while sending ∗ (to S) as its own 
message. 

2. S will send <R, ∗, ∗, ∗> and <R, ∗, ∗, ∗> respectively to A and B 
in response to ∗ and ∗. B intercepts the message <R, ∗,  ∗, ∗>.  

Notice here that ∗  is set equal to , ,  ,  because S 
computes it as ∗= · ,  

   = · ,  

        = ∗ , · ,  

             = , , · ,  

                  = , ,  ,  
But, ∗  is set equal to ,  as in an honest execution of the 
protocol. 

Phase 2. Using ∗ and ∗ obtained in Phase 1, B now guesses possible passwords 
and checks them for correctness. 

1. First, B computes ,  = G(A, B, R, , ∗) and  ∗
,  

                  
, ,  ,,  

               g , , . 
2. Next, B makes a guess ′ for the password  and computes  , = G(A, B, R, ′ , ∗ ) and ∗

, , ,                                  ,, , , . 

3. B verifies the correctness of  by checking that K is equal to . Note 
that if   and  are equal, then the equation K = ought to be 
satisfied. 

4. B repeats steps 2 and 3 of this phase until a correct password is found. 
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The off-line dictionary attack described above can be mounted by any client against 
any other clients and does not even require the participation of the victim. Notice in 
the attack that the steps for verifying password guesses can be performed in an off-
line manner by an automated program. The existence of the attack means that the 
security of AP-3PAKE depends on the instantiation of the hash function F. In 
particular, the hash function F must not be instantiated as F(�) = , where h is a 
wildly used hash function like SHA-1 and MD5. Otherwise, the protocol cannot 
guarantee the security of clients’ passwords. 

However, we stress that our attack does not work if the hash function F is 
instantiated with the construction suggested for the PAK suite [8]. 

4 An Improved Protocol 

In this section we improve the AP-3PAKE protocol to make it immune from off-line 
dictionary attacks. Our improved protocol makes use of a block cipher E mapping the 
elements of G to G. Let 0, 1  be the space of keys for the cipher. Then each key k ∈ 0, 1 determines a permutation  = E (k, �) on the cyclic group G. Let 

denote the inverse permutation of . We redefine the hash function F: 0, 1 ∗0, 1  whose outputs will be used as keys for the cipher. 
Our improved protocol works as follows: 
 
1. Client A chooses a random x ∈  Z  and computes X = , , = F (A, B, ) and ∗ = ,  (X). Then A sends ∗ to the server S. 
2. Client B chooses a random y ∈  Z and computes Y = , ,  = F (A B, ) and ∗ = ,  (Y). Then B sends ∗ to S. 
3. Upon receiving ∗and ∗, S first recovers X and Y by computing X = ,  ( ∗) 
and Y = ,  ( ∗) where ,  and ,   are as computed above. Next, S selects a 
random element z ∈  Z  and computes  = , 

=  
             ,  = F (A, B, , ∗),                         , = F (A, B, , ∗), 

       ∗= ,  ( ), 

       ∗= ,  ( ). 
Then S sends < ∗, ∗, ∗>  and < ∗, ∗, ∗>  to A and B, respectively. 
4. After receiving < ∗, ∗, ∗>  from S, A computes 

                  ,  = F (A, B, , ∗), 
            = ,  ( ∗), 

K = . 

A then defines the transcript T = ∗ | ∗| ∗|| ∗  and computes the session key  
SK = H (A||B||S||T||K). 
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5. After receiving < ∗, ∗, ∗>   from S, B computes 

                 ,  = F (A, B, , ∗), 
              = ,  ( ∗), 

   K = . 
B then defines the transcript T = ∗ | ∗| ∗|| ∗  and computes the session key  
SK = H (A||B||S||T||K). 

This improved protocol effectively prevents the off-line dictionary attack because 
the symmetric encryptions of X and Y destroy the algebraic property required for the 
attack. Although not explicitly stated above, S should abort the protocol immediately 
if any of X and Y is found to be equal to 1. Other-wise, the protocol is still vulnerable 
to a variant of the off-line dictionary attack described in the previous section. We 
finally note that our improved protocol is as efficient as the AP-3PAKE protocol. 
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Abstract. The technique of classification can sort data into various categories 
for data mining studies. The demand for sequence data classification has 
increased with the development of information technology. Several applications 
involve decision prediction based on sequence data, but the traditional 
classification methods are unsuitable for sequence data. Thus, this paper 
proposes a Pattern Coverage Rate-based Sequence Classification Model 
(PCRSCM) to integrate sequential pattern mining and classification techniques. 
PCRSCM mines sequential patterns to find characteristics of each class, and 
then calculates pattern coverage rates and class scores to predict the class of a 
sequence. The experimental results show that PCRSCM exhibits excellent 
prediction performance on synthetic and real sequence data. 

1 Introduction 

With the development of data mining technologies, classification has become an 
effective technique to predict the category information of interest data. However, in 
real life, numerous data are ordered according to their timestamps, and are known as 
sequence data, such as consumption records of customers. The traditional classification 
methods are unsuitable for obtaining the desired results, such as using the financial 
situations of customers to predict a debt assessment error [1]. Thus, it is crucial to 
develop sequence classification techniques to analyze sequence data. 

Exarchos et al. [2] proposed a sequence classification model with two phases. This 
model stores the score of each sequence and compares it to each sequential pattern of a 
class using a score matrix. Finally, the total score of each class with each sequence is 
calculated, and each sequence is predicted to a class with the highest score. In the 
second phase, this model uses optimization software [3] to assign the appropriate 
weights of each sequential pattern and each class to achieve higher accuracy. Li et al. 
[4] proposed a novel method based on the model proposed by Exarchos et al. [2]; 
however, this model did not include optimization. The experimental results indicated 
that this method achieves excellent accuracy without the optimization phase. 
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This study established a classification model for sequence data, that is, Pattern 
Coverage Rate-based Sequence Classification Model (PCRSCM). The proposed model 
can achieve excellent classification accuracy. The main contributions of this study are 
as follows: 

(1) A sequence classification model that integrates sequential pattern mining and the 
classification architecture.  

(2) An estimation method based on pattern coverage rate to determine the sequence 
classification. The proposed method can speed up the prediction. Although the 
data are skewed, the proposed PCRSCM can avoid error judgment through score 
calculation.  

(3) The proposed PCRSCM uses a sophisticated evaluation formula that combines 
four types of information: the similarity comparison, the characteristic length, the 
characteristic support rate, and sequential pattern rate of each class. Such a score 
formula can classify sequence categories more accurately. 

The remainder of this paper is organized as follows: Section 2 introduces the system 
architecture and detailed methods of the proposed PCRSCM; Section 3 provides 
simulations and comparisons with other schemes; and finally, Section 4 offers a 
summary and conclusion. 

2 Pattern Coverage Rate-Based Sequence Classification Model 

 

Fig. 1. Pattern Coverage Rate-based Sequence Classification Model 

2.1 System Architecture 

The system architecture of PCRSCM is shown in Fig. 1. First, PCRSCM divides a 
sequence dataset into a training dataset and test dataset. PCRSCM includes two phases. 
The first phase finds the sequential patterns of each class (R in Fig. 1) using PrefixSpan 
from training dataset. PCRSCM subsequently deletes repeated sequential patterns 
between all classes from the sequential pattern set R. The reduced sequential pattern set 
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is called U. The second phase determines whether a sequence can be directly predicted 
by its class using the pattern coverage rate. First, the training dataset is inputted to 
calculate the pattern coverage rate of each sequence data. From the reduced sequential 
pattern set U, PCRSCM determines the class of each sequence with a unique category; 
i.e., direct prediction. If the predicted class of a sequence is not unique, PCRSCM 
further distinguishes them using class scores of the sequential pattern set R. 

2.2 Pattern Coverage Rate Based Sequence Classification Method 

The second phase in PCRSCM uses a pattern coverage rate-based sequence 
classification method for efficient prediction. PCRSCM uses the reduced sequential 
pattern set U and patterns coverage rate to distinguish direct predictable sequences. If 
the predicted class of a sequence is not unique, PCRSCM further distinguishes them 
using class scores of the sequential pattern set R. 

2.2.1   Pattern Coverage Rate Calculation and Direct Prediction 
Assume that g sequence data must be predicted. PCRSCM compares each sequence 
data Sj with U to identify the pattern coverage rate, where 1≦j≦g; that is, the 
proportion of the number of each sequential pattern in Ui which is the sub-sequence to 
every sequence Sj. For example, suppose sequential pattern P1=<(c)(e)>, P2=<(cd)(e)>, 
sequence S1=<(a)(cfd)(e)>, S2=<(a)(c)(d)(e)>; because P1 and P2 are sub-sequences of 
S1, the sub-sequence of S2 is only P1, the pattern coverage rate of S1 is equal to 100%, 
and the pattern coverage rate of S2 is equal to 50%.  

After calculating the pattern coverage rate between Sj and Ui, assume that the 
coverage rates of each sequence Sj in every class are Tj,1, Tj,2, …, Tj,n. Subsequently, 
PCRSCM finds Tj,h=max{Tj,1,Tj,2,…,Tj,n}, where 1≦h≦n. Finally, the predicted class 
of Sj is h.  

While the characteristics of each class are obvious, the pattern coverage rate can 
quickly predict the classes of sequences. This method does not waste time in 
calculating class score [2],[3],[4], and can prevent error prediction from skewed data.  

2.2.2   Class Score Calculation and Class Predicting 
If no unique maximal pattern coverage rate of a sequence is available; that is, 
Tj,h=Tj,s=Tj,t , h, s, t∈{1,…,n}, PCRSCM uses class score calculation by comparing R 
and Sj to further determine the class of a sequence. The class score calculation includes 
three procedures, as follows:  

(1)  Similarity Calculation 
PCRSCM refers to a sequential pattern similarity calculation method called 

Similarity Measure for the Sequential Patterns (S2MP), which was proposed by 
Laurent et al. [5].  
(2)  Pattern Score Matrices Generation 

PCRSCM generates the pattern score matrix for each class. The rows of the pattern 
score matrix represent each sequential pattern of a class in the sequential pattern set R, 
whereas the columns represent all sequence data. The values in the matrix are the 
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scores of each sequence Sj corresponding to every sequential pattern. When calculating 
these pattern scores, PCRSCM considers the length, support, support proportion, the 
proportion of the sequential patterns, and the degree of similarity between the 
sequential patterns and sequences. The pattern score P_Si,k,j (the pattern score of the jth 
sequence corresponding to the kth sequential pattern in the ith class) is as follows:  

 
P_Si,k,j = Len(Pi,k)×SupWgi,k×SimDegi,k,j×ClaWgi 

where, k=1,2,...,mi 
Pi,k: The kth sequential pattern in ith class. 
Len(Pi,k): Pi,k's length. 
SupWgi,k: Pi,k's support/∑ P ,  s support 
SimDegi,k,j : The similarity degree between Pi,k and Sj. 
ClaWgi: The sequential patterns count in ith class/All sequential patterns count. 

(1) 

(3) Class Score Calculation 
When the pattern score matrix of each class is calculated, PCRSCM produces a class 

score matrix; the rows of the class score matrix represent classes, whereas the columns 
of the class score matrix represent sequences data. The values in the matrix are the 
scores of each sequence Sj corresponding to every class. The class score C_Si,j (the class 
score of the jth sequence corresponding to the ith class) is shown in Eq. (2): C_S , P_S , ,  (2) 

(4) Class Prediction 
According to the values in the class score matrix, PCRSCM predicts the class of 

each sequence as shown in Eq. (3): prdeict_classprdeict_class : The predict calss of Sequence S: The class of max C_S ,                    (3) 

If the number of ipred is greater than one, PCRSCM randomly selects a class from as the 
prediction result. 

3 Experiments and Results 

PCRSCM is assessed by the prediction accuracy of classification results, as shown in 
Eq. (4): accuracy  N     N                       (4) 

Three types of datasets were used in experiments: (1) The synthetic dataset from [2]; 
(2) The synthetic datasets generated using the IBM Quest Synthetic Data Generator 
[6], the notation for which is shown in Table 1. (3) The real dataset used in SCM. This 
study designed 11 experiments, the detailed experimental designs and results are as 
follows.  
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3.1 Synthetic Dataset 

Experiment 1: This experiment used the synthetic dataset in [2], in which the 
minimum support was 0.5 (50%), the sequence data consisted of three classes, the 
training dataset had 18 sequences, and the test dataset had 6 sequences. The content of 
this synthetic dataset is shown in Table 2.  

Table 1. The notation of IBM Quest 
Synthetic Data Generator 

Table 2. Synthetic Dataset [2] 

 

Fig. 2. Prediction performance of different
methods 

Fig. 3. Prediction performance of different 
methods 

 

Fig. 4. Prediction performance of variation of
the minimum support 

Fig. 5. Prediction performance of variation of 
the minimum support 

C how many thousands of 
customers (sequences) 
exist within the dataset 

T the average transaction 
(itemset) length 

S the average sequence 
length (i.e., average 
number of itemset) 

N the number of distinct 
items 

Training Dataset Test Dataset 
No. Sequence Class No. Sequence Class 
1 bbcc 1 1 bbbc 1 
2 baca 1 2 accc 1 
3 abac 1 3 bbba 2 
4 bbca 1 4 caab 2 
5 cccb 1 5 caaa 3 
6 bbcb 1 6 aacc 3 
7 abab 2 
8 cbca 2 
9 cbbb 2 

10 abaa 2 
11 cbbc 2 
12 baba 2 
13 ccbb 3 
14 bbbb 3  
15 bcca 3 
16 acab 3 
17 acca 3 
18 acaa 3 
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Figure 2 shows the accuracy of the training dataset. Figure 3 shows the prediction 
accuracy of the test dataset. As shown in the figure, the next three results are from 
classification methods proposed in [2]; (1) wp (pattern weight)=wc (class weight)=1 
represents the un-optimized classification results; (2) wc=1 is used to find the optimal 
solution of wp (wp*); and (3) the optimal pattern weight obtained by (2) is used to find 
the optimal class weight (wc*). As shown in Figs. 2 and 3, PCRSCM has accuracy that 
is superior to that of the method proposed in [2] and SCM. 

 
Experiment 2: This experiment produced a synthetic dataset C30T2S10N50 using the 
IBM Quest Synthetic Data Generator, and varied the minimum support over 0.4, 0.5, 
0.6, 0.7. The sequence consisted of two classes. The results are shown in Fig. 4. 
PCRSCM had accuracy that is superior to that of SCM in each minimum support value. 
 

Fig. 6. Prediction performance of variation of
the minimum support 

Fig. 7. Prediction performance of variation of 
the average sequence length (S) 

 

 

Fig. 8. Prediction performance of variation of 
the average itemset length (T) 

Fig. 9. Prediction performance of variation of 
the distinct number of items (N) 

 
Experiment 3: To observe the prediction ability of various minimum support values 
with increased average itemset length (T), this experiment was performed using 
C30T4S10N50 by varying the minimum support over 0.4, 0.5, 0.6, and 0.7. The 
sequence consisted of two classes. As shown in Fig. 5, the average accuracy of 
PCRSCM reached 95%, which is superior to that of SCM (87%) in each minimum 
support value.  
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Experiment 4: This experiment used the larger value of T to observe the prediction 
ability of various minimum support values. C30T10S10N50 was simulated by varying 
the minimum support over 0.5, 0.6, and 0.7. The sequence consisted of two classes. As 
shown in Fig. 6, when the minimum support was 0.7, the prediction accuracy of 
PCRSCM reached 85%. 
 
Experiment 5: This experiment was performed using the C30T10S8N50 dataset by 
varying the average sequence length (S) over 8, 10, 12, and 14. The minimum support 
was 0.5, and the sequence consisted of two classes. Fig. 7 indicate that the two methods 
of classification perform optimally when S is 12. The average prediction accuracy of 
PCRSCM was 97%, which is superior to that of SCM (95%). 
 
Experiment 6: This experiment was performed using the C30T2S10N50 dataset by 
varying the average itemset length (T) over 2, 4, 6, and 8. The minimum support was 
0.5, and the sequence consisted of two classes. With T set to 2, the prediction was more 
difficult because the sequential patterns were limited. However, the accuracy was 88% 
in PCRSCM. The average accuracy of PCRSCM was 96%, and that of SCM was 85%. 
The results are shown in Fig. 8.  

 

Fig. 10. Prediction performance of variation of
the sequence proportion of three classes 

Fig. 11. Prediction performance of variation of 
the number of classes 

 

Fig. 12. Prediction performance of variation of
the minimum support 

Fig. 13. Prediction performance of variation of
the minimum support 
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Experiment 7: This experiment was performed using the C30T4S10N10 dataset by 
varying the distinct number of items (N) over 10, 30, 50, and 70. The minimum support 
was 0.5, and the sequence consisted of two classes. As shown in Fig. 9, the accuracy of 
PCRSCM is higher than 97%. The average accuracy of PCRSCM was 98%, and that of 
SCM was 88%.  
 
Experiment 8: This experiment was performed using the C30T4S10N50 dataset. The 
minimum support was 0.5 and the sequence consisted of three classes. The sequence 
proportion of these three classes was varied over 1:2:7, 2:3:5, and 3:3:4. As shown in 
Fig. 10, the average accuracy of PCRSCM is 95%, and that of SCM is 82%.  
 
Experiment 9: This experiment was performed using the C30T4S10N50 dataset. The 
minimum support was 0.5, and the number of classes was varied over 2, 3, 4, and 5. The 
sequence proportion of each class was equal. As shown in Fig. 11, the accuracy of 
PCRSCM decreases to 70%. However, the average prediction accuracy of PCRSCM 
was 88%, which is superior to that of SCM (71%).  

3.2 Real Datasets 

The real datasets were collected from a hospital in Taichung, Taiwan, and included data 
of pregnant women in hospital, and data of hospital patients who have underwent joint 
displacement operations during 2009. The experiment used three attributes from the 
original data to generate a sequence dataset: the patient ID, the physical examination 
item, and the date; that is, the experiment ordered the physical examination items by the 
date of each patient ID. 
 
Experiment 10: This experiment used the pregnant women dataset, and converted 
them into 395 sequences of data. Two classes were used in this dataset: natural 
childbirth and Caesarean birth. This experiment varied the minimum support over 0.5, 
0.6, 0.7, and 0.8. The average accuracy of PCRSCM was 92%, and that of SCM was 
86%. The experimental results are shown in Fig. 12. 
 
Experiment 11: This experiment used a dataset from patients who underwent joint 
displacement operations, and converted them into 246 sequences of data. Two classes 
were used in this dataset: total hip joint displacement operations and total knee joint 
displacement operations. This experiment varied the minimal support over 0.5, 0.6, 0.7, 
and 0.8. The average accuracy of PCRSCM was 87%, and that of SCM was 84%, the 
experimental results are shown in Fig. 13. 

4 Conclusions 

The PCRSCM proposed in this study can effectively analyze sequences to establish a 
classification model. It obtains excellent classification results and is not susceptible to 
various parameters. Moreover, when classifying, PCRSCM can provide more 
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comprehensive information on sequence data. The experimental results indicated the 
average accuracy of PCRSCM is 92%, and the lowest accuracy of PCRSCM is 70%. 
Therefore, PCRSCM can achieve certain accuracy without any optimization 
processes. Future studies will enhance the concept of ensemble classifiers to improve 
the accuracy of the classification model. 
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Abstract. The 7th National Curriculum includes the courses on electronic 
goods (Practical Course) and roles of robot in the future (Social Studies), which 
are not sufficient for students to learn about characteristics and functions of 
robots. As a complementary measure, in order to enhance logical thinking of 
students through programming of movement of robots, robot education 
programs have been suggested and are under development. This study suggests 
the programmable line tracer robot course which provides the elementary 
school students with the experience of producing and controlling robots. This 
study also suggests the convergence robot education program to be developed 
link with the regular curriculum, and analyzes the method of teaching based on 
the teaching plans. 

Keywords: Line Tracer robot, LEGO, STEAM, Elementary School, Teaching 
Method.  

1 Introduction 

The 21st century is a knowledge-based era. The government suggests the image of 
Korea in 2040 as ‘the world with nature’ and ‘abundant, healthy and convenient 
world’, and expects that the robot industry will become the major industry in 2040 to 
make the ‘convenient world’. The 7th National Curriculum includes the courses on 
electronic goods (Practical Course) and roles of robot in the future (Social Studies). 
However, the courses are not sufficient for students to know about characteristics and 
functions of robots because they are not consistent with the level of students or 
compliant with the subjects. As a complementary measure, in order to enhance logical 
thinking of students through programming of movement of robots, robot education 
programs have been suggested and are under development. 

The robot manufacturing is roughly divided into modeling and movement control. 
Programming line tracer is the suitable model to be applied to the elementary school 
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course. This paper suggests the programmable line tracer robot course which provides 
the elementary school students with the experience of producing and controlling 
robots. This paper also suggests the convergence robot education program to be 
developed link with the regular curriculum, and analyzes the method of teaching 
based on the teaching plans. 

2 Requirement of STEAM Education 

To realize the STEAM education, the factors on how to interrelate and integrate 
science, technology, engineering, art, and mathematics as well as the factors that are 
needed in realizing the STEAM education in creativity in addition to the considered 
factors in contents need to be decided, which in reality, makes the creation of STEAM 
materials into a system science or system engineering. In other words, the many 
factors need to harmonize in a creative and appropriate way along with the theoretical 
foundation and applications in a systematic way.  

Many questions on STEAM education include whether only S and T or T and E 
could be realized, how it is different from the field trips to research centers or science 
centers, and how different it is from the existing STS education.  

First, the materials of STEAM education could hold an important meaning. 
Therefore, whether to start from current textbook science theories and systematically 
increase into the engineering and technology or whether to create a new structure of 
reverse engineering on a topic to allow students find the theories as they dissemble a 
product could be an issue but to smoothly transition to STEAM project with minimal 
friction, the former would be more preferable than the latter. This is because if the 
reverse engineering is utilized for the concept understanding in science education, the 
students may not fully understand the science theories and may require additional 
curricular activities. In reality, the reflecting factors of S, T, E, A, and M in STEAM 
education are naturally included in the systematic connection based on a key factor of 
storytelling and the process to describe the variety of science technology engineering. 

3 Proposed STEAM Program 

To apply on site without creating conflicts with current curriculum, a systematic 
connection into the basic science technology engineering is required. In addition, 
integrative thought or fused thought activities could be organized separately or 
together with each area of STEAM. 
 
1) Introduction: Exploration and problem analysis  

- Motivation: Watching videos on magic using reflection of light 
2) Development: Presentation of data and observation 

- Activity 1. Let’s find out about reflection of light.  
- Activity 2. Let’s make a light-sensing robot.  
- Activity 3. Let’s move the light-sensing robot by using reflection of light. 
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3) Finish: Practice and application 
- Viewing videos on explanation of magic 
- Finding reflection of light in a real life 
- Summary 

 

 

Fig. 1. Example of teaching guidance methods (Korea’s document format) 
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Utilization in the class and guidelines are as follows.  
- Carry out the activities that may attract attention of the students, and evaluate 

achievement of the students through the activities. Set the starting point and the 
arrival point of robots, and divide the distance into sections. Measure time taken by 
light-sensing robots to reach the arrival point. 

 

 

Fig. 2. Start of a robot utilizing activity 

Figure 2 shows the start of a robot utilizing activity. The theory of reflection of 
light, that is, the theory of incidence angle and reflection angle is used to have a light 
from a laser point reached to the sensor of the robot. In this course of activity, no 
quantitative approach (incidence angle = reflection angle) shall be used. 

 

 

Fig. 3. Adjusting incidence angle at a point 

A robot starts to move as it senses light, and stops at the point 1. In order to have 
this robot to move again, students need to have light to reach the robot. Because the 
position of the robot is changed, students need to control the angle of a mirror or the 
incident angle of light. 

4 Conclusion 

This paper suggests the course in which students improve creativity and problem-
solving capability by designing program and using the convergence programming-
based line tracer robots. Students are generally interested in the course on 
programming language and robot, but this kind of course is provided mainly for 
talented students. Further studies are required to assess and analyze the effect of the 
program suggested in this study. 
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Abstract. Recently Chang, Lee, and Chiu proposed an enhanced authentication 
scheme with anonymity for roaming service in global mobility networks. Their 
scheme is suitable for mobile environments. This is because it uses only low-
cost functions such as one-way hash functions and exclusive-OR operations. 
After that, Youn, Park, and Lim showed the weaknesses of Chang et al.’s 
scheme without any countermeasures. In this paper, we propose an improved 
authentication scheme with anonymity by basing on low-cost functions as 
Chang et al.’s scheme. The proposed scheme overcomes the security flaws 
demonstrated by Youn et al. by adopting two secret values and a virtual identi-
ty. Therefore, our scheme is more secure and still efficient when compared with 
Chang et al.’s scheme. 

Keywords: authentication, anonymity, roaming service, mobility network.  

1 Introduction 

The more global mobility network (GLOMONET), which provides mobile users with 
global roaming services is becoming increasingly common; the more public concerns 
about the authentication scheme with anonymity are increasing. Especially, the au-
thentication schemes which are suitable for battery-powered mobile devices in 
GLOMONET are becoming more essential in many aspects of efficiency. 

In recent years, many authenticating schemes have been proposed for wireless en-
vironments [1-5]. In addition, several attacks against the proposed schemes with ano-
nymity and countermeasures have been also produced. It is possible to categorize the 
proposed schemes into two groups: schemes using high-cost functions such as asym-
metric and symmetric cryptosystems also schemes using low-cost functions such as 
one-way hash functions and exclusive-OR operations. 
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In 2004, Zu and Ma [1] proposed a new authentication scheme with anonymity for 
wireless environments using high-cost functions. Since then, the intertwining offen-
sive and defensive suggestions, namely, proofs of the previous schemes’ weaknesses 
and improvements have been followed [2-4]. On the other hand, Chang, Lee, and 
Chiu [6] proposed an enhanced authentication with anonymity by basing on low-cost 
functions that is suitable for mobile environments in 2008. Youn, Park, and Lim [7] 
presented that Chang et al.’s scheme not only fails to achieve the anonymity against 
both passive adversaries and malicious mobiles users but also is insecure against 
known session key attacks and side channel attacks. Unfortunately, they did not pro-
vide any countermeasures to resolve these vulnerabilities.  

In this paper, we propose an improved authentication scheme with anonymity for 
roaming service in GLOMONET. Our scheme uses only one-way hash functions and 
exclusive-OR operations as Chang et al.’s scheme dose. The proposed scheme over-
comes the security flaws demonstrated by Youn et al. by adopting two more secret 
values and a virtual identity. Therefore, our scheme which is an improved version of 
Chang et al.’s scheme is more secure and still efficient. 

The remainder of this paper is organized as follows. In Section 2, we review Chang 
et al.’s scheme and discuss its weaknesses. An improved authentication scheme is 
presented in Section 3. In Section 4, we analyze the security of our scheme. Finally, a 
concluding remark is given in Section 5. 

2 Review of Previous Works 

In this section, we review Chang et al.’s scheme and Youn et al.’s proofs. Table 1. 
lists some notations used in Chang et al.’s scheme and they are also used throughout 
in this paper. 

Table 1. Some notations 

Notations Descriptions    
 

 
 

h(.) 
|| ⨁ 

A mobile user 
The home agent of a mobile user 
The foreign agent of a foreign network 
The identity of an entry X 
A password of  
A nonce generated by entry X 
A collision free one-way hash function 
A concatenation 
A XOR operation 

2.1 Chang et al.’s Scheme 

There are three phases in Chang et al.’s scheme: registration, authentication, and ses-
sion key establishment. , , and  are involved in these phases. It is as-
sumed that each  and  share a long-term common secret key  estab-
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lished by using key agreement method, such as the Diffie-Hellman key agreement 
protocol. 

Registration Phase: In this phase, a new mobile user  submits his/her identity 
 and the selected password  to  for registration. Then,  gene-

rates || ⨁  using its private key  and delivers a smart card 
containing , , , , .  to  through a secure channel. 

Authentication Phase: When  roams in a foreign network and tries to access 
service,  needs to authenticate  through  home agent . , , 
and  perform the authentication procedures as follows. 

1.  inserts his/her smart card into the device and enters password ∗ .  
smart card generates a nonce  and calculates ⨁ ∗ ⨁ . 

2.  sends a login message  , ,  to  for au-
thentication where "  " is the header of the message that alerts a 
new session between  and . 

3. Upon receiving ,  generates a nonce  and sends an authentication mes-
sage  , ,  to , where "   " is the header of the message that notifies  to au-
thenticate the roaming user . 

4. After receiving ,  checks  to determine whether it is an ally.  ge-
nerates a nonce  and sends ,  to . 

5. After receiving ,  sends , ,   to . 
6. Upon receiving ,  generates ⨁ || , || , || || || || , ⨁ || , 

and || || || || . Then,  sends , , , , ,  to . 
7. After receiving ,  computes ∗ || || || ||  and checks 

whether ∗  and  are equal or not. If the result is valid,  computes || || || || ||  and sends , , , , ,  to  to verify whether  is legal. 
8. After receiving ,  checks  to determine whether it is an ally. Then, 

 computes ∗ || || || || ||  to check whether ∗ . If the result is valid, the identity of  is authenticated.  obtains 
 by computing  ⨁ || , and then verifies the format 

of . If the format is invalid,  terminates the connection. Otherwise,  
computes ∗ || ⨁  and ∗ || ∗  to check whether ∗ . If the result is valid,  computes ⨁ || , ⨁ || , ||  || , and || || || . And then  sends , ,  to  to in-
form that  is a legal user. 

Session Key Establishment Phase: If the authentication process finishes successful-
ly,  and  generate a common session key in this phase. 
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1. With ,  computes ∗ || || ||  to check whether ∗  
using  and . If they are equal,  computes ⨁ || , ⨁ ||  and sends ,  to . 

2. After receiving ,  computes ∗ || ||  and ∗⨁ ||  to checks whether ∗  and ∗ .  If the results are 
valid,  is sure that  also has an authenticated session key. Then,  
records the authenticated session key  for future communications. 

2.2 Youn et al.’s Proof 

Youn et al. pointed out the insecurities of the Chang et al.’s scheme by describing 
four attack strategies for recovering the identities of mobile users. 

Anonymity against Passive Adversaries: The passive adversary who simply eave-
sdrops the messages transferred between  and  can recover the identity of 

 using two messages  and . To find , the adversary chooses a candi-
date identity , computes ⨁ || , and tests whether  is 
identical with ⨁ || . If , the guessed identity  
is equal to the identity of real . 

Anonymity against Malicious Mobile User: It is assumed that  is a malicious mobile 
user who possesses a valid smart card issued by . can obtain  ⨁ ||  by executing a legitimate run of the scheme.  eavesdrops the 
messages between  and , and replaces  random nonce by  in a message 

 or . After receiving ,  returns ⨁ ||  and  
captures . Then, can recover the identity of , ⨁ ⨁⨁ || ⨁ ⨁ || ⨁ . 

Security against Known Session Key Attacks: If the session key  established 
between  and  is revealed to an adversary,  can be recovered by an 
adversary. An adversary computes ⨁  and searches an identity  such 
that || . Since ⨁ ||  and .  is a collision 
free one-way hash function, ⨁ ||  only if . Since a 
user’s identity is short and has a certain format, the adversary can find it by executing 
an exhaustive search within polynomial time. 

Security against Side Channel Attacks: If the smart card issued by  is damaged 
by the revelation of sensitive information, an adversary can recover the identity of a 
mobile user by extracting  from a smart card. The adversary can recover the 
mobile user’s identity by computing ⨁ ||  after obtaining  and  from communication messages. 

3 Proposed Scheme 

In this section, we demonstrate an improved authentication scheme with anonymity 
overcoming security flaws showed by Youn et al. Our proposed is also consists of 
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10. After receiving ,  checks  to determine whether it is an ally. Then, 
 computes the hashing value ∗ || || || || ||  to check 

whether ∗  using the corresponding secret key  and the nonce . If 
the result is valid, the identity of  is authenticated, and  continues to 
check the validities of , ∗ , and  as follows: 

(a)  computes the virtual identity ∗ ⨁ || . Then,  re-
trieves a set of  secret information , , ,  using ∗ as a search word to check whether ∗ || . 

(b) If the result is valid,  computes ∗ ⨁  and ∗ || ∗  
to check whether ∗ . Note that, the equivalence between ∗  and  
implies that ∗  equals . 

(c) If they are equal,  computes ∗ || || || ||  
and ∗ ∗|| , and checks the validity of ∗ . 

11. Then,  computes ⨁ || , || || , 
and || || ||  and sends a message , ,  to  
to inform that  is a legal user. 

12. With a message ,  computes the hashing value ∗ || || ||  to check whether ∗ . If they are equal,  
computes ⨁ || , ⨁ ||  and sends a message ,  to . 

13. After receiving ,  computes ∗ || ||  and checks 
where ∗ .  If the result is valid,  computes ∗ ⨁ || . 
If ∗ and  are equal,  is sure that  also has an authenticated session 
key. Then,  records the authenticated session key  for future  
communications. 

4 Security Analysis 

In this section, we analyze the proposed scheme in several respects to remedy weak-
nesses provided by Youn et al. 

Anonymity against Passive Adversaries: Although a passive adversary can simply 
eavesdrop any messages including  and  between  and , he/she cannot 
recover the identity of . Note that,  does not contain ,  provides no 
clue to find the user’s identity and even  included in  cannot be found 
since  is just a combination of two hashing values. Therefore, the proposed 
scheme always provides a user’s anonymity under the passive attacks. 

Anonymity against Malicious Mobile User: Even the malicious mobile user who 
possesses a valid smart card issued by  cannot find a legitimate user’s identity. A 
malicious user   eavesdrops the messages between  and , and replaces s random nonce by  in a message  or . After eavesdropping s 
shadow identity, ⨁ || ,   tries to recover  identi-
ty. However,  only can get the virtual identity of  by computing 
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⨁ ⨁ ⨁ || ⨁ ⨁ || ⨁ . As a re-
sult, malicious user’s attacks to recover the identities of other users’ are impossible. 

Security against Known Session Key Attacks: The session key established between 
 and  contains the secret key for , , that only  knows. And the 

session key is used to compute  as one of the input values of a hash function. 
Therefore, it is impracticable the exhaustive search to find  using  and  
by the adversary who has already obtained  . Consequently, the proposed scheme 
is secure against known session key attacks.  

Security against Side Channel Attacks: It is assumed that an adversary can extract 
 from a smart card and eavesdrop any messages between  and . Then, 

he/she can obtain the  virtual identity by computing ⨁ || . However, he/she cannot recover the session key estab-
lished between  and  and the identity of  using  and , be-
cause  contains a secret value  and  is concatenated with a secret 
parameter  in .  

5 Conclusion 

In this paper, we presented the improved version of Chang et al.’s scheme. Some 
modifications such as an addition of extra secret values and a virtual identity are ac-
complished to improve their scheme. In other words, no combinations of transmission 
messages reveal user’s identity and secret values. The improved scheme not only 
provides anonymity against passive adversaries and malicious mobile users, but also 
is resistant to known session key attacks and side channel attacks. It is still efficient 
and suitable for mobile environments by using only low-cost functions such as one-
way hash functions and exclusive-OR operations. Therefore, the proposed scheme is 
more secure and still efficient in global mobility networks. 
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Abstract. In 2012, Sun et al. proposed an authenticated group key transfer 
protocol based on secret sharing instead of encryption algorithm. They claimed 
that their protocol provides mutual authentication to ensure that only the 
authorized group members can recover the right session key and all participants 
only need to store one secret share for all sessions. However, our analysis 
shows that Sun et al.’s protocol is vulnerable to outsider and insider attacks and 
does not provide mutual authentication. In this paper, we show a detailed 
analysis of flaws in Sun et al.’s protocol. 

Keywords: key exchange protocol, group key transfer, secret sharing, attack, 
confidentiality. 

1 Introduction 

Group key exchange protocols are cryptographic algorithms that characterize how a 
group of parties can communicate with their common secret key over public networks. 
In order to build secure multicast channels over public networks, various group key 
exchange protocols have been proposed over the years in a variety of environments 
[1,2,3,4,5,6,7,8]. Key exchange protocols are often classified into two types: key 
agreement protocols and key transfer protocols. Key agreement protocols require each 
participant to contribute its part to the final form of the session key, whereas key 
transfer protocols allow one trusted entity to generate the session key and then 
transfer it to all participants. 

Recently, Sun et al. presented a group key transfer protocol based on secret sharing 
instead of encryption algorithm [8]. Sun et al.’s protocol only needs the server to 
broadcast n+1 messages at once in a round of distribution and all of the legal users 
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only need to store one secret share in all conversations regardless of new addition or 
someone’s takeoff. That is, when refreshing a group key or performing a new 
conversation, the original entities who are also included in current session need not to 
change their existing secret shares in case of members have changed. In addition, 
instead of reconstructing the interpolating polynomial, a simple computation is 
enough for each user to obtain the key. However, due to a flaw in Sun et al.’s protocol 
design, the protocol fails to achieve authenticated key exchange. In this work, we 
provide a security analysis on Sun et al.’s group key transfer protocol. Our analysis 
shows that Sun et al.’s protocol has a flaw in the design and can be easily attacked. 
The attacks we mount on Sun et al.’s protocol are insider attack and outsider attack. 

This paper is organized as follows: Section 2 reviews Sun et al.’s group key 
transfer protocol. Section 3 presents security analysis of the Sun et al.’s protocol. 
Finally, Section 4 concludes this work. 

2 Sun et al.’s Group Key Transfer Protocol 

This section reviews Sun et al.’s group key transfer protocol [8]. The protocol 
assumes a trusted key generation center (KGC) who provides key distribution service 
to its registered users, and consists of two phases: user registration, group key 
generation and distribution. Sun et al. expected the least mutual dependence on others, 
so they adopted the following derivative secret sharing scheme. 
 
Derivative Secret Sharing 
Phase 1: Secret sharing 

1. KGC splits S into two parts n times: S s s s s s s . 
2. KGC sends P  the share s , i=1,2,…,n, respectively in a secure channel. 

Phase 2: Reconstruction 
1. KGC broadcasts the shares s , i 1,2, … , n, at once when users want to 

recover the secret. 
2. P  regains S by computing S s s . 

The derivative secret sharing greatly reduces the mutual dependence on others. 
Detailed steps of these phases are described as follows. 

2.1 Sun et al.’s Protocol 

User Registration: Each user is requested to login to KGC for subscribing the group 
key distribution service. During registration, KGC shares a secret s  with each user U . In the following process, KGC keeps tracking the actions of all registered users 
and removing any unsubscribed users. 

Group key generation and distribution:  
1. The initiator, a designated user of the group, appeals for a group key 

distribution service by sending KGC {u , u , … , u }, which contains the 
identities of the registered users U , U , … , U , in current session.  
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2. KGC broadcasts the list of all participants according to the above received 

message as a response. 
3. Each U  sends a random challenge r , i=1,2,…,n, to KGC. 
4. KGC randomly selects S to generate the group key K g  for current 

service and then invokes derivative secret sharing to split S into two parts n 
times such that S s s s s s s . KGC then 
computes: M g , u , H u , g , s , r , i=1,2,…,n, and Auth=H(K, g , … , g , u , … , u , r , … , r .  At last, KGC broadcasts 
{M , … , M , Auth} to the users at once. 

5. After receiving M  and Auth, U  firstly computes h H u , g , s , r , 
where g  and u  are from M , s  is the shared secret stored by U , r  is 
the public value. And then U  checks whether or not h is equal to the 
corresponding part in M . If any of the checks fails, U  aborts; Otherwise, U  then continues to compute K g ∗ g /g ,  Auth H K , g , … , g , u , … , u , r , … , r  and checks whether or 
not K  can satisfy the condition that Auth  is identical to Auth. If so, then K  is just correct the group key K which is distributed by KGC. 

 
 

Fig. 1. An execution of Sun et al.'s protocol (described from Step 3) 
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6. Each user U  returns a value h H s , K , u , … , u , r , … , r  to KGC. 
KGC computes h H s , K, u , … , u , r , … , r  with its own s  and K, 
and checks whether or not h h . This review is to make sure that every 
user in current session has indeed obtained the correct group key. 

3 Security Analysis 

In this section, we analyze the security features of an authenticated group key transfer 
protocol based on secret sharing described in Section 2. One of the fundamental 
security goal of a key exchange protocol is key confidentiality which ensures that no 
one other than the intended users can compute the session key. In the Sun et al.’s 
protocol, this goal cannot be achieved. We reveal this security vulnerability of Sun et 
al.’s protocol. 

3.1 Outsider Attacks 

To an outside adversary, his motivation is to obtain the group key or share the group 
key with group participants. In the following analysis, we can see that his aim is 
fulfilled. 
 
Method 1: 

1. The adversary A can grasp M , … , M , Auth  from the broadcast channel 
between KGC and authorized users U . 

2. Since A knows  M g , u , H u , g , s , r  i 1,2, … , n , A can 
obtain H u , g , s , r . 

3. Then, A knows (u , g ), and r  is a public value, A can obtain s . 

4. A can obtain the session key K by calculating K g ∗ g /g . 
 
Method 2: 

1. A can grasp M , … , M , Auth  from the broadcast channel between KGC 
and authorized users  U . 

2. From M g , u , H u , g , s , r  i 1,2, … , n , A can obtain u  and g . 
3. Since r  is the public value, A knows (Auth, g , … , g , u , … , u , r , … , r . 
4. Thus, A can obtain the session key K From Auth=H K, g , … , g , u  , u , r , … , r  by launching a guessing attack. 

3.2 Insider Attacks 

Every inside user in Sun et al.�s protocol is able to reconstruct the group key but 
know nothing more extra information. For this purpose, the group key in Sun et al.�s 
protocol is distributed to all authorized users U . Sun et al. care about the security on 
secret shares belonged to each participant. Sun et al. claimed that even if P  can forge 
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a random r  to impersonate another user P  and receives corresponding response 
from KGC, P  cannot forge the return response  H s , K , u , … , u , r , … , r . 
However, our analysis shows that malicious inside user P  can impersonate P  as 
following. 
 

1. A can grasp M , … , M , Auth  from the broadcast channel between KGC 
and authorized users U . 

2. Since A knows M g , u , H u , g , s , r  i 1,2, … , n , A can 
obtain H u , g , s , r . 

3. Then, A knows (u , g ), and r  is a public value, A can obtain s . 
4. Using the obtained s , malicious inside user P  can forge the response 

message H s , K , u , … , u , r , … , r .  
 
Thus, the inside adversary is able to obtain others’ secret shares  s  i 1, … , n , and 
get the group session key without being detected. 

Sun et al. claimed that the secret sharing protocol based on DLP guarantees the 
security of the secret shares. However, from the messages broadcasted between KGC 
and P , P  can obtain M g , u , H u , g , s , r , and r . Given g  and r , P  is able to obtain s  by computing K g ∗ g /g . Since P  knows 
(h, u , g , r  where h H u , g , s , r , P  can launch a guessing attack in 
order to get s . After getting the s , P  is able to impersonate P . 

4 Conclusion 

In 2012, Sun et al. proposed a group key transfer protocol based on a special secret 
sharing scheme [8]. They claimed that their protocol provides mutual authentication 
to ensure that only the authorized group participants can recover the correct session 
key. However, our analysis shows that any inside or outside attacker can obtain the 
session key in Sun et al.’s protocol and be able to impersonate legal users. Therefore, 
Sun et al.’s protocol does not meet the fundamental security goal of a key exchange 
protocol. Future work could be undertaken to remedy Sun et al.’s protocol. 
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Abstract. Indiscreet distribution of harmful content, excessive exposure to 
violent material and excessive use of the Internet are becoming an axis of social 
conflicts, and the damage is expanding to lower ages. At the introduction of 
media, we were in great expectation on its educational use. It has become, 
however, the most harmful environment from the aspect of education. Media 
education can be in two aspects: education to accept, product and utilize media 
to activate the positive functions; and protective and preventive education to 
minimize the negative functions. What is worthy of note is that media education 
can be carried out in the aspects of both the positive functions and the negative 
functions of media. This study suggests the media education program applicable 
to elementary schools, noting the aspects of both the positive functions and the 
negative functions of media.  

Keywords: Media Education, STEAM, Media Dysfunction, Elementary 
School, Teaching Method.  

1 Introduction 

Indiscreet distribution of harmful content, excessive exposure to violent material and 
excessive use of the Internet are becoming an axis of social conflicts, and the damage 
is expanding to lower ages. At the introduction of media, we were in great expectation 
on its educational use. It has become, however, the most harmful environment from 
the aspect of education. However, we cannot overlook the positive functions of media. 
Then, can we approach this problem with the education which may minimize the 
negative functions and to utilize the positive functions of media? The answer is in the 
media education itself. 

Media education can be in two aspects: education to accept, product and utilize 
media to activate the positive functions; and protective and preventive education to 
minimize the negative functions. What is worthy of note is that media education can 
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be carried out in the aspects of both the positive functions and the negative functions 
of media. This paper suggests the media education program applicable to elementary 
schools, noting the aspects of both the positive functions and the negative functions of 
media. 

2 Goal and Scope of Media Education Based on STEAM 

Media education is a course of activities which promote critical understanding and 
evaluation capability, and furthermore, develop the capability of consumers to create 
own messages. In other words, media education is the way of developing capabilities 
to accept, produce and utilize media which were developed by the need of men. The 
media education to practice the integrated literacy to extend the media capability and 
to extend the communication capability can be performed in three areas: media 
acceptance, media production and media utilization. 

Media acceptance is the area in which media consumers join a debate on media 
program and system, exploring the method to satisfy their desires through media, and 
the influence of media on their behavior. It also includes the process to analyze a 
media content to understand how the real world is constructed through media. 

Media production is the activity of producing actively and directly the media 
contents. Starting with production of simple media contents, the media consumers go 
forward to produce a variety of thoughtful media contents. They also express through 
the media product their learning on media and their intentions to deliver in the 
technical aspect, and present and discuss on the production process, products and 
episodes. 

Media utilization is the area in which consumers deliberate on how to utilize media 
contents. It is a course of asking, thinking, debating and utilizing the way of effective 
use of media contents. Critical acceptance of media contents and production of 
contents in a creative manner will help consumers to understand the problems of 
media contents and to find the solutions. By utilizing this course in everyday life, 
consumers can find the best way to identify and solve various problems.  

3 Method and Procedures of Proposed STEAM Program 

Based on the goals and area of media education, this paper provides the 6 stages of 
programs applicable to the fifth/sixth year students. 

In the area of acceptance, children can have the opportunities to reflect on their 
behavior for media as they think about the problems of media. In the area of 
production, children can produce public campaign advertisement on the problems of 
the rating system, developing the medial utilization capability. In the area of 
utilization, children can carry out campaign activities based on their production, 
learning how to deliver their idea effectively. In addition, schools can deliver the 
campaign advertisement produced by the children through the school newsletter, 
educating their parents.  
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Table 1. STEAM-based Media Education Program 

Message Stage Subject Contents 
Login 1 Understanding 

problems of media 
(acceptance) 

- Understanding problems of media 
- Exploring our favorite media 
- Finding advantages and disadvantages of media 

Login 
Response 

2 Understanding 
importance of the 
rating system  
(acceptance) 

- Understanding rates by media 
- Examining rates of favorite media 
- Understanding importance of rating system 

Logout 3-4 Making public 
campaign 
advertisement  
(production) 

- Understanding contents of public campaign 
advertisements 
- Drawing posters 
- Writing news 
- Changing lyrics 
- Role play 

Ping 5 Presentation - Group presentation 
Pong 6 Campaign 

activities (activity) 
- Participating in the campaign activity with the 
presented content 
- Evaluation 

 

Fig. 1. Example of teaching guidance methods (Korea’s document format) 
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Fig. 2. Example of teaching guidance methods (Korea’s document format) 

4 Conclusion 

In the information-oriented society of the 21st century, creative problem-solving 
capability knowledge will become the core element of competitiveness. In other 
words, media is the new foundation and basic tools for education in the 21st century. 
In the information-oriented society, in order to lead the successful learning, media 
education which is well-matched with the information society is required. 

Media education shall provide systematically the opportunities for consumers to 
share and select various media experiences. Media education will develop the 
independent sense on media and the capability to produce creative and unique 
information for the digital generation. Education is a competitive power for the future. 
Education must aim at providing the capability to respond actively to the environment 
changed by new languages, new media and new culture. The program suggested 
above can be the typical example of the media education. This program helps children 
to think and debate on the negative functions of media, to produce campaigns by 
themselves, to apply them to the real world (campaign activity), and hence, to develop 
capability to respond proactively to the media environment. This may be the example 
of the program which considers both the negative functions and the positive functions 
of media. 
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Abstract. This paper is about access control of illegal and objectionable 
contents for child online protection coming through the combination of smart 
phone device, as the core technology of ubiquitous environments. To overcome 
the shortcoming of simple access control of illegal and objectionable contents 
on current internet, we suggest a framework for content-based classification and 
propose an access control of illegal and objectionable content’s framework 
architecture using it. This paper suggests a solution to block the access of the 
illegal harmful contents by classifying the contents in detail instead of the 
existing simple user age classes for the multimedia contents. 

Keywords: Access Control, Harmful Contents, schoolchild Online Protection, 
objection, Illegal contents.  

1 Introduction 

As the smartphone became the bare necessity of the modern people, many services 
using them are being offered and such trends are predicted to continue. However, in 
such an environment, the children are exposed to harmful contents, such as violent or 
pornographic materials online and it has become a main focus of the world to protect 
the children or the teenagers from such an exposure. However, to solve this problem, 
a national legal stance as well as a technological solution is required, which will only 
be possible with the mutual cooperation of the main users, such as the service 
providers, parents, and children, as well as the government.  

The environment of new integrative services and smart tools, the control over 
harmful contents is crucial to continue to receive convenient services. In other words, 
if the smartphones owned by minors provide various pieces of online information, 
then the minors can be easily exposed to the adult contents, which necessitate a 
solution to prevent the approach to the illegal harmful contents. The current adult 
certification offered in the high speed internets utilize the Resident Registration 
Number, which includes a simple calculation method where the Resident Registration 
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Number algorithm is used, inquiring to the financial information institution using the 
Resident Registration Number and the name, or using the real name when logging in 
without further entry. Other than these simple methods, the cell phone number, 
Resident Registration Number, and public certificate can be used in combination to 
confirm the age of the user in a systematic way. However, in the new integrative IT 
services and smart equipments, a new prevention for illegal harmful information 
contents is required to protect the children online.  

This paper suggests a solution to block the access of the illegal harmful contents by 
classifying the contents in detail instead of the existing simple user age classes for the 
multimedia contents. 

2 Suggested Applied Security Method for the Illegal File 
Sharing 

This chapter suggests an applied security method on the illegal file sharing for the 
harmful information certificate service structure mentioned in the previous chapter. In 
many internet applications, the PKI-based services are offered to provide certificates 
or message perfection. In this case, the transmitted messages include the signatures of 
the sender and the receiver can certify the sender’s signatures with the help of the CA. 
Currently, there are many applications that provide PKI-based services, but it has not 
been used in the P2P where the individuals directly connect to share files online. This 
is partially because of the various characteristics of the P2P and the inability to 
provide the compatibility among international PKI is another factor to make its 
application in global P2P more difficult. In addition, the establishment of PKI 
infrastructures, certificate issuance, and management are quite costly.  

In the case of file sharing open source project, JXTA, the open keys, instead of the 
PKI, were used. In this structure, each peer creates his own certificate including an 
open key and distributes them in the peer advertise message transmission. This is 
relatively simple, but because there is no third trusted institution to certify the open 
keys, the MITM attacks will not be appropriate responded. For example, if an attacker 
in the middle alters the peer advertise message from peer A and replaces peer A’s 
open keys, this action will not be sensed by anyone.  

The method suggested in this study allows a safe file sharing application without 
using PKI by distributing self-made safe open keys. This suggestion has a basic 
structure of creating and distributing the open key/secret key pair for each peer and is 
protected against the MITM attacks. 

2.1 Target Application Basic Action in Suggested Security Structures 

The file sharing application targeted in this study has 2-layer structures of super peer 
basis. In this structure, each peer has a distinguishable ID. In addition, each peer 
needs to have their ID and password authenticated by the server to participate in the  
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service network. In this stage, each peer receives the information of the super peer 
from the server and based on this information, a super peer is selected to send the Join 
message. If the Join message is successful, then the peer can deliver the meta 
information of the files possessed to the super peer. In this study, the self-made open 
key/secret key pairs are used and the authentication server is not the CA server from 
PKI, but only an authenticator for the ID and password.  

The basic actions of the file sharing application targeted are shown in the picture 
below. The super peer in the picture possesses the meta information on the files of the 
each peer on the virtual domain. The peer that requests the resource search sends the 
request to the super peer and the super peer delivers the file search request to the other 
super peers to perform the search. 

 

Fig. 1. File Share’s Basic Process 

2.2 Security Structure for Trusted File Sharing Application 

The table 1 shows the symbols used in the security structure design. The super peer is 
assumed to be selected by the application. In addition, each super peer is assumed to 
have the open key of the server and the open keys of other super peers who participate 
in the service network currently.  

In the framework suggested in this study, each peer creates an open key to register 
with the authenticating server. In the equation, Pa and Pb stand for the peers with the 
IDs a and b, respectively. S means the ID authenticating server. The detailed 
explanation of each stage is as follows:  
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Table 1. Symbols 

Contents 

IDk Peer K’s ID 

IPk Peer K’s IP IP Address 

Ku
k Peer K’s Public Key 

Kr
k Peer K’s Private Key 

Ku
s ID CA’s Public Key 

Kr
S ID CA’s Private Key  

PWk Peer K’s Password 

Ek(m) Encryption Function 

Dk(c) Decryption Function 

Sk(m) Digital Signatures 

 
Stage 1: ID, Password Authentication and Open Key Registration 
 
① ID, password authentication  
② (Peer a -> Server) a’s open key registration  
③ (Server) Peer ID authentication 

- Decode with the individual keys on the server 
- authenticate through the comparison with the registered password saved  

in the message by the peer  
- authenticate the signature through the peer’s password 

④ (server->peer a) return to success/failure of the open key registration  
    - transmit the list of super peers, IP, ID, open key information  

- Transmit the coded open key of Peer a 
  ⑤ (Peer a) Authenticate certifying server ID  

    - Decode with individual key  
 - Authenticate the signature with the open key of the server  

 
Until stage 1, the peer will be authenticated based on the password, but after the 
peer’s open key is registered in the server on stage 1, the peer’s open key will be 
usable.  
 
Stage 2: Join Request 
① (Peer a -> super peer A) Join request  

  - transmit the open key when requesting to Join  
- the super peer’s open key will code and the individual key will sign to transmit  

 
Stage 3: Peer a’s Open Key Request and Response 
① (Super peer A -> Server) request open key of peer a  
② (server) authenticate super peer A’s ID  
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- Authenticate super peer A’s ID  
- Decode with the server’s individual key  
- Authenticate the signature with the open key of super peer A  

  ③ (Server-> super peer A) Return peer a’s open key  
  ④ (super peer A) Authenticate server ID  

    - Decode with individual key  
- authenticate the signature with the server’s open key  

  ⑤ (super peer A) Authenticate peer a’s signature that is included in the message 
received in stage 2  
 
Stage 4: Join Success or Failure 
① Confirm Join success/failure   

  ② (Peer a) Authenticate super peer A’s ID   
    - Decode with individual key  

- Authenticate signatures with super peer A’s open key  
 
Stage 5: Peer a’s File Sharing Meta Data Transmission 

The 5 steps above are the service network Join steps. The safe file sharing security 
application based on these steps act as the following:  

This mechanism reduces the server load as the management function of storing and 
providing each peer’s open key is distributed to each super peer. In addition, the open 
key is distributed naturally and safely in the message deliveries as each peer searches 
for files and returns the results. If the super peer experiences an error, then each peer 
can select another super peer from the list of super peers received during the ID 
authentication from the server and sends the Join message to register with another 
virtual domain. 

The picture above shows the file search process after the network Join in the file 
sharing. The messages transmitted in each stage are shown in <Table 2>.  

 

Fig. 2. File Share’s Basic Process 
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Table 2. Message Format 

 
Message Format  

a EK
u
A (“looup_req”|{“beyonce”})|SK

r
u (m) 

b EK
u
B (“looupfile”|{“beyonce”})|“requester”|{IDa|IPa|K

u
a})|SK

r
A (m) 

c EK
u
A (“replylooup”|{“beyonce”})|fileid|“owner”|{IDb|IPb|K

u
b})|SK

r
B (m) 

d EK
u
a (“replylooup”|{“beyonce”})|“owner”|fileid|{IDb|IPb|K

u
b})|SK

r
A (m) 

e EK
u
b (“requestfile”|fileid|SK

r
a (m) 

f EK
u
B (“request_pkey”|fileid|IDa|SK

r
b (m) 

g EK
u
b (“reply_pkey”|{IDa|K

u
a})|SK

r
B (m) 

3 Conclusion 

The teenagers and children are exposed to many threats online, such as pornography, 
violent materials, and unhealthy information. To protect the children online, not only 
the technological security methods but also the legal measures, improved systems, 
and use education (service provider, parents, information, children, etc) are required. 
This study suggested a method of preventing the harmful information delivery t the 
teenagers in the network service environment. The suggested method carries all of the 
advantages of harmful material prevention methods using the classification of 
contents and also presents the service organization and harmful information 
authentication service based functions that can prevent the harmful contents in the 
new integrative service environment to be a reference for a practical solution. 
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Abstract. Current smart grid service protocol is not defined as a standard but is 
only material items for security procedures, message, and policies. In other 
words, this has no contents on the standards of elucidating delivery security for 
network safety and data perfection or any standards or requirements on the 
security for a safe information exchange. Therefore, sensitive information 
between nations needs to consider many different factors, which may require a 
complex security structure. Therefore, this paper suggests a security structure 
that can automatically be connected based on characteristics while sending 
security policy and security request messages when the smart grid users desire a 
connection with standard service protocol. 

Keywords: Access Control, Multi domain, Smart grid Security, Authorization.  

1 Introduction 

Smart grid is a new electricity grid which transmits and distributes electricity 
intelligently by converging the information technology into the traditional electricity 
grid. Recently, the smart grid projects are promoted rapidly because the ‘Green IT’ 
becomes more and more interesting. However, Modernization of the grid will increase 
the level of personal information detail available as well as the instances of collection, 
use and disclosure of personal information. Thus, smart grid data users must consider 
carefully how they will protect the integrity, privacy, and security of the smart grid 
data obtained from consumer usage patterns, and the data collected must not be 
excessive. In addition, smart grid data must be gathered responsibly, securely, and 
with a measure of transparency and consumer control. 
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This paper suggests a security structure that can automatically be connected based 
on characteristics while sending security policy and security request messages when 
the smart grid users desire a connection with standard service protocol. 

2 Proposed Service Structure and Security Architecture 

2.1 Linking Service Structure among Domains 

The linking service among domains (gateway service) is regionally or globally 
connected as shown in fig. 1. 

 

Fig. 1. The linking service among domains (gateway service) 

The domain headquarters can manage the policies and authorities with other 
domains and is organized in a hierarchical manner by the domain headquarters to 
separate the roles of the control even with the centers under different departments 
through transfer of right to control. 

2.2 Mutual Linkage Domain Security Requirements 

In the interlinked domains, the mutual data provision, sharing and safe linkage service 
by authority requires the following requirements to consider the service aspect. This 
includes the basic security requirements of authentication, authorization, data 
protection as well as the service business aspect and physical security of the main 
facilities.  
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- Authentication : certification of the service users related to both service providers 
and users. In addition, the M2M (Machine to Machine) between the domains or the 
users for the IVEF services are included.  

- Authorization : Authorization for the service. Only related to the service client. In 
addition, the system linkage for domain connection and the users for IVEF services 
are included.  

- Data Protection : Safety of data sent and received by IVEF client. Related to actually 
exchanged data between systems or between system and user.   

- Business Security for Service : Business security of the IVEF manager and users at 
the service provider, VTS center, and is determined by the business policy based on 
the negotiation between service users and businessmen or the provider’s fees.  

 - Physical security : security against physical approach for the places where the IVEF 
client and server system exist or mutually connected control centers as well as the 
network access points 

3 Domain Security Factor Definition and Management Flow 

This clause defines the mutual security factors between domains and detailed 
procedures using the defined security messages.  

 

Fig. 2. Domain Security management flow 

In other words, fig. 2 shows the security management flow map on the linking 
areas with the security messages where the smart grid domain B approaches smart 
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grid domain A. The basic security structure uses the XML based standard protocols 
and the characteristics for smart grid service are expanded using the smart grid 
security message characteristic exchange protocol. The approach management 
procedures according to the procedures and authorities for the policy management 
within a domain when the domains are linked are shown in Fig. 2. After the smart 
grid service between the domains is requested, the smart grid service basic 
certification mechanism based on ID/Password with the access limitation based 
authority function is as follows. 
 
1) The user sends the access request to use the system resources or application 

service. At this time, the access request is same as the existing methods with user 
ID and password.  

2) The PEP of the access control receives the access request and confirms the user’s 
ID and password with the access control list. This is same as the previous method.  

3) Once the PEP (Policy enforcement Point) confirms the user ID and password, it 
will transmit the user ID and the requested items (read, write, execute) to PDP 
(Policy Decision Point).  

4) PDP loads the policy from PAP (Policy Administration Point) and determines 
whether the user has the appropriate authorities for the requested actions. For this, 
the user, resource, environmental characteristics, and policy are used to determine 
whether to approve.    

5) PDP delivers the result to PEP. In other words, approval/denial is delivered to 
PEP. When it is “approved,” the user certificate is examined and if it is valid, then 
the user request is approved.  

6) PEP downloads the user certificate from the storage and checks for validity. If it is 
valid, it approves the access. 

 
The smart grid basic authority management certificate mechanism procedures with 
access limitation do not have a huge advantage because the smart grid system 
becomes more complex and the costs for the access control increases compared to the 
existing system, but it makes the integration of the access control system easier. 
Because it uses the standard technology of XACML and X.509 PMI, if the newly 
added system requires access control, the access determination does not have to be 
realized again.  

In other words, the additional open access control function in smart grid basic 
authority management certificate access control system only needs to add the 
communication between the user and PEP and the rest can be on the existing 
realizations. Even if it is an independent system, the access control function can be 
reused and it can reduce the costs for access control when adding the service system.  

The conditional user access control mechanism for smart grid mutual linkage is 
used when smart grid domain B approaches the overall smart grid service system 
provided by the external system through the internal system and works as the 
following. The smart grid domain B user opens an account based on the overall smart 
grid service system certification and authority mechanism and also opens an account 
at the smart grid service system. Before the overall smart grid service system can 
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approve the approach of the smart grid domain B user, the smart grid service system 
inquires the overall service related characteristics.  

In addition, the smart grid service system can have its own PEP and PDP. In this 
case, PDP returns the authority decisions attached to the conditional tasks on the 
smart grid service characteristics. Therefore, PEP transmits the authority decision 
request to the external service. smart grid service receives the authority decision 
request from PEP and returns the characteristic token and this is used to examine the 
conditional tasks from PEP on the smart grid service system. The following is the 
conditional user access control mechanism procedures for smart grid domain linkage.   
 
(1) smart grid domain B requests the smart grid service system access.  
(2) smart grid service system transmits the authority decision request to service. This 

is performed by the PEP within the smart grid service system or the external PEP 
of smart grid service system.  

(3) Once smart grid service receives the authority decision request from the PEP of 
smart grid service system delivers the authority decision request to PEP.  

(4) PEP transmits the XAML characteristic decision request to PDP.  
(5) PDP confirms the smart grid domain B account, characteristics, and policy to 

transmit the approval/denial decision to PDP.  
(6) If the authority is approved, PDP will transmit the SAML characteristic token to 

PEP.  
(7) PEP transmits SAML token.  
(8) smart grid service transmits the token to smart grid service system.  
(9) smart grid service system provides the smart grid domain A service to smart grid 

domain B. 

4 Conclusion 

This study designed the security structures on the smart grid system linkage based on 
mutual networking technology for future smart grid and suggested a mutually safe 
management structures, which brings the future direction of detailed results on 
practical application of function analysis and service platform. 
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Abstract. Security vulnerabilities exist in end point devices such as PDA's, 
laptops, Blackberries, tablets, etc. Examples of endpoint software include anti 
spyware / malware software, encryption software, Data Loss Prevention system, 
Security USB and Device Control S/W, client operating system based firewalls, 
etc. It is important to note that leveraging company security policy and ensuring 
that it is enforced through stringent monitoring of in-house security breaches, 
further enhance the effectiveness of end point security. However, no criteria 
have been established as yet to evaluate whether such End point Security 
Software correctly provides the basic security functions needed by user and 
whether such functions have been securely developed. Therefore, this paper 
proposes security requirements of End point Security Software by modeling a 
threat and applying a security requirement engineering methodology based on 
Common Criteria.  

Keywords: End Point Security S/W, Protection Profile, Common Criteria, PP, 
CC.   

1 Introduction 

Many of the previously published Protection Profile (PP) is written based on a 
particular product type (e.g. Firewall, Multi-Function Devices). There are about 220 
PP’s released through Common Criteria Portal, with additional PP’s that are 
developed and/or released separately from different countries[5].  

Many of the previously published Protection Profile (PP) is written based on a 
particular product type (e.g. Firewall, Multi-Function Devices). There are about 220 
PP’s released through Common Criteria Portal, with additional PP’s that are 
developed and/or released separately from different countries.  Advantage of 
Creating a PP can define the minimum security functions in its particular product 
type, and also can reflect the required security functions by the PP developer or 
consumer. But whenever new security product introduced and whenever each other's 
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requirement is difference, new PP is needed for consumer and development. As a 
result, Many PPs are developed and/or released. And there are a lot of similarities in 
previous PPs, such as   threats, assumptions, organization’s security policy and 
security functional requirement. By analyzing the similarities, creating a common PP 
to be absorbed in various products can decrease the excessive number of PP 
development, as well as enabling ST developers to add common PP’s basic 
requirements thoroughly, even when developing a ST of a product that is without a PP.   

From the various product types evaluated by the Common Criteria, the most 
commonly identified products are largely distinguished as Network Device (defined 
to be an infrastructure device that can be connected to a network) such as Firewall, 
IDS and VPN, and End Point Security S/W(installed in PC that prevents PC’s security 
threats) such as PC Firewall and host-DLP. Both have same or similar threats because 
the products operating environments is same or similar. For example, for Network 
Device, security purpose and security functional requirements are required to confront 
corresponding threats such as TSF data exposure at communication channel, 
malicious “Update”, prohibited access, TOE resource exhaustion and data damage. 
[8,9] Likewise Network Device, End Point Security S/W’ operating environments are 
similar to each other, therefore even the type of products may differ, common threats 
may exist which leads to the same necessity of security objectives and security 
functional requirements.   

This paper wish to analyze security objective and functional requirements through 
analyzing threats, assumptions, organization’s security policy through a security 
environment of a product in the form of End Point Security S/W that is active in 
Windows operational environment.  Apart from the facts derived from its PP where 
the ST is being developed, or a product in the form of End Point Security S/W 
developing PP, this can lead to time-effectiveness in developing PP/ST and omission 
of derivation items by deriving additional threats, assumptions, organization’s 
security policy, security objective and security functional requirements. 

Table 1. Protection Profiles - Statistics 

Category PPs 
Access Control Devices and Systems 6 
Biometric Systems and Devices 7 
Boundary Protection Devices and Systems 28 
Data Protection 5 
Databases 7 
Detection Devices and Systems 17 
ICs, Smart Cards and Smart Card-Related Devices and Systems 56 
Key Management Systems 11 
Multi-Function Devices 4 
Network and Network-Related Devices and Systems 22 
Operating Systems 13 
Other Devices and Systems 27 
Products for Digital Signatures 13 
Trusted Computing 5 
Totals: 221 
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2 Security Problem Description 

This section describes the security aspects of the environment in which the End Point 
Security S/W will be used and the manner in which the End Point Security S/W is 
expected to be employed. It provides the statement of the End Point Security S/W’s 
security environment, which identifies and explains all:  

� Known and presumed threats countered by either the End Point Security 
S/W or by the security environment 

� Organizational security policies with which the End Point Security S/W 
must comply 

� Assumptions about the secure usage of the End Point Security S/W, 
including physical, personnel and connectivity aspects    

This Chapter identifies assumption as A.assumption, threats as T.threat and Policies 
as P.policy. The following are the assets that End Point Security S/W should protect: 

� Protective PC 
� Data of PC user 
� Key data related to product operation 

A threat is the IT entity and user which threatens by access to prohibited protective 
assets or in an unusual way.   

2.1 Threat 

The following threats should be integrated into the threats that are specific to the 
technology by the PP/ST authors when including the requirements described in this 
document. Modifications, omissions, and additions to the requirements may impact 
this list, so the PP/ST author should modify or delete these threats as appropriate[6,7]. 

Table 2. Threats 

NAME DESCRIPTION 

T.TSF disclosure 
A malicious user may cause the TOE or its configuration data to be 
inappropriately viewed. 

T.TSF Modify 
A malicious user may cause the TOE or its configuration data to be 
inappropriately modified or deleted. 

T.UnAuthorized 
Update 

A malicious party attempts to supply the end user with an update to the 
product that may compromise the security feature of the TOE.  

T.Undetected 
Actions 

Malicious users may take actions that adversely affect the security of the 
TOE. These actions may remain undetected and thus their effects cannot 
be effectively mitigated. 

T.UnAuthorized 
Stop 

Using a way that can prohibit threats to stop TOEs security function. 
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Table 2. (Continued) 

NAME DESCRIPTION 

T.TransferedData 
Disclosure 

In a case when central management server for TOE’s security policy is 
available, a threat can expose, change, or delete the key data such as 
passwords, configuration settings, happening within the communication 
of management server and TOE.  

T.UnAuthorized 
Management 

In a case when central management server for TOE’s security policy is 
available, a threat can disguise into management server to applicate 
prohibited security policy setting into TOE. 

T.Reused auth data 
Threat can reuse the authentification data to try access to the security 
function.  

2.2 Organizational Security Polices 

An organizational security policy is a set of rules, practices, and procedures imposed 
by an organization to address its security needs. PP/ST Authors should ensure that 
any policies that apply to their particular technology are captured in the following 
table, and that the policies listed below are applicable[6,7]. 

Table 3. Organizational Security Polices 

NAME DESCRIPTION 

P.Accountability 
The TOE shall generate and maintain a record of security-related events 
to ensure accountability. Records shall be reviewed. 

P.Secure 
Management 

The TOE shall provide its authorized user with a means to manage the 
TOE securely and keep the TSF data up to date. 

2.3 Assumptions 

The specific conditions listed in the following subsections are assumed to exist in the 
TOE’s Operational Environment. These assumptions include both practical realities in 
the development of the TOE security requirements and the essential environmental 
conditions on the use of the TOE.  PP/ST authors should ensure that the assumptions 
still hold for their particular technology; the table should be modified as 
appropriate[6,7]. 

Table 4. Assumptions 

NAME DESCRIPTION 

A.OS 
Reinforcement 

The TOE has a routine to remove unnecessary services or measures and 
to fix vulnerability of the OS(e.g. using patches) to ensure credibility and 
stability of the OS. 

A.Timestamp The IT environment provides the TOE with a reliable timestamp. 
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3 Security Objectives 

This Chapter identifies TOE Objective as O.TOE objective and Objectives for 
Operational Environment as OE. Objective for operational environment. 

Table 5. TOE Objective 

NAME DESCRIPTION 

O.TSF Protection  

The TOE shall protect itself from unauthorized access or tampering to 
its functionality and data in order to maintain the integrity of the 
system data and audit records. And The TOE will provide the 
capability to test some subset of its security functionality to ensure it is 
operating properly. 

O.Secure 
Communication 

TOE must protect the distributed IT entity through secure 
communication channel. 

O.Server 
Verification 

Legitimacy of the corresponding management server or update server 
must be checked when setting TOE policy or upgrading it  

O.Residual 
Information Clearing 

The TOE will ensure that any data contained in a protected resource is 
not available when the resource is reallocated.  

O.Audit 
The TOE’s IT environment will provide a reliable time source to 
enable the TOE to timestamp audit records.  

O.Notice 
The TOE shall raise an alarm according to the policy set for each 
event. 

O.Secure 
Management 

The TOE shall provide its authorized user with an efficient means to 
manage the TOE and keep the TSF data up to date. 

The following table contains objectives for the Operational Environment. As 
assumptions are added to the PP, these objectives should be augmented to reflect such 
additions. 

Table 6. Objective for operational environment 

NAME DESCRIPTION 

OE.OS 
Reinforcement 

The TOE shall have a routine to remove unnecessary services or measures 
and to fix vulnerability of the OS(e.g. using patches) to ensure credibility 
and stability of the OS. 

OE.TimeStamp 
The TOE’s IT environment must provide a reliable time source for the 
TOE to provide accurate timestamps for audit records.  

4 Security Requirements 

The Security Functional Requirements included in this section are derived from Part 2 
of the Common Criteria for Information Technology Security Evaluation, Version 3.1, 
Revision 4, with additional extended functional components. The TOE Security 
Functional Requirements that appear below in Table 6 are described in more detail in 
the following subsections[2,3,4].  
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Table 7. Security Functional Requirements 

Functional class Functional component 

Security audit 

FAU_ARP.1 Security Alarms 

FAU_GEN.1 Audit data generation 

FAU_SAA.1 Potentialviolation analysis 

FAU_STG.1 Protected audit trail storage 

FAU_STG.4 Prevention of audit data loss 

Cryptographic support 

FCS_CKM.1 Cryptographic key generation 

FCS_CKM.4 Cryptographic key destruction 

FCS_COP.1 Cryptographic operation 

Security Management 

FMT_MOF.1 Management of security functions behavior 

FMT_MTD.1 Management of TSF data 

FMT_MSA.1 Management of security attributes  

FMT_SMF.1 Specification of management functions  

FMT_SMR.1 Security roles  

Identification and 
authentication 

FIA_AFL.1 Authentication failure handling 

FIA_UAU.2 User Authentication before any action 

FIA_UID.2 User Identification before any action 

Protection of the TSF 

FPT_ITC.1 Inter-TSF confidentiality durinhg transmissions  

FPT_ITT.1 Basic internal TSF data transfer protection 

FPT_RCV.1 Manual recovery 

FPT_STM.1 Reliable time stamps 

FPT_TST.1 TSF testing 

5 Case Study: End Point Security S/W PP Extended Package 
End Point DLP 

This Extended Package describes security requirements for  End Point DLP is 
intended to provide a minimal, baseline set of requirement s that are targeted and 
mitigating well defined and described threats. However this Extended Package is not 
complete in itself but rather extends the End Point Security S/W PP[6].  

End point DLP monitors and mitigates unsafe data handling at the endpoint. End 
point DLP can watch for programs that may be passing confidential or sensitive data 
on the host, or review data in storage looking for violations of the DLP policies. They 
run on desktops and servers, and may be paired with Network DLP products to 
provide a complete monitoring solution.  
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5.1 Added Security Problem Description 

Table 8. Added Security Problem Description 

NAME DESCRIPTION 
T.Data 
Leakage 

A threat agent can leak the user data without authorization. 

T.Analysis 
Failure 

The TOE may fail to detect a threat agent’s inappropriate access to or action 
taken on the data that needs protection, which may result in the data 
modified or tampered with. 

A.Access The TOE can access all IT system data required to enforce its functionality. 

P.Statistics 
An authorized administrator shall be able to take statistics on the data of 
audit and intrusion detection. 

5.2 Added Security Objectives 

Table 9. Added Security Objectives 

NAME DESCRIPTION 

O.DataCollection 
The TOE shall collect from the managed system the program codes that 
can be allowed and objects that need to be protected. 

O.DataAnalysis 
The TOE shall have an analysis process to decide whether to allow or 
deny access of an object. 

O.Tagging The TOE shall be able to identify the data categorized by data analysis. 

O.LeakageProtect The TOE shall monitor itself to prevent leakage of assets. 

O.Statistics 
The TOE shall analyze and take statistics on all events according to the 
policy. 

OE.Access 
The TOE shall be able to access all IT system data required to enforce its 
functionality. 

5.3 Added Security Requirements 

Host DLP products’ key features are sensitive contents browsing through disk analysis, 
cryptography, media control, identification and authentication, and audit trail. As the 
SFRs in the CC2 are insufficient, extended components are necessary as shown below. 

Table 10. Added Security Requirements 

Functional class Functional component 

User data protection 

EXT_FDP_COL.1 Monitored data collection 

EXT_FDP_ANL.1 Monitored data analysis 

EXT_FDP_MON.1 Real-time monitoring of data leakage 

EXT_FDP_PRV.1 Prevention of data leakage 

Security Management EXT_FMT_STA.1 Data statistics of audit and leakage detection 
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6 Conclusion 

This paper propose security requirements which can be used as a request for a 
proposal to procure an Security S/W for PC, a guideline for developers to develop a 
secure Security S/W for PC and criteria with which evaluators can evaluate can 
completeness of a developed system. Thus, the Security S/W for PC was analyzed, a 
threat was modeled, and CC based security requirements was deduced.  

And this report wishes to address a Protection Profile (PP) that can be used 
commonly by deriving Windows basic products’ possible common threats as well as 
its security functional requirements. Consequently, by developing this commonly 
usable PP not only enables effectively to reduce the time needed to develop Windows 
basic products’ PP or ST, but also to prevent an omission in threats, objectives and 
security functional requirements. 
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Abstract. Recently, Phishing is a significant security threat to users and has 
been easy and effective way for trickery and deception on the internet. Phishing 
is an attempt to acquire our information as well as financial information without 
user’s knowledge by making similar kind of website or sending e-mails to us-
ers. Some of the widely available and used phishing detection techniques  
include whitelisting, blacklisting, and heuristics. But, absolute and perfect anti-
phishing solutions and techniques are hard to fine due to a variability of phish-
ing site domain. This paper aims to collect and filter out phishing suspicious 
URLs before determine phishing sites using Spamtrap system which is a ho-
neypot used to collect spam e-mail. Spam e-mail usually contain phishing site 
URLs, so we can collect phishing site URLs from spam e-mail of spamtrap sys-
tem. After collect URLs that can be phishing sites, many kind of phishing site 
detection algorithm can be used in our paper.  

Keywords: Phishing, Security, Cyber Attacks, Spam Trap.  

1 Introduction 

“Phishing” came from ‘fishing’, by replacing the letter ‘f’ with ‘ph’ to represent the 
act of deceiving users by faked e-mail or websites. Phishing is a form of online identi-
ty theft that aims to steal sensitive information from users such as online banking 
passwords and credit card information. Phishing attacks use a combination of social 
engineering and technical spoofing techniques to persuade users into giving away 
sensitive information that the attacker can then use to make a financial profit. 

The earliest form of phishing attacks were email-based method. A hacker involved 
spoofed emails that were sent to users for sending their password and account  
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information. In these days, besides email, attackers have also started to use smart 
phone SMS (Short Message Service) or instance message to persuade and direct users 
to spoofed web sites. Smartphone is the most popular device that can program any 
application which is customized for needs [2]. In these days, new word like “Smish-
ing” was born. Smishing is derived from “SMs phishing” and referring to a phishing 
attack sent via SMS.  

According to KISA(Korea Internet & Security Agency), the number of phishing 
sites which has increased dramatically since 2011[11] as shown in Fig1. In spite of 
this rapid increase, the absolute and perfect anti-phishing solutions are not available 
yet. In order to avoid hacking attacks, many vendors and security companies have 
released a variety of defense mechanisms.  

 

 

Fig. 1. Number of Phishing site in Korea 

Also, in China, about 140 people per second visit phishing sites in the first-half of 
2011. And new phishing sites which are founded by a security company in China, 
reached 35 million during the first half of the year. 

In spite of phishing attack are so serious, the perfect anti-phishing solutions are not 
yet available. Although variety methods that can detect phishing sites are now intro-
ducing, it is difficult to detect all phishing sites because it changes its domain name 
on real-time. So, in this paper, we proposed a colleting method of phishing candidate 
sites effectively using Spam trap system.  

This paper proceeds as follows: in Chapter 2, the background and related research 
about phishing detecting methods are described. In Chapter 3, the colleting of phish-
ing candidate sites and filtering algorithm are described. In Chapter 4, we analyze the 
characteristics of our proposed method and conclusions are drawn In Chapter 5. 

2 Background and Related Work  

2.1 Phishing Detection Methods 

Recently, anti-phishing has been studied intensively, and a variety of methods have 
been investigated as follows. 
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2.1.1   URL and Domain Verification 
Generally speaking, the most widely used anti-phishing method is to use check the 
identity of URL and domain of web-sites.  Internet browser can warn users whenev-
er a phishing site is being accessed by using blacklisting, which matches a given URL 
with a list of URLs belonging to a blacklist. Blacklists hold URLs that refer to web-
sites that are considered phishing.  

They may use the public phishing blacklist sources like PhishTank [4], Google 
Safe Browsing API[5]. In here, the major problem with blacklists is incompleteness. 
To solve we can check IP address, abnormal request URL, abnormal DNS record, 
abnormal URL.  

Pawan Prakash, et.al proposed PhishNet has a predicting malicious URLs compo-
nent and an approximate matching component.[14]  First component predicts new 
malicious URLs from existing blacklist entries by heuristic for generating new URLs 
and verification of it. Second component determines whether a given URL is a phish-
ing site or not. It performs an approximate match of a given URL to the entries in the 
blacklist by first breaking the input URL into four different entities—IP address, 
hostname, directory structure and brand name - and, scoring individual entities by 
matching them with the corresponding fragments of the original entries to generate 
one final score. Jianyi Zhang et.al, proposed a prior-based transfer learning method 
for phishing detection engines.[3] They adjust the trained classifier and deploy the 
adaptive models to their corresponding regions according to the transfer learning. 
Thereafter, they construct a series of comprehensive experiments to test our proposed 
method.  

2.1.2   Web Page Style and Contents  
Another way to detect phishing sites is to check the web page style and its contents. It 
confirms spelling errors, copying sensate, using of “Submit” button and using of pop-
up window. Also, we can check the images link because all images in the website 
including website logo should load from the same URL of the website not from 
another website. Therefore, we check the links to detect any external links inside the 
source code. 

In [13], the authors came up with a total of 18 properties based on the page struc-
ture. Zhang et al proposed a content-based method using a linear classifier on top of 
eight features (the TF-IDF heuristic, age of domain, inconsistency of the logo image 
and domain name, suspicious page URL, suspicious links in the HTML, IP address, 
number of dots in URL, login forms).[8]  Also, Guang Xiang and J.Hong suggested 
login form detection using HTML DOM properties((such as the page title, meta de-
scription field, etc.) .[6] Arel Cordero et al used website images to detect phishing 
attacks.[9]  They proposed the use of rendered images as a basis for phishing  
detection and implemented initial prototypes.  

E. Kidra and C.Kruegel suggested AntiPhish method that keep track of the sensi-
tive information is typed into a form on a web site.[19] This tool has been  
implemented as a Mizilla Firefox plug-in and is free for public use. 
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2.1.3   Source Code  
There are some characteristics in webpage source code that distinguish phishing web-
sites from legitimate websites, so we can detect the phishing attacks by check the 
webpage and search for these characteristics in the source code file if it exists or not. 

Phishing websites typically contain pages for the user to enter sensitive informa-
tion, such as account number, password and so on.  And the Phishing website uses 
logos found on the legitimate website to mimic its appearance. So phishers can  
load it from the legitimate website domain to their phishing websites (external  
domain). Also, Many Phishing pages have misspellings, grammatical errors, and  
inconsistencies. [10]    

Also, Phishers use the iframe and make it invisible i.e. without frame borders, 
when the user goes to website, he/she cannot know that there is another page is also 
loading in the iframe window like phishing page.  

2.2 Phishing Sites Domain 

According to Global Phishing Survey by Anti-Phishing Working Group (APWG)[11], 
there were at least 112,472 unique phishing attacks worldwide on 1H2011. In here the 
attacks used 79,753 unique domain names and only 14,650 domains (18%) were reg-
istered maliciously by phishers. The other 65,103 domains were hacked or compro-
mised on vulnerable Web hosting. Malicious registrations took place in 44 TLD  
(Top-Level Domain)s. 93% of the malicious domain registrations were made in just 
four TLDs : TK., INFO., COM., and NET.  

As we can see from this data, attacker use sub-domain of hacked web site-domain 
as well as maliciously registered domain. Malicious use of sub-domain services con-
tinued to increase during in the first half of 2011, and accounted for the majority of 
phishing in many TLDs. 

3 Our Approach 

It is important issue how effectively collect phishing suspected sites in order to use 
phishing detecting algorithms. The phishing sites are changed on real-time and the 
new registered domain or second sub-domains are used as phishing sites domain. 
There is a limit that we find a newly registered domain. So, considering phishing sites 
are induced to access by e-mail, we proposed collecting phishing suspicious URLs 
using e-mail spams. 

3.1 Collect of Phishing Candidate URL 

We select phishing candidates group using e-mail spamtrap system which is a honey-
pot used to collect spam.  E-mail spamtrap is system to collect analysis and preserve 
for evidences.  For example, KISA operating spamtram system has been collected 
more than 11,000 e-mail account by using more than 1,000 web mail accounts from 9 
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portal-sites and install 1,000 e-mail addresses on it’s operating mail server. More than 
1 Million e-mails are collected by spamtrap system per one day.  

On the e-mail body of collected e-mails, we should distinguish normal URLs, in-
ternal URL from suspicious URLs. E-mail is good tools to attack some one. It is used 
to send Phishing URL as well as a virus to a specific target [7]. 

Using this spam e-mail, we can collect phishing candidate URL, because almost 
phishing site is connected by e-mail. Only to analyze a spam e-mail, we can get a 
phishing candidates URL groups.  

3.2 Filtering of Collected URLs  

To enhance the reliability of collected URLs, we can give a priority to the top sub-
domain services used for phishing attack. Use of sub-domain services continues to be 
a challenge, because only the sub-domain providers themselves can effectively miti-
gate these phish. 

According to the Anti-Phishing Working Group (APWG), the top sub-domain used 
for phishing is co.cc.service, based in Korea. Over 30% of attacks using sub-domain 
services occurred on CO.CC, despite the fact that CO.CC is very responsive to abuse 
reports. T35.com, osa.pl, CN.la, Mu.la, altervista.org, co.tv, vv.cc, ce.ms are also top 
sub-domain refer to the APWG report.  

3.3 Using Phishing Detection Algorithm 

To detect phishing site among collected phishing candidate URLs, we can use man 
phishing detection algorithms which are mentioned in Section 2.1. We can check 
security, page style, source code and contents of web-site to decide phishing sites. 

To confirm a security of phishing candidate URLs, we can check whether the web-
site uses SSL certificate or encryption protocol. And, a page style like as pop-up win-
dow, disabling of right click or using of “Submit” button.   

Fig2 is our proposed phishing detecting process using spamtrap system.  

4 Evaluation 

We now validate the effectiveness of our proposed approach using spamtrap system 
to collect phishing candidate URLs. \ 

• Ease of Implementation: To enhance detecting ability of phishing site, normal 
and public phishing detect solutions can use our approach, because it just need to 
be linked with spamtrap system. Of course, we need to implement URL filtering 
system from collected spam e-mails.  

• Efficacy: Almost phishing sites are induced from e-mail, SMS, etc. In other words, 
by collecting phishing sites from e-mail which is normally used to induce phishing 
sites, we can increase the efficacy of detecting function. 
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Improvement of a Chaotic Map Based Key Agreement 
Protocol That Preserves Anonymity* 
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Abstract. In 2009, Tseng et al. proposed a key agreement protocol based on 
chaotic maps. Tseng et al. claimed that their protocol preserve user anonymity. 
However, Tseng et al.’s protocol is insecure against the insider attack. Nui et al. 
proposed a new anonymous key agreement protocol in 2011. Unfortunately, 
Nui et al.’s protocol cannot provide user anonymity and has computational 
efficiency problem. We introduce a new key agreement protocol based on 
Chebyshev chaotic map. Our protocol overcomes these security problems and 
provides user anonymity. 

Keywords: chaotic map, key agreement protocol, user anonymity.  

1 Introduction 

Since 1976, lots of key agreement protocols were introduced, including Diffie and 
Hellman key agreement protocol[1], which is the first and most famous protocol. In 
2009, Tseng et al. proposed a key agreement protocol based on chaotic maps[2]. 
Tseng et al. claimed that their protocol preserve user anonymity. However, Tseng et 
al’s protocol is insecure against the insider attack[14]. Nui et al. proposed a new 
anonymous key agreement protocol in 2011[15]. Unfortunately, Nui et al.’s protocol 
cannot provide user anonymity and has computational efficiency problem[16][17]. 
We introduce a new key agreement protocol based on Chebyshev chaotic map. Our 
protocol overcomes these security problems and provides user anonymity. 

The organization of the paper is as follows. In section 2, introduce Chebyshev 
chaotic map and hash function based on chaotic map. In section 3, we analyze Tseng 
et al.’s protocol and Niu et al.’s in section 4. In section 5, we describe our proposed 
key agreement protocol and performance and security analysis of our protocol. In the 
last section, we conclude this paper. 

                                                           
 
*  This research was supported by the KCC(Korea Communications Commission), Korea, 
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2 Related Work 

In this section, we describe Chebyshev chaotic maps and a hard work. 

Definition 1.  
Chebyshev polynomial[4] is defined as follows: 

The chebyshev polynomial ( )nT x  of the first kind is a polynomial in x  of degree 

n , defined by the relation. 

( ) cosnT x nθ=  when cosx θ=  (-1≤ x ≤1) 

The initial conditions are 0 ( ) 1T x = , 1( )T x x=  and few Chebyshev polynomials are 

2
2 ( ) 2 1T x x= −  

3
3 ( ) 4 3T x x x= −  

4 2
4 ( ) 8 8 1T x x x= − +  

With Definition 1, the fundamental recurrence relation is obtained. 

1 2( ) 2 ( ) ( )n n nT x xT x T x− −= − , n =2, 3,…, 

Chebyshev polynomials have two important properties. 
The semi-group property 

( ( )) ( ) ( ( ))n m nm m nT T x T x T T x= =  

The chaotic property 
If the degree n >1, nT :[-1,1]→[-1,1] is a chaotic map. 

This map has a unique absolutely continuous invariant measure 

2( ) /( 1 )x dx dx xμ π= − , 

with positive Lyapunov exponent ln pλ = . 

Kocarev et al.’s system has security weakness against Bergamo et al. Zhang 
proposed enhanced Chebyshev polynomials, as follow: 

1 2( ) (2 ( ) ( ))(mod )n n nT x xT x T x N− −= −  

N  is a large prime number and ( , ),x n∈ −∞ ∞ =2, 3,…. 

Definition 2. 

( )nT x y=  

When x  and y  are given, to find n  is DLP(Discrete Logarithm Problem). 

Definition 3. 
When x , ( )rT x , ( )sT x  are given, to find ( )rsT x  is DHP(Diffie-Hellman Problem) 



 Improvement of a Chaotic Map Based Key Agreement Protocol 805 

3 Analysis of Niu et al.’s Protocol 

Niu et al. proposed a new anonymous key agreement protocol based on Chebyshev 
chaotic map[15]. Niu et al.’s protocol used TTP(Trusted Third Party) to preserve user 
anonymity. In this section, we describe Niu et al.’s protocol and show the 
problems[16][17]. 

3.1 Niu et al.’s Key Agreement Protocol 

Niu et al.’s key agreement protocol is based on the chaotic one-way hash function, 
and uses Chebyshev chaotic maps.  
(1) iU  → Server 

iU  chooses randomly a large integer r , a large prime number N  and a random 

number x ( x ∈ ( ,−∞ +∞ )). Next, iU  computes ( )rT x  and encrypts ( , ( ))i rID T x  

with 
TUKE . 

1 ( , ( ))
TUK i rC E ID T x=  

Finally, iU  sends 1, ,N x C  to Server. 

(2) Server → TTP   
After receiving the message from iU , Server choose a large integer s  and 

compute ( )sT x . Then, Server encrypts ( ( ), )s sT x n  with TSK  

2 ( ( ), )
TSK s sC E T x n=  

and sends 1 2, , ,s sID n C C  to TTP . 

(3) TTP  → iU   

After receiving the message, TTP  decrypts 1 2,C C  and encrypt 3 4,C C  as follow: 

3 ( , ( ), ( ), )TU s s r sC E ID T x T x n= , 4 ( , ( ), )
TSK i r sC E ID T x n=  

Then, TTP  sends 3 4,C C   to iU . 

(4) iU → Server  

iU  decrypt 3C  to get ( , ( ), ( ), )s s r sID T x T x n  and check the validity of ( )rT x . 

Then, iU  computes 

( ( ))i r sSK T T x= , ( , , )i s s iAU h ID n SK=  

Finally, iU  sends 4( , )iAU C  to Server. 

(5)  Server → iU  

Server decrypts 4C  to get ( , ( ), )i r sID T x n  and computes 

( ( ))i s rSK T T x= , ' ( , , )i s s iAU H ID n SK=  

Then, Server verifies ' ?i iAU AU= . If 'AU  and AU  are not equal, Server stop 

here; otherwise Server computes as follows: 
( , , )s i s iAU H ID n SK=  

Finally, Server sends sAU  to iU . 
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(6) iU   

iU  computes ' ( , , )s i s iAU H ID n SK=  and verifies ' ?s sAU AU= . If they are 

equal, the session key iSK  is agreed. 

3.2 Weakness of Nui et al.’s Key Agreement Protocol 

Nui et al. claimed that Nui et al.’s protocol was more secure than Tseng et al.’s 
protocol. Unfortunately, Nui et al.’s protocol has some problems[16][17]. 

 Efficiency problem 
Niu et al.’s protocol has six steps, which has two steps more than Tseng et al.’s 
protocol. And Niu et al.’s protocol has two symmetric encryption /decryption more 
than Tseng et al.’s protocol. Nui et al.’s protocol needs more communication overlay 
and more computing overlay than Tseng et al.’s protocol.  
 Security weakness 
In Nui et al.’s protocol step (3), TTP decrypts 1C  with the iU ’s secret key. 

However, Nui et al. didn’t explain how to verify the identity of iU . In order to find 

the secret key used to encryption the message 1C   , TTP decrypt 1C  with all secret 

keys stored in TTP or receive the plaintext user information from iU . Therefore Nui 

et al.’s protocol cannot provide the user anonymity. 

4 Our Protocol 

We propose a new key agreement protocol. 

4.1 The New Key Agreement Protocol 

 Initialization phase 
Before performing the key agreement protocol, User i  and the server share a one-
way hash function and Chebyshev chaotic map 
 Registration phase 
(1) iU  → Server 

iU  selects ,ID PW  and b  where b  is a large random number. iU computes 

( )h PW b⊕  and sends ( ,ID ( )h PW b⊕ ) to Server. 

(2) Server → iU  

After receiving the user’s data, Server selects a large random number C  and 
compute as follow: 

( )VID h ID C= ⊕ , Re ( )g C h PW b= ⊕ ⊕ , ( )en sC Enc C=  

A symmetric key encryption algorithm( sEnc ) is used by the server. Then, Server 

stores ( , , , ( )enC VID ID h PW b⊕ ) in its database and sends Re g  to iU . A symmetric 

encryption scheme is used by the server. 
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 Authentication phase 
(1) iU  → Server 

A user iU  inputs ID  and PW  into the user’s device. Then, iU  computes  

Re ( )C g h pw b= ⊕ ⊕ , ( )VID h ID C= ⊕ and choose a random number 

, ( ( , ))r x x ∈ −∞ ∞ . Next, iU  computes follow as: 

1 1C C= + , 1 1( )U h ID C= ⊕ , 2 1 ( )rU U T x= ⊕ . 

Finally, iU  sends 2, ,VID U x  to Server. 

(2) Server → iU  

After receiving the message, Server checks the validity of VID  and get ID  and 

enC . Server selects a random number s  where s  is a large integer. Then, Server 

computes as follows: 
( )s enC Dec C= , 1 1C C= + , 1 1( )U h ID C= ⊕ , 2 1( )rT x U U= ⊕ , ( ( ))s rSK T T x= , 

1 1S s U= ⊕ , 1( , ( ), , )s rAU h U T x s SK=  

Finally, Server sends 1( , )sS AU  to iU . 

(3) iU  → Server 

After receiving the message, iU  computes as follows: 

1 1s S U= ⊕ , ' ( ( ))s rSK T T x= , 1( , ( ), , )i rAU h U T x s SK=  

Then, iU  checks ?i sAU AU= . 

If they aren’t equal, iU  stops the session. Otherwise, iU  sends iAU  to Server. 

(4) Server 
After receiving the message iAU , Server checks ?i sAU AU= . If they are equal, the 

session key checks SK  is agreed. 
(5) iU  , Server 

iU  computes 2 1Re (( ( ))g C h pw b= ⊕ ⊕ and changes Re g  to 2Re g . Server 

changes ,VID C  to 1( ( 1))h ID C⊕ + ,  1( 1)sEnc C + .  

4.2 Security Analysis 

In this section, we show that the improved protocol is secure against above attacks. 

 Security analysis of user anonymity 
The attacker A can intercept ( )VID h ID C= ⊕  used for user identity. However, user 

i  will use ( ( 2))h ID C⊕ +  in next authentication phase. So, after our protocol 

finish, VID  is not valuable and the attacker A cannot get the user identity. Therefore, 
our protocol can provide the user anonymity. 
 Security analysis of inside attack 
The inside attacker A computes to get the counter number C . 

Re ( )C g h PW b= ⊕ ⊕  
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However, Every user uses the different random counter number C . So the attacker A 
cannot get any information about other users. 
 Security analysis of replay attack 
For each full rum of our proposed protocol, iU  and Server change the random 

counter number C . Communication data in the current key agreement protocol run 
would be not useful in next protocol run. Therefore, our key agreement protocol can 
resist replay attack. 
 Security analysis of off-line password guessing attack 
The attacker A can intercept the messages 2 1, , , ,i sVID U S AU AU . However, the 

messages have no information about user password. Therefore, off-line password 
guessing attack cannot work in our protocol.  
 Provide the mutual authentication 
In Step 3 and Step4, the server and the user iU  compute * 1( , ( ), , )rAU h U T x s SK=  

and check whether iAU  and sAU  are equal. If they are equal, the user and the 

session key is authenticated. Thus, the mutual authentication is provided in our 
protocol. 
 Security analysis of perfect forward secrecy 
If an attacker A get user i ’s password and user stored data, A can compute 
Re ( )g h pw b⊕ ⊕  to get C . A computes 1 ( ( 1))U h ID C= ⊕ − . Then, A can get 

( )rT x  and ( )sT x  with 2U  and 1S . However, A cannot find ( ( ))s rSK T T x= , since A 

has to compute ( ( ))s rT T x  from ( )rT x  and ( )sT x , A faces with DHP(Diffie-Hellman 

Problem) and DLP(Discrete Logarithm Problem). 

Table 1. Comparison of security properties 

 

Tseng et al.’s 
protocol 

Niu et al.’s 
protocol 

Our proposed 
protocol 

User anonymity No No Yes 
Inside attack No Yes Yes 
Without TTP Yes No Yes 

Replay attacks Yes Yes Yes 
Off-line password 

guessing attack 
Yes No use password Yes 

mutual 
authentication 

Yes Yes Yes 

perfect forward 
secrecy 

Yes Yes Yes 

4.3 Performance Analysis 

In this section, we show performance analysis of our improved key agreement 
protocol for the authentication phase in Table 2. We define some notations as follows: 
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hashT  : The time of executing the hash function. 

ChebT  : The time of executing the Chebyshev chaotic map. 

SymmT  : The time of executing the symmetric encryption or decryption. 

According to Table 2, Server, User and TTP operate the symmetric encryption and 
decryption in Tseng et al.’s protocol and Nui et al.’s protocol. However, our protocol 
uses only XOR and one-way hash functions. Therefore our protocol is more efficient 
than other protocols. 

Table 2. Comparison of computation overhead 

 

Tseng et al.’s protocol Niu et al.’s protocol Our proposed protocol 

User i  5 hashT + 2 ChebT + 2 SymmT  2 hashT + 2 ChebT + 2 SymmT  4 hashT + 2 ChebT  

Server 2 hashT + 2 ChebT + 2 SymmT  2 hashT + 2 ChebT + 2 SymmT  3 hashT + 2 ChebT + 2 SymmT  

TTP - 2 hashT + 2 ChebT + 2 SymmT  - 

5 Conclusion 

In this paper, we show the vulnerability of Tseng et al.’s protocol against the inside 
attack and some problems of Niu et al.’s protocol. To overcome these weaknesses, we 
proposed a new improved anonymous protocol based on chaotic map. Not only we 
provide the security analysis of the proposed scheme and but we also show 
performance analysis. 
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Abstract. The QoS performance of wireless mesh networks (WMNs) is 
measured by the topology connectivity as well as the client coverage, both of 
which are related to the problem of router nodes placement, in which each mesh 
client is served as equal. In practice, however, mesh clients with different 
payments for the network services should be provided by different qualities of 
network connectivity and QoS. As a result, to respond to the practical 
requirement, this paper considers the router nodes placement problem in WMNs 
with service priority constraint in which each mesh client is additionally 
associated with a service priority value, and we constrain that the mesh clients 
with the top one-third priority values must be served. Our concerned problem 
inherited from the original problem is computationally intractable in general, 
and hence this paper further proposes a novel simulated annealing (SA) 
approach that adds momentum terms to search resolutions more effectively. 
Momentum terms can be used to improve speed and accuracy of the original 
annealing schedulers, and to prevent extreme changes in values of acceptance 
probability function. Finally, this paper simulates the proposed novel SA 
approach for different-size instances, and discusses the effect of different 
parameters and annealing schedulers. 

Keywords: Wireless mesh networks, simulated annealing, router nodes 
placement, annealing schedule.  

1 Introduction 

Based on Wi-Fi technology, wireless mesh networks (WMNs) [1, 2] are the 
communication networks made up of radio nodes organized in a mesh topology. This 
paper considers the problem of router nodes placement (RNP) for the WMNs 
consisting of mesh routers and mesh clients [3], in which an optimal deployment of 
mesh routers is determined so that the network connectivity and the client coverage 
are maximized. In the previous work [4,8,9,10], the RNP problem only considered 
fixed and simple network environments, in which each mesh client is served as equal. 
                                                           
 * Research supported in part by NSC 101-2219-E-009-025.  
** Corresponding author.  
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In practice, however, each mesh client should be served by different quality of 
network connectivity as well as QoS [6] according to the user’s payment for the 
service. To respond to the practical requirement, this paper extends the original RNP 
problem to the router nodes placement problem with service priority constraint in 
WMNs (WMN-RNPSP), in which each mesh client is associated with a service 
priority value that represents its service priority in this WMN, and we constrain that 
the mesh clients with the top one-third priority values must be served. The WMN-
RNPSP problem is challenging due to the following three additional characteristics: (a) 
the locations of mesh routers are not predetermined, (b) mesh routers are assumed to 
have different radio coverage area sizes, and (c) each mesh client is associated with a 
different priority value. The last characteristic is designed for our practical 
requirement for providing users different service qualities. Our objective is to find an 
optimal placement of mesh routers in the deployment area to maximize both the 
network connectivity and the client covering. 

Like the original RNP problem, the WMN-RNPSP problem cannot be solved by an 
efficient deterministic polynomial-time algorithm [7]. Hence, we propose a novel 
simulated annealing (SA) approach by analogy with [5] to solve the WMN-RNPSP 
problem, which provides an efficient promising solution. Our novel SA approach 
improves speed and accuracy of annealing schedulers and makes the algorithm 
become faster by adding momentum terms. In addition, we propose two types of 
neighbor selection mechanisms, called random scheme and local scheme, for 
comparing the original neighbor selection mechanism. 

The rest of the paper is organized as follows. Section 2 introduces the basic 
original router nodes placement problem and define the router nodes placement 
problem with service priority constraint in WMNs. Then, the SA approach phases 
with momentum terms for constructing a WMN and its detail application phases to 
WMN-RNPSP problem is presented in Section 3. In Section 4, we present 
environment setting, simulation results and discussion. Finally, we discuss the future 
network and make some conclusion in Section 5. 

2 Problem Description 

This section first gives the basic environmental settings as well as concepts for the 
RNP problem, and then formulates the RNPSP problem. 

2.1 The Router Nodes Placement Problem 

An instance for the RNP problem [3, 8] consists of: 

(a) m mesh routers each of which has a different-size radio coverage; 
(b) a two-dimensional rectangular grid area of size W × H in which m mesh routers 

are deployed; 
(c) n mesh clients located in arbitrary points of the deployment grid. 
 
Figure 1 gives an instance for the RNP problem, in which according to the locations 
of mesh routers in the rectangular deployment grid, we can establish a network 
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topology graph. Let the graph denoted by G＝(V, E), in which V is the set of all mesh 
routers and mesh clients, and E is the set of edges, which include two types of 
connections as follows. First, if the radio coverage of two mesh routers are overlapped, 
we create an edge between the two mesh routers. Second, if a mesh client is located 
within the radio coverage of a mesh router, we create an edge between the mesh client 
and the mesh router. There are two measure for the performance of the WMN. The 
first measure is the network connectivity, which is defined as the size of the greatest 
graph component of graph G, while the second measure is the client coverage, which 
is defined as the number of covered mesh clients. 

 

Fig. 1. An instance of WMN 

2.2 The Router Nodes Placement Problem with Priority Service Constraint 

An instance for the WMN-RNPSP problem consists of: 

(a) m mesh router nodes each of which has a different-size radio coverage; 
(b) a two-dimensional grid area of size W × H where m mesh routers are deployed; 
(c) n mesh clients located in arbitrary points of the deployment grid each of which is 

associated with a service priority value. 

In light of the above, the WMN-RNPSP problem can be stated as follows: 
 

The WMN-RNPSP Problem: We are given a graph underlying a WMN distributed 
in a two-dimensional W ×  H grid area where the locations of mesh clients located in 
arbitrary collations of the grid area and each of mesh clients has a priority value, 
while the locations of mesh routers need be assigned. The objective of the problem is 
to find a placement X of the mesh routers so that the network connectivity and the 
client coverage are maximized while the mesh clients with the top one-third service 
priority values must be served. 
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3 Our Novel SA Approach to the WMN-RNPSP Problem 

This section focuses on the annealing schedule and the acceptance probability module 
of our proposed novel SA, by analogy with [5]. Finally, we present in detail the key 
steps of our proposed novel SA. 

3.1 Simulated Annealing Algorithm 

Simulated annealing (SA) is a metaheuristic algorithm used for solving combinatorial 
optimization problems. The basic idea of SA is to simulate the cooling process of 
metals by heating and cooling of a material to increase the size of crystals and reduce 
defects. Initially, a feasible solution for the problem is represented a state of the 
metals. Heating causes the metals to change and rearrange their current state, while 
cooling finds a state with lower energy than the previous one. Note that the cooling 
process follows an annealing schedule. In each iteration of the annealing schedule, the 
SA considers a neighboring state of the current state, and bases the Metropolis rule to 
probabilistically decide whether the system moves to the neighboring state or stays at 
the current state. Those steps are repeated until the system reaches a state that is good 
enough, or the maximal number of iterations is achieved. The final state would be 
associated with a locally optimal solution of the concerned optimization problem. 

The SA algorithm contains two main phases: annealing schedule and Metropolis 
rule. The annealing specifies “when and what temperature must be decreased”, and 
the Metropolis rule considers a probability function and specifies “whether to replace 
the current state by a neighboring state”. The probability is used to overcome the local 
optimal problem and lead the system to move the optimal solution of lower energy 
gradually. This paper considers three types of annealing modules: Geometric, 
Logarithmic, and Boltzmann. Unless stated otherwise, we use the most popular 
Boltzmann acceptance probability function. 

3.2 A Novel Simulated Annealing Algorithm Using Momentum Terms 

The novel SA approach is similar to the SA, and it speeds up the system time and 
enhances the accuracy of solution greatly on SA by adding momentum terms. 
Momentum terms are used to improve cooling speed and prevent extreme changes in 
values on acceptance probability function. This section summarizes three newly 
annealing modules: Hybrid, Extended logarithmic and Extended Boltzmann and one 
acceptance probability function: Extended Boltzmann function as follows. Note that 
Ti is the temperature of the i-th iteration, and ΔT is the difference between current 
temperature and previous temperature. Readers are referred to [5] for more details of 
those designs. 

 Hybrid: Tk+1 = Tk – α Tk – k ⋅ ΔT / ek where α is similar to that used in the 
Geometric annealing module, and k is the number of iterations. 

 Extended logarithmic: Tk = C / log(T0 + k) – k / ek – (log(k))1/2 where C is 
constant. 

 Extended Boltzmann: Tk = T0 / log(1 + k) – log(1 + k). 
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 Extended Boltzmann function: P(ΔE) = e–ΔE / bt where ΔE is calculated as 
follows: ΔE = (Ei – Ej) – αbTi(Ei – Ej)

1/2 where α is a running time parameter, 
and b is the Boltzmann constant. 

3.3 Our Novel SA Approach to the WMN-RNPSP Problem 

This section gives in detail my novel SA approach to the WMN-RNPSP problem: 
solution representation of each candidate solution, fitness function, scheme of 
neighboring solution selection and acceptance criteria. 

3.3.1   Solution Representation 
The (x, y)-coordinates of the routers should be determined as a candidate solution, 
which is expressed by two vectors (current and current best solutions) and two fitness 
values (current and current best fitness). 

3.3.2   Fitness Function 
The objective f(X) for a placement X of our concerned problem is to maximize the 
network connectivity φ(G) and the client coverage ψ(G) at the same time. Note that G 
is the topology graph underlying the placement X. The fitness function is calculated as 
follows: 

m

G

mn

G
Xf

)(
)1(

)(
)(

ψλφλ −+
+

⋅=  

where λ is the weighting scale in the range [0, 1]. Note that the denominator of each 
term of the equation is used for normalization. 

3.3.3   Neighbor Selection 
The implementation of SA considers three types of moving schemes as follows: 

 Standard: Choose a router randomly and place it in a new position randomly. 
 Random: All of the mesh routers are reconfigured randomly. 
 Local: Choose a router randomly and place it in a new position within the 

specified range randomly. 

4 Implementation and Experimental Results 

Based on the proposed SA approach described in the previous section, we 
implemented our proposed novel SA approach to the WMN-RNPSP problem. This 
section is divided into three subsections mainly. We first give the parameter setting, 
and then present the type of optimal neighbor selection on SA and novel SA in the 
individual various cases. Second, we use the result of the first one, compare all 
annealing schedules mentioned in Section 3 with Boltzmann and extended Boltzmann 
probability. Finally, we summarize all the previous results to give the experimental 
results in a variety of cases. 
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4.1 Data and Simulation Environment 

Similar to [8], we consider the following three cases: 

Case 1: There are 16 mesh routers and 48mesh clients on a 32 × 32 area. 
Case 2: There are 32 mesh routers and 96mesh clients on a 64 × 64 area. 
Case 3: There are 64 mesh routers and 192 mesh clients on a 128 × 128 area. 

Table 1. Performance of neighbor selection on the original and our novel SA approaches for 32 
× 32, 64 × 64 and 128 × 128 grid area 

CASES SA/NSA Standard Random Local 

32 × 32 grid size 
Original SA 0.955385 0.744469 0.743010 

Novel SA 0.982656 0.783781 0.788635 

64 × 64 grid size 
Original SA 0.923776 0.876479 0.873375 

Novel SA 0.999229 0.871833 0.879516 

128 × 128 grid size 
Original SA 0.884500 0.860487 0.859797 

Novel SA 0.981529 0.868177 0.866550 

 
One important aspect of the SA process is to study the performance under different 

neighboring selection methods. Table 1 shows the statistics results of the fitness 
values under different selection schemes for original SA and novel SA. We can see 
that the Standard scheme of neighbor selection on original or novel SAs can generate 
better solutions for all cases.  

4.2 Annealing Schedule Method and Acceptance Probability Function 

We give in Table 2 the computational results of six types of annealing schedule 
methods with Boltzmann and extended Boltzmann probability acceptance functions. 
Due to page limitation, we only put the results of case 1, 32 × 32 grid size. In Table 2 
it is illustrated that the proposed acceptance function of novel SA has better results 
than original SA and almost all annealing schedule methods showed high quality 
performance under novel extended acceptance probability function. 

Table 2. Comparison of annealing schedules with Boltzmann and extended Boltzmann 
probability for 32 × 32 grid size 

Annealing schedule Boltzmann Extended Boltzmann 

Geometric 0.950729 0.982292 
Logarithmic 0.767517 0.981375 
Boltzmann 0.759705 0.985792 

Hybrid 0.769045 0.978687 
Extended logarithmic 0.765486 0.983083 
Extended Boltzmann 0.755781 0.982406 
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4.3 Experimental Results 

After the fine tuning of above parameters was done, we measured the performance of 
the novel SA algorithm for all the problem instances. The statistics of all the problem 
instances are given in Table 1, in which four columns stores best fitness, average 
fitness, worst fitness, and the standard deviation of fitness values; ten rows indicates 
each 5 instances of clients distributions. We observe that our novel SA approach 
performs high efficiency and almost achieves to maximum both network connectivity 
and client coverage.  

Table 3. The statistics of all cases 

Instance Case 1 Case 2 Case 3 

Best Mean Worst SD Best Mean Worst SD Best Mean Worst SD 

uniform_1 1.0000 0.9823 0.9474 0.0155 1.0000 1.0000 1.0000 0.0000 0.9952 0.9860 0.9711 0.0089 

uniform_2 1.0000 1.0000 1.0000 0.0000 1.0000 1.0000 1.0000 0.0000 0.9904 0.9846 0.9711 0.0047 

uniform_3 1.0000 0.9953 0.9615 0.0090 1.0000 1.0000 1.0000 0.0000 0.9952 0.9888 0.9855 0.0025 

uniform_4 1.0000 0.9978 0.9672 0.0068 1.0000 1.0000 1.0000 0.0000 0.9952 0.9852 0.7978 0.0276 

uniform_5 1.0000 0.9691 0.9423 0.0152 1.0000 0.9992 0.9615 0.0055 1.0000 0.9955 0.9904 0.0015 

nniform_1 1.0000 1.0000 1.0000 0.0000 1.0000 1.0000 1.0000 0.0000 0.9952 0.9935 0.9855 0.0025 

normal_2 1.0000 1.0000 1.0000 0.0000 1.0000 1.0000 1.0000 0.0000 0.9952 0.9907 0.9904 0.0012 

normal_3 1.0000 0.9963 0.8172 0.0259 1.0000 1.0000 1.0000 0.0000 0.9952 0.9929 0.9855 0.0026 

normal_4 1.0000 1.0000 1.0000 0.0000 1.0000 1.0000 1.0000 0.0000 0.9952 0.9941 0.9855 0.0026 

normal_5 1.0000 0.9965 0.8271 0.0243 1.0000 1.0000 1.0000 0.0000 0.9952 0.9928 0.9892 0.0025 

average 1.0000 0.9937 0.9463 0.0097 1.0000 0.9999 0.9961 0.0005 0.9952 0.9904 0.9652 0.0057 

5 Conclusion and Future Work 

A novel simulated annealing approach for optimizing the placement of mesh router 
nodes for mesh clients with service priority constraint in wireless mesh networks has 
been proposed and implemented. The experimental results showed the efficient 
implementation of our proposed novel SAs for the WMN-RNPSP problem. The 
results also confirmed that our proposed novel SA is an effective method for the 
problem as it achieved the network connectivity of almost all mesh router nodes and 
covered almost all mesh client nodes in variety of grid sizes. In addition, the 
performance of our proposed novel SA is always better than original SA. 

In the future, we intend to solve the dynamic version of the WMN-RNPSP problem 
or consider the optimization of other objectives at the same time, so that the problem 
is more realistic and can be used in the community. 
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Abstract. For networksurvivability, recovery methods from link or node failures 
should be provided and spare capacity to perform recovery should be prepared 
on the network links. The efficiency of spare capacity provisioning is a key issue 
in survivable network design. In this paper, we studied topology information 
based capacity provisioning methods for WDM optical networks which are 
widly used as a backbone architecture of current Internet.In the methods, the 
spare wavelengths are reserved to perform optical link protection using only 
topology information of a network without need to calculate the amount of on-
going traffic of the network, thus provide simple and efficient spapre capacity 
planning. The basic idea of the topology information based methods is 
embedding virtual cycles to perform recovery on the network topology 
graphs.We suggest a multiple ring-cover based spare capacity provisioning 
scheme and compare it with two other topology information based schemes 
called cyclic-double-cover and p-cycle. We provide performance analysis of the 
topology information based schemes by the numerical calculation using cut-sets 
of the topology graphs, and compare it with computer simulation results. 

Keywords: WDM, capacity, topology, cycle, cut-set.  

1 Introduction 

The requirements for network recovery methods includespeed of recovery, efficiency 
in resource utilization,robustness against multiple failures, and etc.The resource effi-
ciency can be obtained by sharing spare resources needed fornetwork recovery. To 
improve the sharing of spare resources in WDM networks,methods to share backup 
paths as well as spare capacity together should be studied since the routing and the 
capacity assignment are tightly coupled in WDM networks via wavelength channels.  

In this paper, we studied simple and fast network recovery methods using only the 
topology information of networks. We proposed a cycle-based recovery method for 
WDM optical mesh networks.The proposed method centersaroundmultiple ring-cover 
                                                           
 * This work is financially supported by Hansung University. 
** Corresponding author. 



820 H. Hwang and S.-C. 

where each network link is
protects 1/m of the link cap
lanned cycles, and both th
pre-configuration of the cy
from the network topology
status or its dynamic chang
simplicity to survivable net

We first examine severa
Then we present the provis
proposed method. The perf
simulationsand also by ca
results show that the propo
resource efficiency and robu

2 Topology Inform

The basic idea of the topolo
to perform recovery on the 
based backup configuration
mary path can contribute to
topology.Cycles can provid
mary connections, and show
designed cycles can provide
to the links included in the 
the tightly-coupled route an
contrast to packet based n
function and the capacity 
backup paths as well as sha
efficient recovery method i
promising approach to meet

 

Fig. 1. Topology informa
loopback(left)and p-cycle 

Configuration of rings su
ring-cover or single ring-co
up path configuration metho

Kim 

s included in number of m backup cycles and each cy
pacity. Distributed link restoration is performed using pr
e backup paths and the spare capacity can be shared.T

ycles and the spare capacity placement arederived dire
y in off-line, which is independent of the working tra
ges over time.The proposed method provides efficiency 
work design and management.  

al topology information based network recovery metho
sioning of backup paths and the recovery procedurefor 
formance of the proposed method is presented by compu
alculation using the concept of cut-set. The performa
osed topology information based methodprovides impro
ustness.  

mation Based Recovery Methods 

ogy information based methods is embedding virtual cyc
network topology graphs. The motivation behind a cyc

n in mesh networks is that only cycles that include the 
o find alternative paths in a graph that represents a netw
de backup paths that are independent of the routing of 
w simple and fast recovery operation. In addition, carefu
e backup paths sharing and spare capacity sharing toget
cycle. One of the important features of WDM network

nd capacity relationship based on wavelength channels
networks such as IP or ATM networks where the rout

allocation function are separated.Therefore, sharing
aring of spare capacity is an important requirement for
in WDM networks. Cycle-based backup configuration 
t the requirement of resource sharing for WDM network

 

ation based methods using embedded cycles:generali

uch that each link is included in at least one ring is cal
over, and several approaches to use a ring-cover as a ba
od were studied[1, 2]. The drawback of single ring-cove

ycle 
rep-
The 
ctly 

affic 
and 

ods. 
the 

uter 
ance 
ved 

cles 
cle-
pri-

work 
pri-
ully 
ther 

ks is 
s, in 
ting 

g of 
r an 
is a 

ks.  

ized  

lled 
ack-
er is 



 Topology Information Based Spare Capacity Provisioning in WDM Networks 821 

the high spare capacity redundancy which is more than 100% inprotection techniques 
and also very high in shared restoration techniques as will be presented in this paper.  

An alternative method is that using cyclic-double-cover (CDC) conjecture.The 
CDC is a well-known conjecture in graph theory: a set of cycles exists in a  
two-connected graph G that each edge of G is included exactly two of the cycles.A 
protection technique using CDC conjecture has been proposedwhich performsfiber 
protection with 100% of spare capacity redundancy[3]. A problem on the CDC confi-
guration is that some cycles may be toolong in a large network.A long backup cycle 
needs more spare capacity and time to complete restoration than shorter one,thus de-
creases the QoS of restored connections and also the robustness in the event of mul-
tiple failures.  

A protection cycle configuration method using generalized loopback is studied[4], 
and the tradeoff between spare capacity and robustness has been observed.This me-
thod requires less than 100% of spare capacity redundancy for single link failure,since 
it is possible that not all the links are included in the protection cycles, however, 
which results in decreased robustness against multiple failures.A strong point of this 
configuration method is that it does not need to be globally reconfiguredfor a small 
change of a network topology. 

As another alternative to ring covers, p-cycle configuration has been proposed[5]. 
This method can provide efficient spare capacity redundancy which is very close to 
optimal spare capacity placement for local link restoration. However, this method may 
also suffer from long protection cycles.    

In this paper, we present a new cycle-based recovery method for WDM optical 
mesh networks. Objectives of the proposed method include simple design and man-
agement, efficient spare resource utilization, and robustness for multiple failures. 

 

Fig. 2. An example of virtual backup cycles (m=2) 

3 Multiple Ring Covers 

Fig. 2 presents a configuration of multiple backup cycles.In this case, the number of 
backup cycles per link (m) is 2.In the figure, physical links are shown as solid lines and 
five shared backup cycleshave been found shown as dashed lines.Each network link is 
assigned two backup cycles, and each cycle is responsible forrestoration of half (1/2) of 
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the link capacity. Primary capacity of a link, i.e., the available wavelengths of a link are 
partitioned into two even restoration units so that one restoration unit covers half of the 
link capacity. Then, each unit can be restored by one backup cycle as preconfigured. For 
example, if link (2-5) failed, one restoration unit on link (2-5) can be restored using the 
backup path (2-1-4-5), and the other restoration unit can be restored using another back-
up path (2-3-6-5),as preconfigured by the backup cycles. It is obvious that this basic 
idea can be easily extended to other values of $m$, i.e., the number of backup cycles 
and the number of restoration units per link can be 1, 3, 4, or more.  

The pre-configuration of the backup paths and placement of spare capacity is per-
formed at network design phase. The multiple backup cycles are found by searching 
k-shortest paths between the end nodes of a link with preference of disjoint shortest 
paths, and joining them with the target link. Backup cycles are determined only once 
for a given network topology G=(N, E),  where N is the set of nodes and E is the set 
of edges. Our first goal is to find a set of cycles that covers each link at least m times 
to configure m backup cycles per link. To perform efficient spare capacity planning, 
the backup cycles of a link should have the least number of shared links which would 
reduce the sharability of spare capacity. Therefore, the first goal should be updated to 
reflect this fact that each link should be included in m cycles that have the least num-
ber of shared links. If we consider the restoration speed and the QoS of restored con-
nections, short backup cycles are preferred to long backup cycles. 

4 Spare Capacity Provisioning Using Cut-Set 

The set of links to be eliminated to make partition of a topology graph into two sepa-
rated parts is called cut-set. A cut-set may have various numbers of links as shown in 
Fig. 3. A cut-set with n links is denoted as CS(n).In multiple ring covers, the spare 
capacity needed to restore a communication link is distributed to m backup cycles. To 
have m disjoint backup routes, a link should be included in a cut-set with more than 
m+1 links;CS(m+1).If one of the link in CS(m+1) has failed, then the capacity on the 
failed link can be restored using the other m linksincluded in m disjoint backup cycles, 
and each link restore 1/m of the required spare capacity. 

 

Fig. 3. Cut-sets in a network topology 
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For example, if a link in CS(4) has failed when the backup cycle multiplicity 
m=3,then the remaining threelinks can accommodate1/3 of the failed capacity respec-
tively. If a link in CS(3) has failed, however, one of the two remaining links should 
restore 2/3 of the failed capacity while the other remaining link restore 1/3 of the 
failed capacity. If a link in CS(2) has failed, then the only remaining link should re-
store all of the failed capacity. The failed capacity of a link in CS(1) cannot be  
restored. 

The spare capacity assignment for given number of m and the type of cut-set are 
presented in table 1. This means that we can calculate the spare capacity requirement 
using only the topology information such as cut-sets. For example, in the topology 
graph G(100, 180) shown in Fig. 4, there are 8 links included in 4 CS(2) type cut-sets. 
Thus if m=2, the 8 links should accommodate 100% of link capacity while other 172 
links accommodate 1/2 of the link capacity, assuming all the links have the same wa-
velength capacity.In the next section, we will compare the calculation results using 
cut-sets with the computer simulation results.  

Table 1. Spare capacity assignment for m and cut-sets 

 

CS(2) CS(3)

 

Fig. 4. Cut-sets in a10x10 grid network topology 

5 Performance Analysis 

We performed simulations to estimate the performance of the proposed method with 
10 example network topologies. We assumed that each fiber contains 60 wavelengths 
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3. Spare capacity calculation using cut-sets 

Spare Capacity Calculation 

2-cycles (m=2) 3-cycles (m=3) 

(1×6) + (1/2×17) 

= 14.5 (spare capacity) 

14.5/23 = 63.04% 

(1×6) + (2/3×3) + (1/3×14) 

= 12.66 (spare capacity) 

12.66/23 = 55.07% 

(1×8) + (1/2×172) 

= 94 (spare capacity) 

94/180 = 52.22% 

(1×8) + (2/3×28) + (1/3×144) 

= 74.66 (spare capacity) 

74.66/180 = 41.48% 

pare 
d as 
ca-
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cles 
also 
t of 

10, 
tion 
see 
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6 Conclusion 

In this paper, a cycle-based backup path provisioning method is presented for WDM 
optical mesh networks. The proposed cycle configuration design can be derived di-
rectly from the network topology and applicable to networks with arbitrary two-
connected topologies. We can calculate the spare capacity ratio of a network using 
only the topology information, and the results shows high accuracy and similarity 
compared with computer simulation results.  
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Abstract. Generally, it is known that only quality-assuring services can provide 
a reasonable profit model. However until now a practical profit model consider-
ing the service cost and quality simultaneously has not been introduced yet. Re-
cently, the Quality of Experience (QoE) was suggested to measure user's real 
satisfaction level. The QoE is expected to be used for efficient service provi-
sioning and criteria for accurate satisfaction measuring. This paper introduces a 
profit model for the contents providers considering the costs for quality services 
and the QoE together. Especially, we assume that the QoE with user's feedback 
can be interpreted as the intention to pay for the services. We take into account 
that QoE is dependent on service area, demographic information and user group 
characteristics. The proposed profit model can be used for contents providers to 
find an optimum investment which maximizes the profit.  

Keywords: quality of experience, characteristics of user group, quality of ser-
vice, profit model, contents service.  

1 Introduction 

Recently, multimedia contents over the Internet is vastly increasing especially due to 
the social network service (SNS) and P2P traffic. Along with this, the quality of mul-
timedia service becomes a critical issue because of the limited server capacity or net-
work bandwidth. For the contents providers it is inevitable to increase the server and 
network capacity in order to satisfy more users, which however needs more invest-
ments. In order to handle the predicted huge multimedia traffic in the future, we need 
a useful model which can optimize the investment and maximize the profit of the 
contents providers. 

Traditionally, network service quality management was performed using Quality of 
Service (QoS) parameters by controlling the traffic priority or guaranteeing band-
width to specific services. The QoS parameters, e.g., delay, jitter, bandwidth and error 
rates, have been used well to represent network level performances. However the QoS 
parameters have limit to correctly indicate the real service satisfaction level. In order 
to measure the user's satisfaction more precisely, Quality of Experience (QoE) was 
introduced [1]. The QoE was expected to represent well user's subjective satisfaction 
level and to be used effectively for network service quality management [2]-[5].  
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Network users can be classified into various groups; more sensitive users such as 
early adapters living in cities and average users living in rural area. Even in a region, 
some users may expect higher service quality and others may be satisfied with ordi-
nary quality. In order to set up a reasonable business model, the contents providers 
should understand that the QoE values depend on the service area and demographics.  

2 QoE Standadization 

Various QoE measurement methods have been studied in many institutes. The QoE 
researches at ITU-T mainly focused on QoE metrics [1] and measurement schemes 
[6], defining QoE-based service quality criteria and extracting related service quality 
factors. In [7] the connection of QoS with QoE is studied to find QoE indicators from 
QoS parameters and the relationship between QoS and QoE factors is analyzed. They 
also obtained a formula that calculates QoE value from QoS parameters.  

The ITU-T FG IPTV defined IPTV QoS/QoE metrics in three layers: Perceptual 
Quality Metrics, Video Stream Metrics, and Transport Metrics [3]. The Perceptual 
Quality Metrics provides QoE for video and audio signals. The Video Stream Metrics 
is related with performance of encoded video stream. The Transport Metrics gives 
performance information of transport protocols such as IP, UDP, RTP and so on.  

The DSL forum defines QoE requirements for quality management on triple ser-
vice [5]. It classified quality indicators into service layer, application layer and trans-
port layer. The service layer measures the service quality level from user's experience. 
The application layer manages various system parameters, and the transport layer 
manages network delay, jitter and loss of packets. Each layer has control plane and 
data plane for handling control message and data transfer respectively. 

3 Design and Analysis of Profit Model with QoE 

Contents providers want to make higher profit from customers possibly with less 
investment. Generally, increasing server capacity or network bandwidth will improve 
the QoE and thereby profit from users, but it also needs more cost. Therefore, it is 
important to find a reasonable profit model for the contents providers to maximize 
their profit.  

In the paper, we suggest a QoE-based profit model (QPM) of the contents provid-
ers considering the costs for quality services and the QoE characteristics of user 
groups. We assumed that the QoE can be interpreted as the intention to pay for the 
services. However, it is noted that QoE actually differs for every user because it de-
pends on subjective measurement. Therefore, it is difficult to find a general QPM that 
handles various user groups with different characteristics. In the paper, we assumed 
the users can be grouped with similar sensitivity to the quality for the same contents. 

Parameters used in the proposed QPM are as follows. 
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─ QoE level (Q): Q represents the user satisfaction level, having value of 0 for mini-
mum quality and 1 for maximum quality. Since the level of QoE changes with 
technology progress and user characteristics, Q must be measured periodically to 
be realistic.  

─ Server bandwidth (B): Conventionally, it has been assumed that QoS or QoE de-
pends mainly on bandwidth, error rate, delay and jitter. However, in the current 
high speed network environment (especially in Korea), error rate, delay or jitter 
gives insignificant effect to the QoE because of efficient buffering technology. In 
the paper, it is assumed that user access network has enough bandwidth. On the 
other hand, we assume that the channel bandwidth of the content server is re-
stricted and might be a critical bottleneck for service quality.  

─ Server bandwidth cost (C): Costs invested on the server bandwidth usage, paid by 
contents providers to network service providers. 

─ Server cost (S): Costs invested to server installation and maintenance for guaran-
teed service quality. 

─ Profit from contents delivery (P): Profit earned from users with the contents deli-
very. P can be made from direct payment by users or from advertisement with free 
contents. It is assumed that P increases as QoE improves. 

Relations between the parameters explained above are as follows. 

─ Relation between QoE level (Q) and profit (P) : In the paper, we assumed that Q is 
proportional to P. With higher QoE, the number of interested users increases and 
the contents providers get more profit directly from users or through advertisement. 
For simple model of the QPM, we have P=aQ, where a is a proportional constant. 
For maximum value of Q, i.e., when Q is 1, maximum possible number of users are 
assumed to be involved in the service.  

─ Relation between QoE level (Q) and server bandwidth (B): QoE level Q will in-
crease as the server bandwidth B increases. In the paper, we used a logarithmic re-
lation between Q and B as 1 . The rationale of the equation is: for 
higher value of Q, we need much more incremental bandwidth for the same satis-
faction increment. With zero bandwidth (i.e., B=0), Q has minimum value of 0, and 
with infinite bandwidth, Q will be maximum value of 1. In the equation��parame-
ter k represents the service sensitivity of a specific user group to give the same Q 
with a given B. For example, if a user group has small sensitivity value k, they 
need higher bandwidth B in order to get same Q. On the contrary, if a user group 
have larger sensitivity k they need low bandwidth B for the same level Q. Figure 1 
shows the relations between B and k when Q is 0.5, 0.7 and 0.9, respectively. In the 
figure, for example, when bandwidth is SD level (e.g., 1.5Mbps), a user group with 
70% satisfaction (i.e., Q=0.7) has sensitivity parameter k=0.8026. For 10Mbps 
bandwidth, k will be 0.1204, and for 20Mbps (e.g., full HD level), k becomes 0.06.  

─ Relation between server bandwidth (B) and server bandwidth cost (C): In the pa-
per, we assume that contents providers pay in flat rate for the bandwidth usage. We 
have C=bB where b is a proportional constant. For a different rate policy, the  
relation between C and B would be changed in the following analysis.  
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Fig. 1. Value of k as bandwidth increases 

─ Relation between server cost (S) and server bandwidth (B): Server cost S is com-
posed of many factors such as server hardware, operational cost and maintenance 
fee. In the paper, we simply assume that server cost is proportional to server band-
width. When d is a proportional constant, we can have S=dB.  

From the above assumptions and parameters, we have the total profit T as follows. 

  · ln 1  (1) 

Contents providers may decide how much satisfaction they will offer to a target user 
group with service sensitivity parameter k. Contents providers also seek for a greater 
profit, so they want T in (1) to have a maximum value. Differentiating (1) with respect 

to Q and setting it to 0, we have  for (1) as 1 .  is the user 

satisfaction level that makes maximum profit for the user group with sensitivity  
parameter k. The maximum profit can be obtained by substituting   to (1). 

For a discussion, an example case with the following parameters will be used. 

─ Maximum number of users in the group : 100,000 
─ Profit from one user in one unit period (i.e., one month): 1,000KRW(Korean 

Won). Therefore, we have a=100,000,000. 
─ b+d : 4,000,000KRW per 1Mbps and per one unit period. 

Figure 2 shows total profit as QoE varies when k is 0.1204. In the figure, the maxi-
mum profit is 30,166,437KRW when QoE is 0.67. The profit increases while QoE is 
increasing from 0, but when it reaches to the maximum point it starts to decrease. It 
means that increasing investments to improve QoE finally results in decreased profit 
due to the overinvestment. From figure 2, we see that when QoE reaches 0.95, the 
total profit becomes 0. So, the analysis in the paper can be used for the contents  
providers to find an optimum investment. 
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Fig. 2. Profit of contents service provider as QoE increases 

 

Fig. 3. Optimal QoE as group characteristics k varies 

 

Fig. 4. Maximum profit as group characteristics k varies 

Figure 3 shows optimum QoE for various values of user group sensitivities k, and 
figure 4 shows the maximum profit at the points of optimum QoE obtained in figure 
3. From figures 3 and 4, we can find that the optimum QoE and maximum profit fall 
when k decreases. Lower k indicates that the user group is more sensitive and expects 
higher bandwidth, i.e., higher service quality for the same satisfaction. We may call 
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this group premium users. It is noted that the total profit from the premium group is 
smaller than the group with larger k (i.e., less sensitive group or standard group). 
From figure 3, we also find that when k is higher, optimum QoE comes close to 1.  

4 Conclusion 

Recently, QoE concept was introduced to measure user's real satisfaction level of 
service based on the user's feedback. In the paper, we assumed that the QoE can be 
interpreted as the user's intention of paying to the services, very important information 
to the contents providers. In the paper, we proposed a profit model of contents pro-
viders taking into account the QoE level and sensitivity parameters of different user 
groups. The proposed profit model can be used for the contents providers to find an 
optimum investment which maximizes the profit by using the QoE levels of each user 
group. 
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Abstract. Self-adaptive software is an essential approach to manage the chal-
lenges of establishing system that autonomously responds to a variety of con-
text-aware situation. In addition, self-adaptive software use a lot of policies and 
explicitly or implicitly between rules and cases to decide how to react to moni-
tored events. For theses, Self-adaptive systems persistingly develop and modify 
behavioral properties to meet changing demands. Most of important, specifica-
tion of adaptation policy is based on element in the construction of architecture-
based hybrid model. However, several rules are usually scattered in different 
procedures, which makes procedures more complex, as well as cases are merely 
recognized situation by the rule and case. Accordingly, in this paper, we 
presents what is hybrid model including architecture-centric semantic schema. 
Also, a core element in architectural self-adaptive systems is the specification 
of adaptation policy: the mapping between hybrid observer indicating the need 
for an adaptation and hybrid diagnosis of properties with regulator in this need, 
along with an expression of self-adaptive schema algorithm. 

Keywords: Self-adaptive Software, Context-aware, Hybrid Model.  

1 Introduction 

In recent years, software computing highest technology, and next generation compu-
ting paradigms are getting more and more toward building, running, and managing of 
self-adaptive software [2][3]. Nevertheless, the specific consequence of these two 
dimensions, as well as their fundamental approaches are significantly divergent, or to 
a certain individual exclusive. The primary concern for the self-adaptive software 
researchers must become more flexible, dependable, robust, and configurable by 
adapting to changing operational contexts, environments or system characteristics [5]. 
It is important to often provide dynamic event at run time, as well as emphasize that 
in all the many initiatives to explore self-adaptive behavior, the common event that 
enables the provision of self-adaptivity is usually software [1].  

This applies to the research in several application areas and technologies such as per-
vasive computing, grid computing, service computing, and autonomous smart platform. 
In all these case self-adaptive software’s flexibility allows evolutionary applications; 
however, appropriate realization of the self-adaptive software substantially remains an 
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important approach and inquire cautiously in designing self-adaptive system with re-
strict application domains [4]. Although various self-adaptive software use rules and 
cases in the long run, we need to define the foundations that enable the explicitly or 
implicitly to decide how to establish the systematic development of next generation of 
self-adaptive system, and what is supported to react to monitoring events, adaptation 
and architectural model within hybrid model. The goal of this research paper is to pro-
pose concept of Hybrid Model, which is used to point out the current state-of-the-art, as 
well as to identify the commonalities and autonomic element structure for architectural 
self-adaptive system. Specifically, we present a hybrid model-based approach for de-
signing architectural self-adaptive system that is capable of accommodating during 
system operation. We’d like to call this approach semantic challenge [6]. To present and 
motive this challenge, this paper introduces the hybrid modeling paradigms for surely 
view of self-adaptation we have identified. Section 2 presents Hybrid Model Architec-
ture. In Section 3 Hybrid model schema in our system. Section 4 shows Schema Evolu-
tion for SSA and conclusions finally. 

2 Hybrid Model Architecture 

The entire Hybrid Model Architecture approach, illustrated in Figure 1, is focused on 
artificial intelligence-based approaches for self-adaptive system, which typically are 
complex dynamical processes that are handled by software process. It is often pro-
vides explicitly “Knowledge element” in autonomic events and rules, which is likely 
organizes into high-level business logics and policies, thus facilitate self-adaptive 
mechanism for architectural system [7].  

 

Fig. 1. Hybrid Model Architecture 

Accordingly, our systems are modeled using hybrid approaches to improve the re-
configuration, thus is based on ideas from separation of concepts as followings;  
 
(1) Active State and Fault Detection Module for Hybrid Observer. It is necessary and 
sufficient conditions for a coupled design Activate State Module (ASM) and Fault 
Detection Module (FDM) for hybrid observer achieving exponential convergence. 
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Coupled ASM and FDM is based on the current-state observable if there exists an 
integer K such that (1) for any known initial state q(0), and (2) for any input sequence 
σ(K), the state q(i) can be determined for every i>k from the observation sequence Ψ(k) 
up to i. We call this Hybrid Observability.  
 
(2) Hybrid Diagnosis. It is cases we are triggered by internal variables of the plant 
hybrid model, and attributed to control commands. These hybrid diagnosis variables 
evolve continuously by estimated hybrid parameter in time. But, some mode changes 
can result in discontinuous changes in variable values. To solve the problem, the plant 
hybrid model is denoted by hybrid observer scheme as following Figure 2 by each of 
expression: i) q(k + 1) ϵ Ψ (q(k), σ(k + 1)), ii) q(k + 1) ϵ Ψ (q(k), σ(k + 1)),  
iii) σ(k + 1) ϵ Ф (q(k), x(t-

k + 1), u(t-
k + 1), and iv) Ψ(k + 1) ϵ л(q(k), σ(k + 1), q(k + 1)). 

 

Fig. 2. Hybrid Observer Schema (HOS) diagnosis 

(3) Feedback for Adaptive Control. It should be Regulator by rule and case between 
controller unit and reconfiguration manager, which consider only event by involved in 
adaptive rule and case. If environment changing by hybrid parameter from resulted on 
diagnosis, hybrid observer provides mechanisms to capture reconfiguration module. 

3 Schema for Hybrid Model 

As the first step towards the self-adaptive schema, a schema is created, which from 
definition is exactly an object-oriented schema. However, it is not a schema by itself, 
since in the diagnosis, so called symptom database, or used for data typing in real 
applications. The schema can be also interpreted from a semantic perspective: each 
class in the schema corresponds to a semantic concept, and the inheritance relation-
ship indicates that one concept is specialization of another [10-12]. Viewed as a 
whole, the sematic schema starts with concepts at higher layers and extends down-
wards to more specialized concepts at lower layers, which forms an intuitive classifi-
cation that captures the commonsense. As we known that described our model, we are 
defined based on the schema by introducing self-adaptive schema algorithm (SSA) 
within hybrid parameter as following expression of example. When an application is 
delivered, it usually composes only procedure by each steps, and hybrid model archi-
tecture. Accordingly, we should add hybrid model both rule and case to application, 
to assign self-adaptive ability to application. 
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Step 1. Set Vcp to C //Vcp is variables that can used to denote any class 
While Vcp does not exist in S then, // S mean a self-adaptive schema 
Set Vcp to the super class of Vcp 
 
Step 2. Set {V1……..... VN} as the children nodes of Vcp 
for (i=1) to N 
set Vcq as the lowest common ancestor class of Cai and C 
if Vcq = C, then go to Step 4 
else if Vcq <> Vcp , then go to Step 5 
 
Step 3. Insert C into S as a child node of Vcp 

Exit () 
 
Step 4. Insert C into S as a child node of Vcp and parent node of C 
Exit () 
 
Step 5. Insert Vcp into S as a child node of Ccp 

Insert C into S as a child node of Vcq 

Reconnect Cai as a child node of Vcq 

Exit () 

4 Schema Evolution for SSA 

The Self-Adaptive Schema Algorithm (SSA) is defined based on hybrid model archi-
tecture that must have to provide this structure of self-adaptive schema with the basic 
principle of their requirement through a set of procedures. The algorithm for schema 
cause by this model defines the applications that are managed in a rule. These applica-
tions have associated properties with various types. A rule is integrated into diagnosis 
of hybrid observer schema. Accordingly, we can define hybrid model to create differ-
ent property types and add them to the rule as following Figure 3. 

 

Fig. 3. Schema Evolution for Hybrid Model 
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The hybrid model is evaluated by two perspectives as following Figure 4; (1) the 
performance of the system when it runs generally, (2) the performance of the system 
when it operates by hybrid model from hybrid observer schema. 

 

 

Fig. 4. Schema Evolution for Hybrid Model 

5 Conclusions 

In our research paper, we has presented a hybrid model for architectural self-adaptive 
system using hybrid observer schema and algorithm which take advantages of several 
techniques including software as a service and aspect-oriented software within object-
oriented modeling. Our architecture features a self-adaptive mechanism, which  
exploits a semantic schema to automatically optimize towards the requirement of a 
specific application. For hybrid model based architectural this system as shown in 
Figure 1 are given some benefits; (1) it helps to organize coupled between active state 
and fault detection module by hybrid observer in a suitable scope. (2) From the hybrid 
parameter by diagnosis, it gives regulators by rule and case from the feedback for 
adaptable control more apparent meanings, which make it easier to concepts in rule 
and case to operation in reconfiguration module. As the response to the shortcoming 
mentioned in Section 3 and 4, we proposed to enable to extend the architecture-
centric hybrid modeling by semantic schema coupled between active state and fault 
detection module with several applicable semantic concepts. Most of important thing, 
we will be necessary to thoroughly studied and critical challenge for the systematic 
software engineering of self-adaptive systems which is identified essential views of 
self-adaptation: evolutionary and explorer modeling dimensions, requirements, and 
assurances. Although, there is nothing scenario-based prototype in our research, we 
are necessary to keep going on research eventually. 
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Abstract. The optimal channel sensing problem in cognitive radio networks 
with multiple secondary users sharing a channel with primary users based on 
channel sensing is considered. Based on the previous system model and results 
in [1], we extend to cases with multiple secondary users. The characteristics of 
a sum rate and the optimal sensing are investigated. It is shown that the optimal 
sensing point is determined depending on the primary activity factor, primary 
and secondary link qualities.  

Keywords: Cognitive radio, Optimal channel sensing, Receiver operation  
characteristics, Multi-user, Multiple Access.  

1 Introduction 

Recently, the scarcity of frequency resource is considered as one of most critical 
problems in wireless communication networks. To mitigate this problem, dynamic 
frequency utilizations like cognitive radio communication have been studied [2], [3]. 
A secondary network can share the spectrum with a primary user if the interference 
from the secondary network does not cause harmful effects on the primary operation 
in cognitive radio networks. To this end, several approaches are proposed in [3], [4]. 
In an interweave approach, secondary transmitters access the channel based on their 
sensing results. Therefore, the network performance of cognitive radio dominantly 
depends on the capability of channel sensing for the secondary users. To avoid the 
dependency on the sensing performance, a geo-locational database can be used as in 
IEEE 802.11af standard operating in TV white spaces [5]. On the other hand, second-
ary transmitters can avoid the interference to the primary users by transmitting signal 
with very low power spectral density and making interference lower than a certain 
threshold which is called interference temperature. 

In this paper, we focus on channel sensing based cognitive radio networks. Hence, 
the operating point which is given by the optimal false alarm and detection probabili-
ties of channel sensing as well as the sensing performance is the critical factor to  
determine the performance. As in [1], the optimal operating point on the receiver 
operating characteristics (ROC) has interesting properties depending on a system rate, 
a primary activity factor and so on. In addition to these results, this paper further in-
vestigates the optimal sensing characteristics in cognitive radio networks with  
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multiple secondary users to access the channel according to the centralized round-
robin and decentralized p-ALOHA protocols. The rate gap between two multiple 
access manners is also examined. 

2 System Model 

A cognitive radio network with one primary transmitter-receiver pair and N secondary 
transmitter-receiver pairs is considered as shown in Fig. 1. This is an extension of 
system model in [1] to the case with multiple secondary users. The synchronized 
transmissions of primary and secondary packets are assumed with a slot interval T. At 
each slot the primary transmitter sends its packet to the corresponding receiver with a 
primary activity factor, i.e., a transmission probability, [0,1]∈γ . The received signal 

at the primary receiver is given by   

 ],[][=][ nwnshny pp +  (1) 

where ][ns , ph , and ][nw  denote a primary symbol, a channel gain between a pri-

mary transmitter and receiver, and a white Gaussian noise with zero mean and va-

riance of 2σ . When a secondary transmitter gets a chance to transmit its own signal, 
the received signal at the secondary receiver can be expressed as 

 ][][=][ ,, nwnshny iiisis +  (2) 

where ][nsi  and ][nwi  stand for the transmit signal of the i-th secondary transmitter 

and white Gaussian noise with zero mean and variance of 2σ  at the i-th secondary 
receiver, respectively. ish ,  denotes a channel gain for the i-th secondary link. Sec-

ondary transmitters should sense the transmission of the primary transmitter to check 
the channel availability. Considering the sensing channel links between the primary 
transmitter and the secondary transmitters, the received signal at the i-th secondary 
transmitter is given by 

 


 +

,],[

,],[][
=][

otherwisenv

tranmitsTXpriamrytheifnvnsh
ny

i

ii
i  (3) 

where ih  is the channel gain between the primary transmitter and the i-th secondary 

transmitter and ][nvi  is white Gaussian noise with zero mean and variance of 2σ  at 

the i-th secondary transmitter.  
Each secondary sender employs a detector to sense the primary transmission. It is 

assumed that all detectors are of the same type and their ROCs are given by 
))}(,{( ii αβα  where iα  and )( iαβ  are the false alarm probability and the detection 

probability, respectively, of the detector at the i-th secondary sender. In this paper, it 
is assumed that all secondary users employ a matched filtering method for channel 
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sensing. Two types of multiple access schemes are considered as a means to resolve 
the collision among secondary users. They are the round-robin and p-ALOHA 
schemes. In the round-robin scheme, all secondary users sense the same channel and 
report their sensing results to a central controller. When a secondary user detects the 
primary packet, the secondary user does not transmit their packets and wait until next 
time slot. If all secondary users detect the idle channel, they transmit packets one by 
one. In the p-ALOHA scheme, a secondary user senses the channel first and then 
decides to transmit a packet with probability p even when channel is idle. In the sec-
ondary transmitters, a channel is sensed during the initial sT  symbols for each slot as 

in [1]. If the channel is sensed to be idle, a packet is sent by a secondary transmitter to 
the corresponding receiver for the remaining sTT −  symbols. Otherwise, it waits for 

the next time slot to sense the channel again. Here, it is assumed that the secondary 
transmitters always have packets to send to the corresponding receivers. The primary 
and secondary data rates under perfect sensing ( 0=iα  and 1=)( iαβ ) are given by 
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the sum rate of all users (both primary and secondary users). When the sensing is 
perfect, the sum rate is given by  
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for the round-robin scheme and  
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for the p-ALOHA scheme, where γ  is the primary activity factor. In practice, the 

sum rates in (4) and (5) are decreased due to imperfect sensing. False alarm prevents 
the secondary sender from transmitting its data and miss-detection causes collision 
among packets. When such collision occurs, we assume that no transmission is suc-
cessful. In the round-robin cases, a collision occurs when one of secondary users 
miss-detects the channel. In the p-ALOHA scheme, a secondary user does not trans-
mit its packet when it detects the primary packet. Incorporating the false alarm proba-
bility α  and the detection probability )(αβ  into (4) and (5), the sum rates are  

rewritten as  
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for the p-ALOHA. 

 

Fig. 1. Schematic of calibration 

3 Optimal Channel Sensing: Single Secondary Link [1] 

In this section, we review the previous results on the optimal channel sensing in a 
cognitive radio network with a single primary and single secondary links. In this case, 
we sum rum is given by a special case of (6) with N=1, i.e,  

 .))(1(1)(=),( spsum CCR αγαγβγα −−+  (8) 

Here, we omit the subscript i since the number of secondary users is one. Even in the 
p-ALOHA, the optimal p to maximize the sum rate is given by 1/N=1 regardless of 
the operating point of channel sensing when N=1. Therefore, (7) is also expressed as 
(8) when N=1. The optimal operating point in ROC and the optimal sum rate with the 
assumption of exact knowledge of the noise variance and channel gain can be summa-
rized as follows:   

- For any value of (0,1)∈γ , there exists an optimal operating )(γα opt  when the 

ROC curve of the channel sensor is concave, i.e., )(αβ  is a concave function of 

α . Furthermore, )(γα opt  is non-decreasing in this case as the primary activity 

factor increases. In the case of strict concavity, )(γα opt  increases monotonically, 

and the optimal value is unique. 

- The optimal sum rate )(γopt
sumR  (optimized over α  for each γ ) is a convex  

function of  γ  for any type of ROC curve. 

To examine the loss in sum rate due to imperfect sensing, with a given primary activi-
ty factor γ , we define the rate loss as  



842 H. Yu 

 
)(

)()(
=)(

γ
γγ

γ
perf

opt
sumperf

R

RR
L

−
 (9) 

where )(γperfR  denotes the sum rate with perfect sensing, i.e., 0=iα  and 

1=)( iαβ . It is also shown that the rate loss can be greater than 1/2 regardless of the 

value of and the sensing SNR, i.e.,  

 .
2

1
)(max ≤γ

γ
L  (10) 

Moreover, it is also shown that the sum rate loss with consideration of uncertainties in 
noise variance and channel gain is no greater than 1/2. 

4 Optimal Channel Sensing: Multiple Secondary Links 

In this section, without loss of generality, we assume that the secondary link qualities 
are ordered, i.e., Nsss CCC ,,2,1 ≥≥≥  . In this paper, we assume that the sensing 

SNR values of all secondary transmitters are identical. First, we consider the round-
robin scheduling. In this case, the sum rate is given by (8). For the successful trans-
mission of the primary user, all the secondary users should detect correctly. Since 
each secondary user is given equal priority in the time slot, we expect that the second-
ary link with better quality should operate with lower false alarm probability to be 
more aggressive to access the channel and increase the total sum rate, which is indeed 
true as stated in the following proposition.    

Proposition 1. For a fixed γ , the false alarm probabilities to maximize rrsR ,  with 

the round-robin scheduling are given by  
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where ( ))(log=)( αβαf .    

Proof: See Appendix. 

In the case of the decentralized p-ALOHA scheme, the sum rate is given by  
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The optimal access probability p is easily found to be the well-known solution 

N
popt 1

=  by maximizing alsR ,  with respect to p. This optimality is guaranteed 

regardless of iα . With this optimal access probability, the optimal false alarm proba-

bility opt
ial ,α  is obtained by solving 0=,

i

alsR

α∂
∂

, i.e.,  
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 −−∏ γαβαγβ  (12) 

In this case, we can also show that the secondary user with better link quality operates 
with a lower false alarm probability as in the round-robin scheme. Comparing the 
operating false alarm rates in both cases, we obtain the following result.  

Proposition 2. Given the same primary and secondary link capacities and the prima-
ry activity factor, the optimal false alarm probability of the round-robin scheduling is 
lower than that of the p-ALOHA scheme  

  

Fig. 2. Sum rates of round-robin and p-ALOHA: (left) secondary link SNR = 10:0.2: 10+0.2 
(N-1) and (right) 10: -0.2:10-0.2(N-1) (in matlab notation) 

 

Fig. 3. Optimal false alarm probabilities with a different number of secondary users with SNR 
= (left) 10: 0.2: 10+0.2(N-1) and (right) 10: -0.2:10-0.2(N-1) 



844 H. Yu 

Proof: See Appendix.  

This result is intuitive. Since there are more secondary users who try to access the 
channel at each slot in the decentralized scheme, the collision by secondary users is 
mitigated by the increased false alarm rate for a higher sum rate. Fig. 2 shows the 
throughput for the multiple secondary link case. The SNR of the primary link is 10dB. 
The SNR value of secondary links is increased or decreased by 0.2dB from 10dB as 
the number of users increases. The sensing SNR and primary activity factor are -10dB 
and 0.5=γ , respectively. Fig. 3 shows the optimal false alarm probability achieving 

the above sum throughput. As shown in the figure, the false alarm probability of a 
secondary user with higher capacity is lower than that of another secondary user with 
lower capacity. When a user with higher capacity is added, therefore, the optimal 
false alarm probability decreases. Note that the optimal false alarm probability in-
creases as the total number of secondary users increases. It is also seen that the optim-
al false alarm probability of the p-ALOHA scheme is higher than that of the  
round-robin scheme, as expected. 

5 Conclusion 

We have considered the problem of optimal channel sensing in cognitive radio net-
works with multiple secondary users accessing the channel with round-robin and  
p-ALOHA approaches. With defined multiple access scenarios, we have formulated 
the sum rates and investigated the properties of optimal operating point of channel  
sensing. 

Acknowledgement. This work was supported by the 2012 Yeungnam University 
Research Grant. 

A Appendix 

Proof of Proposition 4. 

With the sum rate given by (6), the optimal operating point of the i-th user is the solu-

tion to 0=,

i

rrsR

α∂
∂

. Therefore, the optimal false alarm probability opt
irr ,α  can be  

obtained by solving the following equation:  
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 −−∏ γαβαγβ  (13) 

In the above equation, )(' iαβ  is a non-increasing function of iα  since )( iαβ  is 

concave with respect to iα . If we consider i-th and (i+1)-th users with isC ,  and 

1, +isC , we can find the following equation:  
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By the definition of )(αf , 
)(

)('
=)('

αβ
αβαf . )(αf  is a concave and non-decreasing 

functions of α  because of the concave and non-decreasing properties of )(log ⋅  and 

)(αβ . Hence, opt
irr

opt
irr 1,, +≤ αα  when 1,, +≥ isis CC . 

 
Proof of Proposition 4. 

The only difference between (13) and (12) is ( ) 1/11 −− NN  in front of the secondary 

user capacity. When N > 1, ( ) 1</11 1−− NN . Therefore, the solution to (13) is less 

than that to (12) because  )(' αβ  is a non-increasing function of α . 
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Abstract. This paper presents a QoS-guaranteed transmission of H.264 video 
over Wireless Mesh Networks (WMNs) based on an adaptive cross-layer map-
ping of IEEE 802.11e MAC strategy. We call this MDCA (Mesh Distributed 
Channel Access) MAC strategy as it is based on 802.11e standard with adaptive 
mechanism in response to dynamic nature of mesh networks. This novel 
MDCA strategy employs the channel reservation control packets at the MAC 
layer to exchange timely Channel State Estimation information for an optimal 
FEC at the application layer as well as the QoS-centric GEDSR model [1] for 
an optimal adaptation. The proposed scheme offers an optimized transmission 
to guarantee the minimum packets delay and drop rate needed for video over 
WMNs. In this research, we resolve the problem associated with 802.11e stan-
dard by designing an integrated scheme that allows the system to achieve the 
optimal transmission via a FEC implemented in the application layer. We eva-
luate the proposed scheme based on network-level metrics, including bit rate, 
packets delay and drop rates in comparison with the static cross-layer mapping 
scheme based on 802.11e WMNs. We can confirm that the adaptive cross-layer 
mapping strategy MDCA outperforms the static cross-layer mapping scheme by 
a significant margin. 

1 Introduction 

In recent years, WMNs have gained massive research interest [2]-[5]. Due to their fast 
configuration and low cost, they can be easily deployed for multimedia delivery, such 
as IPTV, VOD, and mobile digital video recorder systems [3]. However, it is difficult 
to guarantee the QoS for video streaming over WMNs because of their dynamic na-
ture. In particular, the QoS issue has not yet been adequately investigated based on 
the recently finalized H.264 video coding standard [4]-[7]. Therefore, there are still 
several research challenges that need to be addressed in all protocol layers such as 
physical layer[1] and MAC [5][7][11][12], network and transport layer [8], applica-
tion layer [1], and cross-layer design [8]-[10] for WMNs to support H.264 video 
streaming applications. The issue of QoS has been addressed in WMNs applications. 
Shen et al. proposed in [5] an admission control based on available bandwidth estima-
tion for WMNs. It was shown that admission control algorithm at the MAC layer 
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could resolve the QoS issue for both real-time and non-real-time traffic. However, 
they considered only throughput, delay, and jitter, not packet loss rate which is crucial 
QoS factors that significantly affect the performance of video streaming [10]. In [7], 
an Enhanced Distributed Channel Access scheme with resource reservation 
(EDCA/RR) that provides deterministic, contention-free medium access is proposed. 
However, only the QoS of EDCA/RR MAC, not the QoS of video streaming is stu-
died. In [2], we addressed the network-level performances including throughput, 
packet loss rate and delay for robust H.264 video transmission over WMNs. We de-
veloped an Opportunistic Multi Rate MAC that can be viewed as static cross-layer 
framework without adaptation. Two key innovations of the proposed joint adaptive 
scheme are: (1) a novel MDCA (Mesh Distributed Channel Access) scheme based on 
802.11e standard of MAC layer [11] and (2) an adaptive FEC implemented in appli-
cation layer based on effective QoS (GOP-level Estimation Decodable Slice Rate 
(GEDSR)) Model [1]. Based on channel state estimation and GEDSR model, the joint 
adaptation based on MDCA and adaptive FEC is designed to improve the quality of 
the link under error-prone transmission conditions. We apply an unequal error protec-
tion for H.264 video traffic through an adaptive cross-layer mapping strategy in order 
to dynamically adapt Access Category (AC) [10]. This adaptive strategy is able to 
overcome unnecessary transmission delays and packet losses as we encountered in 
static cross-layer mapping in [2].  

2 Architecture of Adaptive Cross-Layer Mapping  Strategy 

2.1 Analysis of Adaptive Cross-Layer Mapping Scheme 

As MDCA supports different precedence AC queues according to video coding signi-
ficance, encoded H.264 data is also allocated accordingly. When the mapping scheme 
is static and non-adaptive, the video data mapped to lower priority AC such as AC[1] 
and AC[0] may cause packet loss and unnecessary transmission delays even when the 
network load is light. Therefore, when the AC[2] queue is empty (which indicates the 
video traffic load is light), the static mapping algorithm will lead to high packet losses 
as well as unnecessary transmission delays if both AC[1] and AC[0] are almost full 
simultaneously. Figure 1 illustrates the proposed architecture for adaptive cross-layer 
mapping policy. 

 

Fig. 1. Architecture of Adaptive Cross-layer Mapping Scheme 
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Based on the significance of video type and the current load of network traffic, the 
proposed mapping algorithm dynamically distributes the video data into the most 
appropriated AC so as to guarantee the QoS metrics as well as the visual quality of 
delivered video at the MAC layer. At 802.11e MAC layer, we allocate an important 
video data (I-slice) into higher priority AC queue and we defined different mapping 
probabilities as P(Type) to different video slice types according to its coding signific-
ance. Less important video slice types will be assigned larger P(Type).Therefore, for 
H.264 codec, the downward mapping probability relationship of these three video 
slice types is P(B)>P(P)>P(I), and these probabilities are between 0 and 1. When 
transmitted over an 802.11e WMNs, H.264 video packets are placed in AC[2] catego-
ry will have better opportunity to admit to the channel than lower priority ACs. The 
proposed mapping algorithm reschedule most recently received video packets into 
other available lower priority queues, while the AC[2] queue is getting filled. To pre-
dicatively avoid the upcoming congestion by performing a queue supervision in ad-
vance, we define two parameters, Thresholdlow and Thresholdhigh. To incorporate these 
two parameters into the algorithm, the integrated function will be: 

  (1) 

The original predefined downward mapping probability of each type of video slice in 
this equation P(Type) will be adjusted according to the current queue length and thre-
shold values. The result is a new downward mapping probability P(New). The higher 
the value of P(New), the greater the chance for a packet to be mapped into a lower 
priority queue. Table 1 presents the notations used in the proposed adaptive cross-
layer mapping algorithm. 

Table 1. Parameter Notations in Proposed Adaptive Mapping Algorithm 

Term Definitions 
P(Type) Download mapping probability of each type video packet (P(I ), P(P), P(B)) 
P(New) New computed downward mapping probability

Thresholdlow The lower threshold of queue length

Thresholdhigh The lower threshold of queue length

QlenAC[2] The queue length of Access Category 2

 
The pseudo code of mapping policy is shown in Figure 2. When a video packet ar-

rives, the queue length of AC2 (QlenAC[2]) is checked. If the queue length is lower 
than the lower threshold value, Thresholdlow (light load), the video data is mapped into 
AC[2]. However, if the queue length is greater than the upper threshold value, Thre-
sholdhigh (heavy video traffic load) the video data is straightforwardly mapped to low-
er priority queues, AC[1] or AC[0]. However, when the queue length of AC[2] de-
creases between Thresholdhigh and Thresholdlow, the mapping decision is made based 
on both mapping probability (P(Type)) and the current buffering size of the queue as 
given by (1). Hence, based on the estimated downward mapping probability, the video 
data packet will be mapped to either AC[2], AC[1] or AC[0]. By exploiting such a 
priority scheme and queue length management strategy of MDCA MAC, the video 
transmission is prioritized and the drop rate of video can be minimized to enable effi-
cient utilization of network resources. 
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When a video data slice arrives: 
If (Qlen AC[2]  < Threshold low ) 

Video packet → AC[2]; 
Else if (Qlen AC[2]  < Threshold high ) { 

         

RN = a random number generated from Uniform function (0.0, 1.0); 
If (RN > P(New) ) 

Video slice → AC[2]; 
Else 

Video slice → AC[1]; 
} 
Else If(Qlen AC[2]  > Threshold high ) { 

If(RN > P(Type) ) { 
Video slice → AC[1]; 
Else 
Video slice → AC[0]; } 

Fig. 2. The Proposed Adaptive Cross-Layer Mapping Strategy 

2.2 GEDSR Model for Adaptive FEC 

To characterize and estimate the dependence and sensitivity of video streams, we 
adopt the GEDSR model. This is a network-level metric and is defined as the fraction 
of decodable slice rate, which is the total number of decodable slices over the total 
number of slices transmitted by the sender as follows: 

 GEDSR=Ndec /(NI + NP + NB)  (2) 

where Ndec is the summation of NI-slice dec, NP-slice dec and NB-slice dec. It is clear that, the 
larger the GEDSR value, the better the video quality as received by the receiver. If we 
denote the probability that a slice α is regarded as decodable by P(α), then, the proba-
bility P(I) that the I-slice in GOPi is decodable is simply as follows: 

 P(I )=(1−ξI )Avgpacket
I (3) 

 NI-slide dec = P(I) × NGOPi (4) 

where ξI stands for packet loss rate,  AvgpacketI is the average number of packets to 
carry the data of each type of I-slice and NGOPi represents total number of GOPs. The 
probability of the P-slice can be obtained as: 

 P(PNp)=(1−ξI)Avgpacket
I  (1−ξP)Avgpacket

P*Np (5) 

With all these derivations, the expected number of decodable P-slices for the entire 
video will be: 

 ∑ 1 ξP  (6) 

where ξP represents packet loss rate, AvgpacketP is the average number of packets  
to carry the data of each type of P-slice. It can be observed that the channel state  
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feedback and adaptive FEC can be incorporated with GEDSR. Especially, as shown 
in Figure. 3, with CSE information, we can design adaptive FEC that allows Ndec to 
achieve higher value in order to improve the GEDSR parameter and the received vid-
eo quality. The channel state estimation algorithm was illustrated in [1] in detail. α 1 _ _ _ _ _ _ _ _ _                         (7) 

 

Fig. 3. Relation between N dec and CSE 

MP reduces the number of redundant FEC packets based on the current retry time: 
retry (weighted moving average retry time) = (1- rweight) * current_retry (current 
retry time) + rweight * retry. Note that queuelow_threshold_of-retry and queuehigh_threshold_of-

retry are 5 and 15, respectively. Consequently, the number of adaptive FEC is imple-
mented as shown in Figure 4. 

 
If ( retry < queue low_ threshold of retry ) 

FEC no (number of redundant FEC) = 0; 
Else if ( retry < queue high _ threshold of retry ) 

FEC no = FEC no ×α (adaptive factor) ; 
Else 

FEC no = FEC no ; 

Fig. 4. Pseudo code of adaptive FEC Algorithm 

3 Experimental Results 

In this research, simulations have been carried out to compare the performance of 
static cross-layer and adaptive cross-layer mapping algorithm for video streaming 
over wireless mesh networks. Specifically, we implement the hybrid mesh mode  
simulation topology that consists of 14 mobile stations with 4 mesh clients, 4 conven-
tional clients, and 6 mesh points. The bit rate is at 1Mbps, and several system  
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parameters are based on physical layer parameters used in the 802.11b standard. In 
addition, in order to implement more complicated channel model that is close to prac-
tical network setting, we adopt the Rayleigh fading statistical channel in combination 
with the Finite-state Markov chain channel models [13]. This is more realistic than 
existing approaches in which they have not considered the impact of wireless fading 
channel on video transmission quality over wireless mesh networks. Figure 5(a) illu-
strates the performance of the throughput in destination nodes based on the simulation 
topology described above using NS-2. Both static and adaptive cross-layer mechan-
ism have the similar throughput improvements. Figure 5(b) shows the dropping rate 
performance comparison. As expected, adaptive cross-layer algorithm outperforms 
static cross-layer scheme resulting because of full CSE information feedback and 
higher total number of decodable slices as shown in Figure 3. 

 

Fig. 5. Throughput and dropping rate comparison 

 

Fig. 6. Delay comparison 

Figure 6 shows the average delay performance comparisons. The static cross-layer 
mechanism actually outperforms the proposed adaptive cross-layer scheme. With 
CSE, adaptive cross-layer scheme needs additional time to accommodate the feed-
back. However, the delay is well under the acceptable range. Overall, we can observe 
that the performance of our proposed model is significantly better than that of static 
cross-layer mapping, especially in terms of packet drop rate. In addition to the simula-
tion results of relevant QoS metrics, we have also estimated the subjective quality of 
this H.264 video transmission for both static cross-layer and adaptive cross-layer 
mapping schemes as shown in Figure 7. It is clear that the overall subjective quality 
of the proposed adaptive scheme is noticeably better than that of the static scheme. 
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Fig. 7. Evaluation of Video Streaming Transmissions 

4 Conclusions 

We have described in this paper a novel adaptive cross-layer mapping strategy for 
MAC protocol to achieve reliable delivery of the H.264 video streaming over wireless 
mesh networks. Based on the unique dynamic characteristic of wireless mesh net-
works, we developed an adaptive cross-layer mapping based MDCA MAC, making 
full use of the GEDSR model for the adaptation and application of adaptive FEC to 
combat wireless channel impairments. We adopt both network-level QoS metrics as 
well as received video quality at the receiving node to evaluate the proposed adaptive 
cross-layer mapping scheme against the static cross-layer mapping scheme for H.264 
video over WMNs. The simulation results have confirmed that the proposed scheme 
is able to substantially outperform the static cross-layer mapping scheme with an 
average of 1.5dB in reconstructed video quality. Future extension of the proposed 
research include the adaptation of H.264 scalable video coding standard in order to 
meet the desired scalability requirements for a wider range of MAC configurations. 
 
Acknowledgments. This work was supported by the University of Incheon Research 
Grant in 2010. 

References 

1. Oh, B.J., Hua, G., Chen, C.W.: Seamless Video Transmission over Wireless LANs based 
on an effective QoS Model and Channel State Estimation. In: Proc. of IEEE ICCCN, pp. 
1–6 (2008) 

2. Oh, B.J., Chen, C.W.: An Opportunistic Multi Rate MAC for Reliable H.264/AVC Video 
Streaming over Wireless Mesh Networks. In: Proc. of IEEE ISCAS, pp. 1241–1244 (May 
2009) 

 



 H.264 Video Delivery over Wireless Mesh Networks 853 

 

3. Mobile Digital Video Recorder (MDVR) of Link Communications, Ltd.,  
http://www.lnkcom.com  

4. Athanasiou, G., Korakis, T., Ercetin, O., Tassiulas, L.: A Cross-Layer Framework for  
Association Control in Wireless Mesh Networks. IEEE Trans. on Mobile Computing 8, 
65–80 (2009) 

5. Shen, Q., Fang, X., Li, P., Fang, Y.: Admission Control Based on Available Bandwidth 
Estimation for Wireless Mesh Networks. IEEE Trans. on VT 58, 2519–2528 (2009) 

6. Mogre, P.S., Hollick, M., Steinmetz, R.: QoS in Wireless Mesh Networks: Challenges, Pit-
falls, and Roadmap to its Realization. In: Proc. of ACM NOSSDAV (June 2007) 

7. Hamidian, A., Korner, U.: QoS Provisioning in Wireless Mesh Networks. In: Proc. of Eu-
roN-GI/FGI Workshop on Wireless and Mobility, Barcelona, Spain (January 2008) 

8. Moleme, N.H., Odhiambo, M.O., Kurien, A.M.: Improving Video Streaming Over IEEE 
802.11 Mesh Networks through a Cross-Layer Design Technique. In: Proc. of IEEE 
BroadCom, Pretoria, South Africa, pp. 50–57 (November 2008) 

9. Oh, B.J., Chen, C.W.: A Cross-Layer Oriented Multi-Channel MAC Protocol Design for 
QoS-Centric Video Streaming over Wireless Ad Hoc Networks. In: Proc. of IEEE ICME, 
New York, USA, pp. 774–777 (June 2009) 

10. Oh, B.J., Chen, C.W.: A Cross-Layer Approach to Multi-Channel MAC Protocol Design 
for Video Streaming over Wireless Ad Hoc Networks. IEEE Trans. Multimedia 11,  
1052–1061 (2009) 

11. Oh, B.J., Chen, C.W.: Energy Efficient H.264 Video Transmission over Wireless Ad Hoc 
Networks based on Adaptive 802.11e EDCA MAC Protocol. In: Proc. of IEEE ICME, Ha-
nover, Germany, pp. 1389–1392 (June 2008) 

12. Hiertz, G., Max, S., Zhao, R., Denteneer, D., Berlemann, L.: Principles of IEEE 802.11s. 
In: Proc. of IEEE ICCCN, Honolulu, Hawaii, USA, pp. 1002–1007 (August 2007) 

13. Oh, B.J.: Supporting Multimedia Quality of Service (QoS) in Wireless Networks. Ph. D. 
Dissertation, Dept. of ECE, Florida Institute of Technology, Melbourne, FL (December 
2008)  

 



 

J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 854–859, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Automatic Tracking Angle of Arrival of Bandpass 
Sampling OFDM Signal by MUSIC Algorithm 

Xin Wang and Heung-Gyoon Ryu 

Department of Electronic Engineering, Chungbuk National University, Cheongju, Korea 
wxzf007@naver.com, ecomm@cbu.ac.kr 

Abstract. In this paper, a combined OFDM system and bandpass sampling 
method using Multiple Signal Classification(MUSIC) algorithm for automatic 
(angle of arrival) AOA tracking is discussed. And we propose a new method 
that adding (time division multiplexing)TDM with bandpass sampling in the 
same time to avoid  interference due to RF filter characteristics. Also, we 
consider Doppler effect for the targets’ movement and after compensating the 
Doppler effect with a valid range , the system performances well. Computer 
simulation shows that the performances of MUSIC spectrum for AOA due to 
various conditions and demonstrates the accuracy of AOA estimations.  

Keywords: MUSIC, AOA, Bandpass sampling, OFDM, Doppler effect. 

1 Introduction 

Angle of arrival estimation technology play an important role in enhancing the 
performance of adaptive arrays for mobile wireless communications[1]. A number of 
angle of arrival estimation algorithms have been developed. For the most recent ones 
being MUSCI[2] and ESPRIT[3] algorithms, who both utilizing subspace-based on 
exploiting the eigen structure of the input covariance matrix and thus requires a higher 
computation effort. Although ESPRIT needs less computation, the MUSIC algorithm 
is found to be more stable and accurate[4]. In this paper, we use the MUSIC algorithm 
combine the OFDM bandpass sampling signal model to perform the antennas sensing 
to allow accurate azimuth. The accuracy of the estimation in azimuth increases 
proportional to the number of antenna elements utilized. 

Bandpass sampling can be used for direct down conversion without analog mixers. 
In practice, the required sampling rate for ADC can be too high to be achieved if the 
Nyquist sampling theorem is to be satisfied[5]. So we use bandpass sampling which is 
a technique that samples high data rate signals with smaller sampling rate than 
Nyquist sampling rate to relax the demand for ADCs. After down-sampling about 
over two band signals using bandpass sampling, the signals are digitized and then two 
band signals can be received [6].  

In this paper, we propose a bandpass sampling technique with time division 
multiplexing (TDM). In previous system, although over two signals can be down-
sampling without interference between signals, it is possible to generate interference 
due to RF filter characteristics. RF filter cannot cut adjacent band signals so the 
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remaining adjacent band signals (undesired signals) can affect desired signals. So we 
propose bandpass sampling with TDM that can avoid previous problems to separate 
over two signals timely. 

2 System Model 

In this paper we consider two signals that have different center frequency. 
Transmitted signals are based on OFDM. Eq. (1) is the signals in time domain. 

Assume that there are two received bands. ,
A
k mX  and ,

B
k mX  are transmitted signals 

respectively. As Eq. (1), the signals is represented after IFFT in time domain.  

 

Fig. 1. System Model 
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Assume that there are P(P <M) uncorrelated narrowband signals  received by ULA 
from different direction 

pθ ,corrupted by AWGN, where p=1,2… P. The observation 

is given as 

1

( ) ( ) ( ) ( )
P

p p
p

X t a x t n tθ
=

= ∗ +
 

(2)

where  ( )a θ  is the array steering vector given by  

2 sin / 2 sin ( 1) /( ) [1 e e ]j d j d M Ta π θ λ π θ λθ − − −=                  (3) 

where d  is the inter element spacing, λ is the signal wavelength. When we take 
snapshot at time k=1,2…K, we can get  

1

( ) ( ) ( ) ( )
P

p p
p

X k a x k n kθ
=

= ∗ +  
(4)

where noise ( )n k is assumed to be both temporally and spatially white, and 

uncorrelated with  signal ( )ps k . 
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MUSIC stands for MUltiple  SIgnal Classifacation. The covariance matrix, R ,is 
the collected data for each of the array receivers in the time domain.  The correlation 
matrix is given as[7] 

2H H
sR E X X A R A Iσ = = +                           (5) 

where sR is the P P×  signal correlation matrix. 2σ is the white noise power. The 

noise subspace NE  used in MUSIC can be obtained from eigenvalue decomposition 

of  R , and the  spatial spectrum of  MUSIC is given by 

1
( )

( ) ( )H H
N N

P
a E E a

θ
θ θ

=                             (6) 

3 Doppler Effect and Compensation 

The orthogonally among subcarriers is often destroyed by the CFOs due to oscillator 
mismatches. So Doppler effect was generated and degrades performance. Doppler 
effects cause shifting in frequency domain and phase rotation in time domain. Signal 
x(t) is like (7) due to Doppler effect. 

   

1 2

0

kN i
N

n k k n
k

y H X e z
επ +−

=

= ⋅ ⋅ +                         (7)

 

Signal x(t) is like (8) due to Doppler effect in time domain. Channel H is represented 
as product of X. Doppler effect is represented phase rotation in frequency domain. k , 
n, ε are sub-carrier, symbol, normalized Doppler frequency respectively in (7). 
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            (8)    

In (8), first stage is phase rotation and second stage is ICI. Where p is symbol in 
frequency domain and k, m are sub-carrier before IFFT in transmitter and sample 
before FFT in receiver.  

                   ,d c
d

f v f
f

c a rr ie r s p a c in g c
ε ⋅= =               (9) 

We compensate those problems with synchronization signal and block type pilot and 
assume that the receiver speed is constant. fd, c, v are Doppler frequency, the velocity 
of light, the speed of receiver respectively.  

                         2i p
p p p pY H X e Zπε= ⋅ +                  (10) 

Phase rotation is estimated using received pilot signals. 
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P is average of block type pilot. Eq. (12) represents linear interpolation using P, so the 
symbols that have not pilots is estimated.  

4 Proposed Bandpass Sampling Method 

4.1 Existing Structure  

Existing multi-band system with bandpass sampling finds sampling frequency that 
doesn’t overlap signals between multi-band signals according to (7). For RF filter 
can’t remove all adjacent signals, the remaining adjacent signal is able to be overlap 
when multi-band signals are converted at low frequency band. 

 

Fig. 2. The problem when signals are to be sub-sampling from RF band.System Model 

Bandpass sampling about multi-band of over 2 bands meet condition like (13) [7]. 
To convert the two signals in low frequency band without interference between 
signals, FIF,A and FIF,B have to meet (13). 
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4.2 Proposed Structure 

We propose a method that adds TDM method in bandpass sampling method. 

 

Fig. 3. A multi-band receiver structure that joint bandpass sampling and TDM method 
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The proposed structure is like figure 4.  

, ,
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0 / 2 , / 2
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F B W F F B W

F B W F F B W

< − > −
< − > −

 (14)

The signals that are received with TDM has no interference between receiving singles 
because the signals is divided in time. Therefore, the converted signals just satisfy 
(14) instead of (13). So it is possible to give an low sampling frequency.  

5 Simulation and Discussion 

Figure 4 indicates BER performance when Doppler effect occurs. We can see the 
performance according to Doppler scale. The two bands have no difference according 
to Doppler scale. The two bands have no difference due to TDM. In the case of 
Doppler effect ε  =0.01 ,for that both A band and B band without compensating, we 
can’t communicate because of the phase rotation. And after compensating phase 
rotation, there is small performance degradation comparing to the theory curve 
because of existing ICI. And when the Doppler effect is give ε =0.05, we can’t 
communicate as we use block type pilot and do linear interpolation which is difficult 
to estimate fast phase rotation. 

Table 1. Simulation Parameters 

OFDM system 

The number of Subcarriers 64 
The number of Sensors 8 

Pilot Type Block Type Pilot 
Modulation QAM 

Channel AWGN 

 

0 2 4 6 8 10 12 14
10

-4

10
-3

10
-2

10
-1

10
0

SNR (dB)

B
E
R

 

 

Theory-AWGN

A band w comp(Doppler  =0.01)

B band w comp(Doppler  =0.01)

A band w/o comp(Doppler  =0.01)

B band w/o comp(Doppler  =0.01)

A band w comp(Doppler  =0.05)

B band w comp(Doppler  =0.05)

A band w/o comp(Doppler  =0.05)

B band w/o comp(Doppler  =0.05)

 

Fig. 4. BER performance with Doppler effect 

Figure 5 shows spatial spectrum of MUSIC with 4 receiver antenna arrays due to 
different SNRs. We can see that both target A and target B are tracked with accurate 
angle whose are 10°and 50°. And we can also see that more higher the SNR is, the 
shaper the spectrum pointing the angle performances. 
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Fig. 5. AOA estimation due to SNR change 

6 Conclusion 

In this paper, we discussed and performance a automatic AOA tracking method using 
MUSIC algorithm by bandpass sampling method. And we also proposed a adding 
TDM with bandpass sampling method which can avoid interference. By considering 
the Doppler effect and compensating the effect, system using proposed method 
performances well. And simulation shows using MUSIC algorithm to estimate the 
AOA under different conditions. 

 
Acknowledgements. This research was supported by Basic Science Research 
Program through the National Research Foundation of Korea(NRF) funded by the 
Ministry of Education, Science and Technology(No. 2012017339). 

References 

1. Schmidt, R.O.: Multiple emitter location and signal parameter estimation. IEEE Trans. 
Antennas Propag. AP-34, 276–280 (1986) 

2. Paulraj, A., Roy, R., Kailath, T.: A subspace rotation approach to signal parameter 
estimation. Proceedings of the IEEE 74(7), 1044–1046 (1986) 

3. Lavate, T., Kokate, V., Sapkal, A.: Performance analysis of MUSIC and ESPRIT DoA 
estimation algorithms for adaptive array smart antenna in mobile communication. 
International Journal of Computer Networks (IJCN) 2(3), 152–172 (2010) 

4. Walden, R.H.: Performance trends for analog-to-digital converters. IEEE Commun. 
Mag. 37(2), 96–101 (1999) 

5. Akos, D.M., Stockmaster, M., Tsui, J.B.Y., Caschera, J.: Direct bandpass sampling of 
multiple distinct RF signals. IEEE Trans. Commun. 47(7), 983–988 (1999) 

6. Wang, J., Zhao, Y.J., Wang, Z.G.: A MUSIC like DOA estimation method for signals with 
low SNR. In: GSSM 2008, pp. 321–324 (2008) 

7. Tseng, C.-H., Chou, S.-C.: Direct Downconversion of Multiband RF Signals Using Band 
Pass Sampling. IEEE Trans. Commun. 5(1), 72–76 (2006) 
 



J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 860–865, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A White-List Based Security Architecture (WLSA)  
for the Safe Mobile Office in the BYOD Era 

Jaeho Lee1, Yongjin Lee1, and Seung-Cheon Kim2 

1 NIA (National Information Society Agency), Seoul, Korea 
{jaeho,leeyj}@nia.or.kr 

2 Dept. of Information and Communication Eng., Hansung Univ., Seoul, Korea 
kimsc@hansung.ac.kr 

Abstract. The BYOD (Bring Your Own Device) based mobile office services 
become popular as the rapid growth of smartphone users. However, malicious 
codes are also widespread, therefore security threats become serious problems. 
This paper suggests WLSA (White-List based Security Architecture) for the 
better mobile office security and presents required procedures and  the analysis 
of the expected security enhancement. 

Keywords: WLSA, Whitelist, BYOD, Smartphone Security. 

1 Introduction 

The smartphone users are increasing at a high speed. A lot of government bodies and 
private companies are trying to utilize personal smartphones as for a business pur-
pose. Therefore BYOD (Bring Your Own Device) becomes a new business culture of 
smart-work [1]. The Mobile office supports real-time communication and fast deci-
sion making process by connecting mobile devices to internal MIS systems. However, 
malicious codes have increased with smart phones diffusion. In 2013, about 1 million 
sorts of malicious codes are expected in android applications [2]. Basically BYOD is 
exposed to security vulnerabilities, because it uses personal owned private devices 
which usually company cannot control. If some devices are infected with malicious 
codes, internal MIS system may be contagious as well. Google-Play [3] doesn’t adopt 
pre-verification systems, security vulnerabilities may exist. Therefore only safe appli-
cations, which are proved by trusted organizations, have to be allowed to install in 
BYOD devices. This paper proposes WLSA (White-List based Security Architecture) 
which can enhance the overall security level. The trusted authority organizations offer 
their application lists which are verified and a government office or neutral organiza-
tion makes and maintains a WL. The remainder of this paper is organized as follows: 
Chapter 2 surveys the related research works and activities regarding WL systems; 
Chapter 3 proposes the WLSA scheme and procedure; Chapter 4 presents the analysis 
and expected advantages; and, finally, the paper concludes with a summary and sug-
gestions for future work. 
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4 Analysis 

Mobile Applications are categorized into three parts as Fig. 3,  White-List  Grey-
List  Black-List. Applications in white-list are considered safe, whereas applica-
tions in black-list are unsafe. Applications in grey-list are not identified whether they 
are safe or unsafe. Therefore reducing the range of grey-list is very important for  
enhancing safety as well as the convenience of users. 
 
 
 
 
 
 
 
 
 

Fig. 3. Application Category According to Safety 

The total applications of Fig. 3 can be presented as Eq. (1).  

 TAPP = NWL + NGL + NBL                          (1) 

• TAPP  : Total number of  mobile applications 
• NWL  : Number of White-List applications 
• NGL  : Number of Grey-List applications 
• NBL  : Number of Black-List applications 

When a mobile user downloads applications from app-markets, the probability of 
infection by malicious codes is suggested as Eq. (2). First, if all applications in white-
list are safe, then the probability of infection can be zero. Second, if applications in 
black-list are unsafe, then the probability of infection is 100%. Third, if applications 
in grey-list are not sure, then the probability of infection can be changed according to 
the app markets.  

 PMAL_Down=(NGL * PMAL + NBL* 100%) / TAPP (2) 

• PMAL_Down  : Probability of downloading malicious apps 
• PMAL  : Probability of infection in Grey-List apps 

Most applications in black-list can be blocked by mobile vaccine programs, therefore 
NBL* can be omitted as Eq. (3).   

 PMAL_Down=(NGL * PMAL) / TAPP (3) 

We analyzed the probability of infection by download applications in grey-list. We 
assumed that the total applications (TAPP) in markets are 500,000 and the domain of 
grey-list (NGL) may be 10%, 20% and 30% respectively. We supposed that the proba-
bility of malicious code infection (PMAL) can be varied from 0.1% ~ 10%. Table. 1 is 
parameters and values for the analysis. 

Total Applications 

White-List 
Verified Safe Applications 

Grey-List 
Safe or Unsafe 
Applications

Black-List 
Unsafe 
Applications 
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Table 1. Analysis Parameters and Values 

Analysis Parameters Values 
TAPP 500,000 
PMAL 0.1% ~ 10% 
NGL TAPP * 10% or 20% or 30% 

 
The result of the analysis is presented as Fig. 4. and Table 2. In this analysis, we 

can have the range of possible infection from 5 to 15,000. It means that companies or 
organizations which use BYOD based mobile office services can prevent possible 
infection from malicious codes. As the domain of grey-list increases, the possibility of 
infection and inconvenience of users also become higher. Eventually it is highly de-
sirable that all applications have to be categorized into white-list or black-list, but it is 
very hard because of the quantity and complexity of whole mobile application codes. 

 

Fig. 4. Number of Possible Malicious Apps According to PMAL 

Table 2. Analysis Parameters and Values 

TAPP Possible Blocking Malicious Code by WL 
TAPP 10% 5 ( PMAL 0.1%) ~  5,000 ( PMAL 10% )       
TAPP 20% 10 ( PMAL 0.1%) ~  10,000 ( PMAL 10% )   
TAPP 30% 15 ( PMAL 0.1%) ~  15,000 ( PMAL 10% )   
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5 Conclusion 

The security architecture is very important for the safe mobile office environment 
using BYOD. However, there are considerable malicious codes in application markets 
because of post verification systems. Internal MIS systems can be exposed to various 
malicious codes via BYOD mobile devices. In order to reduce the possibility of infec-
tion, an application download policy from only safe application list is required. In this 
paper, we proposed WLSA (White-List based Security Architecture) for BYOD users 
as well as presented the analysis of possible expectations by using WLSA. WLSA can 
be a very complicated and large scale system, therefore WLSA should be driven only 
by government or major companies. If a white-list covers only small domain of whole 
applications, then it will cause user’s inconvenience. On the other hand, if a white-list 
covers most domain except black-list, it can be utilized by most government officers, 
company staffs as well as citizen for public services. As a result, white-list can en-
hance the safety level and reduce the anxiety of infection. 
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Abstract. Recently, the marine accidents happened due to the ship deviation 
from the established route or seaway. Due to the sensitivity of the problem, the 
Automatic Identification System (AIS) has been studied to improve the safety 
in seaway traffic. In this paper, we propose the seaway deviation prevention 
scheme that makes use of the distance of ship from a seaway based on a 
triangulation method for preventing ship collision. This scheme devises a 
control strategy for ships which keeps the ship in the route range and prevents 
the ship deviation from the normal sea route with a route range. This scheme 
could be used to prevent marine accidents and increase the ship’s safety degree. 

Keywords: Automatic Identification System, Vessel Traffic System. 

1 Introduction 

Marine accidents have been increased gradually in the past few years. The 
International Maritime Organization cites human error as the casual fact in 80% of 
ship accidents. It is necessary to support preventive methods because it is a potential 
risk to economy and human life. VTS (Vessel Traffic System) is provided to prevent 
serious ship accidents. VTS has been defined to manage and supervise ship 
displacements and states. Typical VTS systems use radar, closed-circuit television 
(CCTV), VHF radiotelephony and AIS (Automatic Identification System) to keep 
track of ship movements and provide navigational safety in a limited geographical 
area. The AIS supports processing the receiving related information of ship, including 
position, heading, speed that sending by sailing ship automatically, and sending the 
information to other ship in order to make sure of the marine traffic safety of the 
coastal sea. VTS also supporting the ship traffic service in the harbor and distressed 
ship search and relief operation effective. One of the most important functions of VTS 
is to alert and prevent deviation from route among ships using ship’s course deviation 
indicator.  

In this paper, we propose a ship deviation prevention scheme based on distance 
from seaway by using a triangulation in a seaway to support safety navigation of ship 
in the VTS system. In the first step, a basis of distance from a seaway is calculated 
from triangulation. Next, the alerts of deviation from route are planned. In the third 
step, the ship is controlled effectively to return to the seaway safely. 
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The rest of this paper is structured as follows. In section 2, we discuss in detail the 
proposed prevention procedure of course deviation in a seaway. In section 3, we 
describe our proposed ship deviation distance and show our calculation method. 
Finally we conclude in section 4. 

2 Proposed Prevention Procedure of Course Deviation  
in a Seaway 

The route on which a ship sails from one port to another is called a seaway. The 
coordinates of the port are passed point through ship via node. There are more  
than two ship via node exists from one port to another port. The ship via node can  
be added between any two ports. The seaway set by connecting the ship via nodes 
using straight line segments. Between the two ship via node coordinates is ship via 
range and ship via range can be calculated according to the coordinate of the ship.  
The seaway is shown in Fig. 1 that adds ship via point between departure port and 
arrival port.  

 

Fig. 1. Conceptual diagram of seaway 

Users can set the ship via node between any two ports. Departure port will be the 
first ship via node coordinate and arrival port will be the last coordinate. The position 
of the ship will update in real time, and use straight line to connect the ship and the 
already set ship via node coordinates. We will compare all the straight line's value and 
select the shortest straight line and second shortest straight line. 

For calculating triangle between the ship coordinate and ship via node coordinates. 
The proposed procedure is divided into five different functions that are 1) seaway 
creation function; 2) first/second warning range set function, 3) ship’s deviation 
judgment function, 4) deviation warning function, and 5) ship control function.  
Table 1, shows the explanation of these functions. The seaway is created by 
connecting all ship via nodes with the departure and arrival ports. The First/Second 
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Warning range is set in order to set the desired safety seaway range for deviation 
prevention. The ship position is used to make the triangle between the ship and the 
nearby nodes (reference points). We use the triangle height as a distance between the 
ship and the seaway range. The ship’s deviation status is then checked against the 
triangle height. If the ship deviation from the route, the warning function sends a 
warning message to user in real time. Ship control function has four buttons left, right, 
up and down to control the ship move on the map.  

Table 1. The functions of ship deviation prevention 

Step Function Description 
1 Ship via node coordinates 

creation 
Select and create any ship via node coordinate 
on the start-up screen 

2 Seaway creation Connect already set ship via node coordinates 
to create a seaway 

3 Set first/second warning 
range 

User input the value of first and second 
warning range 

4 Deviation judgment Calculate the height of the triangle and check 
the ship is deviation or not 

5 Deviation warning Send the current navigation information of the 
ship 

6 Ship control Control ship’s navigation 

 
Fig. 2 shows the Sequence diagram that is the process of ship via range set. The 

ship will obtain the position, navigation direction, and speed information from the 
GPS device. The latitude of the position is X, and the longitude of the position is Y. 
The ship will get this information from GPS periodically and update it. 

 

Fig. 2. The sequence diagram of ship via range set in a seaway 
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The ship via range will be set based on the position of ship received from GPS. 
User will set ship via node coordinate and set the departure port. In the process of 
deviation detection, the ship will get the current position from GPS in real time and 
will find the first straight line of ship via node coordinate and second straight line of 
ship via node coordinate. After make a triangle through use the ship and two straight 
lines ship via node coordinates the height of the triangle will be calculated. The height 
of triangle will be compared with the first and second warning range and the ship 
deviation status will be checked.  

The first/second warning range of ship’s deviation detection flow chart is shown in 
Fig. 3. Firstly users will set the departure port, arrival port, ship via node coordinates 
and the range of the seaway in the start-up screen and use straight line to connect 
them for make a seaway. Secondly, a triangle will be formed according to the position 
of ship and any two adjacent ship via node. The height of the triangle will be 
calculated and compare with the already set first/second warning range and check the 
ship deviation or not according to the comparing results. This process will continue 
until the ship arrives at the arrival port. 

 
 

 

Fig. 3. The flow chart of proposed prevention procedure of course deviation 

3 Calculation Method of Course Deviation Distance in a 
Seaway 

The Euclidean distance between all the ship via nodes and ship is calculated using 
equation 1 and equation 2. The triangle is made between the ship coordinate and the 
two nearest via nodes.  
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Fig. 4. The coordinate of triangulation 

Fig. 4 shows the coordinates of ship are ),( SS YXS , and the two ship via node 

coordinates are ),( 333 YXP , ),( 444 YXP .We connect the three coordinates each other 

and make a triangle. 
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Here, 3SP is the distance that is connected by the thirdly ship via node coordinate 3P  

and ships coordinates. 4SP  is the distance connects by the fourth ship via node 

coordinate 4P  and ship's coordinate. 43PP is the distance that connect by the thirdly 

ship via node coordinate and the fourth ship via node coordinate.θ  is the degree 
between straight line 3SP  and 43PP . After the triangle making, equation 6 is used to 

calculate its height. The height of triangle is used to find the ship’s position whether it 
is in the specified seaway range or outside.  
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Fig. 5. The flow chart of calculate the height of triangle 

Fig. 5 shows the process of finding ships navigation status using triangulation 
method. The triangle is made between the ship’s coordinates and the nearest two ship 
via node coordinates. Equations 1 to 6 are used to calculate the distance between the 
ship’s coordinates and all the ship via node coordinates. The ship via nodes having the 
shortest distance will be used to calculate the triangle. The height of this triangle will 
be the distance of ship from the center of normal seaway route. Fig. 6 elaborates the 
triangle making process in detail. 

The warning messages are dependent on the ship’s position. Suppose the height of 
triangle between ship via nodes and ship is

HLT , the
HLT will be compared with the 

specified seaway range, if the 
HLT  is greater than the specified range, a warning 

message will be generated and displayed the warning message on the message 
window show that the ship already deviated from the first warning range. Depend on 
this condition, compare the 

HLT  and already set second warning range (
arR2

), it will 

be calculated that the ship is deviated from the second warning range or not. If the 

HLT is greater than the second warning range, a warning message will be generated 

and displayed on the message window showing that the ship is already deviated from 
the second warning range. Here, 

HLT is the height of the triangle, 
arR1

is the first 

warning range and 
arR2

is the second warning range. 

4 Conclusions 

In this paper, we propose a ship deviation prevention scheme based on distance from 
seaway using triangulation method. This scheme supports safety navigation of ship in 
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the VTS system. Firstly, we present a calculation method of course deviation distance 
by using triangulation. And, we present alerting method for course deviation 
prevention. According to proposed methods, it will send the information of ship 
deviation to user in advance, and prevent the ship break away from the seaway range. 
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Abstract. In this paper, we analyze the energy consumption of edge router with 
sleep mode in OBS networks. The edge router with sleep mode consists of mul-
tiple line cards, multiple OBS line cards, a SCU(Switch Control Unit) and an 
electronic switch fabric. The OBS line card, which is the main part of edge rou-
ter, performs the functions of edge router such as BCP(Burst Control Packet) 
and burst assembly, BCP scheduling and sleep mode. In OBS line card, it is 
possible to reduce energy consumption by controlling PHY/Transceiver module 
from active state to sleep state for burst assembling by using sleep mode. In or-
der to evaluate the energy saving performance of the OBS edge router with 
sleep mode, the power consumption is analyzed according to the datasheet of 
packet router and optical device. And, simulation by using OPNET is also per-
formed in terms of sleep time and average queuing delay. 

Keywords: OBS, Green IT, Router, Sleep mode. 

1 Introduction 

The Green IT has been continuously studied for reducing energy consumption and 
preserving environment of world in IT field. The number of Internet users and the 
demands on useful bandwidth has been increased continuously. And, the power usage 
for operation in network equipment is increased due to increasing performance of 
network equipments. Indeed, energy consumption of Internet and network equipments 
are estimated about 74TWh per year which means that it can be converted to the cost 
$6 billion in USA [1]. And, network devices such as NICs, router and switch consume 
about 5.3TWh in United States [2]. For this reason, many researchers in network field 
have tried to develop energy saving scheme for reducing energy consumption. As a 
result, IEEE Std 802.3az was approved on September 30, 2010. In this standard, sleep 
mode is used for reducing the energy consumption of network equipment such as 
NICs, routers, switches, hubs and etc [3]. 

The sleep mode is operated as ACTIVE and SLEEP mode to control energy con-
sumption. ACTIVE mode consumes same energy to traditional network equipment to 
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transmit the data when there is data to be processed in the network equipment (BUSY 
state). On the other hands, if there is no data to be processed in the network equip-
ment (IDLE state), Sleep mode that consumes low power in some modules of network 
equipment is activated in network equipment. When the network equipment is acti-
vated, energy consumption of it can be about 10 % that of ACTIVE mode, generally.  

Most studies of sleep mode are focused on LAN or access network like Ethernet or 
PON(Passive Optical Network). However, it should apply to backbone network in 
order to construct future energy saving network. An OBS [4, 5], which has the advan-
tage of OCS and OPC, is one of promising backbone technology. In OBS, we can 
have many chances to save the energy due to characteristic of OBS. Data bursts and 
Burst Control Packets(BCP) in OBS network are separately transmitted into destina-
tions. Therefore, we can save the energy consumed to transmitters during assembling 
the bursts. And, before the bursts arrive at core router, it receives BCP to schedule 
and control the switch. For this reason, OBS core router can change the own state 
from active to sleep mode. 

In this paper, we analyze energy consumption of edge router with sleep mode in 
OBS networks. The edge router with sleep mode is comprised of line card, SCU, elec-
tronic switch and OBS line card. The first one transmits packets from access to core 
network or vice versa. The second controls electronic switch fabric, and the third one 
connects input port to output port. The OBS line card, which is main part of edge 
router, performs main function of edge router such as BCP(Burst Control Packet) and 
burst assembly, BCP scheduling and sleep mode. In OBS line card, as a control in-
formation processing engine performs the sleep mode, it is possible to reduce energy 
consumption by controlling PHY/Transceiver from active to sleep mode for assem-
bling the burst. To evaluate energy saving performance of the OBS edge router, the 
power consumption is analyzed by using datasheets of realistic packet router and 
optical devices. And, simulation is performed in terms of sleep time and average 
queuing delay.   

2 OBS Edge Router Architecture with Sleep Mode 

In this section, we introduce the OBS edge router with sleep mode to reduce energy 
consumption in OBS networks. To do this, we modify the OBS edge router architecture.  

Fig. 1 show block diagram of OBS edge router with sleep mode. It consists of four 
parts: line card OBS line card, electronic switch and SCU. A line card in OBS edge 
router transmits and receives packet from access to core or vice versa. A line card is 
same architecture to the one in packet router. The role of Electronic switch and 
SCU(Switch Control Unit) are to connect line card with OBS line card, appropriately. 
To do this, the SCU is comprised of switch controller and routing engine and it con-
trols the switch fabric according to packet information from access network and BCP 
and routing information from core network. The OBS line card is a main device of 
edge router. It performs burst assemble and disassemble to transmit and receive the 
data. Inside of OBS line card is shown in fig. 2.  
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Fig. 1. Block diagram of OBS edge router with sleep mode 
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Fig. 2. Block diagram of OBS line card and modules 

OBS line card consist of control information processing engine, burst assemble and 
disassemble engine, burst wavelength selector and PHY/Transceiver. Control infor-
mation processing engine has responsibility for generating BCP and processing 
routing information packet and received BCP. The burst assemble engine creates and 
transmits the burst to core router when burst assemble memory satisfies conditions for 
generating burst such as time and length threshold. When edge router receives the 
bursts through PHY/Transceiver, Burst disassembler divides it into origin packets to 
transmit to its own destination. Burst wavelength selector chooses a proper wave-
length for burst transmission and receives the burst from a specific wavelength. The 
detail module of each block is shown in Table 1. 

To support sleep mode mechanism in OBS network, the edge router has 
sleep/wake controller in control information processing unit. This controller change 
state of PHY/Transceiver from active to sleep or from sleep to active while the burst 
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assemble processing is not finished. Through this function, we can reduce energy 
consumption in OBS edge router. Moreover, since the edge router can accommodate 
high capacity over at least 40Gbps and be connected with multiple core routers, one 
or more OBS line card can be installed in an OBS edge router. In this case, if offered 
load is very low at an OBS edge router, it is possible to change some line card state 
into sleep sate to save energy.  

Table 1. Component and modules for OBS edge router with sleep mode 

Block Sub-block Module Functions 

OBS 
line 
card 

Control information 
processing unit 

BCP processor 
BCP memory 
BCP scheduler 
Sleep/Wake controller 
Forwarding engine 

BCP creation, 
BCP processing and scheduling, 
Routing information control, 
Sleep and wake control for 
PHY/Transceiver 

Burst assemble unit 

Burst assemble  
memory, 
burst assembler 
burst tx memory 

Burst creation 

Burst disassemble unit 
Burst disassembler 
packet memory 
traffic processor 

Burst disassembling 

Burst wavelength selector Selecting proper wavelength 
PHY/Transceiver Transmitting and receiving burst 

3 Performance Evaluation 

3.1 Comparing Power Consumption of Routers 

In order to evaluate energy saving performance, the edge router with sleep mode is 
analyzed and compared with packet router in terms of power consumption. Power 
consumption of packet router refers to data sheet of Cisco CRS-1 multi-shelf system 
[8] and several router systems [9] while the edge router with sleep mode use power 
consumption of packet router, partially, and some optical devices refer to data sheet of 
conventional product[10] and [11, 12].  

Table 2 shows power consumption of each router. Routing engine(38.5%) and 
forwarding engine(28.1%) consume the most power in each router. The routing pro-
cessor sets up many routes to interconnect ports or line cards, and manages the 
routing table for route decision to transfer the packets or bursts, continuously. The 
forwarding processor looks up the routing table for finding the matched output port. 
In this progress, since it searches many data in the routing table to find proper output 
port, processor consumes a lot of power. 

Compared to packet router, The OBS edge router consumes more power than it be-
cause of the additional modules such as burst assemble and disassemble unit. Thus, 
the OBS edge router consumes power about 1.3 times. However, when it transits the 
state from active to sleep, we can reduce power consumption. As a result, we expect 
that the power consumption in OBS networks can be reduced by using the edge router 
with sleep mode. 
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Table 2. Power consumption comparison of packet router and OBS edge router  

Components                            Router 
types 

Packet router 
OBS edge router 
with sleep mode 

Block Sub-block Module name Power(%) Power(%) 

OBS 
line 
card 

Control information 
processing unit 

Packet(BCP)  
processor 

3.3 3.2 

Packet(BCP)  
memory 

1.5 1.5 

Packet  
reconstructor (BCP 
schduler) 

3.7 4.3 

Sleep/wake  
controller 

0.3 0.4 

switch controller - 0.4 
Forwarding engine 28.1 28.7 

burst assemble unit 

burst  
assemble memory 

- 1.5 

burst assembler - 3.2 
burst tx memory - 1.5 

burst disassemble 
unit 

traffic processor - 3.2 

packet memory - 1.5 
burst disassembler - 3.2 

burst wavelength select switch - 12.8 
O/E - 0.2 
E/O - 0.2 
PHY/Transceiver(40Gbps) 1 1.1 

SCU 
Routing engine 38.5 39.4 
switch controller 0.3 0.4 

Electornic switch(320Gbps) 23.3 23.9 

Total 100 130.6 

3.2 Simulation Results 

To evaluate energy saving performance of edge router with sleep mode in OBS net-
works, we perform simulation in terms of sleep time and average queuing delay by 
using OPNET modeler. In this simulation, it is possible to sleep to PHY/Transceiver 
while burst assemble is executed in burst assemble unit. Simulation parameter used in 
this simulation is shown in Table 3.  

Figure 3 shows total sleep time and average queuing delay of OBS edge router for 
simulation time. In all period of the sleep time graph, the edge router can have chance 
of energy saving. Especially, at 0.1, the PHY/Transceiver can sleep for 180sec. More-
over, length based burst assemble algorithm show more good performance than time 
based burst assemble algorithm at low utilization. It is because the time of burst crea-
tion in length based algorithm is longer than time based algorithm. In average queuing 
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delay, length based algorithm has little higher queuing delay. This is also same reason 
with the result of sleep time. Although time based algorithm show lower delay, length 
based algorithm can keep QoS boundary. This means that sleep mode can not only 
reduce energy consumption, but also can guarantee QoS for OBS network. 

Table 3. Simulation parameters 

Parameters Value 
Link capacity 40Gbps 

Active to sleep time None 
Sleep to active time 2us 

Traffic pattern Exponential distribution 
Simulation time 200 

Burst assemble scheme 
Time(Th=1ms) 

Length(Th=3Mbit) 
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Fig. 3. PHY/Transceiver sleep time and average queuing delay of OBS edge router  

4 Conclusions 

In this paper, we analyzed energy consumption of edge router with sleep mode in 
OBS networks. The edge router with sleep mode is comprised of multiple line cards, 
an electronic switch, a SCU and multiple OBS line cards. The OBS line card per-
formed main OBS function and sleep mode. The sleep/wake controller at control in-
formation processing engine in an OBS line card changed the state of 
PHY/Transceiver from active to sleep or vice versa for assembling the bursts. Moreo-
ver, if the proper algorithm or mechanism is executed in edge router, an OBS line 
card could have the chance to sleep at low load to save the energy.  

To evaluate the energy saving performance of the OBS edge router, it was com-
pared with packet router in terms of power consumption. And, the simulation was 
performed in terms of sleep time and average queuing delay. The edge router with 
sleep mode consumed more energy about 1.3 times than packet router. However, 
Simulation results showed that PHY/Transceiver module could sleep about 90% for 
simulation time at low utilization. Therefore, although the edge router with sleep 
mode consumed 1.3 times energy in normal state, it could reduce energy consumption 
by using sleep mode in the PHY/Transceiver. Moreover, the edge router with sleep 
mode could guarantee QoS performance such as average queuing delay. 
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Abstract. In this paper, we propose a multi-hop transmission system using 
visible light communication to transmit audio data. In our proposed 
transmission system, at the transmitter we encode audio data based on S/PDIF 
standard – a popular standard for digital audio signal, and transmit the encoded 
audio signal via general LED. At each relay, digital audio signal is improved 
and amplified before sending. At the receiver, encoded audio signal from 
photodiode (PD) is decoded, amplified and coverted to analog audio signal. We 
evaluate our proposed transmission system in a room with flourescent light 
source. The audio signals obversed at the receiver show that with the support of 
relays, our proposed transmission system can provide high quality audio 
transmission from transmiter to receiver via multi-hop relays at a long distance.  

Keywords: VLC based system, audio transmission, S/PDIF digital audio  
signal, multi-hop communication. 

1 Introduction 

Nowadays, optical communication has been widely used around us in various applica-
tions due to its advantages compared with conventional radio frequency communica-
tion (i.e. high speed, harmlessness to health). Optical communication can be classified 
into two categories: wired optical communication (or guided optical communication), 
in which fiber optic cable is used as communicating channel and wireless optical 
communication, in which free space is used as communicating channel. 

Visible Light Communication (VLC) based system belongs to wireless optical 
communication. The development of LED technology brings new opportunities for 
energy savings and reduces maintenance cost in illumination system. Unlike incan-
descent and fluorescent light bulbs, LEDs have significantly low thermal inertia. 
Moreover, LEDs are able to switch between on and off state at high frequency. This 
characteristic can be explored to send data at high speed using visible light waves. 

In [1], the authors develop a prototype for sending data between two devices. 
However, that prototype only provides moderate data rate in one hop communication. 
The authors in [2] demonstrate a visible communication link for audio transmission. 
In that system, transmitter sends audio data to receiver directly in a short distance. 
Also, digital audio signals in [2] need to be improved. In our previous work [3], we 
proposed a VLC based multi-hop transmission system for sending text data. To the 
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best of our knowledge, there hasn’t been any implementation and performance evalu-
ation of multi-hop audio data transmission system in practice. In this paper, we  
propose a multi-hop system to transmit high quality audio data at high speed from 
transmitter to receiver via several relays. 

The rest of this paper is organized as follows. Section 2 explains in detail signal 
format and the functions of all modules used in our system. Section 3 presents expe-
rimental setup and results achieved with implemented system prototype. Finally,  
section 4 concludes the paper. 

2 Our Proposed Multi-hop Audio Data Transmission System 

2.1 Signal Format 

The format of digital audio signal used in our transmission system is S/PDIF. This 
name stands for Sony/Philips Digital Interconnect Format. SPIDF is a data link layer 
protocol and physical layer protocol for carrying digital audio signal between various 
devices. S/PDIF is standardized by International Electrotechnical Commission (IEC) 
[4] in IEC 60958 as IEC 60958 type II (IEC 958 before 1998). SPDIF has several 
small differences with AES/EBU [5] and can be considered as minor update of the 
original AES/EBU. Digital audio signal in S/PDIF format is transmitted over either a 
coaxial cable with RCA connectors or a fiber optical cable with TOSLINK connector 
as in Figure 1(a). Nowadays, many modern devices have digital audio output ports 
which use S/PDIF format as in Figure 1(b).  

 

 
(a) (b) 

Fig. 1. (a) Types of cables used in S/PDIF digital audio signal transmission, (b) Digital audio 
output port of a device  

 
 
 

 
 
 

Fig. 2. Bi-phase Mark Coding (BMC) scheme in S/PDIF 
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In S/PDIF, original digital data stream is encoded using Differential Manchester 
encoding, also called Bi-phase Mark Code (BMC) or FM1 as in Figure 2. According 
to this code, in one data period, two zero crossings of the signal mean a logical 1 and 
one zero crossing means a logic 0. Therefore, the frequency of the clock is twice the 
bit rate of original data. 

The advantages of BMC code are as follows: 

 Signal transition happens at least once every bit, allowing receiving de-
vice to perform clock recovery and synchronization. 

 To be less error-prone in noisy environment compared with other codes. 

Due to the above advantages, in our system, we will use BMC code for transmitting 
digital audio signal through visible light communication channel. 

2.2 System Descriptions 

Our proposed multi-hop audio data transmission system is illustrated in Figure 3. In this 
system, audio data source is fed to transmitter module through USB port. The original 
digital audio signal is encoded to S/PDIF format, shifted, amplified, and sent to LED. At 
each relay, digital audio signal is corrected and amplified before sending to next relay. 
At the receiver, the encoded audio signal received at photodiode (PD) is amplified, re-
moved shifted DC component, decoded to original digital audio signal, and converted to 
analog audio signal. Finally, analog audio signal is sent to speakers. 

 
 
 

 

Fig. 3. Our proposed multi-hop audio data transmission system 

We will describe in detail transmitter module and receiver module by showing 
their block diagrams and explaining the function of each block. 

A. Transmitter Module 
The main functions of transmitter module are to get audio signal (e.g. analog signal or 
digital signal) from a device, convert to S/PDIF audio digital signal and transmit to 
next hop. Figure 4 shows the block diagram and real design of transmitter module. 

 
 
 
 
 
 
 

Fig. 4. Transmitter module in our proposed VLC based multi-hop audio data transmission 
system 
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If the audio signal from a device is analog one, then it will go through ADC block 
to be converted to digital signal before encoding to S/PDIF digital signal. Since 
S/PDIF signal is a bipolar signal and LED will clip this bipolar signal, S/PDIF digital 
audio signal should be shifted up by adding appropriate DC component before send-
ing to LED. Then the signal is amplified to drive LED. 

B. Relay Module 
The main function of relay module are to improve the quality of digital audio signal 
due to interference from external light source and to compensate the power loss of 
signal due to long distance transmission via visible light. The block diagram and real 
design of relay module are shown in Figure 5. 

 
 
 
 
 
 
 

Fig. 5. Relay module in our proposed VLC based multi-hop audio data transmission system 

Signal correction block improves the quality of S/PDIF square signal received 
from photodiode. Then the improved S/PDIF signal is amplified before sending to 
LED to transmit to next hop. 

C. Receiver Module 
The main function of receiver module is to convert received digital audio signal to 
analog audio signal. Figure 6 shows the block diagram and real design of receiver 
module. 

 
 
 
 
 
 

 
 
 

Fig. 6. Receiver module in our proposed VLC based multi-hop audio data transmission system 

First two blocks in receiver module have the same function as those in relay mod-
ule. Since the digital audio signal was shifted up at transmitter module by adding DC 
component to avoid signal clipping, at receiver module the DC part of this digital 
signal should be filtered to obtain S/PDIF digital signal. Then S/PDIF signal is sent to 
DAC block to reconstruct analog audio signal. 
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3 Performance Evaluation 

We evaluate the performance of our proposed VLC based multi-hop audio transmis-
sion system in a laboratory in the present of normal room illumination from fluores-
cent lamps on the ceiling as in Figure 7 (a). The audio data is sent from a PC to 
speakers at long distance via two relays. The distance between each module is 225 cm 
and the total distance from transmitter to receiver is 705 cm. 

To test the degree of signal distortion in our proposed multi-hop audio data trans-
mission system, we use sample sounds (i.e. sine waveform with different frequencies) 
sending from PC as input analog audio signal to transmitter. Figure 7(b) – Figure 7(e) 
show the S/PDIF digital audio signal that we measure by oscilloscope at the output of 
transmitter and receiver, relay 1, and relay 2, respectively. As we can see in those 
figures, all digital signals still remain square shapes and their frequencies are un-
changed because received signals are improved at each module before sending to the 
next one. As in Figure 7(b) – Figure 7(e), S/PDIF digital audio signal is shifted by 
adding DC component of around 1.8V to prevent the signal from clipping by LEDs. 
At the receiver, DC component of that digital audio signal is filtered out as in Figure 
7(c) before converting to analog audio signal. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  

Fig. 7. (a) Setup of our proposed VLC based multi-hop audio transmission system; S/PDIF 
digital audio data signal observed on oscilloscope at (b) transmitter, (c) receiver, (d) relay 1, (e) 
relay 2 
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Fig. 8. (a) 4 kHz and (b) 10 kHz analog sample sound observed on oscilloscope at transmit-
ter/receiver 

Figure 8(a) and Figure 8(b) show the shapes of 4 kHz and 10 kHz audio analog 
signals observed at transmitter and receiver, respectively. The results confirm that our 
multi-hop transmission system has good frequency response. Thus, it can provide 
high quality audio transmission. 

4 Conclusions 

In this paper, we propose a VLC based multi-hop audio data transmission system. 
With the support of relays, our proposed system can provide audio data transmission 
at a long distance. The results of experiment show that audio signals remain good 
quality without signal distortion when traveling through each hop. The received audio 
sound is clear when playing on speakers. Therefore, we believe that our proposed 
multi-hop audio data transmission system can be used to build VLC based networks 
for sending high quality audio data among devices. 
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Abstract. The performance of mobile ad-hoc wireless networks is highly sensi-
tive to node-to-node connection caused by node movement. Thus, to create ro-
bust mobile ad-hoc networks against node mobility, stable routing paths and 
routing refresh interval should be selected adaptively based on instantaneous 
network parameters. In this paper, we present a practical adaptive scheme to 
improve network stability in mobile ad-hoc networks by adaptively selecting 
most stable routing paths and optimal routing refresh interval. We validate our 
proposed adaptive scheme via simulation using OPNET. The simulation results 
in different scenarios demonstrate our proposed scheme remarkably enhances 
the network stability, providing robust mobile ad-hoc wireless networks. 

Keywords: Mobile ad-hoc networks, Network stability, Node mobility. 

1 Introduction 

Mobile ad-hoc wireless networks have shown their advantages in specific situations 
where wireless communication is needed for a short time, in decentralized manner. In 
mobile ad-hoc wireless networks, all nodes are free to move during communicating 
with other node. However, due to node mobility, the network topology may change 
rapidly. Thus, it is challenging to obtain robust mobile ad-hoc wireless networks 
against node mobility so that they can provide flexible, reliable services. 

From the knowledge of how node mobility impacts the performance of mobile ad-
hoc networks in [1], in this paper, we propose a practical adaptive scheme to select 
stable connections in mobile ad-hoc networks. The contributions of our proposed 
scheme are as follows: 

• Simplicity - in our proposed scheme, we exploit the information obtained at each 
node (i.e. node location, node mobility) to derive other useful information without 
using additional control overheard which helps to reduce network congestion. 

• Efficiency - with the information of node mobility, our proposed scheme can select 
most stable routes. Moreover, route lifetime can be calculated exactly and used as a 
guideline for other routing parameters (i.e. routing refresh interval, routing table 
update interval) to work in adaptive manner. 
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• Compatibility - our proposed scheme can be applied to any routing protocols in 
mobile ad-hoc wireless network by adding some necessary information in RREQ 
and RREPs during the process of routing path creation. 

The rest of this paper is organized as follows. In section 2, we review recent research 
in network stability improvement. In section 3, we present in detail our proposed 
adaptive scheme. We evaluate its performance in different settings of node mobility 
and node density in section 4. Finally, section 5 concludes the paper. 

2 Related Works 

Some approaches have been done in order to increase the link stability and path sta-
bility in mobile ad-hoc wireless networks. In [2], the authors propose a method which 
uses link stability factor (LSF) and path stability factor (PSF) to select a stable path. 
These two factors are calculated by indirect measurement of the distance between two 
mobile nodes based on reception power threshold at receiver antenna. The authors 
define stable zone and caution zone of a mobile node. The link between two mobile 
nodes is considered to be stable if the distance between them is less than radius of 
stable zone and vice versa. This method didn’t explicitly consider node’s mobility-
aware link stability and path stability. Also, the distance between two mobile nodes 
cannot fully model the impact of node mobility on link stability and path stability. 
The authors in [3] propose link stability prediction based routing algorithm. This algo-
rithm uses stochastic model to calculate average link duration calculated as a metric to 
select the stable link. However, in this algorithm, each node has to periodically send 
HELLO packets. Also, the calculation of link duration does not consider the effect of 
node pause. In [4], the authors use a model to calculate the amount of time two mo-
bile nodes stay connected. From this information, a proposed algorithm classifies 
node’s neighbors into eight different zones based on the heading directions of those 
neighbors. The model used in [4] may not predict link duration accurately because it 
does not use mobility information to calculate long-term traveling pattern of mobile 
nodes. 

3 Proposed Practical Adaptive Scheme 

In this section, we propose an adaptive scheme to create stable routing paths which 
are robust against high node mobility in mobile ad-hoc wireless networks. The pro-
posed scheme consists of adaptive selection of stable link which is used in route dis-
covery phase and adaptive routing refresh interval which is used in route maintenance 
phase. 

3.1 Route Discovery: Adaptive Selection of Stable Link 

In traditional routing protocols in mobile ad-hoc wireless networks, several metrics 
such as minimum hop count [5], ETX [6] and minimum transmission time [7] are 
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used to identify “best routing path”. Minimum hop count metric is easy to implement 
but does not reflect network environment. ETX metric is based on link lost ratio. 
Thus, it can be considered as passive metric which means the routing paths have to 
suffer packet lost due to link disconnection and then give feedback later to adjust 
routing parameters. Minimum transmission time does not reflect the potential of link 
break due to node mobility. Since in those metrics the simultaneous information of 
node mobility is not considered, the selected forwarding nodes may not form stable 
routing paths. Motivated by above issues, in this paper, we propose a practical adap-
tive scheme to enhance network stability in mobile ad-hoc wireless networks by in-
serting mobility information of mobile nodes into RREQs. 

To implement the calculation of link duration of the link between two mobile 
nodes by using Eq. (1), we use RREQ packet with the format in Figure 1(a). 

 

 

 
Fig. 1. The format of (a) RREQ packet, (b) RREP packet 

A triplet “node’s mobility” (node’s current location, ending waypoint location, 
node speed) is used to fully describe the moving segments and the velocities of mo-
bile nodes in vector forms in every moving segments. Weakest link’s information is a 
set of two items, i.e. the duration of the weakest link, the time that this duration is 
recorded. Route record has the same function as in DSR routing protocol [7]. Se-
quence number is used to detect duplicate RREQs. TTL prevents RREQs from flood-
ing through many nodes. 

The RREP packet has the format in Figure 1(b). Route record in RREP consists of 
mobile node’s ids of intermediate nodes in the most stable routing path, copied from 
RREQ received at destination node. Weakest link’s information consists of two items 
(i.e. duration of the weakest link, the time that this duration is recorded) of the weak-
est link in that most stable routing path. 

 

 

 

 

 

 

 

 (a) (b) 

Fig. 2. (a) Calculation of link duration. (b) Stable link selection based on the information of 
link duration between two mobile nodes. 
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When source node has data packet to send, it performs stable route discovery 
process. The stable route discovery process has the following steps: 

Step 1. At the initial time, source node S broadcasts the information of its location 
and its waypoint in RREQ to its neighbor nodes. 

Step 2. After receiving RREQ from source node, node calculates the link duration 
(tiS) of itself and the source node as in Figure 2(a) by using equation (1), and then 
adds this information to next RREQ. 

 

  (1) 

Figure 2(b) shows the relationship between link duration and link stability of the link 
between two mobile nodes. 

Step 3. When next node receives unduplicated RREQ, it calculates the link dura-
tion of itself and pre-hop node (ti, i-1) by using the same Equation (1). Then it com-
pares this link duration with the one stored in Routing Cache. If the link duration 
calculated from the information in received RREQ is greater than the link duration 
stored in Routing Cache, this mobile node stores this link duration into Route Cache, 
adds its updated mobility information in RREQ, inserts its id in route record field, and 
then forwards this RREQ packet. Otherwise, it does nothing. This process repeats for 
all mobile nodes which receive unduplicated RREQs in the networks. 

Step 4. Upon receiving RREQs, destination node chooses the most stable one from 
the available routing paths. It copies route record and weakest link’s information in 
RREQ traversed through the most stable path. Destination node sends RREP back to 
source node by using the path specified in RREQ’s route record. 

Step 5. After receiving RREP, source node sends data packets via this stable path. 

3.2 Route Maintenance: Adaptive Routing Refresh Interval 

Route maintenance of any routing protocols in mobile ad-hoc wireless networks is an 
important task to keep a continuous connection between source node and destination 
node. For mobile ad-hoc networks, in most of cases, route disconnection of a multi-
hop path happens when any link of it breaks due to node mobility. A good route main-
tenance method should determine when that event happens then creates new update 
routing path by resending RREQ packets. The duration between two routing path 
updates is called routing refresh interval. Obviously, the routing refresh interval of a 
multi-hop path depends on the lifetime of weakest link in that path. 

In our proposed scheme, as shown in Figure 3, the RREP sent from destination 
node to source node has the information of the weakest link on the selected path. Af-
ter source node receives RREP, it uses the routing path described in RREQ to forward 
data packets to destination node. At the same time, it set timer equal to the link dura-
tion of the weakest link. After this timeout, source node sends RREQ to build a new 
routing path. 
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Fig. 3. Adaptive routing refresh interval for a routing path is calculated from weakest link in-
formation of that path 

4 Performance Evaluation 

We simulate with a routing path between a random pair of source node and destina-
tion node in a network size of 1000m×1000m. Each mobile node has a radio range of 
250m, moving under Random Waypoint mobility model with pause time uniformly 
distributed in [0; 10sec]. Source node sends 512 byte-data packets with constant rate 
of 20 packets per second. Source node begins to send data packets right after it rece-
ives the first RREP and continues sending data packets to destination node throughout 
the simulation without using DATA_ack between mobile nodes in the routing path. 
We evaluate how our proposed scheme can improve network stability of mobile ad-
hoc networks compared with conventional routing protocols by changing node speed 
and the number of mobile nodes in different scenarios. 

Figure 4 shows Packet Delivery Ratio (PDR) as the functions of node mobility and 
node density, respectively. In Figure 4(a), we simulate with 50 mobile nodes inside 
the network and vary node mobility. As we can see in Figure 4(a), as node mobility 
increases, our proposed scheme gives remarkably higher PDR than DSR routing pro-
tocol because it selects stable routing paths to forward data packets. In Figure 4(b), 
when number of mobile node is low, the connectivity of each node is low. Therefore, 
the PDR values obtained from our proposed scheme and DSR are not much different. 
But as the number of mobile nodes in network increases, by using our proposed 
scheme a mobile node can select the most stable link among many available links 
with its neighbors, thus our proposed scheme gives higher PDR. 

 

 
(a) (b)

Fig. 4. Packet Delivery Ratio (PDR) as functions of node mobility and number of mobile nodes 
in the network 
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(a) (b)

Fig. 5. Total number of control overheads as a function of node mobility and number of mobile 
nodes in the network 

Figure 5 shows the total number of control overheads (i.e. RREQs and RREPs) 
used in the network as the functions of node mobility and node density, respectively. 
In Figure 5(a), we simulate with 50 mobile nodes and vary node mobility. In Figure 
5(a), since source node in DSR periodically sends RREQs to update routing path and 
destination node reply with RREPs, the total number of control overhead does not 
change much with node mobility. By contrast, in Figure 5(b), the total number of 
control overheads significantly changes when we keep node mobility and vary the 
number of mobile nodes in the network. In our proposed scheme, we use adaptive 
routing refresh interval based on the stability of routing paths, thus our proposed 
scheme uses lower number of control overheads compared with that in DSR. 

5 Conclusions 

In this paper, we propose a practical adaptive scheme to select stable routing paths 
and determine routing update interval in mobile ad-hoc wireless networks dynamical-
ly based on the information of node mobility. The simulation results from different 
settings of node speed and node density show that our proposed scheme can create 
reliable routing paths with lower route maintaining effort in mobile ad-hoc wireless 
networks. 
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Abstract. Geomulticast is a specialized location-dependent multicasting tech-
nique, where messages are multicasted to some specific user groups within a 
specific area [1]. In this paper, we propose a routing protocol for supporting 
geomulticast service based on route stability in mobile ad-hoc wireless net-
works. The main features and contributions of the proposed method are as  
follows. First, we present a direction guided routing method that can reduce 
control overhead for construction of routes and improve data transmission effi-
ciency. Second, we introduce how to calculate and evaluate link stability be-
tween two nodes as well as route stability of multi-hop quantitatively by using 
nodes' mobility. Third, we can establish the most stable path by using those two 
information, link stability and route stability, between a source node and a rep-
resentative node as well as a representative node and candidate destination 
nodes within some specific region in order to deliver packets with reliability, 
reduced overhead, and improved data transmission efficiency. Fourth, a route 
stability model is presented. We evaluate the proposed routing protocol by  
using OPNET. The results show that the proposed routing can support the  
geomulticast services effectively in mobile ad-hoc wireless networks. 

Keywords: Geomulticast, Location-based service, Multicast, Routing, Mobile 
ad-hoc networks, Route stability, Mobility. 

1 Introduction 

Geomulticast is a specialized location-dependent multicasting technique, where mes-
sages are multicasted to some specific user groups within a specific area [1]. While 
conventional multicast protocols define a multicast group as a set of nodes with a 
multicast address and geocast defines a geocast group as all the nodes within a speci-
fied zone at a given time, a geomulticast group is defined as a set of nodes of some 
specific groups within a specified area [1-3]. In this paper, we propose a routing pro-
tocol for supporting geomulticast service based on route stability in order to deliver 
packets with reliability and reduced overhead to the destinations within some specific 
user groups in mobile ad-hoc wireless networks. Some considerations for developing 
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of technologies in mobile ad-hoc wireless networks are more critical issues because 
these networks present dynamic, sometimes rapidly changing, random, multi-hop 
topologies and the mobile nodes communicate with each other over wireless links. 
Currently, there are a lot of active research works [1-6] for location-dependent servic-
es such as location-based routing, location-based multicast, geocast etc.   

The contents of this paper are as follows. Chapter 2 presents in detail the proposed 
geomulticast routing protocol with basic concepts, algorithm, and theoretical analysis. 
In chapter 3, we will discuss the performance evaluation. Finally, chapter 4 concludes 
this paper with some discussions. 

2 The Proposed Geomulticast Routing Protocol 

In this section, we explain in detail the basic concepts, protocol, and theoretical analy-
sis of the proposed geomulticast routing protocol. Figure 1 presents the basic concepts 
of the proposed geomulticast routing protocol while Figure 2 illustrates the route sta-
bility theoretical analysis model for supporting geomulticast routing services. 
 

  

 
 
 
 
 

 

 

Fig. 1. The basic concepts Fig. 2. The route stability analysis model 

2.1 Basic Concepts 

The basic concepts of the proposed method are as follows. First, the motivation is to 
use multicast approach by utilizing location-dependent information to support QoS 
service, save resources, and finally improve system performance. Second, a direction 
guided routing strategy is utilized by using direction guided line information to reduce 
control overhead for construction of routing route and improve the efficiency of data 
transmission. Third, calculation of link stability between two nodes as well as route 
stability of multi-hop quantitatively such as between a geomulticast source node and a 
representative node (RN), between a RN and a geomulticast member nodes (GM 
nodes) in geomulticast region by using nodes' mobility to find stable routing routes 
and improve packet delivery ratio. Fourth, establishment of the most stable path by 
using those two information, link stability and route stability, between a geomulticast 
source node and a representative node (RN) as well as between a RN and GM nodes 
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in order to deliver packets with reliability and reduced overhead to the GM nodes 
within some specific user group destinations in the geomulticast region.  

2.2 The Routing Protocol for Geomulticast Services 

The detail explanations of the proposed geomulticast routing protocol are as follows. 
In this work, we assume that all nodes know their position information via GPS.  

Step 1: Sender creates GREQ (Geomulticast Request packet) and sends to neighbor 
nodes.  GREQ consists of source node ID, multicast ID, the information of Direction 
guided line, the information of geomulticast region.  
Step 2: The node who receives GREQ compares its position information with the 
geomulticast  guided line information in the GREQ.  

 If its position is within the guided line, then the node calculates link stability 
and route stability by using Equation (1) between itself and previous node. We will 
in detail explain how to derive Equation (1) in section 2.3.  After these operations, 
the node saves this information in Routing_Stability_Table (RS_Table). 

 If its position is outside of the guided line, then the node doesn’t send the 
GREQ message anymore. 

Step 3: If one node receives GREQs from many nodes, then it calculates average sta-
bility by using each path’s route stability and saves in RS_Table in Table 1. Then it 
compares the route stability with average stability. If route stability value is less than 
average stability, the node doesn’t transmit GREQ with path information to the next 
node. This process will be repeated continuously until a representative (RN) node rece-
ives the GREQ.  
Step 4:�When a destination node, called representative node (RN) as geomulticast 
member, receives some GREQ within geomulticast region, the RN sends the GREQ 
message to the neighbor nodes within geomulticast region to find geomulticast mem-
ber nodes. The RN is the geomulticast member node (GM node) that in the middle area 
of the geomulticast region with the most stable mobility. The link stability and route 
stability by using equation (2) between RN and GM node are calculated as step 3. We 
will explain in detail how to derive the equation (2) in section 2.3. Finally, the GM 
nodes join the RN as geomulticast group members. 
Step 5: Then the RN creates GREP (Geomulticast Reply packet) and sends to the 
geomulticast source node via the path which has the highest Route Stability. If the 
geomulticast source node receives GREP, then routing route will be set up.  
Step 6: When the geomulticast source receives the GREP, it will transmits data pack-
ets to the RN within the geomulticast region via the most stable route, and the RN  
also transmits the data packets to the geomulticast members nodes via the most stable 
route between the RN and member nodes.  

2.3 The Theoretical Analysis: Route Stability Model 

Figure 2 presents the theoretical analysis model for the route stability calculation of 
proposed geomulticast routing protocol from a geomulticast source node to GM nodes. 



896 S.H. Ha, L.T. Dung, and B. An 

 

In Figure 2, 
1D  

is geomulticast member node 1, …, 
ND  

is geomulticast member 

node N, and  N is the number of  geomulticast member nodes, respectively. 
The route stability between a geomulticast source and RN can be obtained as in 

Equation (1) while the route stability between RN and N geomulticast member desti-
nations can be obtained as in Equation (2), respectively.  

1 1

( )

L

R m

m i m
m i

pdr pdr P M

 
  

= =

 =  
 

 ∏   (1)

where  α is the ceiling function (the smallest integer not less than α ) of α ,  L is 

maximum distance between source node and RN, and R is radio range,  m is hop 
counts from source to RN, 

ipdr  is average pdf (probability density function) of link 

lifetime between two nodes and ( )mP M is pmf (probability mass function) of  hop 

counts in a link. By using Equation (1) we can calculate the stability from RN to each 
GMs noted in Equation (2).  

2

1 1

( )
k

R a

MR i a
A i

pdr pdr P A

 γ
 
  

= =

 =  
 

 ∏    ( k = 1,2,∙∙∙, N)            (2) 

where N is the number of GMs, ( )aP A  is the pmf of hop counts from RN to GMs, γ  
indicates the length of geomulticast region’s side. By using Equation (1) and (2), we 
can obtain final PDR (i.e., route stability) between a geomulticast source node and 
several GM nodes as in Equation (3). 

1 2 NMR MR MR
GM m

pdr pdr pdr
PDR pdr

N

+ + ⋅⋅⋅+
= ×                     (3) 

where 
GMPDR is total route stability of proposed geomulticast routing protocol. 

3 Performance Evaluation 

3.1 Simulation Environment 

In this simulation, we assume that all nodes already know their position via GPS 
(Global Positioning System). Table 1 shows simulation environment. 

Table 1. Simulation Environment 

Simulation Tool 
OPNET  

(Optimized Network Engineering Tool) 
Network size 5 km × 5 km 

Geomulticast Region 2 km × 2 km 
Number of Mobile nodes in Network Area 500 

Number of Mobile nodes in Geomulticast Area 50, 100, 150 
Number of Geomulticast nodes 5, 10, 15 

Radio range 
250m 

0∼2π 

Mobility model RWP(Random WayPoint) 
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3.2 Performance Measurement Parameter 

The measurement parameters for performance evaluation are as follows. i) PDR 
(Packet Delivery Ratio): data packet transmission rate that source node’s sending to 
GM nodes’ receiving, ii) Scalability: PDR as a function of number of GM, iii) Con-
trol Overhead: the average number of control overhead signal for construction of 
routing routes, iv) Delay: average time for construction of routing routes. 

3.3 Simulation Results  

Figure 3 shows the Packet delivery Ratio (PDR) as a function of node mobility. As 
we can in Figure 3, the results of simulation and analysis are almost the same.  
Figure 4 presents the scalability (i.e., PDR) as a function of GM nodes.  As we can 
in Figure 4, the results of simulation and analysis have similar patterns. However, as 
node mobility increases, the PDR decreases a little bit. And if the GM nodes are in-
creased, the possibility to find stable routes between RN and GM nodes is lower, 
leading to decreased PDR. 
 

 

Fig. 3. Packet Delivery ratio (PDR) as a func-
tion of node mobility 

Fig. 4. Scalability as a function of GM nodes 

 

 

Fig. 5. Control overheads as a function of node 
mobility 

Fig. 6. Delay as a function of node mobility 

Figure 5 and Figure 6 show control overhead and delay for construction of routing 
routes as a function of node mobility, respectively. As we can see in Figure 5 and 
Figure 6, the control overhead and delay are increased if the node mobility is in-
creased. The reason is that network environment will be much more dynamic if the 
nodes’ mobility is increased. 
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4 Conclusions 

In this paper, we propose a geomulticast routing protocol based on route stability in 
mobile ad-hoc wireless networks. By combining two concepts of geocast and multi-
cast, we can formulate a geomulticast strategy that can transmit the data messages to 
some candidate nodes in special region with improved system performance. We can 
select the most stable path among candidate routes between a geomulticast source and 
GM nodes in geomulticast region by calculating both link stability and route stability 
together. Especially, we present a theoretical analysis model to calculate both link 
stability and route stability routes between a geomulticast source and GM nodes in 
geomulticast region. The performance evaluation of the proposed geomulticast 
routing protocol is implemented by OPNET. The results of performance evaluation 
show that the patterns of simulation results and analysis results are very similar.  
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Abstract. Disasters such as fires, earthquakes, and acts of terror in public 
places such as subway stations, airports, and department stores can lead to 
tragic consequences. Although a number of studies are being conducted on 
indoor location recognition systems, they are not appropriate for emergency 
rescue evacuation support system (ERESS), which requires building new 
infrastructures in the indoor environment of all public buildings. This paper 
proposes an RFID-based indoor location recognition system for the ERESS. 
The proposed indoor location recognition system uses RFID readers and active 
tags to collect position coordinates in real time, allowing a single tag to monitor 
actual locations. Performance evaluation based on experiments indicates that 
the proposed indoor location recognition system is effective for monitoring 
indoor pedestrians in ERESS applications.  

Keywords: LPS, RFID, location recognition, ERESS. 

1 Introduction 

A number of accidents and disasters occur in public places each year. Fires, natural 
disasters, and acts of terror in indoor public facilities such as subways stations, 
airports, and department can lead to tragic consequences for many people [1]. In 
addition to 9/11 attacks in the United States, the number and the scale of terrorist acts 
are increasing in other regions, including Afghanistan and Southeast Asia. Therefore, 
in order to respond to large scale emergency situations, there is a need for a reliable 
system capable of supporting evacuation quickly and clearly. Over the past 20 years, 
the United States and Great Britain have conducted studies on indoor location 
recognition systems and published a number of research results findings to resolve 
problems, elevating the accuracy of the systems to a very high level. However, these 
systems are not appropriate for emergency rescue evacuation support system 
(ERESS), which requires building new infrastructures in the indoor environment of 
all public buildings.  

This paper proposes an RFID-based indoor location recognition system for ERESS 
applications that monitors people’s movement in panic situation in a building caused 
by fire, natural disaster, or terrorist act, quickly detecting emergency situations and 
allowing quick, accurate, and flexible measures to be taken according to the 
circumstances.  
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2 Emergency Rescue Evacuation Support System  

Local positioning system (LPS) is a service that uses mobile devices to monitor 
positions of people and objects for various applications [2]. Unlike GPS, which uses 
absolute position data such as latitude and longitude, Indoor LPS uses relative 
positions to calculate the distance from a reference position. The LPS technology can 
be categorized into triangulation, image recognition, proximity recognition, and 
navigation monitoring. Major LPS services include Active Badge, Active Bat, Cricket 
System, RADAR (radio detection and ranging), LANDMARC (land-mine detection 
advanced radar concept), and Easy Living [2]. 

ERESS uses terminals such as mobile phones, smart phones, and tablet PCs 
(ERESS terminals) to provide real-time information that can be accessed by indoor 
pedestrians and to help evacuation during emergency [3][4][5]. The objective of 
ERESS is to evacuate indoor pedestrians in panic situations to reduce the 
number of casualties caused by a disaster. ERESS monitors occurrence of 
disasters in real time, enabling prompt evacuation to a safe place. 

3 Indoor Location Recognition System 

Choosing the RFID system is an important factor for implementing an ERESS. The 
RFID system must have a wide area of recognition, be robust against adverse effects 
from the surrounding environment, and use omnidirectional antennas[6]. In this study, 
433 Mhz active reader RX-1000 manufactured by WAVETREND in Great Britain 
was used for the ERESS. 

3.1 Indoor Location Recognition System 

3.1.1   Moving Average Filter 
Due to RF signal characteristics, RF signal is affected by the surrounding environment, 
and the received signal strength indicator (RSSI) value between the RFID reader and 
active tag becomes unstable . A moving average filter is deployed to reduce some of the 
problems. 

A typical moving average of n data points is expressed as follows [7]: 

 

(1) 

Calculating a moving average requires the average value of the prior stage, the most 
recent data, and the most recent data that does not exceed the buffer size. A moving 
average can be effectively used when RSSI is measured according to the number of 
buffers.  

3.1.2   RSSI Compensation System 
Even if an stable RSSI between RFID reader and active tag is achieved through the 
moving average filter, there remains the problem of a little delay from the original 
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signal due to filter characteristics. Therefore, an RSSI compensation system is 
necessary to resolve the problem. The compensation system is applied by taking into 
account the increase and decrease of the RSSI value from the time perspective. This 
study uses an RSSI compensation system that limits the number of averages to 3 and 
compensates a specific signal when the RSSI value increases.  

3.1.3   RSSI Balancing Algorithm 
Balancing of RSSI for application in the indoor location recognition system is 
achieved with the moving average filter and the RSSI compensation system. The 
RSSI balancing algorithm is executed according to the number of tags identified using 
the moving average filter and the RSSI compensation system.  

3.2 Map Matching Using Coordinate Points 

3.2.1   RSSI Leveling by Distance 
While RSSI can be stabilized using compensation and the moving average filter, there 
is the problem of having to constantly modify the measured position coordinates in 
order to monitor the RSSI value in real time and express the position in coordinates. 
Therefore, in order to mitigate the problem in map matching, the measured RSSI 
needs to be divided into three ranges, and a value that falls within a certain range be 
modified to an assigned absolute value. The three ranges of RSSI values with 
reference to the measurement average are shown in Fig. 1. 

 

Fig. 1. RSSI Leveling by distance 

3.2.2   Map Matching 
The current position has to be shown on a map in order to enable real-time monitoring 
in an indoor location recognition system. For map matching, the indoor location need 
to be depicted and reduced by a consistent ratio to assign absolute coordinate values 
[8]. The map matching method proposed in this paper determines the position by 
comparing map data with the coordinate values around the tag. Whereas triangulation, 
a technique widely used for indoor location recognition, must recognize three or more 
tags, the proposed matching method uses only a single tag. The proposed map 
matching method is shown in Fig. 2. 
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Fig. 2. Map matching 

3.2.3   Coordinate Analysis Algorithm 
The RFID reader compares its current position and the coordinate points received 
from active tag and moves the current position to the nearest coordinate point to 
modify its position in real time.  

The coordinate analysis algorithm performs analysis using the coordinate data of a 
single selected tag. All coordinate points around the tag is compared with the current 
position. After the comparison, the current coordinate is modified to the point with the 
least amount of difference. The coordinate analysis algorithm is shown in Fig. 3. 

 

Fig. 3. Coordinate analysis algorithm 

3.3 Indoor Location Recognition Algorithm 

When the reader finds a tag, the indoor location recognition algorithm balances RSSI 
according to the number of tags. Then RSSI searches for the largest tag. The 
coordinate is analyzed using the data of a single tag found from the search. After 
coordinate analysis, the current position is modified. The algorithm of the indoor 
location recognition system is shown in Fig. 4. 
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Fig. 4. Indoor location recognition algorithm 

4 Performance Evaluation 

In this chapter, the RFID-based indoor location recognition system is constructed and 
the performance of the RSSI balancing algorithm is evaluated using experiments. The 
on-site experimental environment is shown in Table 1.  

Table 1. On-site experimental environment 

Simulation Experiment 
Environment 

Experiment 1 Experiment 2 Experiment 3 

Place 4th floor of Academia-Industry Collaboration Center,  
Tongmyong University

Area 22m X 15m 
Movement Speed 10 cm/s 30 cm/s 40 cm/s 

Direction of Movement Straight ahead Straight ahead Straight ahead,  
Left, Right 

Number of Tags 6 7 7 
Measurements per second 2 2 2 
Number of Measurements 10 10 10 

Coordinate Gap - 100cm 100cm 
Measurement Time 100sec 100sec 140sec 

4.1 Experiment 1 

In Experiment 1, the performance of the proposed RSSI balancing algorithm was 
evaluated for the RSSI values detected by the RFID reader. In Fig. 5, it can be 
confirmed that a specific amount of RSSI was compensated to the area where values 
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were shifted and reduced due to the moving average filter, compensating the overall 
signal. Fig. 6 shows the process of comparing the RSSI values continuously received 
from each tag, selecting a high value, and measuring the RSSI of the single tag. The 
balanced RSSI was more stable and stronger than that of the measured signal. 

  

Fig. 5. Comparison of balanced RSSI   Fig. 6. Continuous RSSI measurement 

4.2 Experiment 2 

Experiment 2 was performed for specific directions of the pedestrian. Fig. 7 shows the 
coordinates of pedestrian’s actual movement and Fig. 8 displays the coordinates 
estimated using the tag.  

 

Fig. 7. Actual movement  Fig. 8. Coordinates recognized by the tag 

 

Fig. 9. Distance error by time 
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Fig. 9 shows the distance error by time. The coordinate is modified every time the 
tag is recognized. Since the coordinates according to the signal level was set in 1m 
intervals, the error is maintained within 1m. Between 50 and 65 seconds, error 
increased to 4m because although the tag was recognized, an identical coordinate was 
recognized before and after the coordinate point for each tag for a specific period.  

4.3 Experiment 3 

Experiment 3 was performed with the pedestrian walking in irregular directions.  
Fig. 10 shows the coordinates of pedestrian’s actual movement and Fig. 11 displays 
the coordinates estimated using the tag.  

 

 

Fig. 10. Actual movement  Fig. 11. Coordinates recognized by the tag 

Fig. 12 shows the distance error by time. Unlike Experiment 2, which was 
performed with a straight walking path, Experiment 3 added the patterns of the 
pedestrian changing directions to left and right, and the error range increased to 3.5m. 

 

Fig. 12. Distance error by time 

The results of performance evaluation indicate that balancing stabilized RSSI 
values from the conventional method. The proposed RFID-based indoor location 
recognition system showed an average error of 62cm when the tag was recognized 
continuously and 168cm when the tag was recognized irregularly. 
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Table 2. Error ranges in three experiments 

Momentary Error Range Average Error Remark 

Experiment 1 

Balanced 
RSSI 0.83∼7.67(dBm) 3.64(dBm) 

 

Measured 
RSSI 

1.66∼13.34(dBm) 7.55(dBm) 
 

Experiment 2 0∼100(cm) 62(cm) Excludes areas where 
coordinates were not 

recognized Experiment 3 0∼350(cm) 168(cm) 

5 Conclusions 

This paper proposed a location recognition system for detecting positions inside a 
building using a single active tag. Since RF signal characteristics are sensitive to 
interference from the surrounding environment, an RSSI balancing algorithm based 
on a moving average filter and a compensation system was also proposed to stabilize 
the continuous signal. The results of performance evaluation based on experiments 
indicate that the proposed indoor location recognition system is effective for locating 
pedestrians in ERESS applications.  
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Abstract. Most existing clustering protocols have been aimed to provide ba-
lancing the residual energy of each node and maximizing lifetime of wireless 
sensor networks. In this paper, we present the symmetric hierarchical clustering 
strategy related to sink position and energy threshold in wireless sensor net-
works. This protocol allows networks topology to be adaptive to the change of 
the sink position by using symmetrical clustering that restricts the growth of 
clusters based on depth of the tree. In addition, it also guarantees each cluster 
has the equal lifetime, which may be extended compared with the existing clus-
tering protocols. We evaluated the performance of our clustering scheme com-
paring to existing protocols, and our protocol is observed to outperform existing 
protocols in terms of energy consumption and longevity of the network.  

Keywords: Sensor networks, Clustering protocol. 

1 Introduction 

In the sensor networks, wireless transmission is the most energy consuming operation. 
In addition, each sensor node has very limited batteries, and it is very hard to recharge 
them. Therefore, energy-efficient transmission protocol is required to maximize net-
work lifetime of the entire sensor networks. 

Many kinds of efforts have been done on developing energy-efficient transmission 
protocols for wireless sensor networks. Those can be categorized into routing, and 
clustering protocols. Particularly, the clustering protocols can significantly reduce 
energy consumption by aggregating multiple sensed data to be transmitted to the sink 
node. However, every existing clustering protocol assumes the sink node is fixed, and 
they only consider ‘How can we configure clusters more energy-efficiently by size 
and/or count of clusters?’ without concentrating on adaptive clustering related to the 
position of the sink node. Because the change of the sink node position is not consi-
dered, the existing networks topology might cause the residual energy of clusters out 
of balance. It is possible to configure network topology using simple clustering me-
thods when the sink node that collects data is fixed. However, if the sink node is not 
fixed and dynamically changed, cluster reconstruction and cluster head selection must 
change according to the distance to the sink node.  
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In this paper, we present a symmetric hierarchical clustering protocol related to the 
sink position and energy threshold in wireless sensor networks. This protocol allows 
networks topology to adaptive by symmetrical clustering that restricting the growth of 
clusters based on depth of the tree, and this protocol guarantees the lifetime of the 
entire networks can be extended compared with the existing clustering protocols. 

2 Related Works 

Clustering protocols for the WSN can be categorized into two classes; hierarchical 
clustering protocols and chain-based aggregation protocols. LEACH[1] includes dis-
tributed cluster formation, local processing to reduce global communication, and ran-
domized rotation of cluster-heads. Together, these features allow LEACH to achieve 
the desired properties. However, there is no guarantee that nodes selected as cluster 
head are evenly dispersed throughout the network because procedure to select cluster 
head is based on the random cluster formation method with local probability. To solve 
this problem, an improved version of LEACH was proposed, named LEACH-C[2]. In 
LEACH-C, cluster formation is made by a centralized algorithm at the base station. In 
2005, Li et al. proposed EEUC[3], which is an energy-efficient unequal clustering 
protocol. In EEUC, nodes are partitioned into different-sized clusters; clusters closer 
to the base station have smaller sizes than those farther away from the base station. 
Thus cluster heads closer to the base station can preserve energy for the inter-cluster 
data forwarding. 

TEEN[4] is similar to LEACH except that sensor nodes do not have data being 
transferred periodically. In TEEN, each sensor node decides to transmit their sensed 
data using a threshold value. Cluster heads broadcast the value, and if a sensed data is 
bigger than the threshold value, each node transmits data. 

3 A Symmetric Hierarchical Clustering Protocol Based on the 
Sink Location and Energy Threshold 

3.1 Impact of Clustering Protocol on Energy Consumption 

The degree of energy consumption on each sensor node changes according to the 
distance between cluster head and sink, and transmission method by multi-hop or by 
direct. In case of 1-hop(e.g. LEACH), because cluster head transmits data to sink 
directly, the degree of energy consumption vary whether the cluster is the nearest to 
the sink or the farthest away from the sink. Generally, the farthest cluster away from 
sink consumes more energy than other clusters. In case of multi-hop, because of the 
data transmitted from all clusters by relay, the cluster nearest to the sink consumes 
large amount of energy. 

Consequently, in cluster tree topology, the degree of energy consumption vary 
based on the roles of sensor nodes, thus, cluster head which need large amount of 
power must be distributed for energy-efficient networks.  

The FND and LND[5] can be used to represent the barometers of energy-efficient 
network, because the infection of withdrawn arbitrary node spreads out to whole  
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network. Consequently, the interval between FND and LND time must be minimized 
to be the greatest energy-efficient network. 

If the position of the sink is fixed, cluster construction related with the distance 
from the sink node. Otherwise, it needed further study for clusters to construct ener-
gy-efficiently. We have researched focusing on this point. 

3.2 Cluster Head Replacement According to the Energy Threshold 

In traditional protocols that the number of cluster heads be reduced to decrease energy 
consumption or that energy efficiency-based optimal cluster size be constructed to 
extend the survival time of the network.  

To calculate the whole energy consumption of the networks, we have to consider 
two parts. One is quantity of energy as roles of sensor nodes. Another is a volume of 
energy when role of sensor nodes is exchange. There is a significant disparity of ener-
gy consumption between cluster heads and member nodes. 

All member nodes are transmitting perceived data to cluster head on allocated time 
slot periodically. And then cluster head transmit data aggregated in the cluster. Due to 
figure of network lifetime, it must be included that energy degree when cluster head 
replacing because of that.  

PTx represents amounts of energy consumed for 1 byte data transmission, PRx the 
amounts of energy consumed for receiving 1 byte data. Whole network consists of n 
nodes, and if it is comprised of C% clusters, and it happens R count of cluster head 
replacement. pkTx, pkRx are size of packet when transmission and reception happen. In 
this time, Eq. 1 represents of whole energy degree that network has consuming. 

 · · · 1 · ·   (1) 

In the Eq. 1, nC represent the number of nodes per each cluster. If receive cost is three 
times of transmit cost, Eq. 1 is replaced Eq. 2 as follows. 

 · 3 2 ·   (2) 

In this Eq. 2, it seems that total amount of consumed energy of cluster head replace-
ment is commensurate to R which is the number of count of cluster head replacement. 
In T-LEACH[6], decision whether to perform rounding is made based on additional 
residual energy in each sensor node to replace cluster heads. In other words, when 
current cluster heads maintain residual energy at a level above the pre-established 
threshold, heads are not replaced even when it is time to replace them and the time of 
rounding is delayed until the level falls below the threshold, thus making it possible 
for nodes to continuously play the roles of cluster heads. Also we know that whole 
energy consumption can be reduced by minimizing the number of R in Eq. 2.  

One cluster consists of n nodes, firstly, the member of nodes transmit data to the 
cluster head consuming amounts of PTx × n × l(bit) and keep sleep mode until next 
round’s time slot. Secondly, there are two times of energy consumption stages in the 
cluster heads; One is aggregation stage, in this stage, cluster head consumes amounts 
of PRx × n(bit) × (N-1) to aggregate data. N denotes the number of nodes per each 
cluster. Another is the transmission stage to the sink. In this stage, cluster head  
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expenses amounts of PTx × l(bit) × (N-1) to transmit data. Obviously, cost of transmis-
sion stage can increased caused of growing distance to the sink. 

To acquire threshold value, we also have to know how many times of round to ac-
tive as member node in a cluster. The threshold must be set to amounts of Crnd × PTx × 
l(bit) for accomplishment of member nodes until network extinguishes its own ener-
gy. Crnd representing times of round, is calculated as follows: 

 · 100 (3) 

ECHR denotes power consumption of head replacement, EPC denotes whole energy of 
each cluster and is represented Eq. 5. In this equation, EPC denotes total amount of 
energy granted each cluster unit. 

 5 3  (4) 

 · ·  (5) 

Eq. 4 represents of the amounts of energy cost for a round. Here, ECHR composed of 
two cost value; one is the energy cost when the node is role of cluster head, and the 
other is the energy cost when the node actives member node. With Eqs. 3 and 4, what 
the threshold value when the cluster head can be replaced: 

 
· ·  (6) 

In Eq. 6, ETh represents threshold level of cluster head replacement. As we apply it to 
LEACH protocol, we could not only improve lifetime of LEACH but also make net-
work to balance as shorten interval between FND and LND time. Figure 1 shows 
simulation result with tinyviz. 

Fig. 1. Energy Threshold Based Cluster Head Replacement 

3.3 Symmetric Clustering Based on the Location of the Sink 

Our symmetric hierarchical clustering protocol, the cluster near the sink is the top 
level cluster. Because an upper cluster must transmit the data from a lower cluster to 
the sink, more energy is required. When we assume the level of the cluster tree is L, 
the forwarding energy consumed by the cluster head of the corresponding level can be 
presented as Eq. 8. In this equation, N is the number of all nodes and k is the number 
of clusters. The other parameters are the values from [1-2].  
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 1  (7) 

The total forwarding energy consumption by the L level cluster is: 

 · ∑ 2  (8) 

If the level is 7.5 or above, the forwarding energy consumption gets more than the 
other case. If it is assumed that each node has the same initial energy and all nodes are 
distributed with equal spacing, in order for a certain cluster to have much more energy 
than the other cluster, the cluster size must be bigger. When the cluster size is calcu-
lated considering the energy consumption for data forwarding. 

The cluster size increases 4/3 times as the level increases. In this case, the differ-
ence between the top level cluster and the lowest cluster steeply increases. The size of 
the top level cluster is too big so adequate clustering is difficult. Accordingly, when 
the level of the cluster tree increases over the specified amount, the trees can be di-
vided into two or more to restrict the top level cluster size.  

To meet the requirement for the optimal number of clusters that is calculated in 
LEACH. However, it is based on the distance between each cluster and the sink so it 
is not appropriate in the symmetric clustering that uses the multi-hop forwarding. The 
symmetric clustering must calculate the optimal number of clusters considering how 
many hops are used for data transmission from each cluster to the sink. 

 · · ∑ 2  (9) 

In Eq. 9, the optimal number of clusters can be calculated. It makes the total energy 
Etotal 0. When the cluster tree level is 3, the lowest energy consumption is presented in 
case the number of clusters is 7. With level 4, the lowest energy consumption is im-
plemented in case the number of clusters is 15. When the number of clusters exceeds 
(2L-1), the tree level increases. At this time, the forwarding energy consumption 
steeply increases. 

When same-sized clusters are constructed, the cluster further away from the sink 
requires more energy for forwarding data to the sink. Thus, when compared with the 
clusters near from the sink, its life span gets shorter. 

4 Experimental Results 

In symmetric clustering protocol, the size of the farthest cluster from the sink is the 
smallest, and that of the nearest cluster is the largest. When the sensor nodes are as-
sumed to be located evenly in the sensor field, the number of member nodes of each 
cluster will be proportional to the size of the cluster, which will determine the amount 
of the initial energy of each cluster. In order to make sure that symmetric cluster 
works well, we need to compare the FDC (First Died Cluster) and LDC (Last Died 
Cluster) to the energy consumption of the nearest cluster and the farthest cluster from 
the sink. 
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cluster nearest from the sink, the clustering has to be implemented considering the 
forwarding energy consumption. Because all clusters are constructed in hierarchical 
trees, the tree level has to be set considering the cluster size to prevent the cluster size 
from getting bigger and to block concentrated energy consumption in a specific clus-
ter. For an ideal clustering mechanism considering the sink location change, relating 
to the time cycle to detect the change of the sink location, the cluster resetting interval 
and the energy consumption required to reconstruct clusters must be additionally  
considered. 
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Abstract. Recently, fire accidents in large buildings usually cause in tragic 
consequences. Many buildings are currently equipped with modern fire 
detection systems for preventing such accidents, but these support no clues as to 
how to escape. A lot of evacuation systems are aiming at providing more 
efficient means for alarming and guiding people. The evacuee guidance 
simulator provides to give clear navigation to nearest exit. This simulator must 
generate virtual objects such as sensors and guidance lights, connects it with 
nodes, inputs necessary information, and sets up virtual building environments. 
In this paper, we present the architecture for creating virtual objects to develop 
an evacuation guidance simulator. This simulator supports to evacuate people 
from the disaster area or the outbreak of fire with rapidity and safety for the 
virtual condition that a disaster or fire occurs in a large scale building.  

Keywords: Fire evacuation guidance, Virtual sensor, Simulator. 

1 Introduction 

Recently, there has been an increasing trend in human-centric, ubiquitous, subliminal 
computing environments, which pervade everyday life and enable them to enjoy an 
easy and convenient life. The ubiquitous computing technology has been combined 
with various fields including medicine, education, architecture and environment, and 
thus has provided ubiquitous services. Particularly in architecture, the ubiquitous 
computing technology has been applied to the development of new intelligent system. 
The existing system is to monitor the states of buildings or bridges in real time, but 
the new intelligent system is expected not only to be aware of emergencies but to 
cope with them. 

As buildings have been larger and taller, it has been more difficult to cope with 
emergencies. Actually, disasters in such buildings have inflicted huge losses of both 
life and property. In this regard, it is urgent to develop an effective evacuee guidance 
system. This paper designs virtual sensors and guidance lights for an evacuee 
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guidance simulator, which aims at enabling the simulator to locate the spot a fire 
broke out, making a connection with sensor network, as well as to lead people to 
make a detour to avoid the fire and take shelter in a safe place. Here at, it needs to 
develop user interface as regards the node generator and the node connection.  

The rest of this paper is structured as follows. In Section 2, we describe our 
proposed architecture for creating virtual sensor and guidance light, and show how 
our design addresses. Finally we conclude in Section 3.  

2 Architecture for Creating Virtual Objects in Fire Refuge 
Guidance Simulator 

It generates building environment-related information to execute the evacuee 
guidance simulation, and structure-related information to guide evacuees into the safe 
route. Node-related information shows guidance light and sensors. The guidance light 
nodes are divided into leading lights, emergency exits on respective floors, the final 
emergency door and the safety zone. A leading light is four directions (upper, lower, 
right and left). Sensor nodes are divided into sensor and sink. The guidance light 
consists of a structure of a building, which provides information necessary for the 
execution of the evacuee guidance algorithm. Fig. 1 shows building environment-
related information that is necessary for the fire refuge guidance simulation. 

 Input data for building node
 Id, Name, Coordination, Type
 Floor information, Direction
 Fire status
 Fire alert range

 Leading light
 Emergency exit
 Final exit
 Safety zone
 Fire Sensor

 Input data for building layer
 Floor number and name
 Building floor blueprint

 Floor blueprint 
 Floor number
 Floor name

 Connection data for light and sensor
 Light and sensor connection
 Sensor and sensor connection
 Exit and exit connection
 Exit and light connection

 Connection information
 Distance information
 Fire information

 

Fig. 1. Information related to fire refuge guidance simulation in building environment  

The creating module for virtual sensor is a structure of a building, which provides 
information necessary for the execution of the evacuee guidance algorithm. It does 
not provide information directly for the algorithm, but the sensor cannot be aware of 
fire if it is not connected with the guidance light. Fig. 2 shows the architecture for 
creating virtual sensor for monitoring fire in building. 
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Information related to guidance light is the identification number of every guidance 
light, their coordinate (x, y), information to show the shortest route (upper, lower, 
right and left), information on the types of guidance light (leading lights, emergency 
exits, the final emergency door and the safety zone), image information, floor-related 
information to build up a network with the building, fire information, administrator 
information to manage guidance light, and registration information to set up guidance 
light. Fig. 3 shows the information related to guidance light. 

• Sensor information
• Node information
• Connection information
• Sensor alert range

Creation module
of virtual sensor node connection

Creation module
of virtual sensor node 

( Name, category, coordinates, … 
etc ) 

Sensor node 1

Sensor node 2

Sensor node 3

Sensor node n

Database

 

Fig. 2. Architecture for creating virtual sensors  

Guidance light

Unique number

Name

Coordinates(x, y) Direction
(top, bottom, left, right)

Fire information

Floor information

Administration 
information

Image

Registration 
information

Type
(Guidance lighting, 

door and safety zone)
 

Fig. 3. Information related to virtual guidance light 
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Guidance light-related information is generated as the creation module of virtual 
guidance light nodes. In this case, the information shows the names of guidance light, 
their directions and coordinates, floors and the outbreak of fire. In the building-related 
information generating module, there is ‘floor selection’ on the menu bar, and 
information on the chosen floor is provided for the guidance light. In respect to the 
outbreak of fire, the guidance light is so initialized that it may give an answer “No.” 
But it gives an answer “Yes” when the sensor, connected to the guidance light, is 
aware of a fire. Fig. 4 shows the architecture for creating virtual guidance lights. 

• Guidance light
information

• Node information
• Connection information

Creation module
of virtual guidance light node

connection
(Start node, neighbor node, 

distance between nodes)

Creation module
of virtual guidance light node 

( Name, category, coordinates, … 
etc ) 

Guidance light 
node 1

Guidance light 
node 2

Guidance light 
node 3

Guidance light 
node n

Database

  

Fig. 4. Architecture for creating virtual guidance lights 

The execution of the evacuee guidance algorithm needs information on the 
connection between guidance light, and the judgment of fire outbreak needs 
information on the connection between the guidance light and the sensor. 

Information, related to the connection between guidance light, shows the identification 
numbers of a starting guidance light node and a neighboring one and on their distance. 
As regards information on the connection between guidance light, two guidance lights 
are chosen by a double click on ‘guidance light control’ in the building-related 
information creating module. The information shows the identification numbers of the 
starting node and the neighboring one and their distance. A guidance light can be 
connected not only with another one but with many ones at the same time. Fig. 4 shows 
the architecture for creating virtual guidance lights.  

Information, related to guidance light-sensor connection, is generated by a double 
click on ‘guidance light control’ and on ‘sensor control’ in the structure-related 
information generating module. The information shows the identification numbers of the 
guidance light and the neighboring sensor. A guidance light can be connected not only 
with a sensor but with many sensors, and vice versa. Fig. 5 shows the architecture for 
connecting between virtual guidance light and sensor nodes. The information related to 
guidance light-sensor connection, i.e., their identification numbers, is saved in the 
mapping table between virtual guidance light and sensor nodes. 
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Neighbor 
sensor node 1

Neighbor 
sensor node 1

Neighbor 
sensor node 3

Neighbor 
sensor node n

Start guidance 
light node 1

Start guidance 
light node 2

Start guidance 
light node 3

Start guidance 
light node n

Creation module for connecting
between virtual guidance light and sensor node

(Start node, neighbor node, distance between nodes)

• Mapping information
between virtual guidance 

light and sensor node

Database

  

Fig. 5. Architecture for connecting between virtual guidance light and sensor nodes 

3 Conclusions 

The evacuee guidance simulator evaluates to evacuate people from the disaster area or 
the outbreak of fire with rapidity and safety for the virtual condition that a disaster or 
fire occurs in a large scale building. This paper proposes architecture for creating the 
virtual objects such as sensors and guidance lights of this simulator. This simulator is 
expected to minimize loss of life in case of an emergency in a large scale building. 
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Abstract. In this study, we present an efficient finite field arithmetic algorithm 
for multiplication which is a core algorithm for division and exponentiation op-
erations. In order to obtain a dedicated pipelined algorithm, we adopt Mont-
gomery algorithm and cellular systolic array. First of all, we select an effective 
Montgomery factor for the design of our parallel algorithm, then we induce an 
efficient multiplication algorithm from the typical binary MM algorithm using 
the factor. In this paper, we show the detail derivation process in order to obtain 
the recursive equations for pipelined computation.  

Keywords: Finite field, Montgomery algorithm, Cellular systolic array,  
Cryptography. 

1 Introduction 

Arithmetic operations in the finite field GF(2m) have recently been applied in a variety 
of fields, including cryptography and error-correcting codes [1]. Plus, a number of 
modern public-key cryptography systems and schemes, for example, Diffie–Hellman 
key pre-distribution, the Elgamal cryptosystem, and Elliptic Curve Cryptosystem, 
require the operations of division, exponentiation, and inversion, which are normally 
implemented using an AB or AB2 multiplier [2]. However, a fast multiplication archi-
tecture with low complexity is still needed to design dedicated high-speed circuits. 

One of most interesting and useful advances in this realm has been the Montgom-
ery multiplication(MM) algorithm, introduced by Montgomery [3] for fast modular 
integer multiplication. The multiplication was successfully adapted to finite field 
GF(2m) by Koc and Acar [4]. In [5], MM is implemented using systolic arrays for all-
one polynomials and trinomials. Recently, in [6], they have considered concurrent 
error detection for MM over binary field. Three different multipliers, namely the bit-
serial, digit-serial, and bit-parallel multipliers, have been considered and the concur-
rent error detection scheme has been derived and implemented for each of them. 

                                                           
* Corresponding author. 
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Recently, Huang et al. [7] proposed the semi-systolic polynomial basis multiplier 
over GF(2m) to reduce both space and time complexities. Also they proposed the 
semi-systolic polynomial basis multipliers with concurrent error detection and correc-
tion capability. Kim et al.[8] proposed much faster multiplier than the architecture 
proposed in [7]. They proposed a two-fold architecture so that two different architec-
tures are operated at the same time.  

In this paper, we induce an efficient multiplication algorithm for reduction of 
hardware complexity of typical architectures. The proposed algorithm enables multip-
lication to operate in pipelined computation so that two different operands can be 
computed in the same hardware architecture. 

2 Montgomery Multiplication on GF(2m) 

GF(2m) is a kind of finite field [9] that contains 2m different elements. This finite field 
is an extension of GF(2) and any A ∈ GF(2m) can be represented as a polynomial of 
degree m−1 over GF(2), such as 
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where ai ∈{0,1}, 0 ≤ i ≤ m−1.  
Let x be a root of the polynomial, then the irreducible polynomial G is represented 

as a following equation. 

01
1

1)( gxgxgxgxG m
m

m
m ++++= −

−  , 
(1) 

where gi ∈ GF(2), 0 ≤ i ≤ m−1. 
Let α and β be two elements of GF(2m), then we define γ=α·β mod G, where G 

denotes G(x). Also, let A and B be two Montgomery residues, then they are defined as  
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where a Montgomery factor, R and an irreducible polynomial, G are relatively prime, 
and gcd(R,G)=1. Then, the Montgomery Multiplication algorithm over GF(2m) can be 
formulated as [2] 

GRBAP mod1−⋅⋅= ,   (4) 

where R−1 is the inverse of R modulo G, and R·R−1+G·G′=1.  
Then, (4) can be expressed as the following by the definition of the Montgomery 

residue as shown in (2) and (3). 

GRGRRRP modmod)()( 1 ⋅=⋅⋅⋅⋅= − γβα . (5) 
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It means that P is the Montgomery residue of γ. This makes it possible to convert the 
operands to Montgomery residues once at the beginning, and then, do several consec-
utive multiplications/squarings, and convert the final result to the original representa-
tion. The final conversion is a multiplication by R−1, i.e., γ = P·R−1 mod G. The poly-
nomial R plays an important role in the complexity of the algorithm as we need to do 
modulo R multiplication and a final division by R. 

3 Proposed Algorithm 

Based on the property of parallel architecture, we choose the Montgomery factor, 
 2/mxR =  . Then, the Montgomery multiplication over GF(2m) can be formulated as  

  GxBAP m mod2/−⋅⋅= . (6) 

We know that x is a root of G(ω) given by (1), i.e., G(x)=0 and gm= g0=1 over all 
irreducible polynomials. Thus, (1) can be rewritten as the followings. 
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Also, (7) multiplied by x−1 is computed as (9). 
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Now, it expresses that P can be divided into two parts. One is based on the negative 
powers of x and the other is based on the positive powers of x. (10) can be denoted by 

DCP += , (11) 
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Meanwhile, let )(iA  and )(iA  be Ax-i modG and Axi modG, respectively. Then the 
equations can be expressed as 
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where AAA == )0()0( .  
By using (8) and (9), (14) and (15) are rewritten as 
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Also, using the formulae of )(iA  and )(iA , the terms C and D in (11) are represented 
by the following equations. 
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where z = 0. 
The coefficients of C and D are produced by summing the corresponding coeffi-

cients of each term in (20) and (21), respectively. It means that cj and dj for 0 ≤j≤ m-1 
are represented as 
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Now, we obtain the following recurrence equations from (22) and (23). 
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where 0)0( =jc  for 0 ≤ j ≤ m-1 and  z = 0, and  
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Finally, the mentioned equations, (18), (19), (24) and (25) can be generalized for 
the computation of our parallel architectures, where <p> denotes p modulo m. 
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Based on the proposed algorithms in (26) thru (29), the hardware architecture can 
be efficiently composed compared to the architecture in [8]. As you see the equations, 
equation pair (26) and (28) are induced very similarly. (27) and (29) are also induced 
as an identical type. It means two operations can be computed with the same struc-
ture. Thus the algorithms can reduce almost a half of hardware complexity compared 
to the architecture proposed in [8]. 

4 Conclusion 

In this paper, we propose a parallel pipelined algorithm for Montgomery multiplica-
tion over finite fields. We induced an efficient algorithm which is highly suitable for 
the design of pipelined structures. Our algorithm enabled the computation to share the 
hardware architecture so that we expect that it reduce not only time complexity but 
also hardware complexity compared to the recent study. In addition, we expect that 
our algorithm can be efficiently used for various applications including crypto copro-
cessor design, which demand high-speed computation, for security purposes.  

Acknowledgements. This paper was supported by Research Fund, Kumoh National 
Institute of Technology. 
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Abstract. Through ‘Twitter’, one of the Social Network Service, people can 
have relationships by using ‘Follow’, a function of Twitter. Every user has dif-
ferent purposes, so there are various ‘Followers’, These Followers follow 
somebody in favor of them or just to support them without reasons or to critic-
ize or watch one's behavior or tweet(one's comments). In this paper, a Model is 
suggested that why they follow certain users by using network relations be-
tween followers. User's influential supporters and influential non-supporters are 
extracted and then supporters, neutrals, and non-supporters are classified by fol-
lower's retweet information, profile and recent tweet sentiment analysis. In or-
der to verify this suggestion's validity, random 30,000 users who follow one of 
the 5 politicians are extracted to experiment. After the experiment, I got to 
know that supports from influential support-followers and influential non-
support-followers and non-support-followers classification was effective. 

Keywords: Twitter, Follower, follow network, user behavior, SNS. 

1 Introduction 

Twitter, as one of the representative SNS, enables people to express their own opi-
nions or information. Experiments are actively progressing because users not only can 
exchange one's information that does not belong to the users but also the information 
is a lot faster than those in internet cafes or blogs[1,2,3,4]. 

As to findings related to analyzing user’s acts, there are a finding[5] that analyzed 
user’s acts through clickstream analysis, user’s attribute classification[6] based on 
user’s communication and acts and last users classification[7] in online political  
debating sites.  

Target users have various followers. These followers follow them in favor of, to 
support with reasons or to watch their acts and comments with negative perspective. 
Therefore, it is informative to show that followers follow target users with what kind 
of purposes. 

Through experimenting Tweet follower’s acts, I used these 4 aspects. 1) Socially 
influential users have followers who support them very actively. These followers are 
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seen as same group as those influential users. Also, there are followers who do not 
support the users. They are seen as opposite group as those influential users. 2) They 
tend to retweet to express empathies and deliver their opinions on their timeline 
tweets. So followers how have many retweets are quite influential. 3) The more fol-
lowers, the more users who read the tweets. So there are many retweets and when an 
incident is mentioned, the ripple effect is big. 4) Profiles usually tend to show Twee-
ter user’s interests. Profiles enable people to notice user’s personalities. 

This paper extracts influential followers through the number of followers and 
tweets that retweeted a lot mentioned by target users and suggest the method how to 
classify supporters, neutrals and non-supporters through analyzing follower’s retweet 
information, profiles and recent tweet’s feelings 

In order to verify these suggested methods, up to 30,000 users profiles are random-
ly collected among target user’s followers. Collected users are arranged in order of 
high number of followers and up to 600 recent tweets were collected from upper 1000 
users who have the most followers. Experimental targets are 400 followers of each 
target user. After the experiment, we can know that classifying influential support 
followers, influential non-support followers and non-support followers is effective. 

2 Follower Classification through Social Network Analysis Model 

The order to classify the model classification, we extract target influential support 
followers and target influential non-support followers. By using them, we classify the 
followers of the target user into support and non-support. Here, followers that were 
not classified are classified by profiles, retweet information, recent tweet information. 

2.1 Influential Support Followers and Influential Non-support Followers 
Extraction 

Influential support followers tweet a lot about target users and these tweets are ret-
weeted a lot and have many followers. Here, the definition of tweet is tweets that 
mentioned target users written by the users themselves. Not the tweets retweeted by 
other users. Here, influential support followers are written as LPFollower(Latent 
Positive Follower). As an opposite concept, influential non-support followers are 
written as LNFollower(Latent Negative Follower).  

Next is the previous step that extract influential followers. As to random 30,000 
followers of the target users, they are arranged in order of high number of followers. 
As to these arranged followers who are upper 1,000, we measure follower’s influ-
ence(Uinfluence) by using the average number of retweets(AvgRT) that mentioned 
target users and tweet’s rate(Umention) that mentioned target users. 

Equation that gets the degree of user’s influence is calculated as follows: 

 , ,  (1) 

Where the degree of influence is equation(2) times equation(3) which is average value 
of retweets that mentioned target user among the tweets that follower u wrote and 
multiple value that the rate of tweet that mentioned target among tweets that users u 
wrote. 
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The equation of the average number of retweets which is the ones of follower's 
tweet for target user is calculated as follows: 

 , ∑ ,   (2) 

Where t is a target users, u is one of followers to the target user, N is the number of 
tweets mentioned the target among u's tweets and tTweet is a tweet that mentioned 
among follower u's tweets. If retweeted a lot, riffle effect becomes big. 

Among target user’s follower u's all tweets, the equation of tweet's rate that men-
tioned target user is calculated as follows: 

 , ,
 (3) 

Where Tweet(u) is the total number of tweets by a follower u, Tweet(u, tTweet) is the 
number of the mentioned tweets that user u mention the target user in his/her tweets. 
High rate that mentioned target users means a big interest in target users. 

Through the experiment, the extent of influence above 0.1 followers is observed as 
high influence. In order to classify extracted followers through the degree of influence 
into LPFollower and LNFollower, Retweet distribution was used. 

Retweet distribution(RTdtb) is when follower A of target user writes tweets that 
mentioned target user, those interested in the target user retweet the tweet. The higher 
rate the target users' followers retweet, the more similar characteristic or more support 
the target users. 

The retweet distribution equation that gets how many followers retweet is calcu-
lated as follows: 

 , , ,,  (1) 

Where  ,  shows the number of retweets that mentioned target among 
follower u's tweets. RT(u, tTweet, tFollower) is the retweeted number of target user's 
followers among RT(u, tTweet).  

Table 1. Target user’s the number of LPFs and the number of LNFs 

 
Table 1 shows the number of LPF and LNF of 5 target users. 

2.2 Support Follower Classification by Using the User's Profiles, Retweet 
Information, Supporting Words 

1. As retweet represents empathy, if LPFollowers extracted by 2.1 retweets target us-
ers, they classify as support followers, if LNFollwers retweets target users, they 
classify as non-support followers. 

 Moon Park Jeong You Ahn 
The number of LPFs  24 22 17 5 12 
The number of LNFs 3 10 1 2 6 
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2. Users have a tendency to show interest, preference, hobbies on their profile. So in 
the profile, if the target users are mentioned, they are classified as support follow-
ers. Twitter users show who they like. If the name that they support and supporting 
words("Support", "Contribution", "Win", "Respect", "Cheering", "Hope") are 
shown, they are classified as support followers. 

2.3 Support Follower and Non-support Follower Classification through Using 
Sentiment Analysis about the User’s Recent Tweets 

In order to know target user's recent feelings, we analyse their current 600 tweets. In 
the Tweet, RT is different from retweet so you can add some opinions in front of the 
tweet. If there is an opinion in front of RT and if it is positive, +1, if it is negative, -1 
is given. Tweets that do not apply RT get +1 or -1 whether they support or not. The 
sum of tweet from -2 to 2 is neutral, over 3 is support, under -3 is non-support. The 
dictionary of politic collected key words(Saenuri party, Minju-united party, Moon 
Jae-In, Park Gun-Hye, politic from September 1 to 21 in 2012). All the words(about 
150,000) that include window size 3 are arranged in order of high frequency. Upper 
20,000 words were extracted. 

3 Experiment Evaluation 

3.1  Tweet Experiment Data 

To verify validity of suggested method, the date from Aug 1 to 30 in 2012 and 5 us-
ers(Moon Jae-In, Park Gun-Hye, You Si-Min, Jeong Bong-Ju, Ahn Chul-Su) are se-
lected and among the 30,000 random followers of target users, basic information is 
collected by using twitter API[8] and twitter4j[9]. Collected followers are arranged in 
order of the number of followers and upper 1,000 followers' 600 tweets were col-
lected. Experimental objects are 400 followers of each target users.<Table 2> 

Table 2. Tweet Experiment data 

 
 

The total number 
of followers 

The number of followers in order of 
the high rank among extracted  

random up to 30,000 

The number of 
tweets of selected 

followers 
Moon 261,105 1,000 418,626 
Park 223,070 1,000 381,954 
Jeong 394,317 1,000 324,315 
You 510,351 1,000 352,516 
Ahn 98,566 1,000 177,023 
Total 1,487,409 5,000 1,901,002 

3.2 Evaluation 

The result that each 400 followers of 5 target users are classified into support, neutral 
and non-support is same as Table 3. In order to build correct set, two people  
built their own correct set and compared if it is correct or not. The evaluation was 
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evaluated by Precision, Recall, F1 score and Accuracy. Above 0.65 showed the great-
est performance when retweet distribution above 0.65, 0.75 and 0.85 are evaluated by 
5-fold cross validation. Table 3 shows the result of 400 followers when retweet distri-
bution is above 0.65. 

Table 3. The classified result of 400 followers 

 Moon Park You Jeong Ahn Average 
precision 81.9% 84.1% 88.2% 78.8% 73.2% 81.2% 

Recall 63.4% 68.6% 72.3% 72.8% 64.2% 68.2% 
F1 score 72.4% 75.6% 78.9% 75.7% 68.4% 74.2% 
Accuracy 79.6% 74.5% 86.7% 78.7% 75.0% 78.9% 

3.3 Discussion 

Table 4 shows the effectivess of support follower classification when using LPFol-
lowers. Previous experiment classified followers that retweeted target user's tweets as 
supper followers.  

Table 4. The Result of Support Classification though LPFollower 

�

The number of followers 
that actually support 

The number of fol-
lowers that retweeted 
LPFollwer's tweets 

The number of followers 
that retweeted target  

user's tweets 
Moon 149 95 53 
Park 144 168 85 
You 48 28 17 

Jeong 192 173 71 
Ahn� 199 111 41 

Table 5. The evaluation of support classification through profile analysis 

 The number of followers that men-
tioned target users on the profile 

The number of support followers that 
classified through profile analysis 

Moon 7 0 
Park 8 0 
You 13 2 

Jeong 2 1 
Ahn 5 2 

Table 5 shows that the number of followers that mentioned target users on the  
profiles. 

4 Conclusion and Future Work 

This paper suggested the model that classify target user's followers into support and 
non-support by using LPFollower and LNFollower. Followers that were not classified 
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through this model are classified by profile, retweet information, recent tweet senti-
ment analysis. We now know that support, non-support extract was effective through 
LPFollower and LNFollower about 5 target users. 

In the Future work, we are planning to classify the ways followers tweet. 
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Abstract. In this paper, we proposed an initial quantization parameter (QP) 
decision method based on frame complexity with multiple objectives of GOP 
(Group of Pictures) for H.264 rate control algorithm. Primarily, we choose four 
video sequences with different characteristics to constitute a sample space and 
find their optimal initial QPs which can guarantee to generate video sequences 
with consistent quality by minimizing the variation of QPs in a GOP, while 
ensuring the minimizing actual encoding bit rate closer to the target bit rate in 
various bit rates. And then we calculate the spatial characteristic of tested video 
sequences using the proportion of the number of complex MBs in the first I-
frame. The optimal initial QPs are represented in a two-dimensional matrix 
form arranged in spatial characteristic and target bit rate according to proposed 
selection method of optimal initial QP. When any video sequence is given 
under any target bit rate, its spatial characteristic is calculated and mapped to 
one of four samples through the proposed mapping method. Finally, its optimal 
initial QP is determined by picking an element of matrix according to the 
mapped spatial characteristic and given target bit rate. Simulation results show 
that the proposed method achieves more obvious consistency in objective 
PSNRs and has secured encoding bit rate than noted algorithms.  

Keywords: Initialization quantization parameter, Rate control, H.264, GOP.  

1 Introduction 

Rate control (RC) involves adjusting encoding parameters in order to achieve a target 
bit rate. The most obvious parameter to be adjusted is the quantization parameter 
(QP) since increasing QP reduces coded bit rate and vice versa. And the initialization 
of rate control is a very important section in the rate control strategy. It includes 
selecting an initial QP for the first instantaneous decoding refresh (IDR) picture in a 
video sequence. However, unfortunately, there are few works about how to decide the 
initial QP value of video sequences. In JVT-G012 [1], the initial QP is decided by the 
number of bits per pixel (BPP) which is determined according to bit rate, frame rate 
and frame resolution. However, this method does not take into account features and 
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complexities of video sequences. Therefore, video sequences reconstructed after the 
method JVT-G012 [1] can be in low quality or the quality of reconstructed video 
sequences can be changed extremely. In order to make up this problem, Wu [2] 
propose to use the characteristics of video sequences as well as BPP to determine the 
initial QP. However, their methods do not consider reconstructed video sequence 
quality balance and the provided parameters cannot be applied any video sequence. 

In order to solve the existing problems, we propose a novel method to decide an 
initial QP in any bit rate. Primarily, in order to realize the goal of proposed algorithm, 
we screen out four video sequences that are representative samples. And then we 
search their optimal initial QPs which are used to generate their reconstructed video 
sequences with high quality and consistent quality in a GOP at target bit rates in the 
range of 0.4 to 2.0 Mbps. And then we calculate the spatial characteristic of tested 
video sequences using the proportion of the number of complex MBs in the first  
I-frame. Afterwards, we use these optimal initial QPs to build a two-dimensional 
matrix according to spatial characteristic and bit rate of four sample video sequences. 
Moreover, we propose a method to map spatial characteristic of tested video 
sequences by spatial characteristic of four sample video sequences. For any video 
sequence, we can choose its initial QP by simply picking an element of the lookup 
table in a form of two-dimensional matrix according to its mapped spatial 
characteristic and given target bit rate. 

2 Proposed Novel Method for Initial Quantization Parameter 
Determination 

2.1 Spatial Characteristic of Tested Video Sequences 

Primarily, the Bus, Flower, Waterfall and Foreman video sequences can play roles as 
representative samples, since they show relatively uncorrelated characteristics 
according to [2] [3] [6]. 

In this paper, the initial QP of RC is calculated according to the complexity of 
video sequences and given target bit rate. Due to the target bit rate is given, we only 
need to provide the computing method of spatial complexity of sample video 
sequences. 

In H.264, the smallest encoding domain is MB. Since the variance of a MB 
corresponds to total energy of the AC coefficients of the MB, it can be used to 
measure the spatial complexity of the MB. Thus, we use the variance to identify the 
high and low complexity of the MB [5]. 

[ ]
2215 15 15 15

variance
0 0 0 0

1 1
( ( , ) ( , ) ).

256 256i j i j

MB Y i j Y i j
= = = =

 = −  
 

 
 

         (1) 

where the varianceMB  is the variance of MB and ( , )Y i j  is the luminance value of the 

pixel at (i, j). The complexity of an MB can be classified as high or low according to 
its variance as follow: 
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variance

variance

,   > 
.

,  

high MB T
complexity

low MB T


=  ≤

                     (2) 

where T is threshold that is set to 92735 which is recommended number in [5]. Base 
on this idea, we can calculate the spatial complexity of the first I-frame according to 
the proportion of the number of complex MBs in the first I-frame as follow: 

100%.Complex Complex FrameFrame MB MB= ×                    (3) 

where the ComplexFrame  is the proportion of the number of complex MBs in the first  

I-frame. We can use this value to quantize the spatial complexity. The ComplexMB  is 

the number of the complex MBs of I-frame. The FrameMB  is the number of the MBs of 

I-frame. 

2.2 Proposed Method for Initializing Quantization Parameters 

On the basis of RC algorithm of H.264, the initial QP and target bit rate bear direct 
relevance for performance of encoding. The strategy of this proposed method is that 
the reconstructed video sequences have consistent and superior quality and the actual 
bit rate is the least and closer to target bit rate in various tested target bit rates by the 
optimal initial QP. In order to realize this algorithm, primarily, we obtain average 
PSNR and bit rate of front 60 frames of testing sample video sequences and the 
differences of QPs in a GOP of 52 initial QPs of given the target bit rate. The PSNR, 
bit rate and differences of QPs represent picture quality, amount of data and stationary 
quality of a GOP. Therefore, we can calculate the optimal initial QPs of given the 
target bit rate of all sample videos according to pick up the specific initial QP that can 
be used to generate the maximum PSNR and minimums of bit rate and differences of 
QPs. However, the PSNR, bit rate and difference of QP are not same magnitude. As a 
result, PSNR, bit rate and difference of QP should be respectively normalized. The 
process of normalization is expressed as follows: 
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where initialQpNPSNR , initialQpNBIT and
QpinitialNDQp are normalized PSNR, bit rate and 

differences of QP. initialQpPSNR , initialQpBIT and 
QpinitialDQp are the values that are before 
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normalized. Afterwards, the selection algorithm of the optimal initial QP is designed 
as follow: 

 
0, ,51

arg min (1 ). 
Qp Qp Qp

Qp

Qp initial initial initial
initial

BestInitial NPSNR NBIT NDQP
=

= + +


 (7) 

where the QpBestInitial  is the Optimal initial QP of given target bit rate of sample 

videos. 
In this paper, we propose a matrix that contains 4 groups of the optimal initial QPs 

for 4 different type video sequences at the target bit rate ranged from 0.4 Mbps to 2.0 
Mbps. For any video sequence, we can choose its initial QP by simply picking an 
element of the lookup table in Table 1 according to its mapped spatial complexity and 
given target bit rate. 

Table 1. Lookup table determining optimal Initial QP of a video sequence according to its 
mapped spatial complexity and target bit rate (MSC:Mapped Spatial Complexity) 

 

2.3 The Method of Spatial Complexity Mapping and Proposed Method for 
Initialization 

Based on a principle that is the similar performance of encoding can be obtained for 
video sequences that own similar complexity, we suggest a spatial complexity, which 
is computed by the proportion of the number of complex MBs in the first I-Frame, 
mapping method based on the Scalar Quantization. This mapping method maps 
proportion of any video sequence into the sample proportion space which consists of a 
finite set of proportion of sample video sequences. When any video sequence is given, 
its proportion is calculated. And then it is mapped by choosing the nearest matching 
proportion from a set of sample proportion space as follows: 

 , for 1,2, , .i iDiff SampRate TestRate i N= − =   (8) 

 ( ) .Min Diffi
MappedRate SR=  (9) 

where iDiff are the difference of iSampRate , thi sample proportion of N sample 

proportions ( iPS ) and TestRate , the proportion of a test video sequence. We can get a 

proportion mapped into the test video sequence, MappedRate  using (9), where 

( )Min DiffiSR means the sample proportion, iSampRate  that is the closest toTestRate . 
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3 Experimental Testing Results 

The JM10.2 [6] that is a standard coding software tool of the H.264 is used to verify the 
proposed method. And Bus, Flower, Waterfall, Foreman, Mobile, Paris, Bridge-far and 
Silent video sequences with horizontal and vertical resolutions of 352 and 228 pixels, 
respectively, are used to compare the proposed method with the other two methods [1] 
and [2]. From experiments, four video sequences of Bus, Flower, Waterfall and Foreman 
are chosen to generate a sample space and calculate a set of sample spatial complexity 
space. And four video sequences of Mobile, Bridge-far, Paris and Silent are used test 
video sequences to check the generalization characteristic of the proposed method. 
Through the spatial complexity mapping method, Mobile is mapped to Bus, Bridge-far is 
mapped to waterfall, and Paris and Silent are mapped to Foreman. 

The B-picture is not included due to the use of the H.264 baseline profile, and 15 
pictures are configured as one GOP in which each video applies 60 pictures. The 
same number of slices is used for each picture and is determined by 18 along the 
vertical direction. The range of test target bit rates (units: Mbps) are from 0.4 to 2.0. 
And then we calculate the initial QP according to mapped spatial complexity and 
given target bit rate using Table 1. 

  ( )2

1010 log 2 1 .nPSNR MSE= −  (10) 

 ( ) ( )( )
1 1

2

0 0

ˆ , , .
X Y

x Y

MSE p x y p x y
− −

= =

= −  (11) 

 .R Rt RbΔ = −  (12) 

where Rt is the actual bit rate of the proposed method, JVT-G012 [1] and the method 
of Wu [2], and Rb is the actual bit rate of JVT-G012 [1]. We average the PSNR  and 
the RΔ  values obtained at various target bit rates for each of the test video sequences 
and list the averaged results in Table 2. 

Table 2. Comparison of average PSNR and RΔ  

Video Squence Average PSNR (db) 
JVT-012 Wu Proposed 

Bus 33.11 33.12 33.17 

Flower 32.14 32.17 32.27 

Foreman 40.10 40.09 40.20 

Waterfall 38.50 38.33 38.59 

Mobile 31.01 31.15 31.12 

Silent 41.17 41.29 41.39 

Paris 37.60 37.72 37.98 

Bridge-far 40.09 39.97 40.10 
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Fig. 1. Result of difference of quantization parameter 

From the average PSNR  results in Table 2, we can see that the proposed method 
can achieve the better PSNR performance than the other two methods in all situations. 
And from the average RΔ  result, we can see that the proposed method can achieve 
better bit rate performance than others in all situations. The average actual bit rate of 
the proposed method is the least and closer to the target bit rate. 

Furthermore, the test video sequences can also achieve the best performance by 
means of optimal initial QPs that are chosen from the proposed 2-D lookup table by 
mapped spatial complexity and bit rate shown in Table 1. As a result, we can find out 
that the proposed method is more effective than others and it also has the 
generalization characteristic. 

In particular, the prominent point of the proposed method is that it generates a 
reconstructed video sequence without extreme changes of quality in GOP. We use the 
difference of quantization parameter of images of GOP to express balance property of 
quality of reconstructed videos. The smaller value of difference of quantization 
parameter can indicate that the reconstructed video sequence quality is more 
consistent in GOP (Group of picture). Conversely, the reconstructed video sequence 
quality is not steady. In Fig. 1, we can see that the proposed method achieve the 
smaller difference of QPs than JVT-G012 [1] and Wu [2] in the most case. 
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4 Conclusions 

In this paper, we proposed an initial quantization parameter (QP) decision method 
based on frame complexity with multiple objectives of GOP (Group of Pictures) for 
H.264 rate control algorithm. We choose four video sequences with different 
characteristics and find their optimal initial QPs as the target bit rate is from 0.4 Mbps 
to 2.0 Mbps. And then we calculate the spatial characteristic of tested video sequences 
using the proportion of the number of complex MBs in the first I-frame. The optimal 
initial QPs are represented in a two-dimensional matrix form arranged in spatial 
characteristic and target bit rate. Moreover, we propose a method of mapping spatial 
characteristic for any video sequences. And using this proposed matrix, we can decide 
initial quantization parameters for any test video sequences according to mapped 
spatial complexity and given target bit rate. In the experiment, four sample video 
sequences and four test video sequences are used. Experimental results demonstrate 
that the proposed method can achieve better PSNR performance within the bit rate 
constraint and more stable quality of reconstructed video sequences than the other two 
rate control initialization algorithms [2] and [4]. Our main contribution is that we 
propose a novel method of rate control initialization based on image quality balance 
of GOP. 

Acknowledgements. This research is partially supported by Ministry of Culture, 
Sports and Tourism (MCST) and Korea Creative Content Agency (KOCCA) in the 
Culture Technology (CT) Research & Development Program 2012. 

References 

1. Li, Z., Pan, F., Lim, K.P., Feng, G.: Lin, X., et al.: Adaptive Basic Unit Layer Rate Control 
for JVT. In: Doc. JVT-G012, Thailand (March 2003) 

2. Wu, W., Kim, H.K.: A Novel Rate Control Initialization Algorithm for H.264. IEEE Trans-
actions on Consumer Electronics 55(2), 665–669 (2009) 

3. YUV Video Sequences, http://trace.eas.asu.edu/yuv/index.html 
4. Kown, S.K., Punchihewa, A., Bailey, D.G., Kim, S.W., Lee, J.: Adaptive Simplification of 

Prediction Modes for H.264 Intra-Picture Coding. IEEE Transactions on Broadcast-
ing 58(1), 125–129 (2012) 

5. Huang, Y.H., Ou, T.S., Chen, H.H.: Fast Decision of Block Size, Prediction Mode, and In-
tra Block for H.264 Intra Prediction. IEEE Transactions on Circuits and Systems for Video 
Technology 20(8), 1122–1132 (2010) 

6. JM Reference Software Version 10.2,  
http://iphome.hhi.de/suehring/download 
 



J.J. Park et al. (Eds.): GPC 2013, LNCS 7861, pp. 939–944, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

The Development of Privacy Telephone Sets  
in Encryption System against Eavesdropping 

Seok-Pil Lee1 and Eui-seok Nahm2,* 

1 Dept. of Digital Media Technology, Sangmyung University, Korea  
esprit@smu.ac.kr 

2 Dept. of Ubiquitous Information and Technology, Far East University, Korea  
nahmes@kdu.ac.kr  

Abstract. We developed an encryption system using an AES encoding algo-
rithm for the Internet telephone system security to prevent eavesdropping. It 
works through tapping by encoding/decoding the output data of the Internet tel-
ephone on the sending and receiving sides when the caller or callee is making 
an internet phone call. The developed encryption system has the merit of no  
deterioration of voice data not related to the encoding process. The privacy tel-
ephone set against eavesdropping was designed to prevent eavesdropping on in-
ternet telephones during communication and involved encoding/decoding the 
output data at the transmitter and receiver of internet telephones. 

Keywords: Internet Telephone, Tapping, AES, Eavesdropping, Encryption 
System. 

1 Introduction 

The security of information is an issue owing to the wide range of information sharing 
through the Internet. Action to protect privacy and secret information is taken con-
stantly [1, 2]. Specifically, the Internet telephone information can be completely ex-
posed therefore can be monitored or tapped without special equipment, as it uses IP 
packet data. In the case of a PSTN (Public Switched Telephone Network), poaching is 
possible through only a physical approach. In contrast, in the case of the Internet tele-
phone, even a distant attacker can easily distort the signaling message (SIP, Session 
Initiation Protocol, or H.323) and can even eavesdrop on the voice packets [2, 3, 4]. 

To protect from such an attack and to use internet telephone service safely, a secu-
rity system should assure user certification, message certification, and voice data con-
fidentiality [5-6]. This paper considered a digest based user certification defined by 
SIP standard to ensure the confidentiality of the voice data, and TLS (Transport Layer 
Security) among the hops for SIP messages when they are sent and received. There-
fore, both ends of the phone would be supplied with confidentiality, integrity, and user 
certification of SIP messages when S/MIME is applied.  

This paper has dealt particularly with measures against confidentiality infringement 
attacks. 
                                                           
* Corresponding author. 
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2 The Proposed System 

The proposed encryption system is equipped at both the transmitter and receiver of an 
internet telephone. The encryption system does not have a self-IP address, which pre-
vents outside from eavesdropping. Instead, it uses the IP address and the MAC ad-
dress of the Internet telephone when carrying out communication. The encryption 
system uses key-exchange, utilizing the telephone MAC data and voice RTP (Real-
time Transport Protocol) packets during internet telephone usage when the other IP 
cannot be exposed due to a firewall. Moreover, there is a gateway/firewall when each 
of the Internet telephone service users enrolls in a different service networks. Each of 
the encryption systems is provided with the other’s public key and encodes with each 
session key used in cipher communication, utilizing the other public key and inform-
ing the other as well. Although the public key may be exposed to the outside, only the 
encryption system possesses the very private key. Therefore, the session key used in 
cipher communication cannot be exposed to a third party. 

The proposed private telephone system shall be installed to the receiver and trans-
mitter on the internet phone line so as to ensure a private telephone. In addition, the 
system should be developed without having its own IP in order to avoid exposure to 
eavesdropping. The private telephone set has two RJ-45 ports, one of which is con-
nected to the internet phone and the other which is connected to an external network.  

The system makes encryptions of the packets from the internet phone and transmits 
them to the other port while the private telephone set installed onto the receiver makes 
decryptions of the encrypted packet so as to deliver them to the internet phone of the 
receiver.  

2.1 The Private Telephone Switch 

The private telephone set has an installed switch that decides the private telephone 
function. Basically, two Ethernet ports of the set operate in bridge mode and execute 
encryption by only filtering RTP packets. The mode switch of the private telephone 
set decides the treatment process of the filtered RTP packets within the equipment. 

As illustrated in Figure 1, the packets are encrypted in the On mode of the private 
telephone switch and the packets are bypassed by following the process in the Off 
mode. Figure 2 shows the flowchart of the private telephone mode switch.  

 

Fig. 1. Process map of private telephone mode 
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Fig. 2. The flowchart of the private telephone mode switch 

2.2 Trusted Computing 

The unique information of each private telephone set is stored by using the protected 
storage function which is one of features of trusted computing. The keys and data are 
protected by the RTS (Root of Trust for Storage) which accredits a small volatile sto-
rage and has recurred keys for encryption. The keys are managed by the KCM  
(Key Cache Manager). 

2.3 Encryption Module 

The encryption module shall be referred to in Figure 3. The major parts are the CPU, 
memory, the Trusted Platform Module, the RJ45 interface, and the LED screen. Sto-
rage is developed by using flash memory and application programs including embed-
ded Linux. Also basic system information is stored in the flash memory.  

 

Fig. 3. Encryption module 
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3 Simulation 

The internet telephone backbone system is as shown in Figure 4. The SIP server, 
which is in charge of call setup and the Internet telephone SBC (Session Board Con-
troller), is responsible for the service and voice security of the Internet telephone us-
ing a private IP. These are the direct factors that are relevant to the encryption system 
operation. Of these factors, the SBC processing voice media RTP packet participates 
in session set-up of the RTP packets and routing. Furthermore, the RTP transmission 
is executed via the following two modes regardless of whether SBC is used. 

- Direct Mode: The RTP packet connects each telephone directly.  
- Redirect Mode: RTP packet transfer via SBC.  

 

Fig. 4. Internet telephone backbone constitution 

In the Direct Mode, the RTP packet source/destination is always appointed to the 
opposite telephone IP. In contrast, in the Redirect Mode, the RTP packet 
source/destination is set to SBC IP 203.245.210.225. 

Basic processing methods for RTP are Off-Net calls and On-Net calls.  
In an Off-Net call (redirect mode), the route is IP Phone ↔ SBC ↔ Trunk Gateway 

↔ PSTN.  
In an On –Net call (direct mode), the route is IP Phone ↔ IP Phone. 
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When a private network is involved, sending and receiving is done via SBC (direct 
mode). Only in the circumstance of telephones that use many private IPs in only one 
officially approved IP and among telephones using a registered IP, RTP is transferred 
directly (direct mode). 

This condition is applied only when the telephone is enrolled as a user of SBC 
equipment. If it is enrolled in another type of SBC, the work is done via SBC. For the 
service influence test of the private telephone set, the test is conducted using SAGE 
equipment. The differences in SIP messages were analyzed for each mode. Both cases 
were performed on the same LAN using a private IP. 

The voice quality of the proposed system is equal to that of existing internet tele-
phones and the transfer delay is minimized. Whether or not the proposed system  
affects the Internet telephone voice quality was verified through a two-sample T-test. 
The details of this are given below: 

Table 1 shows the average value of the transfer delay (XT) of 10 packets in two 
tests. 

Table 1. The measured value of the transfer delay 

No With Cipher equipment Without an encryption system 
Test 1 1.094266667 0.16075 
Test 2 1.09716667 0.160416667 
Average 1.095716667 0.160583333 

Without the encryption system, the average value of the transfer delay (XT) took 
0.16 msec, but with encryption system, it took about 1.09 msec. Processing delay of 
0.07 msec is measured to process encryption and decryption algorithm, this value can 
be said to be less effective for this service, considering that it is 0.21 % of the entire 
propagation delay of 150 msec. 

The test is conducted to measure the phone quality including the voice quality and 
the voice delivery delay time in cases of connection to general phones without the 
private telephone set. The same test is conducted in the cases of phones with the set. 
As a result, the test outcomes are as shown in Table 2. 

Table 2. Test outcome on phone quality 

Without the encryption module 
MOS 

Delay (RTD, ms) D1 
Noise(dB) Gain 

Near G1.1 Far G1.2 Near Far Near Far 

4.485 4.49 135.5 12 19.25 -7.9 1 
4.49 4.49 138.1 13 21 -7 1 
4.47 4.49 128 11 17 -8 1 
6E-05 0 21.218 0.286 1.929 0.125 0 
0.02 0 10.1 2 4 1 0 
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Table 2. (continued) 

With the encryption module 
MOS 

Delay (RTD, ms) D1 
Noise(dB) Gain 

Near G1.1 Far G1.2 Near Far Near Far 

4.481 4.486 132.32 12.62 15.75 -7 -1 
4.49 4.49 138 14 16 -7 -1 
4.45 4.47 127.9 12 15 -7 -1 
0 0 24.34 0.55 0.21 0 0 

0.04 0.02 10.1 2 1 0 0 

Since the installation of the private telephone set should not be exposed to external 
intruders, the set should communicate by using the IP of phones without its own IP. 
To verify the qualification, analysis on floating ARP packets in the network is made. 
The outcome of the analysis shows that phones only respond to the ARPs and IPs 
while the MAC address of the private telephone set was never exposed externally.  

4 Conclusion 

In this study, an encryption system was proposed to guarantee the voice confidentiali-
ty when using an internet telephone. A128-bit AES (Advanced Encryption Standard) 
method was used to reduce the voice delay. During the operation of an encryption 
system, in the key-exchange process of the first stage, the RSA (Rivest Shamir Adle-
man) algorithm, an asymmetric encryption method, was used. The key-exchange 
process was carried out using RTP packets produced in the telephone, including the 
key in the payload part, and communicated with the opposite encryption system to 
avoid any exposure of the encryption system to the outside. 
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Abstract. In 2012, Singh-Verma proposed an ID-based proxy signature scheme 
with message recovery. Unfortunately, by giving two concrete attacks, Tian  
et al. showed that Singh-Verma's scheme is not secure. This paper proposes an 
improvement of Singh-Verma's scheme to eliminate the security problems. 
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1 Introduction 

An ID-based message recovery signature scheme is a kind of useful lightweight 
signature, in which the message itself is not required to be transmitted together with a 
signature [1-3]. A Proxy signature scheme allows an original signer to delegate a 
proxy signer to sign messages on its behalf, which has found numerous practical 
applications such as grid computing and mobile agent systems [4,5]. In 2012 
combining the advantages of ID-based message recovery signatures and proxy 
signature, Singh-Verma [4] proposed the first ID-based proxy signature scheme with 
message recovery. They proved its security in the random oracle model and believed 
that it can be used in wireless e-commerce, mobile agent systems and mobile 
communication. Unfortunately, by giving two concrete attacks, Tian et al. [5] showed 
that Singh-Verma’s scheme is not secure. This paper proposes an improvement of 
Singh-Verma’s scheme to eliminate the security problems.  

2 Review of Singh-Verma’s Signature Scheme 

This section reviews the Singh-Verma’s ID-based proxy signature scheme with 
message recovery [4]. Throughout the paper, notations are employed in Table 1. 

                                                           
* Corresponding authors. 
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Table 1. Notation used in scheme ||  a concatenation operation of two strings  and .  
 a bit-wise exclusive-or computation in the binary system.  

 the decimal representation of ∈ 0,1 ∗.  
 the binary representation of ∈ .   | | the first  bits of  from the left side.  | |  the first  bits of  from the right side.  

,  two cyclic groups of the same order , where | | .  , ,  three cryptographic hash functions 0,1 ∗ ∗, 0,1 ∗ , ∗. ,  two cryptographic hash functions 0,1 0,1 , 0,1 0,1 . 

There are eight phases in Singh-Verma’s scheme: (1) Setup, (2) Extract, (3) Dele-
gate, (4) DVerify, (5) PKGen, (6) PSign, (7) Verify, and (8) ID phases.  

(1) Setup: Given a security parameter , the PKG(Private Key Generator) does the 
following steps: 

1. Choose a random generator  of  and the master secret key ∈ ∗. 
2. Set  as his/her public key. 
3. Publish the public parameters , , , , , , , , , , , .  

(2) Extract: On input the master secret key  and a user’s identity ∈ 0,1 ∗, the 
PKG computes the user’s private key  and sets its public key as 

. 

(3) Delegate: The original signer  does the following steps:   
1. Take as input his/her private key  and a delegation warrant . 
2. Pick a random value ∈ ∗. 
3. Compute , , ,  and . 
4. Output the delegation , , .  

(4) DVerify: Upon receiving , , , the proxy signer  does the 
following steps:   

1. Compute , , . 
2. Check if  , , . 
3. If so,  accepts the delegation; otherwise, he/she requests a valid one from 

 or terminates the protocol.  

(5) PKGen: After accepting ,  sets  as his/her proxy 
signing key. 

(6) PSign: Given a message ∈ 0,1 ∗  which conforms to the warrant , the 
proxy signer  with the proxy signing key  does the following steps: 

1. Select a random value ∈ ∗  and set , . 
2. Set ||  and . 
3. Compute  and  
4. Compute . 
5. Output the proxy signature , , , .  
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(7) Verify: On input a proxy signature , , , , a verifier does the 
following steps: 

1. Set ,  and , , . 
2. Compute  and | | | | . 
3. Accept the proxy signature  if  conforms to  and  | | .  
The correctness of the scheme is justified as follows: , , , ,, ,, ,, , ,,       (1) 

Hence, we can obtain , , . 
Since || , we can obtain | | | | . 
Finally, the integrity of  is justified by  | | . 

(8) ID: On input a valid proxy signature , , ,  the proxy signer’s 
identity  can be revealed by . 

3 Cryptanalysis on Singh-Verma’s Signature Scheme 

Tian et al. [5] demonstrated that Singh and Verma’s ID-based message recovery 
proxy signature scheme is insecure to two forgery attacks as follows. 

(1) Forgery Attack 1: Assume that an adversary  has obtained a valid proxy 
signature , , ,  on message . To produce a valid proxy signature 
′ on a new message ′,  does the following steps: 
1. Pick a random value ∈ ∗. 
2. Compute ′  and ′ , , ,, . 
3. Set || ′ ′  and ′ . 
4. Compute ′ . 
5. Output the proxy signature , , , .  

We can easily see that , , , ′  is a valid proxy signature on the 
message  as follows: 

′, , , ,, , ,,      (2) 

Therefore, Singh-Verma’s ID-based proxy signature scheme with message recovery is 
not secure to the above forgery attack 1. 
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(2) Forgery Attack 2: Assume that  is an adversary who aims to forge a proxy 
signature  on any message , but he/she has not yet obtained a valid proxy 
signature. Then  does the following steps:  

1. Produce a delegation warrant  such that  conforms to it. 
2. Select two random values , ∈ , and set ,  and , , . 
3. Compute ||  and . 
4. Compute  
5. Output the proxy signature , , , .  

We can easily see that , , ,  is a valid proxy signature on the message 
. Since , , , we can obtain ,, . As || , hence 

we can obtain | | | | . Finally, we can find out that  | | . 
Consequently, , , ,  is indeed a valid proxy signature on . 
Therefore, Singh-Verma’s ID-based proxy signature scheme with message recovery is 
not secure to the above forgery attack 2. 

4 Proposed Signature Scheme 

This section proposes an improved Singh-Verma’s ID-based proxy signature scheme 
with message recovery. The proposed scheme also consists on eight phases: (1) Setup, 
(2) Extract, (3) Delegate, (4) DVerify, (5) PKGen, (6) PSign, (7) Verify, and (8) ID 
phases. The proposed scheme works as follows. 

(1) Setup: Given a security parameter , the PKG does the following steps: 
1. Choose a random generator  of  and the master secret key ∈ ∗.  
2. Set  as his/her public key. 
3. Publish the public parameters , , , , , , , , , , , .  

(2) Extract: On input the master secret key  and a user’s identity ∈ 0,1 ∗, the 
PKG computes the user’s private key  and sets its public key as 

. 

(3) Delegate: The original signer  does the following steps:   
1. Take as input his/her private key  and a delegation warrant . 
2. Pick a random value ∈ ∗. 
3. Compute . 
4. Compute , , ∈ ∗. 
5. Compute . 
6. Output the delegation , , .  

(4) DVerify: Upon receiving , , , the proxy signer  does the 
following steps:   

1. Compute . 
2. Compute , , ∈ ∗. 
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3. Check if , , , . 
4. If so,  accepts the delegation; otherwise, he/she requests a valid one from 

 or terminates the protocol.  

(5) PKGen: After accepting ,  sets  as its proxy signing key. 

(6) PSign: Given a message ∈ 0,1 ∗  which conforms to the warrant , the 
proxy signer  with the proxy signing key  does the following steps: 

1. Select a random value ∈ ∗  and set . 
2. Set ||  and . 
3. Compute , , ∈ ∗. 
4. Compute . 
5. Output the proxy signature , , , .  

(7) Verify: On input a proxy signature , , , , a verifier does the 
following steps:  

1. Compute , , ∈ ∗. 
2. Compute  and | | | | . 
3. Compute , , ∈ ∗. 
4. Accept the proxy signature  if  conforms to  and  , , , ,         (3) 

The correctness of the scheme is justified as follows: , , , ,, ,, ,, , ,,, ,, ,, ,
   (4) 

(8) ID: On input a valid proxy signature , , ,  the proxy signer’s 
identity  can be revealed by . 

5 Security Analysis 

This section demonstrates a concrete security proof of our proposed scheme.  

(1) Unforgeability [6]: Only a designated proxy signer can create a valid proxy 
signature for the original signer. In other words, nobody can forge a valid proxy 
signature without the delegation of the original signer. It means that any entity (other 
than the real proxy signer ), including the original signer , cannot generate a 
valid proxy signature. Only an authorized proxy signer  can create a valid proxy 
signature . If any attacker wants to forge a proxy signature, he/she must be 
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authorized by the original signer signing on a warrant  and use the proxy signer’s 
proxy secret key  to compute . However, this is impossible since the 
identity of the attacker was not in  signed by the original signer. Not to mention, 
the attacker does not know . Under this situation, even if the attacker 
want to (1) fake the proxy signer key as , (2) change value  to 

, or (3) randomly select ∈ ∗, trying to counterfeit the proxy signature, his/her 
attempt deems to fail without knowing the proxy secret key . Therefore, 
the proposed scheme provides the unforgeability property. 

(2) Verifiability [6]: After checking and verifying the proxy signature, a verifier can 
be convinced that the received message is signed by the proxy signer authorized by 
the original signer. In the proposed Verify phase, after checking and verifying the 
proxy signature , the verifier can calculate to check whether the verification 
equation , , ? , ,  holds. If it 
does, the verifier can be convinced that the received message is signed by one of the 
proxy signer members authorized by the original signer because  and , ,  are used in the verification equation. Therefore, the proposed 
scheme provides the verifiability property.  

6 Conclusion 

In 2012, combining the advantages of ID-based message recovery signatures and 
proxy signatures, Singh-Verma proposed an ID-based proxy signature scheme with 
message recovery that can be used in wireless e-commerce, mobile agent systems and 
mobile communication. Unfortunately, Tian et al. showed that Singh-Verma’s scheme 
is not secure against two forgery attacks. For this reason, Singh-Verma’s scheme is 
insecure for practical application. This paper proposed an improvement of Singh-
Verma’s scheme to eliminate the security problems. The proposed scheme also re-
quires smaller bandwidth in contrast to previous ID-based proxy signature schemes. 
Hence the proposed scheme can be a good alternative for certificate based proxy sig-
natures used for mobile agent. 
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