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H. Heise � G. Kervern � Ē. Kupče � S. Matthews � H. Müller �
G. Pintacuda � Y. Xu



Editors
Henrike Heise
Heinrich-Heine-Universität Düsseldorf
ICS-6 / Strukturbiologie und Biophysik
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Preface

Nuclear magnetic resonance (NMR) spectroscopy is an extremely versatile and

powerful analytical tool, which is indispensable in many research fields within

chemistry, physics, biology, and medicine. Applications of this technique range

from routine chemical analysis to materials science and from biological structure

determination to biomedical imaging. Although the technique itself is almost

70 years old, it is far from being fully exploited, as novel developments in hardware

technology, pulse sequences, and hyperpolarization techniques have expanded its

applicability to ever more complex systems and demanding questions. In this

volume, we give the reader a flavor of the large and multifaceted range of applica-

tions of NMR spectroscopy by highlighting the recent advances in a variety of

areas.

While improvements in superconductor technology have facilitated high-

resolution NMR spectroscopy at ultra-high magnetic fields with B0 strengths up

to 23.5 T (corresponding to a 1H Larmor frequency of 1 GHz), improvements at the

other end of the scale, i.e., NMR spectroscopy at ultra-low magnetic fields, also

offers intriguing opportunities. NMR spectroscopy at the Earth’s magnetic field is

an extremely attractive option for field applications, as no large superconducting

magnets are required. Furthermore, at ultra-low magnetic fields the scalar

coupling becomes the major interaction which leads to a novel type of NMR

spectroscopy. In the chapter “NMR Spectroscopy for Chemical Analysis at Low

Magnetic Fields,” the underlying principles, recent applications, and state-of-the-

art hyperpolarization techniques used for pre-polarization of nuclear spins are

reviewed.

A major limitation for NMR spectroscopy is the intrinsically low sensitivity due

to the rather unfavorable Boltzmann distribution for nuclear spins at thermal

equilibrium. Thus, considerable effort in magnetic resonance spectroscopy is

made towards sensitivity enhancement by hyperpolarization techniques, such as

optical polarization, para-hydrogen-induced polarization enhancement, and dynam-

ic nuclear polarization (DNP), a method which exploits the magnetization of

unpaired electrons in stable radicals or transition metals to enhance nuclear polari-

zation beyond the Boltzmann limit. In the chapter “Dynamic Nuclear Hyperpolari-

zation in Liquids,” the fundamental theory for different polarization transfer

v



mechanisms in DNP is explained, and the experimental background for DNP

applications is described.

Structure determination of soluble proteins of moderate size (up to 30 kDa) by

multinuclear multidimensional NMR spectroscopy is now fairly standard with well-

established protocols. In the chapter “NMR with Multiple Receivers,” an acquisi-

tion scheme employing multiple receivers is described which allows for faster

structure determination in small molecules. Further, recently employed fast acqui-

sition schemes such as Hadamard spectroscopy, projection-reconstruction techni-

ques, and reduced dimensionality experiments are explained.

The most severe limitation towards structure determination by solution NMR

spectroscopy of proteins larger than 50 kDa is the line-broadening due to restricted

molecular tumbling. Transverse-relaxation optimized spectroscopy (TROSY),

originally developed by Wüthrich for amide-protons, relies on the selective detec-

tion of the spin state for which dipolar coupling and chemical shift anisotropy

relaxation mechanisms compensate each other, thus leading to reduced line-widths.

In the chapter “TROSY NMR Spectroscopy of Large Soluble Proteins,” the appli-

cation of TROSY methodology to extensively deuterated proteins with selective

protonation in methyl groups is reviewed.

For even larger proteins, protein aggregates, protein complexes, or proteins

embedded in a lipid bilayer, where the molecular tumbling is further reduced,

solid-state NMR spectroscopy may become a viable alternative for structure eluci-

dation or even high-resolution structure determination. In the chapter “Solid-State

NMR Spectroscopy of Proteins”, basic principles of biological solid-state NMR

spectroscopy as well as fundamental techniques for isotope labeling, sample prepa-

ration, and some selected applications are reviewed. In addition, recent develop-

ments in polarization enhancement by DNP for solid-state NMR spectroscopy are

outlined.

Paramagnetic centers in molecules are often considered an inconvenient obstacle

towards characterization by NMR spectroscopy. However, in the past decade, great

effort has been made towards the exploitation of paramagnetic centers in small

organometallic compounds, stable radicals, or even proteins with paramagnetic

centers for elucidation of chemical or structural properties. In the chapter

“Paramagnetic Solid-State Magic-Angle Spinning NMR Spectroscopy,” the appli-

cation of NMR spectroscopy to paramagnetic solids is reviewed: The theory of

major interactions between electrons and nuclei such as the hyperfine shift, the

pseudocontact shift, and paramagnetic relaxation enhancement is explained in

detail. Experimental details are described and some illustrative recent examples

are given.

The dynamics of nuclear spins in magnetic fields and their manipulation are the

underlying common theme in many new developments in NMR. We hope that the

reader will enjoy the range of aspects covered in our book. Furthermore, we would

like to thank all the contributing authors for their valuable contributions.

London Stephen Matthews

Düsseldorf Henrike Heise
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NMR Spectroscopy for Chemical Analysis

at Low Magnetic Fields
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Abstract This chapter addresses the limits of low-field NMR spectroscopy for

chemical analysis and will answer the question of whether high-resolution NMR

spectroscopy for chemical analysis of solutions can be achieved with magnetic

fields much lower than 0.1 T without losing the chemical information which at high

field is derived from the chemical shift and the indirect spin–spin or J-coupling. The
focus is on two major issues. First, the thermal spin population differences given by

the Boltzmann distribution are small at low field and so is the signal-to-noise-ratio

when starting measurements from thermal equilibrium. Second, the possibility of

identifying chemical groups is explored at low magnetic fields where the chemical

shift can usually no longer be resolved.
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1 Introduction

Measuring NMR signals at low magnetic field is not new but doing spectroscopy at

low magnetic fields is a new and exciting field [1–8]. Starting with Packard and

Varian in 1954, signals were detected in the early days of NMR in the earth’s

magnetic field despite low signal-to-noise ratio [9]. One motivation for low-field

NMR is in the area of geomagnetic sensing with earth field magnetometers. For

example, one of the earliest projects of the Nobel laureate Sir Peter Mansfield was

to develop an earth’s field NMR spectrometer in 1959. Varian proposed in 1968 to

use earth’s field NMR for well logging in oil exploration, which nowadays is a

employed commercially albeit at higher field employing permanent magnets.

Benoit [10] and Béné [11] showed first spectra with the hetero-nuclear J-coupling
of 1H31P- and 1H–14N-groups resolved in the earth’s magnetic field. In addition to

NMR signal detection with coils, other approaches for low-field NMR have been

developed in recent years for spectroscopy and imaging. Among these are NMR

detection by SQUID technology, which has widely been explored recently for

spectroscopy and imaging [3, 12, 13], atomic magnetometers, for NMR detection

at ultra-low and zero magnetic field [8, 14, 15], and diamonds with nitrogen

vacancy centers [16, 17].

2 S. Gl€oggler et al.



This chapter addresses the question of whether high-resolution NMR spectros-

copy for chemical analysis of solutions can be achieved with magnetic fields much

lower than 0.1 T without losing the chemical information which at high field is

derived from the chemical shift and the indirect spin–spin or J-coupling. The focus
is on two major issues. First, the thermal spin population differences given by the

Boltzmann distribution are small at low field and so is the signal-to-noise ratio

when starting measurements from thermal equilibrium. Second, the possibility of

identifying chemical groups is explored at low magnetic fields where the chemical

shift can usually no longer be resolved.

2 Signal Enhancement

If we consider a sample with one million proton spins at room temperature in a

setup for NMR spectroscopy at a magnetic field of 1 T, then the spin population

difference derived for protons from the Boltzmann law amounts to about three spins

contributing to the net magnetizationM of the NMR signal. In the earth’s magnetic

field at 4.8 � 10�5 T, the magnetization arises from only one in ten billion spins.

To overcome the loss in signal-to-noise-ratio in low-field NMR there are basi-

cally two approaches: either one can make the best out of thermally polarized

samples, or one can hyper-polarize the nuclear spins to values far above those

achieved by thermal polarization. When working with thermal polarization at low

magnetic field, one can either average the signal until a sufficiently high signal-to-

noise ratio is achieved, or one can increase the sample volume. But averaging is

time consuming, and time is often limited. Increasing the sample volume is

effective when enough sample is available, for example in well-logging NMR

[18, 19], but it is not an option when dealing with small and expensive samples.

If neither time nor sample volume can be extended, the longitudinal nuclear

magnetization can be increased by pre-polarizing the sample, e.g., in a large

magnetic field, before detecting transverse magnetization at lower field. As the

pre-polarization field does not need to be homogeneous, non-thermodynamic equi-

librium magnetization can be generated either with the help of an electromagnet

that can rapidly be switched between different values, a procedure common in field-

cycling NMR [20–22], or by transporting the sample between different field

strengths [23, 24]. When the longitudinal relaxation times of liquids are long

enough, the sample may be shuttled manually, e.g., between a Halbach magnet

for pre-polarization and an earth’s-field spectrometer for detection.

These approaches of field cycling still make use of thermal polarization at higher

field. Alternatively, a spin polarization higher than that reached in thermodynamic

equilibrium can be generated by hyper-polarization. Among the hyper-polarization

techniques for low-field NMR are Dynamic Nuclear Polarization (DNP) [25–27],

Spin Exchange Optical Pumping (SEOP) [28, 29], polarization transfer due to the

Spin Polarization Induced Nuclear Overhauser Effect (SPINOE) [30, 31], and Para-

hydrogen Induced Polarization (PHIP) [32–41]. All of these techniques have been

NMR Spectroscopy for Chemical Analysis at Low Magnetic Fields 3



successfully applied in low-field NMR. In the following applications of SEOP,

SPINOE, and PHIP are discussed in more detail, as well as signal detection after

pre-polarizing the sample.

2.1 Experimental Setups for Signal Enhancement

Figure 1 depicts the experimental setups of the polarization techniques discussed in

the following: (1) shows how the sample is pre-polarized in the magnetic field

Bp ¼ 2 T of a Halbach magnet before it is manually transported in about 2 s to the

spectrometer, where the NMR signal is acquired. (2) outlines the production of

hyperpolarized xenon gas by SEOP with an Rb–Xe-flow-polarizer and the

subsequent polarization transfer by SPINOE to a sample inside the NMR spectrom-

eter. For hyper-polarization with para-hydrogen (3), the thermal equilibrium mix-

ture of ortho- and para-hydrogen gas needs to be enriched in its para-hydrogen

content. This is achieved by cooling hydrogen gas down to temperatures of 77 K or

lower and bringing it into contact with an iron oxide or active charcoal catalyst. The

resultant para-hydrogen enriched gas is then passed to the sample.

(1) prepolarization

(2) SPINOE

(3) PHIP

sample

2 T Halbach
magnet

Rb-Xe
polarizer

4He, Xe, N2

flow
meter

NMR
electronics

current
supply

H2 catalyst

gas flow
RF shield

B0 = 0.2-5 mT

RF-excitation coil

preamplifier receiver coil

77 K

two coil electromagnet

B0

flange

Fig. 1 Experimental scheme for polarizing samples and detecting transverse magnetization at low

magnetic fields with three polarization devices: (1) 2 T Halbach magnet, (2) Rb–Xe-flow polarizer,

and (3) gas-flow equipment to produce para-hydrogen enriched gas [41]

4 S. Gl€oggler et al.



2.2 Prepolarizing Samples in High Magnetic Fields

Recently it was shown that highly resolved NMR spectra can be measured in

magnetic fields as low as 10�3 T [42]. At this field strength, the Boltzmann law

specifies the thermal equilibrium magnetization of one billion proton spins to arise

from three nuclear spins. This low value prohibits signal detection in single-scan

experiments. By pre-polarizing the same sample in a 2 T Halbach magnet the net

magnetization increases by a factor of 2,000. After transporting the magnetized

sample from the Halbach magnet to the spectrometer within 2 s a sufficient amount

of polarization remains to acquire high-resolution NMR spectra in single-scan

experiments. As an example, Fig. 2 depicts the 1H free induction decay (FID) and

the corresponding spectrum of 0.2 cm3 acetic acid acquired at n ¼ 41.7 kHz. It is

remarkable that chemical shift is still resolved at B ¼ 9.8 � 10�4 T.

2.3 Optical Pumping: SEOP and SPINOE

Spin-exchange optical pumping (SEOP) is a way of hyper-polarizing noble gases

such as helium, neon, krypton, and xenon by transferring the nearly perfect spin

order of circularly polarized photons to the electrons of alkaline atoms followed by

a subsequent transfer of electron spin angular momentum to the nuclei of the noble

gas. Among these gases 129Xe is the most interesting one, as the atoms have a

nuclear spin 1/2, and the chemical shift range is about 10,000 ppm. Moreover, the

Fig. 2 NMR spectroscopy with an electromagnet at low fields. (a) Electromagnet for measuring

NMR spectra in the milli-tesla regime and a 2 T Halbach magnet for prepolarization. (b) Single-

scan 1H FID of 0.2 cm3 acetic acid at B ¼ 9.8 � 10�4 T. (c) Corresponding NMR spectrum. The

two lines are separated by 0.41 Hz, which corresponds to 9.8 ppm chemical shift difference

between the methyl and carboxylic acid groups [42]

NMR Spectroscopy for Chemical Analysis at Low Magnetic Fields 5



129Xe chemical shift has proven to be very sensitive to the environment of organic

liquids and bio-molecules, so that it also promises to be useful in applications at low

fields. For example, it has been shown [43] that light-induced, free-radical poly-

merization reactions of methyl methacrylate (MMA) can be monitored in real-time

by 129Xe spectroscopy at B ¼ 3.5 � 10�3 T (nXe ¼ 41.7 kHz) if hyper-polarized

xenon is supplied to the polymer solution. As the polymerization advances the

polymer becomes stiffer, which increasingly hinders the penetration of xenon into

the polymer solution, so that the signal intensity decreases. Furthermore, with

increasing conversion, the solution becomes more viscous, and the chain mobility

decreases. Therefore the net xenon–proton dipolar coupling is enhanced, which

broadens the line. Also the chemical shift of the dissolved xenon increases with the

reaction time because the xenon chemical shift is proportional to the chain length of

the polymer (Fig. 3a).

Due to the large chemical-shift range, the sensitivity to organic liquids and the

long relaxation times of 129Xe, xenon spectroscopy can even be used for chemical

analysis of sample volumes in the cubic centimeter regime in the earth’s magnetic

field. For example, xenon dissolved in ethanol at B ¼ 4.8 � 10�5 T has a Larmor

frequency that differs by about 0.016 Hz from the Larmor frequency of xenon

dissolved in toluene (Fig. 3b) [4]. An outstanding observation is that the accuracy of

the experimentally determined chemical-shift differences is very high with

uncertainties of less than 1 ppm, although the earth’s magnetic field fluctuates

during the acquisition time within time frames of just 1 min. In fact, the chemical

shift fluctuations measured in the earth’s field are within 0.02 Hz h�1 comparable to

those measured in a standard high-field superconducting magnet.

Fig. 3 (a) Spectrum of 129Xe dissolved in a solution of methyl methacrylate during a light-

induced polymerization at B ¼ 3.5 � 10�3 T. As the polymerization advances the chemical shift

difference between the free xenon gas and the gas atoms in solution increases together with the line

width while the peak intensity decreases [43]. (b) Spectrum of 129Xe dissolved in ethanol and

toluene in the earth’s magnetic field (B ¼ 4.8 � 10�5 T). Even at such low magnetic fields it is

possible to distinguish between the two solvents ethanol and toluene based on the 129Xe chemical

shift [4]

6 S. Gl€oggler et al.



Hyperpolarized noble gas atoms, like xenon, can interact with protons and other

nuclei via dipolar cross-relaxation, a mechanism which is supported by stochastic

processes of motion. By means of this interaction, hyperpolarized xenon can

transfer its polarization to protons and other nuclei of interest. An efficient way to

make use of this SPINOE mechanism is to freeze hyperpolarized xenon onto the

surface of the sample. During the defrosting process large amounts of xenon can

penetrate into the liquid sample, resulting in a large SPINOE enhancement.

A further advantage of using SPINOE hyper-polarization at low magnetic field

derives from the fact that the enhancement factor is inversely proportional to the

field strength. Thus, large signal enhancement is achieved when experiments are

conducted at low magnetic fields. A comparison between the thermally polarized

proton signal of 0.2 cm3 toluene at B ¼ 9.8 � 10�4 T after 100 scans and that

obtained from a single-scan experiment with Xe–1H SPINOE using hyper-

polarized xenon ice on top of toluene is documented in Fig. 4 [31]. The 1H signal

in the SPINOE experiment is larger by a factor of 1,000 than that generated by

the thermal equilibrium magnetization. Although the process of SPINOE hyper-

polarization is a bit complicated in terms of the setup necessary for optical pumping

and sample preparation, in particular, if the sample needs to be frozen and deoxy-

genated, it remains a powerful approach for hyper-polarizing small samples and to

detect them at very low magnetic fields.
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Fig. 4 Comparison of 1H NMR spectra of 0.2 cm3 toluene. (a) Thermal polarization at

B ¼9.8 � 10�4 T (n ¼ 41.7 kHz) and 100 scans. (b) Hyper-polarization with Xe–1H SPINOE

and a single scan at the same magnetic field strength. The 1H NMR signal is enhanced by a

factor of 1,000 [31]
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2.4 Para-Hydrogen Induced Polarization

PHIP has been used for some decades to enhance the NMR signal during

hydrogenation reactions by adding two hydrogen atoms in one molecule at two

non-equivalent magnetic positions. Two experiments were known for hydrogenation

reactions with a homogeneous catalyst and para-hydrogen. One proceeds at high

magnetic field, typically inside a high-field magnet. It is known as Parahydrogen And

Synthesis Allow Dramatically Enhanced Nuclear Alignment (PASADENA). The

other is performed at low magnetic field outside the magnet and is known as

Adiabatic Longitudinal Transport After Dissociation Engenders Net Alignment

(ALTADENA). Both differ in the quantum mechanical product operator states of

the nuclear spins when the magnetic equivalence of the hydrogen spins is broken

upon formation of the chemical transition complex and subsequently leave a different

signature in the resultant NMR spectra.

Recently it was discovered that the polarization transfer can proceed even

without a chemical reaction as long as a sufficiently long-lived complex between

para-hydrogen and target molecules is formed which lifts the magnetic equivalence

of the spins in the hydrogen molecule and allows magnetization transfer via the

J-coupling network of the complex [38, 39]. This technique is called SABRE for

Signal Amplification By Reversible Exchange. The outstanding innovation is that

the magnetization transfer proceeds without chemical reaction (Fig. 5). This fact

offers new possibilities for chemical analysis in particular of small amounts of

chemicals which can be polarized selectively at low magnetic fields given a suitable

template molecule for formation of the complex.

The first experiments were done on pyridine as a substrate. The substrate

molecules exchange with the metal center of a Crabtree catalyst [44], for example

[Ir(COD)(PCy3)(py)][PF6] (PCy3: tris-cyclohexyl phosphine, py: pyridine, COD:
cyclooctadiene), in a solution of methanol. Following the supply of para-hydrogen

enriched gas to the solution, an [Ir(PCy3)(py3)(H2)][PF6] complex forms in which

two pyridine molecules are in the same plane as the two hydrogen atoms. The

mechanism of polarization transfer at low field is approximated by a conversion of

non-observable singlet spin state of para-hydrogen into observable Zeeman magne-

tization or two-spin alignment in the presence of J-coupling and chemical shift

Fig. 5 Illustration of the SABRE-process. A substrate molecule of interest adds to the metal

center of a catalyst together with para-hydrogen. Given a sufficiently long lifetime of the complex,

polarization is transferred from para-hydrogen to the substrate molecule. The complex subse-

quently dissociates into its original components. The net effect is a transfer of polarization but no

chemical transformation of the substrate molecule [38, 39]

8 S. Gl€oggler et al.



differences. Upon closer examination of the symmetry of the complex it turns out

that the coupling of one substrate molecule in cis-position to one hydrogen atom is

different from the coupling of the same substrate molecule to the other hydrogen

which is in trans-position.
So far all successful SABRE experiments have used the Crabtree catalyst, and

the effect was observed for nitrogen containing substrates only. Furthermore, the

experiments were all performed in methanol as the catalyst is insoluble in water. To

make use of SABRE for a wider range of molecules including proteins, a water

soluble catalyst is needed. Nevertheless, SABRE has opened up new ways for trace

analysis, in particular at low magnetic fields. One would expect that the signal-to-

noise ratio decreases linearly with the substrate concentration, i.e., the proton

concentration. But for SABRE a region was found in which the signal-to-noise

ratio increases with decreasing proton concentration of the substrate [41]. At even

lower concentrations, a plateau is reached where the signal-to-noise ratio remains

constant until the substrate concentration is reduced further by two orders of

magnitude. From there on, the expected behavior applies and the signal-to-noise

decreases nearly linearly with the substrate concentration. In comparison to hyper-

polarization by SABRE, the same substrate shows a linear decrease in the signal-

to-noise with decreasing concentration when thermally polarized at Bp ¼ 2 T or

when hyper-polarized by Xe–1H SPINOE. These effects are illustrated in Fig. 6 for

Fig. 6 Dependence of the signal-to-noise ratio in 1H NMR spectroscopy at B ¼ 3.9 � 10�3 T on

the pyridine concentration following three polarization methods: 1. thermal polarization, 2. Rb–Xe

SPINOE, and 3. SABRE at three different hydrogen pressures. For methods 1 and 2 the signal-to-

noise decreases linearly with decreasing pyridine concentration. The dashed lines divide the

SABRE experiments into three regions. In region I the signal-to-noise ratio increases nearly

linearly with the pyridine concentration, in region II the signal-to-noise ratio is constant and

independent of the pyridine concentration, and in region III the signal-to-noise ratio decreases with
increasing pyridine concentration. The arrows indicate where the pyridine concentration is equal

to the para-hydrogen concentration [41]
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different concentrations of pyridine in methanol-d4 and three different pressures

with para-hydrogen enriched gas.

The pyridine concentration regime can be divided into three regions: region I is

dominated by the pyridine concentration, region II by the concentration of para-

hydrogen, and region III by the para-hydrogen concentration and the longitudinal

relaxation rate T1 of the protons. The behavior observed in region II can only be

explained if the proton T1-relaxation rate of pyridine and the polarization transfer

rate Rp from para-hydrogen to pyridine are constant. In region II the pyridine

concentration is so low that intra-molecular relaxation mechanisms dominate,

giving a constant proton T1-relaxation rate of pyridine. If the pyridine concentration
is larger than the para-hydrogen concentration, Rp is only proportional to the para-

hydrogen concentration (see Fig. 6). In region I the pyridine concentration is lower

than the para-hydrogen concentration, and Rp is proportional to the pyridine

concentration. As pyridine has a constant proton T1-relaxation rate, the signal-to-

noise ratio drops with the pyridine concentration and therefore one observes a

nearly linear decrease if the pyridine concentration is reduced. In region III,

where the pyridine concentration is larger than the para-hydrogen concentration,

the signal-to-noise ratio decreases with increasing pyridine concentration. This

arises from the fact that the proton T1-relaxation rate of pyridine increases with

pyridine concentration due to longer correlation times and the more frequent

pyridine–pyridine collisions in the more concentrated pyridine solution. Combining

SABRE and the effects described above, it was possible to hyperpolarize a few

nanoliters of pyridine in 0.4 cm methanol-d4 and still observe signal in a single-scan

at a magnetic field of B ¼ 3.9 � 10�3 T.

3 Chemical Analysis in the Millitesla Regime and Below

An interesting topic is to investigate the possibilities of chemical analysis at very low

field (0–10�3 T), in order to delineate the limits imposed by the principles of physics

on constructing miniaturized, low-field chemical analyzers. Today, most 1H NMR

spectroscopy analysis is performed at high field in the well-known weak coupling

regime, where the J-coupling is very small compared to the frequency difference (due

to chemical shift differences of one nuclear species or to different nuclear species)

between the coupled nuclei, so that the resultant NMR spectra can be explained

making use of the familiar rules derived from first-order perturbation theory.

3.1 Measurement of Chemical Shift Differences Below
the Line Width

To discuss the requirements for chemical-shift resolved NMR spectroscopy in the

millitesla regime [42], where the weak coupling regime is assumed to be valid, two
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protons A and B with different resonance frequencies nA and nB are considered. If the
frequency difference between nA and nB is larger than the line width Dn ¼ 1/(pT2

*)

the two lines corresponding to chemical groups A and B can be resolved. The free

induction signal decays according to 1/T2
* ¼ 1/T2 + gDB0(r). The effective relaxa-

tion rate depends on the transverse relaxation time T2, the gyromagnetic ratio g and

the field inhomogeneity DB0(r) across the sample volume. As the two different

resonance frequencies depend on the magnetic field B and on the chemical shifts

dA and dB in such a way, that nA ¼ g B (1 + dA) and nB ¼ g B (1 + dB), one can

conclude in view of the assumption |nA � nB| > Dn that the magnetic field needed to

resolve the two lines must obey B > Dn/[g (dA � dB)]. For example for 1H NMR

and in the absence of hetero nuclear J-coupling, a chemical shift difference of 10 ppm

between two 1H lines A and B with line width Dn ¼ 0.4 Hz could be resolved at

B ¼ 10�3 T. This indeed corresponds to the example shown in Fig. 2c with the
1H NMR spectrum of acetic acid acquired at B ¼ 9.8 � 10�4 T (41.7 kHz). An

open-gap electromagnet magnet without shims, consisting of two large solenoid coils

provided enough homogeneity (~3 ppm/cm) to detect the chemical shift difference of

9.8 ppm (Fig. 2) between the 1H-signals of the methyl and the acid groups. In this

case, the line width limits the chemical shift resolution. But in certain cases, this line

width limitation can be circumvented, e.g., if a magnetic hetero-nucleus like 13C or
29Si couples to the protons. The hetero-nuclear J-coupling splits at least one of the

peaks into a multiplet, preferably a doublet. Consider two chemical groups A and B

with two lines at frequency nA and nB. We assume that the frequency difference

|nA – nB| is smaller than the line widthDn (Fig. 7a, left). The chemical shift difference

can be determined if group A couples to a hetero-nucleus with spin 1/2. This coupling

leads to a splitting of the line at frequency nA into two lines at frequencies nA1 and nA2
where |nA2 � nA1| ¼ J (Fig. 7a, right).

The positions of the maxima of these lines can be used to determine the

frequency difference nA � nB ¼ (nA2 � nA1)/2 � nB with a precision that is

much higher than the line width Dn. For example, the 1H chemical shift difference

between the methyl and the hydroxyl groups in methanol (Fig. 7b, left) is 1.5 ppm

or 0.24 Hz at B ¼ 3.9 � 10�3 T. This is less than the line width of Dn ¼ 0.4 Hz, so

that the chemical shift cannot be determined in a straightforward way. But in 13C

enriched methanol the hetero-nuclear coupling 1JH,C between the methyl protons

and the 13C leads to a splitting of the methyl line into two lines separated by
1JH,C ¼ 140 Hz. The chemical shift difference between the hydroxyl and the

methyl groups can be determined from the center between the maxima of the

methyl doublet and the maximum of the hydroxyl group line. The observed

difference in chemical shift is indeed 1.5 ppm (0.24 Hz). By combining this

approach with signal enhancement by pre-polarization or hyper-polarization and

with more sensitive detection methods (using e.g., atomic magnetometers) one may

also determine chemical shift differences below the resolution limit imposed by the

line width by making use of the satellite peaks of 1H NMR spectra with 13C in

natural abundance.
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3.2 Weak and Strong J-Coupled NMR-Spectroscopy
in Magnetic Fields from 0 to 100 T

As the magnetic field strength is decreased, the strong coupling regime is reached

where J-couplings and frequency differences between the nuclei become comparable.

Upon entering this regime, the NMR spectra become more and more complex up to

a turning point from where on the spectra become simpler again. As it turns out,

spectra at ultra-low magnetic fields follow a dual correspondence with spectra at

high-field in terms of their simplicity. The following section discusses how chemical

analysis can be performed at ultra-low magnetic fields down to 0 T.

In the following, the question is addressed as to whether NMR spectra provide

sufficient information for chemical analysis when going down to zero-field.

In particular, the structure of J-coupled NMR spectra close to zero-field is

investigated, and an answer is sought to the question if one can retrieve structural

information in the absence of chemical shift information. To this end, a model is

discussed that postulates the structure of a J-coupled spectrum from very high

magnetic fields down to zero field [45]. The spectra for an SI3 spin system in the

different regimes from ultra-high to ultra-low magnetic fields are depicted in Fig. 8.

In very high magnetic fields and in the standard high field NMR regime, the

Hamiltonian is dominated by the Zeeman interaction and the J-coupling term acts

as a perturbation. Close to zero-field an inverse behavior is observed that leads to a

different but simple pattern in the NMR spectrum. Here, the J-coupling is the

dominating term in the Hamiltonian and the Zeeman interaction can be understood

as a perturbation. Between these regions lie different regimes that can be

approximated by different orders of perturbation theory and that show very

νA νB

ν0

ν0 = 166 kHz

frequency frequency

frequency (Hz) frequency (Hz)

methanol

95 100 105 40 95 100 165 17016015510530 4535

J- coupling of group A νA2νA1
a

b
13C enriched methanol (13CH3OH)

J/2

J νΑ

νOH

νOH- νCH3= 0.24 Hz

νCH3

νΒ

1JH.C
1JH.C/2

Fig. 7 (a) Simulation of the spectrum of two chemical sites at frequencies nA and nB, without
(left) and with (right) hetero-nuclear J-coupling of the species A. (b) 1H spectrum of methanol

without (left) and with (right) 13C enrichment at B ¼ 3.9 � 10�3 T (166 kHz 1H frequency). In the

presence of the hetero-nuclear J-coupling it is possible to determine the chemical shift difference

of 1.5 ppm between the hydroxyl and the methyl groups [42]
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complicated NMR spectra. We start considering an S–I3 group, where nI ¼ gI B,
nS ¼ gS B are the Larmor frequencies of spins I and S with their corresponding

gyromagnetic ratios gI, and gS, and a hetero-nuclear coupling constant J in

a magnetic field B, that is not perfectly homogeneous. Both coupled spins possess

a nuclear spin of 1/2 and the magnetic field inhomogeneity is 25 ppb. At ultra-high

magnetic fields larger than Bup
1 ¼ 100T (corresponding to a proton Larmor

frequency of >4.26 GHz) the corresponding 1H NMR line width is Dn > 100 Hz.

Therefore assuming J ¼ 100 Hz the spectrum – or rather the two spectra for each

type of nucleus – would show only two lines at frequency nI and nS and no splitting
due to the J-coupling. So for B > Bup

1 we have Dn > J, and the only information in

the NMR spectrum is that two nuclear spin species I and S are present (Fig. 8b), and
their chemical shift can be determined with unsurpassed precision.

In the range of Bup
2 < B < Bup

1 , where Bup
2 ¼ J2=½2DnðgI � gSÞ�, (i.e., the

J-coupling is larger than the line width but smaller than the difference in Larmor

frequencies of both nuclei) the weak coupling regime in high magnetic fields

is entered, a region in which common NMR spectrometers are operating.

In this regime the spectra can be explained by first order perturbation theory.

The J-coupled spectrum of the S–I3 group in this regime is an I-spin doublet

an S-spin quartet (Fig. 8c). The spectrum contains information about the spin

species, the J-coupling constant, and the number of spins involved. Typically for

a 13CH3 group, with J ¼ 140 Hz and a line width Dn ¼ 0.33 Hz (T2 ¼ 1s),

a

b

f g h i

c d e

Fig. 8 (a) Strong and weak coupling regimes of the S–I3 system as a function of magnetic field B.
(b) Stick spectrum at very high field B > B1

up. (c) Weak coupling regime B2
up < B < B1

up. (d–g)

Strong coupling regimes B2
low < B < B2

up. (h) Inverse weak coupling regime B1
low < B <

B2
low. (i) Close to zero field B < B1

low [45]
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Bup
2 ¼ 10�3T, meaning that a weakly coupled standard NMR spectrum is measured

if B is larger than 10�3 T (corresponding to a proton Larmor frequency of

42.6 kHz).

At still lower external magnetic fields, in the range Bup
3 < B < Bup

2 the upper

strong coupling limit is entered, and the value for Bup
3 is given by Bup

3 ¼ ð3J3=
½4DnðgI � gSÞ2�Þ1=2. For a 13CH3 group and assuming a line width of Dn ¼ 0.33 Hz

and J ¼ 140 Hz we obtain Bup
3 ¼ 8:3� 10�5T, corresponding to a proton Larmor

frequency of 3.5 kHz. In this upper strong coupling regime the observed 1H

spectrum can be explained by a degenerate vector model. If one proton of the
13CH3 group is observed, the two other protons can couple into a triplet state, with

magnetic quantum numbers 1, 0, and �1 or into a singlet state. As the energy of the

zero-state of the triplet and of the singlet state are degenerate in the discussed limit,

three separate lines occur (Fig. 8d). Therefore, the 1H spectrum consists of a pair of

three lines, and the central lines of both triplets are separated by J. On the other

hand, if the 13C nucleus is observed, the three protons can strongly couple to a total

spin of 3/2 (with four magnetic states) and to 1/2 (with two magnetic states) giving

rise to six separate lines. In conclusion, for Bup
3 < B < Bup

2 the total spectrum of an

S–I3 group consists of six peaks around nS and a pair of triplets around nI (see
Fig. 8d).

The next strong coupling regime is found to be Bup
C < B < Bup

3 (see Fig. 8e)

where Bup
c ¼ ð1þ 1=2ð Þ1=2ÞJ= gI � gSð Þ. The earth’s magnetic field is inside this

regime, and the earth’s field spectrum is more complicated compared to the

spectrum at Bup
3 < B < Bup

2 , and a non-degenerate vector model is needed to explain

its features. In the following this vector model is presented for the S–IN group and

especially for the case 13CH3 [47]. In high magnetic fields only the projection of

nuclear spins in the direction of the field B, the z-component, is relevant. As the

magnetic field decreases, x- and y-components of nuclear spins can no longer be

neglected, and components in all three directions have to be taken into account. Let

us first consider the 13CH3 group. For the protons two sets of four lines separated by

140 Hz are observed, arising from a triplet and a singlet state, where the zero state

of the triplet and the singlet are no longer degenerate. These lines can be explained

in the following way: If one of the protons is observed, the two others can couple

strongly to a total spin L ¼ 1, giving a triplet, and to a total spin L ¼ 0, resulting in

a singlet. Compared to the regime Bup
3 < B < Bup

2 the singlet and zero triplet state

are not degenerate any longer. Considering the carbon spectrum of the 13CH3 group

in the field regime Bup
C < B < Bup

3 , six lines can be derived because, as described

above, the three protons couple together to a total spin of 3/2 or 1/2. Therefore the

whole spectrum of an S–I3 group consists of 14 peaks, a pair of four lines grouped

around nI and six lines grouped around nS (Fig. 8e).
Figure 9 summarizes the 1H spectra for a 13CH3 group of methanol in the weak

coupling regime, and two upper strong coupling regimes. Measured spectra are

compared to simulated spectra, showing a perfect match and proving the existence

of the predicted boundaries Bup
3 and Bup

2 . In the weak coupling regime only two lines

for the protons, separated by 1JH,C, are observed (Fig. 9a). At B ¼ 9.88 � 10�4 T
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the strong coupling regime is entered and the degeneracy of the singlet and triplet

zero state become observable in a pair of three lines (Fig. 9b). If the static mag-

netic field is reduced further the pair of three lines become more obvious at

B ¼ 2.5 � 10�4 T (Fig. 9c). Finally, in the earth’s magnetic field the degeneracy

between the singlet and the triplet zero state is lifted giving rise to a pair of four

lines (Fig. 9d). A remarkable observation is that the line which is associated with

the singlet state of the non-observed two protons is much narrower than the other

three lines arising from the triplet state [46, 47].

Generalizing to an S–IN group every line of the I-doublet spaced by J in the

upper weak coupling regime will split in the strong coupling regime Bup
C < B < Bup

3

into K ¼PN
n¼1;neU

N � nþ 1ð Þ lines, where U is the set of odd numbers and n is a

natural number. For example, the 1H spectrum of a strongly coupled SHN group

reveals for N ¼ 1, 2, 3, 4, 5 a pair of one, two, four, six, and nine lines, a behavior

which can be explained by the vector model as depicted in Fig. 10a–e.

For the S–I group an I-spin doublet is observed, with both peaks separated by

J (Fig. 10a) If there are N spins I and one S spin, the (N�1) unobserved I-spins
couple to a total spin L with L ¼ (N�1)/2, (N�3)/2, (N � 5)/2,. . ., (N � n)/2 with n
e U down to N � n ¼ 0 for odd N or to N � n ¼ 1 for even N. Every total spin

L has 2L + 1 possible orientations giving the K peaks described above if summed

up over all orientations (Fig. 10b–e). Figure 10f, g shows what happens in the

earth field, if two molecular groups S–IN and A–IM–N exist and (M–N) I-spins are

B = 9.88 x 10–4  T

42.02 42.03 42.16 42.17

νOH = 42.09 kHz

B = 2.5 x 10–4  T

10.60 10.61 10.74 10.75

νOH = 10.67 kHz

B = 4.84 x 10–5  T

Frequency (kHz)
1.99 2.00 2.13 2.14

νOH = 2.06 kHz

B = 3.93 x 10–3  T

167.40 167.05 167.18

Hz

1JH,c=140.5

167.19

νOH = 167.11 kHz
a

b

c

d

Fig. 9 Simulated and

measured evolution of the
13C enriched 1H methanol

spectrum if the boundary

between weak and

strong coupling limits

is transgressed.

(a) B ¼ 3.9 � 10�3 T

still lies in the weak

coupling regime. (b) At

B ¼ 9.88 � 10�4 T the

doublet starts to split into a

pair of three lines. In (c)

B ¼ 2.5 � 10�4 T and

compared to (b) the splitting

between the three lines is
larger. In (d) B ¼ 4.8 � 10�5

T< B3
up ¼ 8.3 � 10�5 T and

the spectrum splits further

into a pair of four lines [45]
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homo-nuclear J-coupled to N I-spins of the other group. As a special case, Fig. 10g
depicts the spectrum for the spin system I3S–AI2. If nucleus I1 is observed, nuclei I2
and I3 as well as I4 and I5 couple to a total spin. Thereby LI2I3 ¼ (3 � 1)/2 ¼ 1 and

LI2I3 ¼ (3 � 3)/2 ¼ 0, giving a triplet and a singlet. The total spin of I4 and I5 is
LI4I5 ¼ (3 � 1)/2 ¼ 1 and LI4I5 ¼ (3 � 3)/2 ¼ 0, which again results in a triplet

and a singlet. Therefore, four lines are further split into four lines each, resulting

in 16 lines in total. On the other hand, if I5 is observed a total spin of I1, I2, and
I3 is established and a total spin of I4, giving LI1I2I3 ¼ (4 � 1)/2 ¼ (3/2) and

LI1I2I3 ¼ (4 � 3)/2 ¼ (1/2), which is a quartet and a doublet. LI4 ¼ (2 � 1)/2 also

results in a doublet. All peaks couple again with each other and 12 lines are observed.

Thus the whole spectrum of the described molecule consists of 2 � 16 and 2 � 12

lines, which corresponds to an ethanol molecule if one carbon is 13C enriched. The

OH-group in ethanol is not involved in the J-coupled network due to its mobility and

gives rise to one uncoupled line at the Larmor frequency.

Figure 11 shows a measured 1H earth’s field spectrum of ethanol, 13C enriched at

the methyl group (HO–CH2–
13CH3). The observed lines correspond to the I3S–AI2

molecule as is confirmed by a simulation (Fig. 11) based on the vector model. In

these spectra the homo-nuclear J-couplings between the protons can be observed

because different hetero-nuclear J-couplings between 13C–H and H–12C–13C break

the magnetic equivalence of the protons in the CH2 and CH3 groups [46].
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Fig. 10 Non-degenerate vector model to determine the multiplicity in the upper strong coupling

regime BC
up < B < B3

up for a hetero-nuclear J-coupled S–IN group (a–e) and for a homo- and

hetero-nuclear J-coupled molecule I3S–AI2 (f, g) [47]
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The dynamics of OH exchange is shown in Fig. 12 by example of the earth’s

field spectrum of 13CH3–OH [46]. As long as the protons of the OH group are

mobile, for example at 60 �C (Fig. 12a), there is no homo-nuclear J-coupling
observable, and the investigated methanol molecule corresponds to a strongly

coupled S–I3 system in the earth’s magnetic field so that 2 � 4 peaks are observed

plus a rapidly exchanging OH peak without coupling. At a temperature of �80 �C,
which is still above the melting point of methanol, the OH proton is bound

permanently to the methanol molecule. Due to the different hetero-nuclear

Fig. 11 J-coupled earth’s field 1H spectrum of ethanol, which is 13C enriched at the CH3 group.

(a) The complete spectrum with 2 � 16 and 2 � 12 lines. (b, c) Enhanced view of the outer 16

lines at each side of the spectrum. (d) The inner 2 � 12 lines and the uncoupled OH proton line.

Underneath the experimental data, spectra simulated using the vector model are shown, which

confirm the notion of the multiplicity [47]
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J-couplings between 13C–OH and 13C–H3, the magnetic equivalence between the

OH and the CH3 protons is broken, and the homo-nuclear coupling 3JH,H can be

observed (Fig. 12b). Formally, the S–I3 group is transformed into an I3–S–AI system
by cooling, and the total number of observed peaks is 2 � 8 plus 2 � 6.

If the magnetic field is lowered further, a region with most complex spectra is

reached between Blow
c � 4J= 7gI þ gSð Þ and Bup

c , in which the maximal number of

(N + 1) lines can be observed for a strongly coupled S–IN group. For a 13CH3 group,

that means 16 peaks (Fig. 8f) are observable. The non-degenerate vector model

predicts the existence of 14 lines, 6 lines around the carbon frequency and 8 lines

around the proton frequency. The two additional peaks are combination lines of

three-spin transitions, in which two protons and one carbon simultaneously change

their orientation. This three spin transition occurs while the third proton of the
13CH3 group is either in the up or down position.

In the range of Blow
2 ¼ ð2DnJ=ðgI � gSÞ2Þ1=2 < B < Blow

c , where Blow
2 ¼ 3�

10�7T (a magnetic field strength that would correspond to a proton Larmor fre-

quency of 12.8 Hz), 16 lines are still observable for a 13CH3 group but they start

grouping around the frequencies 0, J and 2J (Fig. 8g). Between the limits Blow
1 ¼

Dn= gI � gSð Þ < B < Blow
2 a regime is reached, in which the spectra have a simplic-

ity comparable to that encountered in the high-field regime with weak coupling.

The observed number of lines for the S–I3 group is 11 (Fig. 8h), 2 � 3 lines around

frequency 2J, 2 lines around frequency J and 3 lines around 0. For the S–IN spin

system simple multiplet structures group around the frequencies 0, J, (3/2)J, 2J,

Fig. 12 1H NMR spectra of a 13C enriched methanol sample acquired with a single scan in the

earth’s magnetic field at different temperatures to demonstrate the influence of molecular dynam-

ics. At 60�C (a) the 13CH3 group corresponds to the case shown in Fig. 10c, which results in a pair

of four lines. At �80�C (b) the OH proton is attached to the molecule and couples to the methyl

group. The homo-nuclear J-coupling between the protons of the OH and the 13CH3 groups can be

observed [46]
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(5/2)J, etc. The number and frequency positions of these multiplet lines correspond

unambiguously to the number of I nuclei coupled to the S nucleus and can be

explained by inverse first-order perturbation theory. Inverse first-order perturbation

means that the Zeeman energy is much smaller than the energy splitting due to the

J-coupling, so the Zeeman Hamiltonian acts as the perturbation. This region is

called the inverse weak coupling regime and is in dual correspondence to the high-

field weak coupling regime. For both the upper and lower weak coupling regimes

the J-coupled spectrum allows an unambiguous determination of the spin species,

the J-coupling constant, and the number of coupled spins.

Below Blow
1 , which is around 10�8 T, down to zero-field a region (Fig. 8i) with

simple spectra in dual correspondence to the regime at ultra-high field (Fig. 7b) is

reached. Here, single peaks are encountered centered at frequencies 0, J, (3/2)J, 2J,
(5/2)J, etc. Figure 8b, i are in dual correspondence in the following sense: Fig. 8i

has J-coupling information but no information about the spin species and the

number of spins involved while Fig. 8b bears the information on the spin species

but no information about the number of spins and the J-coupling.
Recently it has been shown that J-coupled spectra can be acquired with atomic

magnetometers at zero magnetic field, also resolving homo-nuclear J-couplings,
which leads to a splitting around the positions 0, J, (3/2)J, 2J, (5/2)J, etc. In Fig. 13,
a measured spectrum at zero field is shown for a 13CH3 group, with two lines at

J and at 2J [8].
The problem encountered when attempting to perform chemical analysis at zero

magnetic field with the S–IN group is that the spectra are not unambiguous.

Figure 14 shows spectra of different chemical groups at zero field and at

2 � 10�7 T.

At zero field it is not possible to distinguish between a 13CH and a 15NH2 group,

whereas at 2 � 10�7 T different multiplet structures are observed. From sim-

ulations and measurements in the strong coupling regime as well as at zero-field

it is postulated that in future chemical analysis can be done in the inverse weak

coupling regime Blow
1 < B < Blow

2 because sufficient information to determine

unambiguously structures of chemical groups is present, although the complexity

for many coupled chemical groups is high. The small field of about 10�7 T

Fig. 13 Fourier-transformed spectrum of 13C enriched methanol 13CH3OH.
1JH,C in methanol

equals 140 Hz and two lines are observed at J and 2J [8]
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necessary for assigning the chemical groups does not need to be homogeneous.

Homogeneity of one part per thousand would be sufficient for the measurement of

highly resolved spectra. The determination of the structure of large molecules, such

as proteins, is still unclear, but NMR at ultra-low field certainly opens up new

opportunities for chemical analysis of molecules without superconducting magnets.
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Dynamic Nuclear Hyperpolarization in Liquids

Ulrich L. G€unther

Abstract Nuclear magnetic resonance (NMR) spectroscopy is a broadly used

analytical method with major applications in chemistry, biochemistry and medi-

cine. Key applications include structural analysis of small molecules, metabolites,

larger biomolecules such as proteins, RNA and DNA, and applications in material

science. Magnetic resonance imaging (MRI), which is based on the same physical

principles, is extensively used in medical diagnostics and represents the most

widespread application of NMR. However, NMR is fundamentally limited in

sensitivity and this has always restricted its applicability. Hyperpolarization

techniques such as dynamic nuclear polarization (DNP) have become a major

field of research and development because they hold the promise of increasing

the sensitivity of NMR by several orders of magnitude. Such sensitivity

enhancements could significantly broaden NMR applications, combining its unique

structural information with much higher sensitivity. Unfortunately, there is no

single implementation of DNP that would be suitable for a broader range of typical

NMR applications. Experimental conditions often circumscribe areas of possible

applications. Nevertheless, recent developments point towards experimental

protocols providing solutions for specific applications of NMR. This review

summarizes the concepts behind DNP in the light of recent developments and

potential applications.
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Abbreviations

CE Cross effect

CIDNP Chemically induced dynamic nuclear polarization

D-DNP Dissolution DNP

DNP Dynamic nuclear polarization

MRI Magnetic resonance imaging

NMR Nuclear magnetic resonance

O-DNP Overhauser-DNP

OE Overhauser effect

PHIP Parahydrogen-induced polarization

QRP Quantum rotor polarization

SE Solid effect

SS-DNP Solid-state DNP

TM Thermal mixing

1 Introduction

1.1 Polarization

The widespread success of NMR spectroscopy arises from its vast information

content and the predictability of spectra based on the solid theoretical framework

underlying NMR [1]. However, NMR remains limited in sensitivity, as a direct

consequence of the small energy difference between nuclear spin states. For i ¼ 1/2

spins such as protons, 13C, 15N, 31P, 19F and other nuclei, the energy difference

that determines the population of the two spin states a and b is DE ¼ g�hB0, where
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g is the gyromagnetic ratio and B0 the magnetic field. This energy difference

determines the population of spin states. Polarization is commonly defined as [2]:

P ¼ nb � na
nb þ na

¼ tanh
g�hB0

2kT
: (1)

Equation (1) highlights the limitations of NMR: At the magnetic field of the

largest NMR magnets available today, with B0 � 23:5 T, equivalent to 1,000 MHz

of proton frequency, the polarization is still only �80 ppm (0.008%). According to

(1), polarizations are much higher at lower temperatures. At a temperature of 1 K

the polarization of protons reaches 2.4% for 23 T, indicating a possible avenue for

reaching higher polarizations. However, owing to its much larger gyromagnetic

moment, unpaired electrons reach high polarizations at modest field strengths and

temperatures below 10 K. DNP builds on the transfer of this high spin polarization

from electrons to nuclear spins.

1.2 Hyperpolarization Methods

Besides DNP, there are several alternative routes towards increasing polarizations,

building on a range of different experimental concepts. An obvious way towards

larger polarizations lies in brute force methods. In principle, increasing the mag-

netic field falls into this category. This has been the method of choice in the past two

to three decades, with the largest superconducting high-resolution NMR magnets

now at 23.5 T. However, magnetic fields required to reach polarizations of 10–20%

are far outside the window of what is currently feasible with superconducting

magnets.

Brute force by lowering temperatures is a reasonable alternative for polarizing

nuclear spins. At 0.1 K the polarization of protons reaches 23%. In practice, this is

of course limited by the difficulty of reaching such low temperatures. Moreover,

spectra of frozen samples need to be recorded with low-temperature magic angle

spinning (MAS), which is technically enormously challenging at such temperatures.

Alternatively, samples may be heated to ambient temperatures after polarization to

acquire a high-resolution spectrum in the liquid state, a procedure that may well be

feasible. There are, however, serious limitations to low temperature Boltzmann

polarization, as the processes driving the polarization build-upwill become very slow.

In another class of experiments, hyperpolarized states are generated by spin-

sensitive chemical reactions. These include para-hydrogen-induced polarization

(PHIP) [3–5] and chemically induced dynamic nuclear polarization (CIDNP)

[6–8]. The latter involves non-equilibrium nuclear spin state populations that are

produced in chemical reactions that proceed through radical pair intermediates.

CIDNP’s applicability has been focused towards the study of chemical reactions

and the detection of surface exposed residues in proteins [9], but has so far

remained limited to specialized chemical systems.
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PHIP arises from quantum mechanical spin rotational states in diatomic hydrogen.

Employing chemical reactions, these states can be used to generate molecules with

enormously high spin polarizations. This is usually achieved by a hydrogenation

reaction using para-hydrogen on an unsaturated organic molecule. The advantage of

PHIP is that a theoretical 100% of 1H polarization is feasible. PHIP has experienced a

significant revival following recent developments by Duckett using a reversible

approach whereby polarization is transferred via a metal centre [10], thus eliminating

the need for an unsaturated analogue of the substrate. This approach now consider-

ably broadens the applicability of PHIP as a general polarization method in solution

and represents a competitive approach to DNP-NMR.

Quantum rotor polarization (QRP) has been known for a long time following

pioneering work by Haupt in the 1970s [11]. QRP arises from rotational hindrance

in methyl groups, giving rise to quantum tunneling. Large and rapid temperature

jumps change the population of rotational energy levels and this process is

associated with spin changes through the influence of the exclusion principle

(reviewed in [12]). QRP can be seen as an equivalent to PHIP for molecules with

C3 symmetry. Recently, new applications based on QRP have been explored by

several groups [13–16], showing applicability beyond the narrow range of

molecules known to exhibit such effects, if temperatures below 4 K are used [13].

QRP is also relevant for some variants of DNP as there the two mechanisms

develop simultaneously and can interfere constructively or destructively.

Polarization of spins can also be achieved by optical pumping with circularly

polarized laser light, primarily polarizing alkali metals (typically Rb), followed by

spin exchange to noble gases (e.g., Rb–Xe spin exchange) [3, 17, 18]. Although

limited to some noble gases, optically hyperpolarized 129Xe and 3He (both spin 1/2

nuclei) in the gas phase can be used for magnetic resonance imaging (MRI), either

by using Xe directly [19] or by employing a nuclear Overhauser effect (NOE) to

alter the polarization of nuclear spins [20]. Moreover, hyperpolarization of 83Kr

with spin 9/2 via Rb has been demeonstrated by Meersman and coworkers using

natural abundance Kr containing 11.5% of the 83Kr isotope [178].

Another method of polarizing nuclear spins is dynamic nuclear polarization

(DNP), whereby the comparably large electron spin polarization (see Fig. 1) is

transferred to nuclear spins by saturating the electron resonance. DNP is almost as

old as NMR spectroscopy, building on the aforementioned theoretical work by

Overhauser [21] who predicted what is today known as the Overhauser effect (OE).

DNP was soon after demonstrated experimentally by Carver and Slichter [22, 23].

The enhancement, e, that can be obtained by DNP is determined by the gamma ratio

ge/gn, which is 660 for protons and 2,625 for 13C.

DNP in the solid state, via the solid effect (SE) can be traced back to Pound [24],

Abragam [25] and Jeffries [26]. Borghini described DNP in a spin temperature

model [27, 28], which led to the discovery of thermal mixing (TM) [29]. In 1963

[30, 31], the cross effect (CE) was described, and later verified by Hwang, Hill

[32, 33] and Wollan [34, 35]. In the following years, major work was carried out by

Wind and coworkers [36]. Hausser and Stehlik derived the framework for DNP in
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liquids [37], while Griffin [38] developed a major body of work leading to

applications of DNP in solid state NMR using MAS.

The development of nuclear hyperpolarization has seen a significant revival in

recent years, with major new developments in various hyperpolarization methods.

This review focuses on DNP in liquids with the primary goal of providing an

overview of the current state-of-the-art and the feasibility of applications arising

from new developments. There are a number of reviews on DNP in liquids by

Hausser and by M€uller-Warmuth [37, 39], and a recent review by Bennati primarily

focused on Overhauser DNP [40]. Early reviews include a chapter in a monograph

by Abragam [1], and a review on the solid effect by Jeffries [2]. Abragam and

Goldman published a fundamental review of theoretical concepts in 1972 [41].

More than 10 years later, Wind reviewed the developments of solid-sate DNP [36],

summarizing the underlying theoretical concepts. A more recent review by Griffin

provides a comprehensive overview of DNP principles and instrumentation [42].

The focus of this review is on DNP methods with applications in liquids. This

includes dissolution DNP, which is of course strictly a solid-state polarization

method although targeted towards NMR spectroscopy or imaging in the liquid state.

2 Overview Over DNP Mechanisms

Dynamic nuclear polarization describes a process whereby spin polarization is

transferred from unpaired electrons to nuclear spins. This process exploits the

much larger polarizations arising from electrons, which can be close to 100% at
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sufficiently low temperatures [see (1) and Fig. 1]. The choice of the transfer

mechanism depends on the experimental conditions, whether the polarization is

carried out in liquids or solids, and the choice and concentration of radicals. The

transfer of polarization is initiated by irradiation at or close to the electron Larmor

frequency, and the transfer involves simultaneous nuclear and electron spin

transitions, during the irradiation or induced by relaxation.

The overall Hamiltonian of an electron-nuclear spin system in a magnetic field is

given by:

H ¼ oeSZ � onIZ þ Hee þ Hen þ Hnn: (2)

The first two terms describe the electron and nuclear Zeeman interactions,

respectively, with oe ¼ geB0 and on ¼ geB0, where ge and gn are the gyromagnetic

ratios of electrons and nuclei, respectively, and B0 represents the external magnetic

field strength. S and I are used for electron and nuclear spin operators, respectively.
For indices, this review always uses n for nucleus and e for electrons, i.e., gS ¼ ge
and gI ¼ gn.

Hee, Hen and Hnn denote the spin–spin interactions between electrons, between

electrons and nuclei, and between nuclei, respectively.Hee has often been neglected

for sufficiently dilute concentrations of electrons. It becomes, however, relevant for

the solid state DNP mechanisms (SE, TM and CE); in the case of the CE a specific

electron–electron interaction can be utilized to optimize the DNP enhancement. It is

also possible that electron relaxation is important for polarizations carried out at

very low temperatures.

Abragam and Goldman recognized that the dipolar interaction causing relaxa-

tion between nuclei determines the polarization time in the solid state. Nuclear

relaxation is also relevant in solution, as will be shown in 2.1. Moreover, recent

work by Vega has paid attention to nuclear spin diffusion associated with DNP, the

key mechanism for transfering magnetization from molecules in contact with the

radical to other nuclei in the solid state [43].

In solution, the term that seems most important for DNP is Hen, describing the

electron–nuclear interactions, which are governed by the dipolar interaction HD and

the scalar Fermi contact interaction HSc, where:

HD
en ¼

gnge�h
r3jk

I � S� 3ðI � nÞðS � nÞ½ �; (3)

where r is the distance between the electron and the nucleus and n ¼ r/r is the unit
vector in the direction joining centres of the two particles.

In high magnetic field, the non-secular part is often discarded leaving solely the

secular part of (3):

HD
en ¼

gnge�h
r3ij

I � S� 3IzSz½ �: (4)
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The Hamiltonian for the scalar Fermi contact can be written as:

HSc
en ¼ I � A � S; (5)

where A represents the scalar hyperfine coupling tensor.

All mechanisms of DNP share the common principle of transferring polarization

from electrons to nuclei, following irradiation at or near the frequency of the ESR

line of the electron. The DNP process depends essentially on the magnitude of the

hyperfine and dipolar interactions. However, this process only determines the

polarization of nuclei in close proximity to an electron, the core nuclei. In liquids,

this polarization transfer is driven by relaxation, following excitation of electron

transitions. In solids, transitions are directly driven by microwave irradiation.

For the DNP process to proceed from an initial polarization zone, it is essential

that polarization be either transported to other nuclei via spin diffusion, as is the

case in the solid state. Alternatively, in liquids unpolarized nuclei become available

by translational diffusion. These two options are responsible for largely different

polarization processes in (insulating) solids as compared to liquids (and metals). In

liquids, this process is fundamentally different, and rotational and translational

diffusion processes govern the polarization process, as originally described by

Hausser et al. [37], M€uller-Warmuth et al. [39] and others. Relaxation processes

are driven by the time dependence of the overall Hamiltonian, arising form

variations in the vector r and the hyperfine coupling constants, causing relaxation

transitions between the spin states.

The choice of the polarization mechanism depends entirely on the experimental

conditions. Overhauser DNP is the only DNP mechanism known to work in liquids.

The specific mechanism in the solid state depends primarily on the experimental

conditions, i.e., choice and concentration of the radical. Table 1 summarizes the

DNP mechanisms and the conditions required for these mechanisms. The key

mechanisms will be reviewed in the following paragraphs.

DNP can also be classified by the experimental arrangement that is used to carry

out the experiment. In this sense three technical implementations of DNP prevail:

1. Overhauser DNP (O-DNP), driven by the Overhauser effect (OE), where the

entire process is carried out in the liquid state.

2. Solid-state DNP (SS-DNP) at low temperatures (typically 90 K), driven by the

cross effect (CE), using high-power microwave sources in conjunction with

MAS for solid-state NMR.

3. Dissolution DNP or ex situ DNP (D-DNP), typically carried out at temperatures

<1.5 K, driven by thermal mixing (TM) or the solid effect (SE). The polarized

liquid sample is generated by sample dissolution and is transfer to an analytical

NMR magnet to acquire a spectrum.

Significant progress in DNP arises from improved instrumentation, mainly from

high power microwave sources that have become available in recent years. These

developments were much influenced by Griffin’s pioneering work using gyrotron
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sources for SS-DNP [42]. Another important technological development is that of

D-DNP by Ardenkjær-Larsen [44], which yields by far the largest overall

enhancements and has major applications in MRI. Moreover, recent work on

O-DNP shows an avenue towards applications of DNP in solutions.

Implementations of O-DNP come in different flavors, either carrying out the

polarization at the same field strength as the NMR measurement or polarizing at

lower field and transporting the sample to higher field for the NMR measurement.

Table 1 Common DNP mechanisms

Underlying

mechanism

OE SE CE TM

Common

application

O-DNP

(liquids)

D-DNP SS-DNP D-DNP

Sample type Liquids; alkali

metals;

organic

conductors

Glassy samples in

the solid state

Glassy samples in the

solid state

Glassy samples in

the solid state

Conditions Hen time-

dependent

�o�1
e ;

polarization

transfer via

relaxation,

depending

on scalar

and dipolar

interaction.

HSc
en causes mixing

of states )
forbidden

transition, slow

build-up

Low concentration

of radicals, no

dipolar

coupling

between

radicals

Inhomogenous

broadening of the

ESR signal, large

g-anisotropy,

dipolar coupling

between radicals.

Optimal with

biradicals

satisfying:

on ¼ oeS1 � oeS2

Homogenous

broadeninga

of the ESR

signal, small

g-anisotropy

High

concentration

of radicals

Doe1=2 � on

Unresolved SE for

oe1=2 � on

D > on > oe1=2

) resolved hyperfine

lines in ESR

spectrum

oe1=2 > on

Frequency

dependence

oetc < 1 ~B�2
0 B�1

0
oe1/2

Microwave

irradiation

frequency

for maximal

enhancement

o ¼ oe o ¼ oe � on

Maxima in

microwave

sweep

separated by

2on

omax at polarization

maximum,

depends on EPR

line shape

omax at

polarization

maximum,

depends on

EPR line

shape

o � oe � oe1/2

oe electron Larmor frequency, on nuclear Larmor frequency, oe1/2 homogenous half width of the

ESR signal, D inhomogenous breadth of the EPR spectrum, tc electron rotational correlation time.
aThe expressions homogenous and inhomogenous broadening are commonly used in EPR spec-

troscopy, but are less familiar to NMR spectroscopists. Inhomogeneous broadening of the ESR

spectrum describes a signal composed of a large number of narrower spectra, arising from different

hyperfine couplings, each shifted with respect to each other. In the case of homogeneous broaden-

ing, the linewidth of the ESR spectrum is determined by the electron relaxation times
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2.1 Overhauser DNP

The OE was first described theoretically in a 1953 landmark paper by Albert

Overhauser, who predicted for metals that “if the electron spin resonance of the

conducting electrons is saturated, the nuclei will be polarized to the same degree

they would if their gyromagnetic ration were that of the electron spin”[21]. In the

same year, this theoretical concept was verified by Carver and Slichter for metallic

lithium dispersed in oil, resulting in an enhancement factor of 100-fold [22].

Figure 2 shows the first DNP spectrum from a 1953 publication by Carver and

Slichter [22]. Later the same authors demonstrated the DNP effect for 23Na and 1H

in sodium ammonia solutions [23]. The history of these early DNP experiments was

recently reviewed by Slichter [45].

Although O-DNP was originally discovered in alkali metals, its main application

today is in DNP in solution, predominantly for 1H and for 13C NMR, although many

other spin 1/2 nuclei can be polarized. Earlier applications also included 1H and 13C

DNP of organic conductors [46–48].

The O-DNP experiment requires irradiation at the electron Larmor frequency to

saturate the electron transition. The enhancement arises from subsequent relaxation

processes involving simultaneous reversals of I and S in opposite directions

(flip-flop transitions, W0), or in the same direction (flip-flip transitions, W2). This

is depicted by the energy level diagram in Fig. 3. Hausser and Stehlik introduced

a phenomenological description using rate equations [37], based on Solomon’s

treatment of the OE. According to the Solomon equations [49], the rate equation

for the expectation value of the nuclear polarization <Iz> can be written as:

d Izh i
dt

¼ �r Izh i � I0ð Þ � s Szh i � S0ð Þ; (6)

Fig. 2 Original DNP

experiment performed by

Carver and Slichter [22].

Top: The noisy 7Li resonance.

Middle: The 7Li resonance

enhanced by electron

saturation. Bottom: Proton
resonance in glycerin sample.

(Copyright 1953 by The

American Physical Society)
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where I0 and S0 represent the values of <Iz> and <Sz> in thermal equilibrium.

Hausser introduced three key parameters, the coupling factor x, the leakage factor f
and the saturation factor s [37]:

x ¼ s
r
¼ W2 �W0

W0 þ 2W1 þW2

; (7a)

where s is the cross-relaxation and r the auto-relaxation rate,

f ¼ r
rþW0

1I

; (7b)

s ¼ S0 � Szh i
S0

: (7c)

The coupling factor describes the contribution of the transition probabilities Wi

towards the maximum polarization and depends on the nature of the short range

interactions that determine these transition probabilities.

The overall DNP enhancement has been defined as:

E ¼ Izh i
I0

¼ 1� x � f � s gej j
gn

: (8)

It should be noted that the commonly used NOE factor is defined differently as
Iz�I0
Iz

¼ 1� E ¼ x � f � s gej j
gn
. Some authors defined their DNP enhancement this way.

If f and s both have a value of +1 the enhancement is E ¼ 1� x gej j
gn
, i.e., a sufficiently

large positive enhancement reflects a negative coupling factor.

The leakage factor f measures the contribution of the electrons towards the

relaxation of the nuclei. (W0
1I in (7b) is the longitudinal relaxation rate of the

Fig. 3 Energy level diagram

for a two-spin system;

S represents the electron and

I a spin 1/2 nucleus.

Transitions are labelled with

the respective transition

probabilities:W1S andW1I are

the transition probabilities for

the electron S and for the

nucleus I, respectively. W0

and W2 represent the zero and

double quantum transition

probabilities, respectively
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nucleus in the absence of a radical). It can be determined by relaxation measurements

in the presence and absence of the radical. Values can range from 0 (no contribution

from the radical) to 1 (relaxation controlled by the radicals). For nitroxide radicals it

usually assumes a value close to 1 at radical concentrations of 10–20 mM.

The saturation factor s is a measure of the degree to which the electron transitions

are saturated.When the electron transitions are completely saturated, s takes a value of
1. It depends on the microwave power and the relaxation of the electrons. The

saturation factor becomes significantly more complicated in radicals with several

hyperfine lines (two for 15N, three for 14N), such as nitroxide radicals, where various

relaxation mechanisms need to be considered if only one line is saturated. Bates and

Drozdoski proposed a theoretical model taking into account electron spin exchange

transitions [50], which has recently been extended by Armstrong [51] to account

for the relaxation effect arising from 14N (and 15N) nuclei. Recently T€urke andBennati
[179] proposed to measure saturation factors using pulsed electron–electron double

resonance (ELDOR) experiments measuring the saturation level of a hyperfine line

when pumping a coupled line of the nitroxide spectrum. For 15N-2H-labelled

TEMPONE (4-oxo-2,2,6,6-tetramethylpiperidine-N-oxyl) radical, this study

demonstrates a strong dependence of s on the concentration of the radical, owing

to a predominant Heisenberg exchangemechanism at concentrations�5mM. Almost

complete saturation can be achieved in water by irradiating one electron paramagnetic

resonance (EPR) transition. According to calculations by Armstrong et al., this

may not be the case for 14N-TEMPONE [51] (radicals are described in Sect. 3.4).

Hausser used a semi-classical approach to determine the dependence of s and r
on the spectral densities of molecular motions for different relaxation mechanisms

(S for scalar, D for dipolar) [49]:

rS ¼ �sS ¼ A2

2

� �

JS2 on � oeð Þ þ bJS1 onð Þ
� �

; (9)

rD ¼ g2ng
2
eh

2

10r6en
½ð6JD on þ oeð Þ þ JD on � oeð Þ þ 3JD onð Þ�; (10)

sD ¼ g2ng
2
eh

2

10r6en

� �

½6JD on þ oeð Þ � JDðon � oeÞ�; (11)

with Lorentz-shaped scalar and dipolar spectral density functions for rotational

diffusion [52]:

JS1;2 oð Þ ¼ tS1;2=ð1þ o2t2S1;2Þ; JD oð Þ ¼ tD=ð1þ o2t2DÞ: (12)

The correlation times of the scalar and dipolar couplings are:

tS1;2 ¼ ð1=t1;2 þ 1=teÞ�1
and tD ¼ ð1=te þ 1=trÞ�1: (13)
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In these equations, Hausser introduced the last term bJS1 onð Þ in (9) to account

for a time dependence of scalar relaxation by spin exchange, in which case

electronic relaxation transitions induce pure nuclear relaxation transitions. b takes

a value of 1 for te 	 t1; t2 and 0 for te � t1; t2. From these spin density functions

and their contribution towards r and s, the dependence of the coupling factor x can
be calculated. Such curves are shown in Fig. 4.

These models are still limited by the restriction to rotational tumbling of both the

electron and the nucleus. M€uller-Warmuth and coworkers developed combined

rotational and translational diffusion models (reviewed in [39]) for dipolar and

scalar interactions, assuming independent diffusion of the molecules. They also

developed a pulse diffusion model assuming occasional collisions between

molecules, described via a Poisson process [39]. Later Hwang et al. [53] used

force-free pair correlation functions to account for translational diffusion and ionic

interactions for dipolar interactions, leading to the now commonly used equation:

Jtrans ¼
1þ 5z

8
þ z2

8

1þ zþ z2

2
þ z3

6
þ 4z4

81
þ z5

81
þ z6

648

; with z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2otTD

p
; (14)

where tTD is the correlation time for the translational diffusion constant, which has

often been related to the closest distance between molecules d and to the diffusion

coefficients DI and DS by tTD ¼ d2=ðDI þ DSÞ. tTD and d can be determined by fast

field-cycling relaxometry (NMR dispersion, NMRD) [54, 55]. Translational

C
ou

pl
in

g 
fa

ct
or

External field (T)

Translational Diffusion

Rotational Diffusion

Scalar Mechanism

Dipolar Mechanism

=1

=0.1
=0.01

=0

0.1 1 10

-1.00

-0.75

-0.50

-0.25

 0.00

 0.25

 0.50

Fig. 4 Dependence of the coupling factor x derived from (9)–(13) on the magnetic field (and

therefore on the Larmor frequency) for scalar and dipolar relaxation using spectral densities for

rotational and translational diffusion using a correlation time of 20 ps (Reproduced from [40] with

the permission of the Royal Society of Chemistry)
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diffusion yields somewhat flatter curves than those for rotational diffusion, despite

an overall similar behaviour (Fig. 4).

Overall, this treatment predicts that the scalar term for rotational diffusion is

independent of double quantum relaxation (W2) and depends only on zero quantum

relaxation. The coupling factor x can assume values between 0.5 and �1.0 for pure

dipolar and pure scalar relaxation, respectively. Moreover, the curves in Fig. 4

clearly show the expected field dependence with low values for the coupling factor,

and therefore low enhancements for high magnetic fields.

The experimental behaviour of the saturation factor at low field (0.34 T) has

been summarized by M€uller-Warmuth [39] considering data up to 1983. The

experimental curves for different nuclei and a series of radicals (Figs. 7, 8 and 10

in [39]) show a substantially more complex behaviour than the theoretical curves

shown in Fig. 4 with mixed scalar and dipolar contributions. The scalar and dipolar

contributions depend strongly on the nature of the sample, in fact on the specific

nucleus, the solvent, and the choice of radical.

The relaxation mechanism encountered is therefore not predictable. As a general

rule, protons have almost always shown a coupling factor driven by dipolar

relaxation. Known exceptions are aromatic protons, for which M€uller-Warmuth

reported a weak scalar contact coupling, and acid protons of trifluroacetic acid [39].

For 13C, positive and negative enhancements were reported. A more complex

relaxation mechanism must be considered, particularly when the carbon is bound

to a proton, in which case we have a three-spin system and possibly an additional
1H/13C-NOE. Most carbons seem to favour a dipolar mechanism (negative

enhancement, positive x); recent examples include small molecules such as

urea, acetone (CO and CH3), pyruvate and methanol [56, 57], whereas N,
N-dimethylformamide [57], chloroform [56] and other chlorinated sp3 carbons

[39] showed a scalar coupling mechanism, as indicated by a positive enhancement

and a negative x. Loening reported scalar relaxation for 31P in triphenylphosphine,
13C in carbontetrachloride, 15N in aniline (opposite sign of the enhancement as

g15N < 0) and for 19F in hexafluorobenzene. 31P is an interesting case for studying the

underlying effects, as trivalent phosphorus seems to favour a scalar relaxation

mechanism, probably arising from lone pair interactions with the electron [39].

The temperature dependence of O-DNP has been the subject of recent

discussions as it influences correlation times and the overall enhancement factor.

The temperature dependence has been studied by NMRD measurements of water

[54] and by molecular dynamics simulations [58], and more recently by measuring

temperatures from the chemical shift change of the water resonance [59]. Temper-

ature affects the saturation factor s by broadening the EPR lines of the TEMPONE

nitroxide radical and, more importantly, the coupling factor x by the change of

correlation times. These measurements showed a linear increase of the enhance-

ment with temperature [59], in good qualitative agreement with the values of x from
molecular dynamics simulations [58], but showed a significantly higher increase

with temperature than previously expected. Bennati determined x using correlation
times from NMRD measurements and found a somewhat more rapid variation with
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temperature than those reported by Kryukov [59]. Overall, significant heating

despite using small capillary samples (typically of nanolitre volumes) represents

a major obstacle in a systematic analysis of the polarization parameters, which may

have obscured previous results.

2.2 DNP via the Solid Effect

Soon after the discovery ofDNP via theOE, Jeffries realized that “the saturation of so-

called forbidden transitions will produce a comparable nuclear polarization directly in

the sense that the applied radiofrequency field itself flips the nuclei” in solids [26]. He

mentions that this had previously been observed by Pound [24] and theoretically

considered by Abragam [25], who coined the name “l’effet solide.” Jeffries later

described the SE theoretically [60], and reviewed the early work of DNP in 1964 [2].

The SE is observed at low temperatures in solids for radicals with narrow EPR

lines (typically trityl radicals), where the EPR linewidth is much smaller than the

nuclear Larmor frequency ðoe1=2 � oNÞ. As pointed out by Jeffries, it arises from

driving the forbidden W0 and W2 as illustrated in Fig. 5.

DNP in the solid state follows a different mechanism compared to DNP in

liquids, in particular at low temperatures, where the spatial parts of HD
en and HSc

en

become time-independent. Therefore, the enhancement is not driven by changes in

polarizations arising from W2 and W0 relaxation, as is the case for O-DNP, but

rather by driving these forbidden flip-flop (W0) and flip-flip (W2) transitions using

microwave irradiation at the corresponding resonance frequencies oe þ oN or

oe � oN, as shown in Fig. 6.

For this it is useful to expand the Hamiltonian (2) to include a term for the

interaction of the electrons with the microwave field:

H ¼ o0eSZ � o0n

X

i

IiZ þ 2o1eSZ cosotþ
X

i

S � Ai � Ii þ Hnn: (15)

|βSβI>

|αSβI>

|βSαI>

|αSαI>1

2

3

4

W2

W0

W1S

W1I

W1S

W1I

Fig. 5 Energy level diagram

for the SE, which is driven by

forbidden single and double

quantum transitions (W0 and

W2, dotted lines)
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The first and second term describe electron and nuclear Zeeman interactions, of

the electron spin and the nuclear spins with the applied magnetic field, respectively,

the third term the interaction of the electrons with the microwave field, and the

fourth the hyperfine interaction between the nuclear spins. Here o0e ¼ geB0 is the

electron Larmor frequency, with the applied magnetic field B0 and the gyromag-

netic ratio of the electron ge, and o0n ¼ gnB0 the nuclear Larmor frequency with

the nuclear gyromagnetic ratio gn. For the interaction of the electron spin with the

microwave field B1 we use o1e ¼ geB1. A
i represents the hyperfine tensor for

the interaction between nuclei and electron spins. The term Hnn describing dipolar

interactions between nuclear spins has been neglected in theoretical descriptions of

the SE by Wenckebach [61, 62] and by Jeschke [63], but has been the subject of a

recent theoretical treatment of coupled solid state DNP and spin diffusion using the

density matrix formalism by Hovav and Vega [43].

The SE depends on non-secular terms of the electron-nuclear part of the Hamil-

tonian, leading to the mixing of states under the influence of microwave irradiation.

This can easily be recognized by writing the Hamiltonian in a frame that points into

the direction of the effective microwave field in which the z0 axis is defined by

effective microwave frequency:

oeff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

o0e � oð Þ2 þ os
1e

q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 � o2

p
: (16)

Here, o is the microwave frequency, and o0e � o represents the detuning of the

microwave field with respect to the resonance frequency of the electron spin.

Polarization under the SE occurs when the Hartmann–Hahn condition oeff ¼ on

is fulfilled. The Hartmann–Hahn condition has two solutions D1;2 ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

n � o2
1e

p
,

which yield maximum polarizations of opposite sign at the microwave frequencies

o� ¼ o0e � on cos Y1;2

� �
, where the tilt angle of the effective field Y1;2 ¼



ffiffiffiffiffiffiffiffiffiffiffiffi
o2

n�o2
1e

p
on

. For sufficiently large B1e field strengths, Y adopts small values and

cosðYÞ ! 1; in which case o1;2 � o0e � on.

- n n
 - e

P

Fig. 6 Nuclear polarization by the SE as a function of the microwave frequency
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The new Hamiltonian, ignoring the Hnn term for nuclear spin diffusion, and after

several transformations into the tilted frame and averaged over a period of

2po�1
0n � 2po�1

eff , thus satisfying the Hartmann–Hahn condition, we get:

Htilt;av ¼ Z þ Vzz cosYþ V� sinY; (17)

where Z ¼ oeffSz0 þ o0n

P

i

Iiz,

VZZ ¼
X

i

Ai
zzSz0 I

i
z

and V� ¼ 1
4

P

i

ðAi
zþSþI

i
� þ Ai

z�S�I
i
þÞ.

The last term represents the flip-flop terms causing polarization transfer. Here,

S� ¼ Sx0 � iSy0 and I� ¼ Ix0 � iIy0 are the step operators, and Az� ¼ Azx � iAzx

represents the tensor elements of the hyperfine coupling. The detailed transforma-

tion can be found in [61, 62]. Wenckebach developed this approach to describe

coherent polarization transfer in the rotating frame; this is required for the nuclear

orientation via electron spin locking (NOVEL) pulsed DNP experiment [64] in

which a spin lock is applied to the electrons.

The transition probability for the forbidden transitions W� are given by:

W� ¼ 2 qij
	
	
	
	2po2

e f ðoe � onÞ; (18)

where qij are the coefficients that describe the degree of Eigenstate mixing

ðqij þ>ij j þ>iÞ, which is given by:

qij ¼ � 3

4

gegn�h
on

� 1
r3ij

� sin yij cos yije�ifij : (19)

f ðoe � onÞ represents the normalized EPR lineshape function. In this equation,W2

is proportional to q2ij and therefore too
�2
n and B�2

0 (in contrast to CE and TM, which

scale with B�1
0 ) [36, 65]. This is thought to limit the use of the SE at higher field

strengths.

If the ESR line is sufficiently narrow and the nuclear Larmor frequency suffi-

ciently large ðon 	 oe1=2Þ; polarization transfer occurs in two completely

separated frequency regions, as shown in Fig. 6. In the case of the “differential

solid effect” these lines are not as well resolved; consequently, the SE becomes

inefficient, owing to simultaneous transitions of opposite sign that may cancel each

other. This becomes relevant for low magnetic field strengths and for low g nuclei.
In practice, it may be hard to distinguish this situation from the thermal mixing

DNP mechanism.
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By solving rate equations similar to those used to describe the OE one can

readily show under which conditions complete polarization becomes possible.

Wind [36] derived the SE enhancement factor as:

ESE ¼ 1þ W2

W2 þW1I
� ge

gn
� 1

� �

; (20)

under the assumption thatW1e dominates the cross-relaxation ratesW2,W0 andW1n

(W1e 	 W2,W0,Wn). This enhancement becomes ge=gn if cross-relaxation domi-

nates the nuclear relaxation rate (W2 	 Wn). The total enhancement is scaled by

cos(y), where y is the tilt angle of the effective field versus the static magnetic field,

although y will be small for sufficiently large magnetic field strengths.

Polarizations in the solid state work best in solid glass-forming solvents, such as

glycerol, water, methanol, DMSO and certain mixtures of those. Deuteration

considerably improves the polarization because it removes protons as the most

important relaxation mechanism. It has also been shown that 13C-enrichment of the

glassy matrix with compounds like 13C-acetone or 13C-DMSO improves the polar-

ization process, in some cases by enhancing the achievable polarization [66], for
13C-DMSO and pyruvate by increasing the polarization rate [67]. These

experiments highlight the importance of the spin diffusion barrier surrounding the

paramagnetic centre [68], which has been the issue of recent theoretical

considerations [43, 69]. Moreover, for polarizations at low temperature an addi-

tional relaxation mechanism arising from quantum rotor transitions in methyl

groups must be considered [13, 70]. For polarizations of some substances this

may dominate to a degree where the polarization arising from the CE may be

completely quenched, although this effect can be eliminated by choosing the

microwave frequency at oe þ on, where quantum rotor effects and DNP

enhancements interfere constructively [70].

2.3 DNP via the Cross Effect and Thermal Mixing

The CE was discovered when Hwang examined Ley’s radical (a bis-phenyl aroxyl

radical) in polystyrene for increasing concentrations of the radical (0.25–5%) and

found that the positive and negative DNP enhancement peaks move closer to each

other for increasing concentrations of the same radical, as depicted in Fig. 7b [32,

33]. The underlying effect had previously been proposed by Abragam and Borghini

[71] arising from spin–spin interactions between the electrons. A theoretical treat-

ment by Wollan [35] also mentions an earlier discovery by Kessenikh [30, 31].

Despite its importance for SS-NMR, there is no comparable theoretical basis for CE

as there is for the SE, although the basic requirements of the CE are reasonably well

understood.

Both, the CE and TM require that the inhomogeneous EPR linewidth D is larger

than the nuclear Larmor frequency ðD > onÞ, while the homogenous width must be
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smaller than the nuclear Larmor frequency ðoe1=2 < onÞ. For homogenously broad-

ened EPR lines TM becomes active, for inhomogenously broadened lines CE is

encountered. The latter is the case at higher fields and for larger g-tensors. The CE

and TM are based on allowed transitions (Fig. 7a) and builds up polarization much

faster than the SE.

Both effects require two or more electrons in close proximity. For CE, two

electrons flip simultaneously with the nuclear spin via
	
	bIbS1aS1>

	
	aIaS1bS1> and	

	aIbS1bS2>
	
	bIaS1aS2> transitions. This is achieved by irradiating at the frequency

of one of the two radicals; as a consequence, both radicals and the proton flip. The

matching condition for these transitions is joe1 � oe2j � on. This is the case when

the levels 4 and 5 become degenerate, which can be approximated at high radical

concentrations. Griffin and coworkers developed the concept of biradicals (such as

TOTAPOL) for which the two electrons fulfill the matching condition. As the

linewidth of EPR spectra scales with B0; the effect scales with B�1
0 [42].

TM is similar to the CE but has been developed using a different theoretical

model, specifically the concept of spin temperature based on the Provotov theory

[1, 72], in which spin systems are treated as thermodynamic ensembles,

ba

5
6

8

|αIαS1αS2> 1
2

3
4

|βIαS1αS2>

|βIαS1βS2>

|βIβS1αS2>

|βIβS1βS2>
7

|αIαS1βS2>

|αIβS1αS2>

|αIβS1βS2>

ωCE1

ωCE1

ω0S1

ω0S1

ω0S2

ω0S2

Fig. 7 (a) Energy level diagram for the CE, which requires a three-spin system with two electrons

and one nucleus. Saturation of one of the EPR transitions for one of the dipolar coupled electrons

(oCE1 or oCE2) yields the enhancement for the nuclear transitions (o0S1 for oCE1 causing a

negative enhancement, o0S2 for oCE2 causing a positive enhancement). (b) Polarization sweeps

for protons obtained by Hwang et al. for increasing concentrations of Ley’s radical in polystyrene.

(0.25, 1.5 and 5%). The positive and negative DNP enhancement peaks move closer to each

other for increasing concentrations of radical [32]. (Copyright 1967 by The American Physical

Society)
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characterized by a spin temperature. This concept is suitable for describing a system

with many electrons, where the Hamiltonian becomes too complex to determine

individual Eigenlevels. This theory has recently been reviewed by Goertz [73], and

has been applied to DNP spectra of solid deuterated butanol [74].

Qualitatively, TM can be interpreted as a transition from the CE towards an

electron spin ensemble, arising from manifolds of states. TM requires high radical

concentrations causing a homogenously broadened spectrum arising from strong

electron interactions.

2.4 Pulsed DNP Methods

Pulsed DNP methods were recently reviewed [42]. Without doubt they offer

significant advantages over classical DNP approaches. They do not scale as

unfavourably with increasing field strengths, and have the potential to overcome

some of the limitations encountered with SE, TM and CE. Pulsed methods include

rotating frame DNP [65, 75], the integrated SE [76, 77], NOVEL [62, 64], the

dressed SE [78] and a recently described method termed PONSEE (polarization of

nuclear spins enhanced by ENDOR) [79]. NOVEL is a coherent method, which

might have the potential to enable much faster polarizations, overcoming some of

the limitations of the SE. However this requires irradiation at high power to fulfill a

Hartmann–Hahn condition, which is not easily possible at higher field strengths

with currently available microwave technology. Nevertheless, pulsed methods may

have significant advantages for future experiments.

3 Experimental Implementations and Applications

The choice of experimental settings has largely been dictated by the constraints

predicted by theoretical treatments, and by experimental limitations. SS-DNP is

quickly becoming an important add-on to solid-state MAS-NMR spectrometers,

building on Griffin’s work using high power gyrotron microwave sources [80, 81].

These microwave sources open new avenues towards applications of DNP in

biological systems. SS-DNP will not be covered in great detail because it is

described in several excellent reviews by Griffin [42, 180]. The most important

highlights of this work will, however, be summarized briefly in Sect. 3.1.

For DNP in solution, high power microwave irradiation is not necessarily the best

possible concept owing to the heating effects in many solvents. Nevertheless, Prisner

and coworkers have presented innovative designs for O-DNP at high field strengths,

using a gyrotron as a microwave source (see Sect. 3.2.3) and showed that reasonably

high enhancements are feasible. Several other authors have polarized samples

at lower fields in solution and transported these samples to higher fields, either by

flow injection or by shuttling samples or the probe (see Sects. 3.2.1 and 3.2.2).
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These concepts will be presented in Sect. 3.2. A third revolutionary concept for DNP

arises from work by Ardenkjær-Larsen, who designed an apparatus to polarize

samples at temperatures below 1.3 K, which are, after rapid dissolution, transported

into a higher field magnet (D-DNP). This version of DNP achieves by far the largest

enhancements by combining a Boltzmann and a DNP enhancement, although the

irreversibility of the dissolution process limits applications to one brief NMR experi-

ment to be carried out during the T1 relaxation time of the involved nuclei. Despite

this limitation, D-DNP has become a highly popular implementation of DNP,

driven by enormous enhancements of >10,000 and considerable successes in MRI

applications. D-DNP will be covered in Sect. 3.3. This review will not cover

the design of DNP probes and microwave sources, which have been reviewed

elsewhere [42].

In this review, polarizers are classified according to common DNP

implementations, as introduced above, specifically O-DNP for liquids, SS-DNP

and D-DNP. This is, of course, artificial because the same microwave and

radiofrequency sources can be used in liquids or in solution, except for the use of

different cooling arrangements, MAS or a dissolution device. This classification is,

however, useful to describe current experimental implementations.

3.1 SS-DNP

As SS-NMR is covered by several other reviews by Griffin and coworkers [42,

180], the current state will only be summarized briefly. Early implementations of

DNP for SS-NMR were described by Wind [83] and later by Schaefer [84]. Wind

built a SS-DNP MAS spectrometer using a 1.4 T magnet (60 MHz proton fre-

quency), 15 MHz 13C frequency and an ESR frequency of 40 GHz [83] using a

10 W Klystron working at a fixed microwave frequency. He reported spectra of

BDPA-doped polystyrene, where he achieved enhancements of 26 for the direct

polarization of 13C and 130 for a cross-polarization from protons to 13C. He found

that the polarization develops via a SE for 1H and TM for 13C [36]. Wind also

examined a range of coal samples and diamonds. An alternative design was

presented by Schaefer and coworkers, who observed an enhancement factor of 20

for polystyrene doped with the BPDA radical [84]. Griffin conducted similar

experiments in 1993 using a gyrotron operating at 140 GHz and a newly designed

DNP-MAS probe [85, 86]. He also found that he could obtain higher polarizations

by cross-polarization from 1H to 13C, and concluded that TM yields higher

polarizations than direct polarization via the SE [86].

The introduction of gyrotron masers by Griffin was clearly a landmark for DNP.

Using nitroxide radicals (4-amino-TEMPO, see Sect. 3.4) he showed in 1997 the

first MAS SS-NMR spectra of a protein, 15N-Ala-labelled T4 lysozyme, with an

enhancement of ~50 [38]. Griffin realized not only that polarizations via the CE are

more efficient than those via TM, he also found that CE benefits from the close

proximity of electrons in biradicals, leading to about four-fold larger signal
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intensities at much lower radical concentrations. He developed TOTAPOL, a water

soluble biradical with a short linker [87, 88], which fulfills the need for a suffi-

ciently strong dipolar coupling between the two electrons so that the difference

between the electron Larmor frequencies approximates the nuclear Larmor fre-

quency ðon ¼ oe1 � oe2Þ. With this concept, enhancements at 5 T and 90 K were

increased from E � 175 to E � 290.

The search for optimal biradicals continues: more rigid radicals were shown to

yield even larger enhancements [89], and recently a range of dinitroxides has been

characterized [90]. Others have shown advantages for triradicals (DOTOPA-

TEMPO) [91]. Thurber also demonstrated the advantage of lower temperatures

for SS-DNP. The quest for even higher field strengths continues with gyrotron-

based SS-DNP NMR spectrometers of up to 263 GHz (400 MHz proton frequency).

SS-DNP has become an important add-on to SS-NMR, with applications in

protein NMR, as demonstrated for membrane proteins [92], amyloid fibrils [93]

and an SH3 signalling protein [94]. However, the latter study by Oschkinat and

Griffin also highlights the problems still encountered with SS-DNP for proteins.

Deuteration was required to achieve any decent enhancement and the enhancement

factor drops from ~70 to ~10 between 98 and 178 K. However, DNP at 98 K is

impractical as the resolution at this temperature is insufficient for assignments.

Griffin has generally polarized protons with subsequent polarization transfer to
13C. For many molecules this proved to be the right choice, despite the lower

theoretical ge=gn ratio for protons (660) versus 13C (2,625). However, Griffin’s

recent work shows that larger enhancements are possible by polarizing 13C directly,

although at the expense of a longer polarization time (~5 s for 1H, 114–176 s for

glycerol) [95], as a consequence of slower propagation of polarization for 13C

owing to the smaller dipolar coupling for 13C compared to 1H. Another option

demonstrated by the same group is cross-polarization from 2H to 13C, which

benefits from a large maximum enhancement (ge=g2H ¼ 4,300) [82]. For proline,

a polarization >700 was reported for 2H using the Ox063 radical (see Sect. 3.4).

This may become an interesting option for deuterated proteins.

Emsley and coworkers also reported surface enhanced NMR spectra for surface

functionalized silica materials, where polarization is transferred from the protons of

the solvent to the 13C nuclei of functional groups at the surface, yielding at least a

50-fold signal enhancement [96].

As SS-DNP devices become commercially available we will most likely see

widespread use across SS-NMR laboratories, and we may see results that render

SS-DNP applicable for typical biological macromolecules.

3.1.1 Other Implementations of SS-DNP

There are now several implementations of gyrotrons, including a 260 GHz gyrotron

oscillator (GYCOM, Russia) [94] and a 263 GHz gyrotron from Bruker (Germany),
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with higher frequencies announced. Idehara et al. reported the design of a Terahertz

(980 GHz) gyrotron suitable for high-field NMR experiments at 20 T and beyond

[97].

Recent reports covered the implementation of several solid state DNP devices

without MAS, including one by Feintuch et al. operating at 95 GHz [98], operable

over a wide range of temperatures. A high-power pulsed DNP spectrometer,

which was used to demonstrate higher DNP enhancements using pulsed compared

to continuous wave electron excitation, was recently described by Hunter et al. [99].

Such pulsed EPR solutions are likely to open new avenues. Thurber et al. presented

a low-power 264 GHz solution operating at 7–80 K [100], and a solution for

submicron solid state NMR imaging [91].

3.2 O-DNP

O-DNP has only recently seen a renaissance after the early experiments by Hausser

[37] and later by M€uller-Warmuth [39]. The design of such spectrometers for true

liquid-state DNP is dictated by the need to minimize heating, the unfortunate field

dependency and the desire to obtain high-resolution spectra. There are two possible

options: (1) to polarize at low field and transport the sample to higher (or in selected

cases to lower) fields, an implementation that has found many applications; and (2)

to conduct the entire experiment at one field strength. The second option is

currently targeted towards mechanistic studies, although such implementations

may have considerable potential for future applications, if some fundamental

problems can be solved. High field implementations suffer from the need to build

a probe that yields high quality factors for both NMR and EPR and from the low

predicted enhancements, although recent results are increasingly encouraging.

3.2.1 Low to High Field Transfer O-DNP

In the 1980s, Dorn explored DNP enhancements for flowing liquids, first with an

arrangement of nearby microwave and radiofrequency cells, operating at 9 GHz and

14 MHz, respectively, in a 0.35 T magnet [101]. Subsequently, he designed an

apparatus that flows the sample from a 0.34 T microwave cavity into a 4.7 T NMR

magnet (Fig. 8) [101]. The decisive advantage of this arrangement is the separation of

the microwave excitation from the radiofrequency excitation/detection probe, thus

allowing for an optimal arrangement at either site. Dorn used TEMPO radicals either

in solution or immobilized on silica gel [101, 103]. The latter case he termed SLIT

(solid–liquid intermolecular transfer) for which he observed impressive

enhancements for small molecules in organic solvents. The key advantages of SLIT

are the avoidance of contact shifts and line broadening owing to the presence of large

concentrations of the radical, facile detection of scalar-dominated signals, good

transfer efficiencies owing to slow relaxation, and suitability for a wide range of

flow rates [103].
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For the case of dissolved radicals, Dorn found that much larger flow rates are

required to obtain the optional enhancement, as a consequence of relaxation losses

in the transfer [103]. Dorn derived a theoretical model to calculate the ultimate

enhancements at low field [103], considering relaxation losses during the transfer,

and achieved enhancements of �150 and �220 for benzene/dissolved TEMPO 1H

and 13C, respectively. For chloroform/TEMPO he calculated extrapolated 1H

enhancements close to the dipolar limit of �330 and close to the scalar limit of

2,660 for 13C for chlorinated carbons [104]. During flow these enhancements scale

according to:

Aobs ¼ A � BEPR=BNMR � ð1� E1aÞE1bE1c; (21)

where A ¼ xfs ge
gn
(the “Overhauser enhancement”), BEPR and BNMR are the EPR and

NMR field strengths, and E1a;b;c ¼ expð�t0=T1a;b;cÞ is the relaxation in regions a, b

and c of the apparatus shown in Fig. 8a. For Dorn’s spectrometer, signals were

scaled by a field factor of 14.4. With the immobilized free radical, he obtained

under flow conditions enhancement factors of �56 for chloroform and 1–10 for

benzene (dipolar mechanism). For 13C he observed a reduced enhancement owing

to three-spin effects involving protons for benzene, and factors of 40–60 for

chlorinated carbons that polarize via a scalar mechanism [103]. Dorn reported a

strong dependence of the polarization mechanism on the radical concentration for

dipolar-dominated enhancements, with compensating scalar and dipolar

enhancements at lower radical concentrations.

Dorn also proposed to use DNP-enhanced NMR as a detector for continuous-

flow online chromatography [102] and later described a recycled-flow spectrometer

[103]. The drawback of this is, however, the large dead volume of the pump and

tubing that considerably reduces the overall enhancement when compared to a

smaller volume sample recorded in a conventional probe [103], as shown in
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nut

nut
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Fig. 8 (a) Dorn’s O-DNP apparatus for continuous-flow online HPLC-DNP-NMR. (b) Diagram

of the EPR flow cell employing TEMPO radicals immobilized on silica beads. [(a) kindly provided

by Dorn; (b) reprinted from [102] with permission. Copyright 1994 American Chemical Society
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simulations of continuous flow NMR by Sudmeier et al. [105]. It would be

worthwhile to reconsider the flow concept if the dead volumes could be further

minimized.

The immobilized radical flow concept has recently been revisited by Lingwood

et al. [106] to generate hyperpolarized water in the 0.35 T fringe field of a clinical

1.5 T whole-body MRI magnet, using an improved immobilized radical bound to

Sepharose gel beads via polyelectrolyte linker arms. The system provides O-DNP

enhancements approaching those of freely dissolved nitroxide radicals. This work

reports a DNP signal enhancement factor of�15 in protonMRI images with respect

to the unenhanced 1H MRI signal of water at 1.5 T, reflecting an overall enhance-

ment of �100 in the microwave cavity.

3.2.2 Shuttling DNP Spectrometer

A straightforward alternative to the continuous-flow concept is a shuttling solution,

where either the sample or the probe is moved between magnets at two different

field strengths. The concept of shuttling is quite old and was pioneered by Purcell

and Pound in 1951 [107], who used it to examine the fate of a spin system upon field

reversal. Several groups have implemented shuttling concepts since ([110–112], see

[111] for a review on shuttling and field cycling).

Griesinger, Bennati and coworkers recently reported results from a concept

shuttle spectrometer, polarizing at 9.7 GHz (0.23 T), on top of a 14.09 T magnet

(600 MHz proton frequency). The maximum enhancement Iz,max depends on the

actual DNP enhancement (8) at low field ðEEPRmax Þ and a field factor [56, 112]:

Iz;max ¼ EEPRmax I
EPR
0 ¼ EEPRmax BEPR BNMR


� �
INMR
0 ¼ ENMR

max INMR
0 : (22)

The field ratio for the described implementation is ~41.4, i.e. a theoretical

enhancement of �330 for a pure dipolar mechanism results, in the best case (for

x ¼ f ¼ s ¼ 1), in an overall NMR enhancement of ~8.

The apparatus shown in Fig. 9 [113] shuttles 0.9 or 0.46 mm inner diameter

capillary samples within 140 ms between the magnet centres, which are 1.5 m apart.

With a prototype version of this shuttle spectrometer an overall enhancement of�2.6

was observed for water doped with 5 mM TEMPONE-2H,15N [112], arising from an

enhancement of�110 at low field. Much larger enhancements were observed for 13C,

+15 for CHCl3 [112], in good agreement with large positive enhancements observed

by Dorn. For 4 M urea, a negative enhancement with an eeff of � 4� 1 was reported

at radical concentrations of 25 mM [112]. Deuteration showed that three-spin effects

(involving attached protons) play a minor role for urea. The low enhancement

was therefore attributed to counteracting dipolar and scalar mechanisms.

In an improved setup (see [113] for a detailed description of the spectrometer

and probe), relaxation-induced losses of hyperpolarization during the sample trans-

fer were minimized by modifying the field profile so that the magnetic field never
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dropped below the field strength of 0.34 T, at which hyperpolarization occurs

(Fig. 10). An effective enhancement factor in the range of �1.4 to �2.8 was

reported for the different protons of the D-glucose (10 mM 2H,15N-TEMPONE

solution in 99.8% D2O with 5 mM DSS and 0.5 M D-glucose), reflecting relaxation

losses for the glucose protons between 10 and 30%.

As pointed out by Griesinger and coworkers, losses during transfer associated

with this arrangement are unfortunately still too large for protein applications [56].

Considering the field factor and relaxation losses during shuttling, any enhancement

would be lost. To enable such a spectrometer for protein applications in solution

therefore remains an unresolved challenge.

One major limitation of the shuttling implementations is, without doubt, the field

factor between the EPR and NMRmagnet. This could be reduced considerably with

a 3.4 T (94 GHz) implementation of the polarizer, which would reduce the field

Fig. 9 O-DNP shuttling apparatus with an EPR spectrometer mounted on top of a 600 MHz

magnet. An additional field plateau on top of the magnet is generated by a ferroshim system sitting

in the stray field of the magnet. The EPR microwave cavity is connected to an EPR spectrometer.

(Reproduced from [113] by permission of the PCCP Owner Societies)
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factor from ~41 to ~4.1. Such an arrangement would allow for larger enhancements,

probably in the range of absolute values of ~10 for small molecules, considering

smaller enhancements e at larger field strengths. This is probably still not sufficient

for protein applications, which would require much faster shuttling.

3.2.3 Stand-Alone O-DNP Polarizers

Many groups have implemented DNP spectrometers operating at microwave

frequencies of ~9 and ~95 GHz, as the required hardware is readily and cheaply

available. Many such systems are strictly add-on polarizers, some being used for

MRI.

M€unnemann described a mobile stand-alone polarizer using a Halbach permanent

magnet operating at 0.30 T, corresponding to an electron frequency of ~9 GHz [115],

designed to be used as a mobile DNP polarizer for clinical applications, but also to

study enhancements at 3.2 MHz proton frequency in a relatively inhomogenous field.

These authors compared different radicals: a trityl radical (TAM), TEMPOL (see

Sect. 3.4) and a new spin-labelled cationic polyelectrolyte (poly(DADMAC)) with

4% nitroxide radical-bearing monomers and an average molecular weight of 490 kD.

At high microwave powers, the DNP enhancement for water using poly(DADMAC)

significantly exceeded those of TEMPOL. Enhancement values of �80 for poly

(DADMAC), �60 for TEMPOL and �27 for the trityl radical were reported.

Han and coworkers presented several implementations of portable polarizers

operating at 0.25 T/ 9.5 GHz microwave frequency [116]. In a first stand-alone

solution using a fixed field electromagnet and alternatively a field-adjustable

Halbach magnet, the authors reported an enhancement factor of �110 using the

electromagnet for water and TEMPOL as a polarizer. For the more portable

Halbach magnet, they achieved only a factor of �65, a consequence of a less

optimal space-constrained microwave cavity.

Fig. 10 Simultaneous

measurement of proton and
13C NMR signals of

biscarbonate at 96 mT field

using O-DNP [114].

Reprinted from [114],

Copyright (2010), with

permission from Elsevier
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3.2.4 DNP in the Earth’s Field

It should be mentioned that mT earth field MRI is developing its own momentum.

On the detection side, these experiments benefit from superconducting quantum

interference devices (SQUID) [117], owing to the frequency independence of the

SQUID devices. Earth field measurements were often combined with

prepolarization in magnets with modest field strengths, benefiting from huge

enhancements if combined with DNP, in particular if the polarization is carried

out at higher field strengths (see [118] for a thorough theoretical treatment). Very

low-field implementations represent an interesting theoretical challenge, as the

Hamiltonian is not at all diagonal in product operator representations. For such

low fields the hyperfine coupling term cannot be treated as a perturbation to the

dominant Zeeman terms, but becomes strongly dominant.

A recent implementation by Halse, measuring in the Earth’s field strength of 54

mT using nitroxide free radical microwave irradiation at 131.5 MHz in the presence

of a 2.7 mT prepolarizing field was shown to yield an enhancement factor of

�2,250 over thermal equilibrium [119]. Halse et al. also showed a 19F–1H COSY

acquired of neat 2,2,2-trifluoroethanol in the Earth’s magnetic field.

A more recent apparatus designed by Zotev et al. ([114], also see references

included in this article) uses SQUID detectors and 96 mT, corresponding to the

Larmor frequency of 4 kHz for protons and 1 kHz for 13C. O-DNP was carried out

with nitroxide radicals at 3.5–5.7 mT fields using radiofrequency irradiation at

120 MHz. The authors demonstrate applicability for imaging, but also for spectros-

copy of 13C-labelled metabolites such as sodium bicarbonate (Fig. 10), pyruvate,

alanine and lactate. Enhancement factors or �95 for protons and �200 for 13C,

corresponding to thermal polarizations at 0.3 and 1.1 T field strengths, respectively,

were reported. Such implementations could have significant impact for metabolic

imaging, as an alternative to D-DNP, especially as NMR lines become very narrow

at low fields, even for significantly inhomogeneous fields [117].

3.2.5 O-DNP Operating at a Single Field Strength for EPR and NMR

The challenge of O-DNP is undoubtedly to enable DNP in liquids at high magnetic

fields, ideally at 600 MHz, or at least at 400 MHz proton frequencies. Such an

implementation would eliminate the field factor, which lowers the enhancement for

shuttle spectrometers. This requires a design of co-localized microwave and

radiofrequency setup, ideally enabling high-resolution NMR spectra. One question

is howmuch the enhancement drops at higher fields, further away from theoetc�1

condition. The design of such a DNP-NMR spectrometer has now been tackled by

several groups, with implementations of up to 260 GHz. Although the overall

challenge of detecting biological macromolecules in solution has not yet been

met, there is some hope that this may become feasible in the future.
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Recent fundamental work to identify the factors determining the efficiency of

the polarization process (s, f and x) was primarily conducted by the groups of

Bennati, Prisner, Kengens, Dupree and Han. Some of this has already been discussed

in Sect. 2. A recent issue of Physical Chemistry Chemical Physics includes several
articles examining O-DNP enhancements at 9.7, 94 and 260 GHz. Several studies

show larger enhancements than expected from molecular dynamics simulations by

Sezer [58]. These experiments along with the experimental implementations will be

summarized next.

Bennati and coworkers examined experimentally the factors that determine

efficient polarization at high fields, and compared enhancements at 9.7 and at

94 GHz [120]. For this purpose, two different DNP setups were used, both based

on commercially available (Bruker) EPR spectrometers and ENDOR probes. For

the 94 GHz DNP spectrometer, a 400 mW power upgrade was installed. The groups

reported an O-DNP enhancement e of �170 for water at 9.7 GHz (15 MHz proton

frequency), using TEMPONE-D-15N, the highest observed so far (Fig. 11a). How-

ever, at 94 GHz (140 MHz proton frequency) only an enhancement e of �43 was

achieved. These results showed that previous measurements by the same group

yielding enhancements of �140 [121] were power-limited. A systematic study

looking at the field dependence of the saturation factor, and measuring the temper-

ature of the sample using different methods for different sample sizes, showed that

saturation factors are near unity and coupling factors x are ~0.36 for radical
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Fig. 11 O-DNP experiments by Bennati and coworkers. (a) Magnitude of the NMR free induction

decay (FID) for 25 mM D-15N-TEMPOL in water with and without microwave irradiation

(9.7 GHz), showing a maximum enhancement e of �170 for the first point of the FID. The

Boltzmann signal required 4,096 scans whereas the DNP-enhanced signal was recorded within

eight scans. (b) 1H NMR spectra of water containing 25 mM D-15N-TEMPONE at 94 GHz.

(Reproduced from [45, 120] by permission of the PCCP Owner Societies)
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concentrations of 5–10 mM and drop to 0.33 for 25–50 mM. These values were also

found to be in good agreement with preceding NMRD measurements [54] and

molecular dynamics (MD) calculations [58] but discard coupling factors deter-

mined by Armstrong et al. [55]. Saturation factors were ~0.8 when considering both

lines and almost 1 when considering only one EPR line. At 94 GHz, the effective

saturation factor s was estimated at 0.65, using a leakage f of 0.91, and a coupling

factor x of 0.11 fromMDmeasurements. It is therefore mainly the field dependence

of x that is responsible for the lower enhancement at higher fields.

Kentgens and coworkers conducted a similar study using a DNP probe based

on a novel double-resonance structure combining a single-mode microwave

cavity resonating at 95 GHz with an intra-cavity radiofrequency coil operating

at 95 GHz and 140 MHz [122]. These authors reported enhancements e of �65

and extrapolated those to �94 in the centre of the resonator. These values are

considerably higher than those reported by Bennati and coworkers; they are also

higher than expected from MD calculations, even when some sample heating is

considered.

A third implementation of high-field O-DNP was developed by Prisner and

coworkers [123, 124]. In fact, they compared two high field implementations at

260 GHz and 400 MHz, using two different 260 GHz microwave sources, a high-

power gyrotron microwave source (maximum power up to 20 W) and a solid-state

microwave power source (maximum power 45 mW). Their setup uses a resonant

microwave structure to separate electrical and magnetic field components for lossy

solvents like water, and to increase the magnetic field strength at the sample

(described in detail in [123]). The disadvantage of this setup is a very poor

radiofrequency homogeneity, leading to broad NMR resonances, and the require-

ment for tiny capillary samples (0.03 mm inner diameter with few nanolitres of

volume).

Prisner and coworkers started to use Fremy’s salt as a radical, which exhibits a

narrow EPR linewidth of less than 0.1 mT at 260 GHz [124] and yields much higher

enhancements (�10 compared to �6) for 15N-TEMPOL [122]. The gyrotron

microwave source exhibited a striking improvement over that previously reported

for the 45 mW source, yielding an enhancement value of �29 on water protons

using Fremy’s salt, compared to �10 previously reported for the 45 mW source

(Fig. 12).

Denysenkov et al. discussed in detail the implications of this enhancement,

which exceeds all expectations from preceding MD calculations [123]. The leakage

factor was determined to be f ¼ 0.94. The saturation factor s, which is more

difficult to obtain owing to the short electron relaxation times T1e and T2e, was
estimated computationally using Redfield’s perturbation theory [125]. However,

the variation of s within the possible window of T1e of 100–400 ns cannot account

for the high e. For a coupling factor x of 0.072 estimated fromMD calculations [58],

a saturation factor of s ¼ 0:65 was estimated, which is higher than expected from

simulations. Such higher than theoretically expected enhancements can either be

attributed to higher saturation factors or to incorrect temperature measurements, as

suggested in [59].
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Finally, Kryukov et al. designed an apparatus with a 100W microwave amplifier

operating at 94 GHz, using a modified Bruker ENDOR probe [126]. He examined

TEMPOL in toluene, the only study looking at a non-aqueous solvent, and observed

unexpectedly high enhancements of �43 for the methyl group and �50 for the ring

protons [126]. A maximum enhancement was reported for a 20 mM concentration

of TEMPO, similar to Bennati’s results in water [120]. Again, enhancements were

significantly greater than expected from extrapolation of early lower-field

experiments, questioning preceding theoretical evaluations.

Direct observation of 13C may be an option to overcome some of the limitations

encountered for 1H-DNP. This has already been demonstrated by Hausser at low

field [37], and later by Loening et al. [127] at a magnetic field of 5 T (211 MHz for

protons, 140 GHz for electrons), who reported an enhancement of �40 for tetra-

chloride (besides other heteronuclei). More recently, Lingwood et al. reported

values of �265 for urea, +60 for N,N-dimethylformamide and �160 for pyruvate.

Reese et al. reported effective high-field enhancements of +15 and �4 for chloro-

form and urea, respectively, using the earlier described shuttle spectrometer (see

Fig. 13 for CHCl3) [56]. The limitation for 13C is the complex mechanism arising

from competing scalar and dipolar effects, which may even compensate.

3.2.6 Applications of O-DNP

The overall picture arising from these implementations and applications suggest

increased potential of O-DNP in solution. However, heating remains a serious prob-

lem that will limit applications, particularly for heat-sensitive biological

macromolecules. The small sample sizes required in all implementations represent a

serious practical obstacle. Large enhancements reported for higher fields suggest that

a 94 GHz shuttle system may represent a worthwhile advantage over the existing

9.7 GHz implementation because the smaller field ratio will dominate over the

Fig. 12 Water 1H NMR spectra reported by Prisner and coworkers, conducted at 9.2 T (260 Hz,

400 MHz); acquired with (dots) and without microwave pumping (solid line) on 40 mM aqueous

Fremy’s salt solutions using (a) a high power gyrotron, and (b) a low power solid-state microwave

source. (Reproduced from [123] by permission of the PCCP Owner Societies)
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somewhat reduced enhancement, predicting enhancements of at least 10 for protons.

However, applications to biological macromolecules are currently limited by heating

and shuttling times, which are still too long for protein relaxation times. So far, all

measurements conducted at the same field strength for EPR and NMR suffer a from

poor B0 homogeneity, whereas shuttle spectrometers benefit from using a standard

NMR probe to record high-resolution NMR spectra. Dorn’s experiments pointed

towards useful analytical applications of O-DNP, although hampered by the large

amount of solvent required for the flow arrangement. If revisited, a much smaller dead

volume and fast flow rate would have to be considered.

Several applications of O-DNP were suggested by Han and coworkers, who

proposed hyperpolarized water as an MRI contrast agent, and applied this for the

visualization of vortices in model reactors [51]. For in vivo MRI applications this

approach is, however, limited by the relatively small enhancements for water, the

requirement of using relatively toxic TEMPO radicals, and the fast relaxation of

water (~1.5 s), leaving little time between the polarization, the administration of the

polarized water and the MRI measurement. The same group also used DNP to study

the dynamics of water at lipid vesicle surfaces [128], and more recently to study

site-specific hydration translational dynamics in the core of a protein molten

globule, using site-specific nitroxide spin labels [129]. The study shows that the

translational dynamics of bound water in the nonpolar core of the molten globule of

apomyoglobin is only four- to sixfold slower than that of bulk water. At this point

such indirect measurements seem to be the only avenue towards the use of O-DNP

in studies on biological macromolecules.

3.3 Dissolution and Temperature Jump DNP

Dissolution DNP and temperature jump DNP are two related concepts that share the

common principle of carrying out the DNP enhancement at low temperatures,

Fig. 13
13C (shuttle) DNP enhancement reported by Reese et al. [56] of 13C-chloroform in water

with 25 mM D-15N-TEMPONE. The enhanced signals are compared with the Boltzmann polari-

zation at 14 T. Reprinted with permission from [56]. Copyright 2009 American Chemical Society
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followed by sample heating to prepare the sample in the liquid state for the

acquisition of an NMR spectrum. Dissolution is achieved employing either hot

solvent or laser heating. These implementations combine the power of carrying out

NMR experiments in solution with the much larger DNP enhancements achievable

at low temperatures.

3.3.1 Dissolution DNP

Dissolution DNP (also ex situ DNP), pioneered by Ardenkjær-Larsen [44], yields

by far the largest overall enhancements of all implementations of DNP. This is

achieved by polarizing in a lower field magnet (typically 3.4 T, microwave fre-

quency 94 GHz) at 1.1–1.5 K, followed by rapidly melting and dissolving the

hyperpolarized sample using hot solvent. The sample is then rapidly transferred into

a conventional NMR magnet, to record the NMR spectrum ex situ at room temper-

ature. This implementation combines a massive Boltzmann temperature enhance-

ment of 200–250 with the actual DNP enhancement e. The overall enhancement is

defined by:

E
0 ¼ E � BDNP

BNMR

� TNMR

TDNP
: (23)

For a 11.75 T NMR system (500 MHz proton frequency) the B ratio amounts to

3.45. This is small compared to the huge temperature factor of � 250. Even for

modest DNP enhancements of �150, overall enhancements of >10,000 are

obtained.

Figure 14 shows a scheme of the overall arrangement. This setup has found

widespread use through the availability of a commercial implementation by Oxford

a b 
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C(1)13

Thermal spectrum, scaled x 50

D-DNP spectrum

Polariser 
magnet 

NMR magnet 

Liquid helium bath,  
pumped to 1-1.2K 

Heated 
dissolution 
solvent 

transfer 
line 

MW: 94GHz, 
180mW.

5mm NMR tube 

NMR spectrometer 

NMR spectrum

Fig. 14 (a) D-DNP setup. The sample is polarized at 1–1.3 K in the polarizer (shown on the right)
and is subsequently transferred to the NMR magnet (left), where an NMR spectrum is recorded.

Further details of this design can be found in [44]. (b) 13C-NMR spectrum of 13C(1)-pyruvate after

D-DNP versus unpolarized, the latter vertically scaled by a factor of 50, showing the immense

enhancement obtained by D-DNP
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Instruments termed HypersenseTM [130], and due to the development towards

clinical use by GE Healthcare [131]. There are, however, several alternative

implementations, including a similar concept using a smaller He compartment

[132], and a sophisticated solution using a two-centre magnet, designed by

K€ockenberger and coworkers [133].

The inevitable drawback of this implementation of DNP is the irreversible

melting and dissolution of the sample, which limits the subsequent acquisition of

NMR spectra to the life-time of the nuclear spins, i.e., the individual longitudinal

relaxation times. While this seems to represent a major drawback, the huge

enhancements observed for D-DNP may well compensate the loss of signal aver-

aging, especially considering the availability of fast multidimensional acquisition

schemes.

Experimental Conditions of D-DNP

As for SS-DNP, samples for D-DNP are prepared in a glassy matrix; crystalline (at

least microcrystalline) samples do not yield any comparable polarization. Glasses

can be readily prepared using mixtures of glycerol, DMSO, methanol and water.

The Hypersense polarizer uses sample volumes of maximum 250 mL. A tempera-

ture of 1.1–1.3 K is reached by pumping on the He bath, regulating the He supply

from the magnet’s main He tank by a needle valve. The dissolution process is

achieved using hot pressurized solvents, typically at 8–10 bar and ~200 �C, specific
conditions depending on the dissolution solvent. After dissolution, samples are

transferred into the NMR magnet through a tube by using gas pressure. Different

dissolution solvents have been used, but mostly water and methanol, where the

addition of methanol improves the sample flow and reduces bubble formation in the

transfer process. To reach room temperature by dissolution it is usually necessary to

use ~4 mL of solvent, of which only a fraction is transferred into the NMR tube

(particularly when 5 mm NMR tubes holding 0.5 mL are used). Careful calibration

of the solvent pressure and temperature guarantees a reasonably reproducible

sample temperature after dissolution (�1 �C). The dissolution and transfer process

each take 2–3 s, and this time frame restricts application to samples with suffi-

ciently long relaxation times in the dissolution buffer. Hilty developed a sample

injection device that enables significantly faster and more reliable sample injection

in a time frame of ~600 ms [134]. With this arrangement, Hilty was able to record

high quality spectra of glucose. Considering that spectra are recorded in a short time

frame, pre-tuning and pre-shimming on standard samples yields reasonably good

NMR spectra in unlocked mode.

The presence of the radical in the final sample (0.2–0.3 mM) affects relaxation

times. Several methods have been described to remove the radical, e.g., filtration

through a short anion-exchange column [44], radical quenching using a reducing

agent [135], and precipitation under acidic conditions followed by mechanical

filtration [131]. Removal of the radical is particularly important for in vivo

applications because radicals are likely to be toxic, but also for analytical
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applications of D-NMR, to minimize relaxation losses during the transfer from one

magnet to the other.

D-DNP has had great success through the in vivo application of metabolic

imaging, which holds great promise for clinical diagnostic applications. One of

these in vivo applications is the detection of the fate of 13C(1)-pyruvate in tumours,

which characterizes the metabolic state of a tumour by the ratio of the

metabolization products alanine and lactate [136, 137]. Another important in vivo

application is the measurement of pH in vivo using hyperpolarized 13C-labelled

bicarbonate [138]; this can be used to image pathological processes associated with

alterations in tissue pH, such as cancer, ischaemia and inflammation. The number of

applications of metabolic imaging is growing quickly; the field deserves a separate

review and will therefore not be covered here (see for example [139, 140]).

Polarization Mechanisms in D-NMR

Ardenkjær-Larsen first examined the polarization of 13C-urea in glycerol with

OX063 as a trityl radical (see Sect. 3.4) at 1.1 K. He observed a build-up constant

t of 4,900 s, while the T1n of the
13C signal was reported to be 28,200 s. For urea, a

13C polarization of 42%was reached using15 mMOX063 at a temperature of 1.1 K.

At 20 mM OX063, the polarization was reduced to 26%, and t and T1n were

shortened to 2,755 and 15,800 s, respectively [44]. Based on microwave sweeps

(polarization vs. microwave frequency curves) the 13C polarization mechanism

was attributed to thermal mixing, although a contribution by the SE could not

be excluded. In the light of a rather lengthy polarization process, the SE seems to

be more likely.

A more detailed examination of the polarization process of pyruvic acid at 1.1 K

with 15 mM OX063Me [141] showed that T1e is rather long at 0.91 s, and T1n �
12,000 s [for the pyruvic acid 13C(1)]. T1n also depends on the concentration of the

radical ðT�1
1n ¼ 1:1 � ½mmol=l��1 � cþ 82  10�6s�1Þ. In the same work from the

Ardenkjær-Larsen group, the effect of the addition of Gd3+ was examined. GdCl33
dramatically shortened T1e at concentrations of 1 mM but not T1n, and increased the
achievable 13C polarization, but not the build-up time.

Many aspects of the underlying mechanism remain enigmatic, and recent

measurements show that the current level of understanding cannot even explain

basic properties such as the field dependence of the polarization. For 13C, a TM

mechanism has been postulated considering that the homogenous width of the EPR

signal is larger than the Larmor frequency ðoe1=2 ¼ 63MHz > on ¼ 35:88MHzÞ.
Reynolds examined build-up curves and microwave sweeps for various nuclei,

including 2H, 31P, 15N, 13C and 29Si to determine the polarization mechanism in

each case [142]. He measured the frequency separation of the opposite sign maxima

and compared those to the Larmor frequencies of the nuclei (according to o ¼
oe � on the separation should be 2on for the SE). All nuclei with o0 smaller than

that of 13C (35.96MHz) were found to polarize via TM. This includes 15N, 2H and 29Si.

Only 31P seems to polarize via a poorly resolved SE because its Larmor frequency
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(58.875 MHz) is larger than the electron line half-width oe1=2. Reynolds also

observed a smaller secondary signal attributed to a double SE at a separation of

about 147 MHz, attributed to a joint electron-heteronuclear-proton spin flip. Con-

sidering these frequency dependencies, it should be possible to polarize multiple

nuclei with the same microwave frequency, which has in fact been demonstrated for
13C and 15N by Day et al. [143].

These findings raise the question whether the choice of a low temperature and a

trityl radical enforces a TM mechanism. If this was the case it should be possible to

identify conditions similar to those for CE in SS-DNP under which the effect could

be optimized by using radicals with a suitable coupling between manifold of spins.

Ardenkjær-Larsen and coworkers therefore explored trityl biradicals [144]. How-

ever, for a panel of biradicals the overall enhancement was lower than for

monoradicals and was associated with a longer build-up time, although at lower

optimal radical concentrations. No optimum trityl–trityl distance could be

identified. Curiously, the 13C T1n was shortened for the biradicals, whereas T1e
was unaffected by radical type (and field strength).

However, both mono- and birdicals showed a doubling of the polarization when

increasing the field from 3.35 to 4.64 T [141, 145]. Higher polarizations at higher

field strength (5 T) were also reported by Jannin et al. [146]. This observation is

clearly in disagreement with the expected B�1
0 dependence. Strangely, the enhanced

polarization Gd3+ was not observed at the higher field of 4.64 T [141, 145]. These

results make little sense in the light of existing theoretical models of either the SE or

TM, and highlight a limited understanding of the polarization mechanism, even for

simple systems.

Moreover, most biological applications of D-DNP use trityl radicals in pure

pyruvic acid, void of any solvent addition. Compounds in smaller concentrations

polarize at a much lower level, and this polarization level varies vastly between

different substances. Some substances show little or no polarization despite a long

T1 (for example citrate, despite the long T1 of its quaternary carbon) [147].

Polarizability strongly depends on the contact between the radical and the molecule

to be polarized [147], and this contact is modulated by the solvent. Polarizability

also depends fundamentally on the polarization matrix, in particular on efficient

spin diffusion [43]. This is highlighted by studies showing optimal polarization for

many small molecules in deuterated solvents, and in the presence of substances that

improve spin diffusion by enhancing the network of 13C atoms. As shown by

Ludwig et al., higher enhancements can be achieved for many small molecules

polarized in dilute solutions if 13C(2)-acetone is added to the polarization matrix as

a co-polarization agent [66]. This effect was confirmed by Lumata et al., who

observed faster polarization of pyruvate by adding 13C-DMSO to the polarization

matrix [67]. Similarly, solvent deuteration tends to reduce polarization times by

reducing relaxation mechanisms that influence spin diffusion in the glassy sample

matrix.

Moreover, for substances bearing methyl groups interference with quantum

tunneling has been observed [70]. These arise from the sudden cooling, causing a

skewed equilibrium for tunnel transitions in methyl quantum rotors.
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Reestablishment of the equilibrium population is associated with changes in the

spin state, through the influence of the exclusion principle on the space-spin

symmetry of the molecular states. As a consequence, the signals of methyl 13Cs

may appear with different sign compared to the other resonances. As a conse-

quence, the absolute intensity of the spectrum is not the same any more for

microwave frequencies of oe � on versus oe þ on, because only the latter cause

constructive interference of quantum rotor and DNP effects. It should be mentioned

that quantum rotor mechanisms constitute a separate polarization mechanism with

great potential [13, 15, 16].

Implementations of D-NMR

The immense enhancements E0 obtained for D-NMR have spurred several alterna-

tive implementations. A polarizer similar to the one described by Ardenkjær-Larsen

has been designed and built by Comment et al. [132, 148]. He and his coworkers

also explored polarization build-up at 1.2 K using TEMPO rather than trityl radicals

[149], and found that a tight packing of spherical beads of 2–3 mm diameter,

obtained by dripping the solution into liquid nitrogen, leads to higher polarizations,

probably reflecting better microwave penetration into the sample. The highest

polarization, of 14% or >15,000, reported by these authors was for 3 M acetate

in a 9:1 mixture of D2O and ethanol doped with 33 mM TEMPO. The main DNP

mechanism was thought to be TM.

K€ockenberger and coworkers designed a D-DNP polarizer using a dual-isocentre

superconductive magnet with isocentres at 3.35 T and 9.4 T (400 MHz) separated

by 85 cm [133], based on a magnet designed by Oxford Instruments. In this design,

the polarizer system is placed on top, with the waveguides fed in through the top of

the magnet. This system was designed to allow for sample transfer in the solid state,

dissolving the sample only in very close proximity to the site where the NMR

experiment is performed. The minimum magnetic field strength between the two

isocentres is 0.2 T, thus avoid passage through very small or zero field. The system

exhibits a transfer time and settling time of 2.9 s, about half of that achieved with

conventional D-DNP systems. This system was characterized using an Ala–Gln

dipeptide (Fig. 15) and a pentapeptide. K€ockenberger and coworkers reported

impressive results for these samples. Figure 15 shows the 1H and 13C spectra of

the dipeptide, with enhancement factors for each 1H resonance line for the dual

centre magnet versus a stand-alone polarizer. An E0 of almost 3,000 was observed

for C7 of Ala–Gln despite its rather short T1 time constant of 700 ms.

Two-Dimensional Spectra Using D-DNP

The limited life-time of the polarization and the irreversibility of the dissolution

process impose strict limitations on the types NMR of experiments that are feasible.

Commonly, NMR experiments are recorded over longer time periods by averaging
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of larger numbers of scans. This is not possible with D-DNP because the NMR

experiment has to be recorded within the life-time of the hyperpolarization.

To overcome this limitation, several authors have developed schemes to record

two-dimensional spectra within the time frame imposed by the T1 relaxation time

constants of the molecules. Such experiments include gradient-encoded single-scan

two-dimensional spectroscopy (ultrafast two-dimensional NMR) by Frydman and

coworkers [150, 151] (Fig. 16a). K€ockenberger used the ultrafast concept to

implement a slice-selective single-scan proton COSY, demonstrated for a small

peptide as shown in Fig. 16b [152]. Hilty used off-resonance decoupling to recon-

struct a second dimension from a series of one-dimensional experiments [154], and

later small flip angle excitation HMQC spectra [155]. Small flip angle single-run

HMQCs were also used by Ludwig et al. [66], who combined this concept with non-

linear sampling to improve the resolution in such spectra (Fig. 16c, d).

Storage of Hyperpolarization

Considering the short T1 relaxation time of some nuclei, it seems straightforward to

explore longer-lived tags for D-DNP experiments. One of the options are acetyl

Fig. 15 (a) 1H spectrum of the dipeptide Ala–Gln (b) after polarization at 3.4 T, shuttling in the

solid state between isocentres of a dual-isocentre magnet and consecutive dissolution. (c) Com-

parison between enhancement factor E0 for the 1H resonances of Ala–Gln after polarization in the

dual-isocentre instrument versus using a stand-alone polarizer with pneumatic transfer.

(d) Comparison of single scan 13C spectra of a 0.5 mM solution of the Ala–Gln dipeptide (b)

for the dual-isocentre DNP-NMR spectrometer versus a stand-alone polarizer. Bold numbers give
the enhancement factor E0. In addition, the T1 relaxation time constants of the corresponding

resonance lines are shown. (Reproduced from [133] by permission of the PCCP Owner Societies)
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tags, which can be attached to many small molecules near OH or NH2 groups, and

represent excellent substrates for D-DNP considering their relatively long T1
relaxation time (>10 s at 11.7 T and 37 �C). The utility of acetyl tags for DNP

was first realized by Wilson et al. [156] who used it to resolve a mixture of

amino acids Gly, Ser, Val, Leu and Ala, for several small peptides and for N-
acetylcysteine. Signal enhancements of up to 1,400-fold were reported for these

molecules. It should be noted that this approach is limited to those amino acids that

are sufficiently soluble before and after acetylation. Ludwig recently showed that
13C-labelled acetyl tags produce a 13C-13C-NOE over a relatively long time that can

be used to enhance 13C signals after dissolution [153].

Fig. 16 Two-dimensional spectra from different authors, all using D-DNP and fast acquisition

schemes. (a) 13C-1H-HSQC NMR spectra of a 1:1:1:1 mixture of o-, m-, and p-xylene and toluene,
comparing a spectrum recorded by Frydman’s ultrafast method (left) with a conventionally

recorded spectrum (right) [150]. (Copyright Wiley-VCH. Reproduced with permission).

(b) DNP enhanced proton COSY spectrum of 1.5 mM Ala–Gln at 9.4 T using an ultrafast

COSY method by K€ockenberger and coworkers. (Reproduced from [151] by permission of the

PCCP Owner Societies). (c) 2D small flip angle 13C-1H-HMQC pulse sequence by Ludwig et al.

[66, 153]. (d) 2D-HMQC spectrum of aspirin recorded in 30 s with 64 increments after 90 min of

polarization at 1.3 K (kindly contributed by C. Ludwig)
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Bodenhausen and coworkers explored long-lived singlet spin states (LLS) to

preserve hyperpolarization [157]. As shown by Levitt and coworkers, LLSs are

delocalized on two or more coupled spins and have unusually long relaxation times

because they are not affected by intramolecular dipole–dipole relaxation

[158–160]. They can therefore be used to store magnetization, as demonstrated

by Vasos et al. for the dipeptide Ala-Gly [157]. For this, the natural abundance

dipeptide was polarized, the polarization on long-lived 13CO carbons (T1 � 26 s) in

Gly was transferred via inverse INEPT to the Gly Ha protons, sustained over a

period of time as long as 5TLLS, and finally transformed into detectable proton

magnetization. The life-time of the LLS in Ala-Gly was reported to be �42 s.

Warren showed that in selected molecules such as 2,3-carbon-13C–diacetyl

with chemically equivalent nuclei, spin states with relatively long lifetimes exist

that may be converted into detectable magnetization through a hydration reaction

[161].

In principle, one of these options could be used to design tags, using either

long-lived singlet spin states or simply groups with long T1s, such as acetyl tags

exhibiting T1s of 20–30 s. For LLS, it would of course be preferable if the LLS

could be generated in the polarizer to store polarization during the transfer

process.

Applications of D-NMR

Despite the quasi “one-scan limitation” of D-NMR, the method has produced a

multitude of interesting applications, including time-resolved real-time

measurements of enzyme kinetics [162, 163], the analysis of biosynthetic pathways

[164], the detection of low-populated reaction intermediates with hyperpolarized

NMR [165], and ligand detected protein–ligand interactions [166]. Besides those

biochemical applications, there is already a large base of literature on metabolic

analyses and metabolic imaging (see for example [137, 139]). The existing work

clearly demonstrates the applicability of D-DNP for chemical, biochemical and

medical applications. A major drawback lies in the requirement of massive cooling,

requiring ~1 L of liquid He per hour, indicating a need for more effective polarizers,

possibly using smaller sample volumes.

3.3.2 In Situ Temperature-Jump DNP

Griffin and coworkers designed an alternative polarization scheme to enhance

sensitivity in liquid-state NMR experiments of low-g spins [167]. They cooled a

sample to 90 K and polarized under CE conditions at 140 GHz using a biradical as

polarizing agent, and subsequently cross-polarized from 1H to low-g nuclei, such

as 13C and 15N. Instead of dissolving the sample irreversibly, the authors melted

it rapidly employing an infrared laser pulse, before acquiring the spectrum in
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solution. The theoretical enhancement in this case is E0 ¼ ETobs=TDNP.
Enhancements of E ¼ 133 (E0 ¼ 400) were reported for small molecules. The

advantage of this concept lies in the fact that the sample is not irreversibly

dissolved. It is therefore possible to perform signal averaging; freezing typically

requires 60–90 s and the melting <1 s. Compared to D-DNP, the overall

enhancements E0 are lower because the temperature factor is much smaller for

temperature ratios of 300 K/100 K compared to 300 K/1.2 K. Temperature-jump

DNP (TJ-DNP) could of course be extended to He cooling, although this would

become rather impractical because 1.2 K requires an isolated He bath under reduced

pressure, and cooling from 4 K to 1.2 K typically requires 5–10 min in common

implementations of D-DNP polarizers. However, the combination of dissolution

DNP with laser heating should be considered in order to reduce the volume of the

dissolution solvent.

3.4 Polarizing Agents

Polarizing agents represent a core resource for DNP. They must exhibit a long life-

time of an unpaired electron, along with good solubility in the solvent of choice,

i.e., in water for most biological applications. The most commonly used polarizing

agents are now trityl (triarylmethyl) [44, 168–170] and nitroxide radicals.

A thorough list of “older” radicals was compiled by M€uller-Warmuth [39], who

also characterized some for DNP via the OE mechanism.

Some common trityl radicals are shown in Fig. 17. TEMPO nitroxide radicals

are frequently used for O-DNP, but also for SS-DNP. Common forms are

4-hydroxy-TEMPO (TEMPOL, also TEMPO) and 4-oxo-TEMPO (TEMPONE).

Han showed that that deuteration and 15N-labelling (2H-15N -TEMPONE) increases

the saturation factor for O-DNP [51]. TEMPO-type radicals also facilitate the CE,

in particular when used as biradicals. Griffin initially developed BTnE (bis-

TEMPO-n-ethylene oxide) radicals with variable lengths of the linker [88], and

later TOTAPOL (1-(TEMPO-4-oxy)-3-(TEMPO-4-amino)propan-2-ol) [89]. He

also explored TEMPO-BDPA biradicals [171], and more recently rigid biradicals

bTbk (bis-TEMPO-bisketal) [90]. Theoretical work showed that an orthogonal

relative orientation of the electron g-tensors is a crucial requirement for obtaining

high enhancement DNP factors [91]. Gafurov et al. explored bisnitroxide radicals

for O-DNP but found no advantage over monoradicals [172].

For dissolution DNP polarizing via the SE or TM, radicals with narrow lines

are required. This is the case for highly symmetrical trityl radicals, which

were originally developed by Nycomed as MRI contrast agents [44, 168, 169].

The most commonly used radical of this kind is OX063 (tris{8-carboxyl-

2,2,6,6-tetra[2-(1-hydroxyethyl)]-benzo(1,2-d:4,5-d0)bis(1,3)dithiole-4-yl}methyl

sodium salt), shown in Fig. 17. Ardenkjær-Larsen explored trityl biradicals and

found lower concentrations for optimal polarization, but at the price of much

longer build-up times. Pons explored chlorinated versions of trityl radicals (see
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Fig. 17), which are also suitable for D-DNP but seem to alter the polarization

mechanism, showing marked differences between neutral and anionic forms of the

radical [173]. Density functional theory (DFT) calculations support the hypothesis

that in these radicals polarization is transferred from the unpaired electron to

chlorine nuclei, and from these to carbon by spin diffusion [174].

Recently, Stephan presented a tunable structure that allows easy access to an

array of trityl radicals possessing modular surface functional groups (trityl 3 in

Fig. 17) [175]. While these radicals are less symmetrical they showed comparable

enhancements for small molecules (Stephan and G€unther, unpublished results from
this laboratory).

Corzilius recently reported high-spin transition metal compounds (Mn2+ and

Gd3+) as polarizing agents. When the EPR linewidth is narrow and there is no

spectral dilution by strong hyperfine coupling to the metal nucleus, DNP perfor-

mance was shown to be comparable to that obtained with trityl radicals. This

finding puts the reports on larger polarizations employing Gd3+ into a different

perspective [143, 145], and probably requires reconsideration of the polarization

mechanism in the presence of Gd3+.

Recently, Dollmann et al. introduced potentially biocompatible spin-labelled

heparins, which have remarkable features for O-DNP [176]. For these

compounds, the off-resonant EPR hyperfine lines contribute to the total satura-

tion, even in the absence of Heisenberg spin exchange (HSE) and electron

spin–nuclear spin relaxation (T1ne). Alternatively spin-labelled hydrogels were

proposed [177], which may have unique advantages for shuttle DNP experiments

TEMPOL TEMPONE 

BDPA 

BTnE
TOTAPOL 

Trityl: OX063 
Chlorinated Trityl  1 Chlorinated Trityl  2 Trityl  3 

Fig. 17 Chemical structures of radicals used for DNP experiments
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owing to the prolonged lifetime of the hyperpolarization. M€unnemann also

explored a spin-labelled cationic polyelectrolyte poly(DADMAC) [a copolymer

of poly(diallyldi-methyl-ammonium chloride with 4% nitroxide radical-bearing

monomers], as mentioned earlier [115].

4 Conclusions

Without doubt, DNP applications have started to open new avenues for increasing

the range of NMR applications. However, there is no universal solution that

provides large enhancements for a broad range of NMR application. The only

implementation directly applicable to biological macromolecules is SS-DNP,

although enhancements for proteins seem to be smaller than for small molecules

and further work is needed to enable wide-spread applications for biological

macromolecules. This is, however, clearly facilitated by substantial groundwork

and the availability of commercial implementations.

D-DNP has enormous potential for medical applications using metabolic imag-

ing, and is likely to provide exciting new solutions for bioanalytical NMR. How-

ever, the requirement for He cooling considerably increases the operational costs of

the spectrometer, and the requirement for sample freezing, dissolution and transfer

limits applications. Nevertheless, driven by the immense enhancements for some

molecules, a range of interesting solutions has already been proposed. D-DNP also

benefits from a commercially available polarizer and emerging solution that speed

up sample dissolution and transfer. For polarizations carried out in the solid state,

the theoretical description remains incomplete.

O-DNP, the only DNP-method carrying out polarizations in liquids, has

benefited from a series of mechanistic studies to characterize the polarization

parameters. From this groundwork it is becoming increasingly clear that consider-

able enhancements are feasible, although sample heating remains a significant

problem. Shuttling or flow solutions present an interesting compromise but are

limited to modest enhancements, whereas polarization and acquisition at higher

field require further optimizations, implementing significant cooling and polariza-

tion cells enabling higher resolutions on NMR spectra.

Although this review is mainly focused on DNP, there are several parallel

developments generating hyperpolarization sources other than unpaired electrons,

some of which were mentioned in the “Introduction”. Some methods yield 100%

theoretical polarization, although requiring a different set of compromises to realize

these enhancements for practical samples.

Without doubt, hyperpolarization methods have entered the arena of biomedical

NMR, although more work is needed to provide practical implementations. Con-

sidering that the first DNP experiment was carried out almost half a century ago,

it is astonishing that many polarization mechanisms remain poorly understood,

leaving exiting opportunities for further work.
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NMR with Multiple Receivers

Ēriks Kupče

Abstract Parallel acquisition NMR spectroscopy (PANSY) is used to detect

simultaneously signals from up to four nuclear species, such as H-1, H-2, C-13,

N-15, F-19 and P-31. The conventional COSY, TOCSY, HSQC, HMQC and

HMBC pulse sequences have been adapted for such applications. Routine avail-

ability of NMR systems that incorporate multiple receivers has led to development

of new types of NMR experiments. One such scheme named PANACEA allows

unambiguous structure determination of small organic molecules from a single

measurement and includes an internal field/frequency correction routine. It does not

require the conventional NMR lock system and can be recorded in pure liquids.

Furthermore, long-range spin–spin couplings can be extracted from the PANACEA

spectra and used for three-dimensional structure refinement. In bio-molecular

NMR, multi-receiver NMR systems are used for simultaneous recording of H-1

and C-13 detected multi-dimensional spectra. For instance, the 2D (HA)CACO and

3D (HA)CA(CO)NNH experiments can be recorded simultaneously in proteins of

moderate size (up to 30 kDa). The multi-receiver experiments can also be used in

combination with the fast acquisition schemes such as Hadamard spectroscopy,

computer optimized aliasing and projection-reconstruction techniques. In general,

experiments that utilize multiple receivers provide significantly more information

from a single NMR measurement as compared to the conventional single receiver

techniques.
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Abbreviations

COSY Correlation spectroscopy

FID Free induction decay

HETCOR Heteronuclear correlation

HMBC Heteronuclear multiple-bond correlation

HMQC Heteronuclear multiple-quantum correlation

HSQC Heteronuclear single-quantum correlation

INADEQUATE Incredible natural abundance double quantum transfer

experiment

IPAP In-phase anti-phase

NMR Nuclear magnetic resonance

NOE Nuclear Overhauser effect

PANACEA Parallel acquisition NMR and all-in-one combination of experi-

mental applications

PANSY Parallel acquisition NMR spectroscopy

PR Projection reconstruction

RF Radio frequency

S/N Signal-to-noise

TOCSY Total correlation spectroscopy

TROSY Transverse relaxation optimized spectroscopy

1 Introduction

NMR technology has always progressed along three main avenues – development

of NMR magnets, probes and electronics (NMR consoles). A constant push for

increased magnetic field strength is driven by the advantages offered by increased

resolution and sensitivity, which in turn allow studies of increasingly complex
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objects, such as bio-molecules. On the other hand, continuing progress in NMR

probe development has provided a further increase in the sensitivity of NMR

experiments, particularly with the advent of cryogenic probe technology. The

diversity of probes has also increased dramatically over the last two decades.

Finally, the data quality and experimental capabilities of the state-of-the-art

consoles is also steadily improving. Multiple channels, digital receivers, high

speed digitizers and, more recently, multiple receivers are just a few of the most

important improvements.

One of the consequences of all these developments is a significant improvement

in sensitivity of NMR experiments. As a result the modern NMR experiments are

often sampling limited rather than sensitivity limited. This has triggered develop-

ment of the so-called fast NMR techniques [1–21] that considerably reduce the

experiment time and increase the sample throughput. The argument is sometimes

turned around by claiming that more accurate and better resolved data can be

recorded in the same acquisition time. On the other hand, the continuously growing

complexity of NMR probes has significantly broadened the scope of NMR

experiments. Introduction of multiple RF coils and gradients have considerably

increased the diversity of NMR techniques and in particular have stimulated

development of multi-dimensional and multi-nuclear NMR spectroscopy [22, 23].

Finally, all that would not be possible without a concurrent development of NMR

consoles which these days can house as many as five independent RF channels

operating at different NMR frequencies and complemented with triple axis gradient

capabilities. All radiofrequency (RF) and gradient channels can be independently

amplitude and (RF channels) phase modulated to produce shaped pulses and

gradient waveforms. A recent addition to all these technological and electronic

marvels is multiple NMR receivers.

Traditionally the NMR spectrometers have been equipped with a single receiver

channel and until recently all NMR experiments were designed with a single

receiver in mind, often focussing on detection of the most sensitive nuclear species,

typically H-1 or F-19. A few attempts to detect simultaneously several nuclear

species in the early 1990s were simple one-dimensional experiments that did not

really find any widespread applications [24, 25]. On the other hand, the spectacular

success of the parallel imaging experiments in MRI [26] did not go unnoticed and

nowadays multiple receivers is one of the standard options on MRI systems. The

significant difference is, of course, that multiple receiver MRI systems usually

detect the same nuclear species, typically H-1 signals received from several (sur-

face) RF coils. Once the multiple receiver technology was introduced and

established in MRI, it did not take long before multiple receivers also became

available on NMR systems [27]. Up to four receivers can be fitted on the modern

NMR consoles and four different nuclear species can be observed simultaneously

(see Fig. 1).

This chapter will focus on multi-dimensional NMR experiments that have been

designed with multiple receivers in mind. We shall discuss the benefits and

challenges of such experiments, their applications in NMR of both small organic

molecules and bio-molecules (proteins).
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2 Basic Two-Dimensional Multi-Receiver Experiments:

Parallel vs Sequential Data Acquisition

The classical scheme [28] for a 2D experiment consists of:

Preparation � Evolution�Mixing� Acquisition

On a systemequippedwithmultipleRFchannels and receivers several such schemes

can be executed in parallel. Let’s consider one of the simplest NMR experiments – the

two-dimensional COSY experiment. The basic homonuclear COSY pulse sequence

consists of an excitation pulse followed by the evolution period, t1, a read pulse and an
acquisition period, t2 (see Fig. 2a). The same scheme can be executed in parallel on two

or more RF channels (Fig. 2b). If the cross-talk between the different nuclear species

could be avoided, such an experiment would produce two independent 2D COSY

spectra. However, in practise the magnetically active and in particular spin 1/2 nuclei

from the same molecule are usually coupled via the scalar spin–spin couplings and in

such a simple pulse scheme cross-talk is unavoidable. Therefore we should also observe

heteronuclear correlations arising from coherence transfer A ! X and X ! A, i.e. in

total four two-dimensional spectra in a single measurement! Indeed, all the correlations

can be observed in instances where the gyromagnetic ratios of the nuclei and their

natural abundances are similar. In fact, as a consequence of the close proximity of the

H-1 and F-19 resonance frequencies at the Earth magnetic field, their two-dimensional

correlation spectra can be observed even with a single receiver [29].

However, by far more common situations involve nuclear species with rather

different gyromagnetic ratios and consequently different NMR sensitivities. As a

result, the correlations originating from lower gamma nuclei are considerably weaker

as compared to those originating on higher gamma nuclear species (see Fig. 3). Note

also that unwanted overlap between the homonuclear and heteronuclear correlations

in such experiments can be avoided by shifting the carrier frequencies off-resonance

a

c

d d

H -1

C -13

d

A

X

Y

x, –x
x, –x

y

t1 t1

t¢1

t″1

t1

b

Fig. 2 (a) Conventional COSY experiment. (b) Super-COSY experiment incorporating several

conventional sequences (a) applied in parallel on different RF channels. (c) PANSY–COSY

experiment
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or by optimizing the offsets to take advantage of the empty spectral regions in the

corresponding one-dimensional spectra (projections).

Alternatively, we may consider a heteronuclear COSY experiment (HETCOR)

shown in Fig. 2c. It begins in the same way as the homonuclear COSY sequence

shown in Fig. 2a, except the read pulse followed by acquisition is usually applied to

the X-nuclei. Of course, on a multi-receiver system we may choose to detect signals

from both the A and X nuclei (see Fig. 2c). With a proper phase cycle in place and

with A ¼ 1H and X ¼ 13C, both 1H–1H and 1H–13C correlation spectra can be

recorded simultaneously (see Fig. 4). Note that the X–X correlations and the

X ! A coherence transfer (and therefore any overlap of cross-peaks from different

sub-spectra) are avoided in this experiment. This type of experiment is called

PANSY (Parallel Acquisition NMR SpectroscopY) [27]. Interestingly, the two-

dimensional H–C PANSY–COSY experiment provides rather complete informa-

tion about small organic molecules – one-bond H–C correlations, long-range H–C

correlations, H–H correlations and H–H and H–C scalar coupling constants can all

be measured from such spectra. This goes a long way towards establishing the

structure of such molecules from just one measurement.

The simple two-dimensional correlation experiments described above use simul-

taneous acquisition at several NMR frequencies. One drawback of such parallel
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Fig. 3 The C-13 plane of a quadruple COSY spectrum of CN labelled guanosine triphosphate

recorded on a Varian 600 MHz NMR system equipped with four receivers. See the pulse sequence

in Fig. 2b. Because of the low S/N ratio the correlations involving the N-15 nuclei are not visible in

this plane
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acquisition is that is does not provide any easy means for decoupling the A and X

nuclei, meaning that the corresponding 2D spectra will show A–X splitting in the

acquisition dimension (see the inset in Fig. 4a). Fortunately, in dilute spin systems,

such as natural abundance C-13 nuclei in small organic molecules, the observed
1H–1H and 1H–13C correlations originate mostly from different molecules and the
1H–13C J-splittings are only present in the C-13 detected spectra. Not only do

J-splittings reduce the intensity of the correlation peaks and make the spectra

more crowded and difficult to analyse, but such splittings often introduce severe

overlap problems. Therefore decoupling A and X spins is generally desirable. This

is easily achieved by displacing the A and X acquisition periods. The 2D H–C

PANSY TOCSY experiment shown in Fig. 5 does just that.

The experiment starts with an INEPT transfer from H-1 to C-13 nuclei that

incorporates t1 evolution period for H-1 nuclei. The C-13 inversion pulse in the

middle of the t1 period serves to decouple H-1 and C-13 nuclei in the usual manner

and has no effect on the H–H correlation spectra because at the natural abundance

of isotopes the two spin systems are well separated. The residual H-1 magnetization

from C-13 depleted molecules is stored along the Z-axis and is subjected to H–H

mixing sequence, which at the same time serves to decouple protons from C-13

nuclei. A pair of gradients flanking the mixing/decoupling period is used to
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Fig. 4 Two-dimensional PANSY–COSY spectra of brucine recorded simultaneously in ca.

40 min on a Varian 600 MHz NMR system equipped with two receivers. (a) H–C COSY spectrum

and (b) H–H COSY spectrum; 128 complex increments and 4 scans per increment were used.

Reproduced from Ref. 27. # The American Chemical Society, 2006

Fig. 5 PANSY–TOCSY

pulse sequence for

simultaneous acquisition of

two-dimensional H–C

HETCOR and H–H TOCSY

spectra
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purge any unwanted magnetization and requires a pair of C-13 pulses to keep the

useful C-13 magnetization along the Z-axis during the first of the two gradient

pulses. At this point it is convenient to record the C-13 FID. Thus the H–C

correlation experiment is completed by a C-13 read pulse and C-13 data acqui-

sition. The HETCOR spectrum of brucine recorded using the PANSY–TOCSY

pulse sequence is shown in Fig. 6a. The two-dimensional H–C correlation

spectrum is now decoupled in both, F1 and F2 dimensions. Clearly, the resolu-

tion in the directly detected C-13 dimension is limited by the duration of the

acquisition (i.e. mixing) time. However, because of the decoupling and the rather

large chemical shift dispersion in the C-13 domain, this limitation is rather

insignificant.

Following the C-13 acquisition period the PANSY–TOCSY experiment

continues with a gradient purge pulse followed by a proton read pulse that brings

the H-1 magnetization into the transverse plane for the subsequent acquisition of

the proton FID. This completes the H–H TOCSY part of the experiment. The

two-dimensional H–H TOCSY spectrum of brucine recorded in this way is

shown in Fig. 6b. Thus both the H-1 decoupled H–C correlation spectrum and

the H–H TOCSY spectrum are recorded simultaneously. Of course, the H-1 and

C-13 detected experiments have very different sensitivities and the PANSY

spectra recorded as described so far may only be advantageous if the least

sensitive of the two experiments is sampling limited rather than sensitivity

limited. Similar PANSY experiments involving the somewhat more abundant

Si-29 nuclei (4.7%) have been employed to study unstable organosilicon

compounds [30].

The experiments described so far serve as simple examples showing that in

order to achieve the desired optimum outcome in multi-receiver experiments

the corresponding pulse sequences essentially need to be completely

re-designed.
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Fig. 6 Two-dimensional PANSY–TOCSY spectra of brucine recorded in ca. 20 min on a Varian
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spectrum; 122 ms long mixing period, 128 complex increments and 2 scans per increment were used.
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3 Experiments with Parallel Acquisition of H-1 and F-19 FID-s

Both H-1 and F-19 nuclei have comparable NMR sensitivity and therefore PANSY

experiments with simultaneous H-1 and F-19 detection seem to be a very attractive

option. In fact, at very low magnetic field strength the resonance frequencies of both

nuclear species are so close that both resonances can be observed even with a single

receiver. For instance, Callaghan et al. have recorded 2D H–F COSY spectra of

trifluoroethanol and para-difluorobenzene in the Earth’s magnetic field [29]. In

conventional high-field NMR spectroscopy multi-receiver experiments have been

designed to allow simultaneous recording of two-dimensional HSQC, HMQC and

HMBC H–X and F–X correlation experiments [31].

The H,F–X HSQC pulse sequence is shown in Fig. 7. Apart from cloning the

receiver channel, the necessary adjustments to the conventional HSQC scheme are

rather minor. The one-bond F–X couplings are usually considerably larger as

compared to the H–X and therefore the F–X polarization transfer delays d0 need
be shorter as compared to d. At the H/F ! X polarization stage this is conveniently

implemented by centring the polarization delays around the simultaneous

J-refocusing pulses. The X ! H/F back-transfer step requires the last F-19

refocusing block be displaced so that both H-1 and F-19 magnetizations are

refocused at the beginning of the corresponding acquisition periods. The H–C and

F–C HSQC spectra recorded using the described pulse sequence are shown in Fig. 8.

The multiple bond correlation experiments nowadays usually employ coherence

transfer gradients because such experiments produce substantially better suppression

of unwanted coherences originatingmostly from the dominantC-12molecular sites.A

slight complication arises because of the different gyromagnetic ratios of H-1 and

F-19 nuclei. The H/F–XHMBC pulse sequence is shown in Fig. 9. Just like with one-

bond correlation experiments, the F-19 excitation pulse is delayed to account for

generally larger F–X couplings as compared to the H–X couplings. The J-filter

designed to suppress correlations due to the one bond H/F–X couplings consists of a

90 X-pulse flanked by bi-polar spoiler gradients, Gs. The encoding gradients Ge are

applied during the t1 evolution period. The encoded magnetization is then decoded by

Fig. 7 PANSY–HSQC pulse sequence for parallel acquisition of H–X and F–X correlated spectra.

Filled rectangles are 90� pulses while open rectangles are 180� pulses. Spoiler gradients are

denoted G1 and G2
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gradientsG1 and G2. The 180 H-1 pulse takes care of the differences in the gyromag-

netic ratios of H-1 and F-19 nuclei. Namely, the F-19 nuclei experience the sum ofG1

andG2 gradients, while the total effect on the H-1 nuclei is equivalent to the difference

of the two gradients, G1–G2. The H–C and F–C HMBC spectra recorded simulta-

neously using this pulse sequence are shown in Fig. 10. Similar experiments have been

implemented for X ¼ 15N. Due to lower natural abundance of N-15 nuclei the H–N

and F–N HMBC spectra typically take a considerably longer time to record and

simultaneous acquisition offers even more considerable time savings.
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Fig. 8 The HF–X PANSY–HSQC spectra of 2-bromophenyl-3-trifluoromethyl-5-methylpyrazole

recorded on a Varian 600 MHz NMR system equipped with four receivers

Fig. 9 PANSY–HMBC pulse sequence for simultaneous H–X and F–X correlation experiments.
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Finally, it should be noted that in molecular systems with large H–F couplings

and complex spin multiplets the H–F decoupling may be increasingly desirable and

more sophisticated experiments involving sequential acquisition may be required

for such systems.

4 Molecular Structure from a Single Measurement: PANACEA

With recent advances in NMR probe design, sensitivity has become less of a

problem and low sensitivity experiments, such as 2D INADEQUATE, are becom-

ing routine. Indeed, the latest generation cryogenic probes allow recording INAD-

EQUATE [32, 33] spectra in as little as 10–15 mg of sample within just a few hours

of measurement time. On the other hand, as discussed above, multi-receiver

experiments provide new ways of obtaining more information from a single

measurement.

Typically the structure of small organic molecules is deduced from a series of

measurements. Experiments such as HSQC, HMBC, TOCSY, COSY and

TOCSY–HCQC [22] are recorded sequentially and the structure of the sample is

pieced together from the recorded data once the measurements are finished. Often a
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set of structures is produced with a corresponding probability factors. Given the

technological advances discussed above, it is now possible to design experimental

schemes that produce sufficient data for complete structure determination in a

single measurement. In fact, the structure determination can be achieved during

the experiment and the experiment is then stopped whenever there is sufficient

information for the structure determination. One such experiment, named PANA-

CEA (parallel acquisition NMR and all-in-one combination of experimental

applications) does just that [34–36].

The multi-receiver PANACEA experiment is designed around the INADE-

QUATE pulse sequence [32, 33] and also incorporates 1D spectra, multiplicity

edited 2D HSQC-s and 3D J-HMBC experiments. In addition, PANACEA does not

require the conventional field/frequency lock and can be recorded in pure liquids.

The basic PANACEA pulse sequence is shown in Fig. 11. It starts with the 2D

INADEQUATE element. The latter is very similar to the conventional INADE-

QUATE pulse sequence. First, the C-13 polarization is enhanced by nuclear

Overhauser effect generated by proton broad-band decoupling. Then the double-

quantum coherence is generated and encoded in the usual way. This is followed by

a read pulse and the t2 acquisition period. At this point the C-13 FID is recorded. A

significant difference compared to the conventional INADEQUATE experiment is

that the single quantum (SQ) coherence that during the t1-period is kept along the

Z-axis is not suppressed by the phase cycling but rather is saved and later separated
from the DQ coherences by post-processing. In this way a one-dimensional C-13

spectrum is also recorded and is then used for several purposes. First, the number of

C-13 atoms in the molecule is determined from the spectrum. Second, the position

of the SQ resonances is used as a starting point for the INADEQUATE symmetri-

zation procedure that provides an improvement in S/N ratio by a factor of two.

Third, co-adding the C-13 traces from the complete data set provides a spectrum

with a high S/N ratio. This is useful for detecting any weak signals such as

impurities or any minor components of interest. Finally, the individual C-13 spectra

can be used for frequency correction and thus the experiment can be recorded

without the conventional lock. This allows recording PANACEA spectra in pure

liquids, which in turn can be used for fast data acquisition, as discussed below.
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Fig. 11 The basic PANACEA pulse sequence. G1 and G2 are coherence transfer gradients.

Reproduced from Ref. 34. # The American Chemical Society, 2008
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Note that ca. 99% of the C-13 magnetization is in the form of SQ coherence

which in the conventional INADEQUATE experiment is suppressed by phase

cycling. In the PANACEA experiment the SQ coherence is refocused and trans-

ferred to protons for detection (see Fig. 11). The C-13 evolution period, t3 and the J
(CH) evolution period, t4 are incorporated into the refocusing period, thus reducing
sensitivity losses. The C-13 coherences evolve during t3 in a constant time manner

encoding C-13 frequencies for the subsequent multiplicity edited HSQC and three-

dimensional HMBC segments. The H-1 decoupling is then switched off and the J

(H–C) couplings are allowed to evolve during t4. The coherence encoding and

decoding gradientsG1 andG2 ensure good suppression of unwanted coherences and

clean spectra.

At this point it is useful to remind the reader that the bottleneck of the PANA-

CEA experiment is the low sensitivity INADEQUATE step. Thus, several of the

more sensitive H-1 detected spectra can be recorded while the required sensitivity

for the INADEQUATE spectrum is achieved. The H-1 detected experiments start

with recording of multiplicity edited HSQC spectra. The first three t4 increments are

chosen to be of duration 1/4 J(CH), 2/4 J(CH) and 3/4 J(CH). Thus the first 2D

HSQC spectrum contains all CH, CH2 and CH3 correlations, the second HSQC

spectrum contains only CH correlations and the third HSQC spectrum contains

positive CH and CH3 peaks while the CH2 peaks appear negative.

Once the edited HSQC experiments are recorded the C-13 decoupling during the

H-1 acquisition period t5 is switched off and the experiment continues as a three-

dimensional J-HMBC sequence. This particular setup is designed to ensure that no

long-range correlations are lost because of an unfortunate choice of the J(CH)

evolution period, t4. The first three data points that are lost because of the HSQC

experiments are recovered by linear prediction. A short version of this experiment

may record a 2D HMBC experiment with only one value of the J-evolution delay, t4
and perhaps one HSQC experiment with t4 ¼ 3/4 J, since the CH and CH3 groups

can easily be distinguished based on the peak intensity information. This of course

presumes that the sensitivity of such a short experiment is sufficiently high to record

the INADEQUATE spectrum at the same period of time.

The spectra recorded during the basic PANACEA experiment are schematically

shown in Fig. 12. The structure of small organic molecules can be established rather

unambiguously in five steps: (1) the number of carbon atoms is determined from the

one-dimensional C-13 spectrum, (2) the INADEQUATE spectrum provides the

connectivity information and established the carbon skeleton of the molecule, (3)

the multiplicity edited HSQC spectra provide information about the number of the

attached hydrogen atoms, (4) the long range H–C correlations provide the missing

connections via any heteroatoms that may be present in the molecule and finally (5)

the nature of the heteroatoms is established from the chemical shifts, coupling

constants and/or elementary analysis data.

It should be noted that there is plenty of complimentary information in the

PANACEA data. For instance, if the C–C correlation is lost in the INADEQUATE

spectra because of the degeneracy of the chemical shifts of the adjacent carbon

atoms, the missing connectivity can be recovered from the long range H–C
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correlation spectra. Likewise, the multiplicity data are present in both the HSQC

spectra and the F2/F3 planes of the J-HMBC experiment. Furthermore, the

spin–spin coupling constants provide further information about the nature of the

C–C and C–H bonds.

For nitrogen containing molecules the PANACEA experiment can be extended to

include N-15 detection (see Fig. 13) [34]. Incorporating theN–N INADEQUATE step

would be rather impractical for several reasons: (1) the natural abundance of the N-15
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using the pulse sequence of Fig. 11. C-13 spectrum, multiplicity edited HSQC spectra and three-

dimensional J-HMBC spectrum are all recorded in parallel with the C–C INADEQUATE spectrum.

The experiment was recorded on a Varian 600 MHz NMR system equipped with two receivers
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isotopes (0.364%) is even lower than that of C-13 (1.07%), (2) cross-talk between the

C–C and N–N correlation experiments would have to be suppressed and (3) in the

natural products the N–N bonds are by far less common. Hence, the N-15 part of

the experiment starts with an N-15 read pulse and acquisition of the N-15 FID. A one-

dimensional N-15 spectrum is recorded at this stage. The rest of the N-15 part of the

experiment essentially clones the events on the C-13 channel with minor

adjustments to accommodate slightly smaller J(NH) coupling constants. An

extra gradient pulse (G2) is inserted to adjust for the differences in the

magnitudes of the gyromagnetic ratios of N-15 and C-13. Thus the extended

PANACEA experiment provides further multiplicity edited N-15 HSQC spectra

and three-dimensional N-15 J-HMBC spectra in the same measurement. Eleven

spectra are recorded in such an experiment – one-dimensional C-13 and N-15

spectra, the C–C INADEQUATE, six multiplicity edited N–H and C–H

correlated HSQC spectra and two three-dimensional C–H and N–H correlated

J-HMBC spectra. Furthermore, the structure of small organic molecules could

potentially be determined automatically.

5 Multi-Nuclear Field/Frequency Lock

The individual one-dimensional C-13 traces that are recorded during the PANA-

CEA experiment have found another useful application – these spectra can be used

as internal lock (“i-Lock”) [36, 37] to correct for frequency (field) instabilities in

the course of the rather long data acquisition. This is shown in Fig. 14. For

demonstration purposes the conventional lock and the temperature regulation

were turned off during this experiment. There are severe frequency variations that

are observed in the t1 time domain (Fig. 14a). The conventional processing then

produces essentially unusable PANACEA data as can be appreciated from one of

the HMBC planes shown in Fig. 14b. The frequency fluctuations introduced by both

the field instabilities and the temperature fluctuations are corrected using the one-

dimensional C-13 spectra (Fig. 14c). The conventional processing of the corrected

data produces HMBC spectra that are essentially artefact free (see Fig. 14d). Thus

the PANACEA experiment can be recorded without the traditional deuterium lock.

In fact, any nucleus can be used for field/frequency lock provided a reasonably

strong signal can be recorded. For instance, the PANACEA experiments with

silicon oil use Si-29 spectra for i-Lock. One of the benefits is that the PANACEA

spectra can be recorded in pure liquids, such as silicon oil [30], peanut oil [36]

and other natural or synthetic liquids. With the state-of-the-art cryogenic probes

the PANACEA experiment in such samples becomes sampling limited, rather

than sensitivity limited, and the fast NMR techniques can be applied in order to

reduce the time that is typically needed for the PANACEA experiments. In fact,

the i-Lock approach can easily be adapted for recording many other conventional

experiments.
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6 Protein NMR Experiments with Simultaneous

H-1 and C-13 Detection

The natural abundance of isotopes usually provides a good level of separation

between various spin-systems, which is convenient when the multi-receiver

experiments are designed and implemented. However, the protein NMR spectra are

typically recorded with samples that are globally labelled in C-13 and N-15. A full or

partial sample H-2 labelling is also frequently practised. Therefore, the multi-receiver

experiments for globally labelled protein samples need to be designed by keeping this

principal difference in mind. One approach to design such experiments is to start the

direct detection with the least sensitive nuclei. In protein NMR this would suggest

detecting the nuclear magnetization in a sequence N-15 then C13 and finally H-1.
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Fig. 14 The effect of internal frequency correction routine, i-Lock that is used in PANACEA

experiments. The sample is sucrose in D2O. (a) t1 frequency variations for one of the C-13 peaks

recorded in the absence of the conventional field/frequency lock and any temperature regulation.

(b) The corresponding two-dimensional HMBC spectrum. (c) The same trace as in (a) but after the

frequency correction routine was applied. (d) The corresponding two-dimensional HMBC spectrum.

Reproduced from Ref. 36.# Elsevier, 2010
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While the vast majority of protein NMR experiments are based on proton

detection, in recent years there has been a considerable interest in C-13 detection,

particularly in paramagnetic proteins [38]. As a result, the cryogenic probes with

optimized C-13 sensitivity and cold preamplifiers are becoming an industry stan-

dard. Hence, multi-receiver experiments that detect both C-13 and H-1 magnetiza-

tion are an obvious choice. Such experiments can conveniently be designed by

modifying the conventional pulse sequences. One such example based on the three-

dimensional (HA)CA(CO)NNH pulse sequence [39] is discussed below.

The H-1 and C-13 detected 2D/3D (HA)CA{CO}N{NH}experiment (the curly

brackets are used to indicate the nuclei that are observed directly) is shown in

Fig. 15. Following the polarization transfer from protons to Ca a t1 evolution period
encodes the Ca frequencies and this magnetization is then transferred to CO for

detection. In order to suppress the one-bond Ca-CO spin–spin couplings (ca. 53 Hz)

the IPAP (In-Phase Anti-Phase) scheme is implemented (see panels A and B in

Fig. 15). Improved resolution and simplified spectra are obtained at the expense of

an additional post-processing step and a square root of two loss in sensitivity. The

C-13 detected part of the experiment – the (HA)CACO sub-sequence – is shown in

Fig. 15 in black and ends with acquisition of the C-13 FID. The optimum duration

of the data acquisition period, t2C is ca. 1.256 T2. It can be derived from the Bloch

equations and is independent of the S/N ratio (see Fig. 16) [39].

The remaining CO magnetization that has decayed too far for direct observation

(“afterglow”) is then refocused and transferred to protons for detection at a higher
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Fig. 15 The 2D/3D (HA)CA{CO}N{NH} pulse sequence. Panels (A) and (B) show the details of

the IPAP scheme. Reproduced from Ref. 39. # The American Chemical Society, 2010
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sensitivity. The proton detected three-dimensional (HA)CA(CO)NNH part of the

sequence that feeds on the C-13 afterglow is shown in red (see Fig. 15). First the

magnetization is transferred to N-15 nuclei for further frequency encoding during

the t2N period. Then the N-15 magnetization is transferred to protons for detection

via a sensitivity enhanced transfer step. The N-15 coherence gradients G1 and G2

are used to suppress unwanted coherences. The IPAP step is conveniently com-

bined with the States-TPPI step of the N-15 hyper-complex data encoding, thus

reducing the minimal duration of the experiment by a factor of two. Note that all the

planes from the two-dimensional (HA)CACO experiment recorded in parallel with

the three-dimensional (HA)CA(CO)NNH experiment are co-added to improve the

sensitivity of the C-13 detected experiment.

Figure 17 shows the H-1 and C-13 detected spectra of a protein Nuclease A

inhibitor (NuiA, 143 amino acids) recorded simultaneously in ca. 3 h. Low temper-

ature studies of this protein (8.8 ns correlation time at 2 �C) demonstrated that

moderately sized proteins can be studied using this particular pulse sequence. For

proteins with sparse spectra (such as GB1, 54 amino acids) the spectra can be

recorded in a considerably shorter time (ca. 15 min) using the projection recon-

struction technique [4, 40].

7 Fast Techniques with Multiple Receivers

The experiments that employ multiple receivers can easily be combined with many

other techniques that are designed to reduce the experiment time. The latest genera-

tion cryogenic probes provide an order of magnitude better sensitivity than the

conventional room temperature probes. This implies a reduction factor of two orders

of magnitude in measurement time! Of course this is only the case when the

sensitivity is insufficient to record the experiment with only a few scans and signifi-

cant signal averaging is required. In many cases the experiments are said to be

sampling limited rather than sensitivity limited. In other words, the experiment time

is limited by the data sampling schedules rather than by sensitivity, i.e. the number of

scans that is required to achieve an acceptable S/N ratio. In such situations use of

Fig. 16 The S/N ratio (in

arbitrary units) as a function

of the acquisition time, t and
the transverse relaxation time,

T2 [39]. The optimum

acquisition time, topt occurs at
t ¼ 1.256 T2. Reproduced
from Ref. 39. # The

American Chemical Society,

2010
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sophisticated sampling techniques can reduce the experiment times significantly.

While there are a great many fast techniques that have been developed and

discussed in the literature in recent years [1–4] we shall limit our discussion to

the techniques that have actually been used with multi-receiver experiments.
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Fig. 17 Two-dimensional (HA)CACOspectrumand theF1F3 projection of three-dimensional (HA)CA

(CO)NNH spectrum recorded simultaneously using the pulse sequence of Fig. 15. The sample is 1 mM

Nuclease A inhibitor (143 amino acids). The spectra were recorded on a Varian 600MHz NMR system

equipped with two receivers and a cryogenic HCN probe optimized for C-13 detection. The experiment

time was 3 h and 10 min. Reproduced from Ref. 39.# The American Chemical Society, 2010
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7.1 Hadamard NMR

Hadamard NMR spectroscopy [3] is based on the Hadamard Transform rather than

the more conventional Fourier Transform. The NMR frequencies are encoded using

the Hadamard matrices and multiply-selective frequency encoding pulses. Only the

frequencies of interest are used at the encoding stage. Thus vast spectral regions that

contain no interesting information can be excluded and the correlation spectra can

be recorded much faster. Some prior knowledge about the peak positions in the

indirectly detected dimensions is required for these experiments.

An example of the Hadamard encoded PANSY–TOCSY pulse sequence is shown

in Fig. 18. The conventional free evolution is replaced with a Hadamard encoding

pulse as can be appreciated by comparing Figs. 17 and 5. The PANSY–TOCSY

spectra of inosine recorded with Hadamard encoding in just 22 s are shown in Fig. 19.

The bottleneck of the PANACEA experiment is the low sensitivity INADE-

QUATE section of the pulse sequence. However, given the recent advances in
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Fig. 18 PANSY–TOCSY pulse sequence with Hadamard encoding (to be compared with the

conventional pulse sequence shown in Fig. 5)
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Fig. 19 Hadamard PANSY–TOCSY spectra of inosine recorded in 22 s using Hadamard

encoding. A Varian 600 MHz system equipped with two receivers and a cryogenic HCN probe

that is optimized for C-13 detection were used. The pulse sequence is shown in Fig. 17.

Reproduced from Ref. 27. # The American Chemical Society, 2006

90 Ē. Kupče



cryogenic probe design and the fact that the PANACEA experiment can be recorded in

pure liquids, the fast techniques also apply to this rather insensitive experiment. For

instance, thePANACEAspectra ofmenthol can also be recorded in as little as 56 s [36].

7.2 Optimized Aliasing

Computer optimized aliasing [40–42] has increased the efficiency of coherent

undersampling in NMR. This technique also requires prior knowledge about the

peak positions in the indirectly detected dimensions. Note that computer optimized

aliasing is easily applicable to the HSQC and HMBC parts of the PANACEA experi-

ment. However, the double quantum frequencies that would be required for optimiza-

tion of the INADEQUATE experiment are generally unavailable beforehand. This is

hardly a problem because the overlap in the F1 (DQ) domain of the INADEQUATE

spectra is rather unlikely and multiple aliasing is often used in practise to improve the

resolution in the two-dimensional INADEQUATE spectra. Even if the signal overlap

occurs, the HMBC spectra of the PANACEA experiment will usually come to the

rescue and allow an unambiguous assignment of resonances. The PANACEA spectra

of a cholesterol sample recorded in just 23 min are shown in Fig. 20.

As mentioned above, a rather high concentration of samples is required for fast

PANACEA experiments. For instance, the PANACEA spectra of pure silicon oil

have been recorded in as little as 8 min using eightfold aliasing [30, 36]. This is a

nice example of using the PANACEA experiment for mixture analysis. Silicone oil
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Fig. 20 Selected PANACEA spectra of a cholesterol sample (ca. 30% in CDCl3) recorded on a

Varian 600 MHz NMR system equipped with two receivers and a cryogenic HCN probe optimized

for C-13 detection. The experiment time was 23 min. A fourfold undersampling (aliasing) was

used with optimized offset and spectral window in the F1 (SQ) dimension. (a) Inadequate

spectrum; (b) multiplicity edited HSQC spectrum (the negative peaks are shown in red).
Reproduced from Ref. 36. #Elsevier, 2010
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usually consists of a mixture of silicone chains of different length. The considerably

higher natural abundance of the Si-29 nuclei (4.74%) and favourable polarization

transfer conditions from abundant methyl groups provide for a better sensitivity. On

the other hand, small two-bond J(Si–Si) couplings of approximately 2 Hz introduce

long inter-pulse delays and contribute to higher relaxation losses. The relatively

long relaxation times of Si-29 nuclei help to minimize such losses and overall the

PANACEA experiment can be recorded in just a few minutes. In this case the one-

dimensional Si-29 spectrum also serves as i-Lock that replaces the conventional

deuterium frequency/field lock. The heteronuclear Si–C couplings can easily be

measured from these spectra and provide further structural information.

7.3 Projection Reconstruction Experiments

The projection reconstruction (PR) method originates from imaging techniques [43,

44] and is based on the projection theorem [45, 46]. The technique has recently

attracted considerable interest in multi-dimensional NMR spectroscopy [47–49],

especially in the field of protein NMR [2–4, 17–19]. It is a particularly efficient time

saving technique that works amazingly well with sparse spectra and medium size

proteins. The technique has been applied in combination with the 2D/3D (HA)CA

{CO}N{NH} experiment to a small protein, GB1 [36]. The three-dimensional

experiment was recorded in just 15 min. The three-dimensional spectrum was

reconstructed from three planes – two orthogonal planes and a tilted plane recorded

at an optimum projection angle of 69.5�. Figure 21 shows the comparison of the
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CA(CO)NNH spectrum of GB1 recorded in 190 min and (b) the reconstructed 3D spectrum

recorded using the PR technique in just 15 min. In both cases the 13C detected (HA)CACO

experiment was simultaneously acquired. Reproduced from Ref. 39. #The American Chemical

Society, 2010

92 Ē. Kupče



F2F3 plane extracted at F1 ¼ 51.93 ppm from the reconstructed spectrum and a

spectrum recorded in 3 h and 10 min using the conventional sampling.

It should be noted that both the two-dimensional (HA)CACO and three-dimen-

sional (HA)CA(CO)NNH sections of the experiment share the Ca evolution period,

t1. In the PR experiment the tilted plane is recorded by jointly incrementing the (t1,
t2) evolution times according to t1 ¼ cosd/swtilt and t2 ¼ sind/swtilt, where d is the

tilt (projection) angle and the swtilt is the spectral width in the tilted plane. Since

the C-13 FID that is recorded during t2C is independent of the subsequent events in

the pulse sequence, the F1 axis in the (HA)CACO spectrum needs be scaled by 1/

cosd. This should be taken into account if several such planes need to be combined.

8 Data Processing in Multi-Receiver Experiments

There are certain restrictions that, at the time of writing this chapter, limit the

flexibility of multi-receiver data acquisition and consequently require a few addi-

tional processing steps that need to be implemented before the conventional data

processing can be applied. First of all the multi-receiver data are acquired in

interleaved fashion, meaning that the data need to be separated prior to further

processing. To some extent this is a question of convenience because software

solutions for processing raw multi-receiver data do exist. Still, porting the data into

other processing tools may require some pre-processing (see Fig. 22). In

applications where i-Lock is used such pre-processing would start with frequency

correction followed by data separation.

Multi-receiver data are often recorded for nuclei that have vastly different

spectral widths, for instance H-1/C-13 or H-1/F-19. For convenience the heavily

i-Lock

data separation

truncation

downsamping

recombination
and co-adding

conventional
processing

Fig. 22 The processing flow

chart for handling data

recorded using multiple

receivers
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oversampled H-1 spectra should be down-sampled to a more acceptable spectral

width. This not only reduces the data storage size but also makes the subsequent

processing and data visualization faster and more convenient. The same is true for

situations when the T2 relaxation times of various nuclear species are significantly

different. Again, truncating the data sets of faster relaxing nuclei in the time domain

is useful and serves similar purposes.

Extracting the spin–spin coupling information may require use of high levels of

digitization, which may involve manipulating huge data matrices. In such cases

partial data processing proves to be rather convenient. The particular spectral window

is extracted from the full data matrix and properly digitized, processed and displayed

as required. In this way highly accurate values of long range couplings have been

extracted from the 3D PANACEA data sets [35]. For instance, the long-range

couplings involving the OH-group in Me-salicylate have been measured with the

accuracy of �0.05 Hz using the J-doubling technique [50] (see Fig. 23). The

information about the orientation of the OH group in this molecule extracted from

such measurements suggests a preferential orientation and hydrogen bonding.

When the dimensionality of the spectra in a particular experiment differs, the

pre-processing involves adding multiple spectra of lower dimensionality (usually

traces or planes). For instance, all one-dimensional spectra recorded using the
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PANACEA pulse sequence can be added together, providing a spectrum with high

S/N ratio that allows measurement of spin–spin coupling constants and thus

extracting additional structural information. Similarly, the multiple two-dimensional

Ca-CO correlation spectra that are recorded during the three-dimensional (HA)CA

(CO)NNH experiment are co-added to improve the S/N ratio. In fact, this happens

“automatically” as a result of three-dimensional Fourier transform.

9 Conclusions

The recent introduction of multiple receiver technology in NMR spectroscopy

opens a new avenue in the field of NMR experiment design. The multi-receiver

experiments introduced so far have demonstrated the utility of this technology.

Such experiments have been applied to H-1, C-13, N-15, F-19, Si-29 and P-31

NMR and have proved to provide considerably more information in a single

measurement as compared to conventional NMR spectroscopy that uses single

receiver systems. A new type of experiment (PANACEA) that allows unambiguous

structure determination of small organic molecules has been introduced. Such

experiments work in pure liquids, i.e. without the conventional field/frequency

lock system. On multi-receiver systems essentially any nucleus can be used for

the internal frequency stabilization (i-Lock). More recently new experiments with

simultaneous H-1 and C-13 detection have been introduced in bio-molecular NMR.

The experiments described here can easily be combined with many fast acquisition

techniques. This provides significant time savings in multi-dimensional multi-

receiver experiments.
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4. Kupče Ē, Freeman R (2006) In: Arrondo JLR, Alonso A (eds) Advanced techniques in

biophysics, Chap. 6. Springer, Berlin, pp 131–147

5. Ding K, Gronenborn A (2002) J Magn Reson 156:262–268

6. Hiller S, Fiorito F, W€uthrich K, Wider G (2005) Proc Natl Acad Sci USA 102:10876–10881

7. Fiorito F, Hiller S, Wider G, W€uthrich K (2006) J Biomol NMR 35:27–37

8. Br€uschweiler R, Zhang F (2004) J Chem Phys 120:5253–5260

9. Zhang F, Br€uschweiler R (2004) J Am Chem Soc 126:13180–13181

10. Frydman L, Scherf T, Lupulescu A (2002) Proc Natl Acad Sci USA 99:15858

11. Frydman L, Scherf T, Lupulescu A (2003) J Am Chem Soc 125:9204

12. Barna JCJ, Laue ED, Mayger MR, Skilling J, Worrall SJP (1987) J Magn Reson 73:69–77

13. Chen J, Mandelshtam VA, Shaka AJ (2000) J Magn Reson 146:363–368

14. Schmieder P, Stern AS, Wagner G, Hoch JC (1993) J Biomol NMR 3:569

NMR with Multiple Receivers 95



15. Kazimierczuk K, Zawadzka A, Kozminski W, Zhukov I (2006) J Biomol NMR 36:157–168

16. Kazimierczuk K, Kozminski W, Zhukov I (2006) J Magn Reson 179:323–328
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TROSY NMR Spectroscopy of Large Soluble

Proteins

Yingqi Xu and Stephen Matthews

Abstract Solution nuclear magnetic resonance spectroscopy is usually only used

to study proteins with molecular weight not exceeding about 50 kDa. This size limit

has been lifted significantly in recent years, thanks to the development of label-

ling methods and the application of transverse-relaxation optimized spectroscopy

(TROSY). In particular, methyl-specific labelling and methyl-TROSY have been

shown to be effective for supramolecular systems as large as about 1 MDa. In this

chapter we review the available methods for labelling different kinds of methyl

groups and the assignment strategies in very large protein systems. Several proteins

are selected as examples to show how NMR helps to reveal the details of structure,

interaction and dynamics of these proteins.
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Abbreviations

ATCase Aspartate transcarbamoylase

CSA Chemical shift anisotropy

HMQC Heteronuclear multiple-quantum correlation

HSQC Heteronuclear single-quantum correlation

NMR Nuclear magnetic resonance

NOE Nuclear Overhauser effect

PCS Pseudocontact shift

PRE Paramagnetic relaxation enhancement

RDC Residual dipolar coupling

TROSY Transverse relaxation optimized spectroscopy

1 Introduction

Compared with X-ray crystallography, solution NMR spectroscopy is usually limited

to the study of relatively small proteins. For larger proteins, a ‘divide and conquer’

strategy is often used: domains (independent structural and functional modules)

identified from the proteins are studied separately and the information is then inte-

grated to gain insight into the whole molecule. However, it is arguable that such

a picture does not reflects the real scenario, especially when multiple domains need

to cooperate with each other to carry out the function of interest. The details of inter-

actions between these domains can only be obtained by studying the large complex.

In addition, many proteins and protein complexes are difficult to break apart.

Fortunately, within the past decade or so we have witnessed great progress in NMR

methodology as well as better NMR equipment so that the size of molecules amend-

able to NMR studies has increased from ~25 kDa [1, 2] to nearly 1 MDa [3]. NMR

spectrometers with higher magnetic fields and cryogenic probes have helped to

generate spectra for large proteins, with better resolution and sensitivity. Deuterated

samples, in which most protons are replaced with deuterons, can reduce the relaxation

rates significantly [4]. Most importantly, as we will review here, methods have been

established to record spectra of deuterated samples with higher sensitivity and resolu-

tion by selecting and preserving the slowly relaxing components of NMR signals,

so that much larger proteins than before can now be studied.

Transverse-relaxation optimized spectroscopy (TROSY) [5], as its name sug-

gested, seeks to optimize (minimize) the relaxation of transverse signals. Trans-

verse signals are the observable (directly or indirectly) signals in modern NMR,
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and their relaxation leads to signal decay, or widening on the Fourier-transformed

spectrum. The transverse relaxation rate increases roughly in linear relationship

with the molecular weight of a protein. The accelerated relaxation rate is the

main reason why NMR is so difficult for large proteins. Different mechanisms

contribute to relaxation; in a few cases these contributions cancel each other out,

resulting in slower relaxation, which can be selectively retained and observed

by TROSY-type experiments.

The first TROSY was demonstrated by Pervushin et al. in 1997 [5], producing

similar information as a classical heteronuclear single-quantum correlation (HSQC)

experiments [6] for amide groups, but with much higher sensitivity and resolution

for large deuterated proteins. The two dominant mechanisms contributing to relax-

ation of an amide 15N/1H are: (1) dipolar coupling between 15N and 1H, and (2)

chemical shift anisotropy (CSA) of 15N/1H. A 15N/1H nucleus has two possible spin

states in a magnetic field, with one pointing in the same direction as the magnetic

field and the other pointing in the opposite direction. The direction of dipole–dipole

interaction depends on the spin states of both nuclei involved, while the direction of

CSA depends only on the spin state of the nucleus itself. It happens that these two

contributions are nearly co-linear; therefore, in one half of the amides, they add up,

while in another half, they cancel out. The difference in relaxation rates can be

seen from the different widths of the four components of an amide peak (Fig. 1b).

Only one component has slower relaxation (narrower width) for both 15N and 1H,

which is selectively kept in TROSY. A conventional HSQC experiment includes

decoupling pulses, which mix up the four components and lead to all the signals

decaying efficiently in large proteins. Because the strength of CSA relates to field

strength, it is expected that at ~1 GHz the TROSY effect is most significant, where

the two mechanisms have similar strength. After the initial report of 2D TROSY,

the technique has been quickly incorporated into all triple resonance experiments

[7] for backbone assignments, leading to NMR studies of molecular systems well

above 100 kDa [8–10]. In addition to amides, the TROSY effect was also found for

some aromatic side chains [11].

More recently, Tugarinov et al. showed that similar cross-correlations exist in

side chain methyl relaxations [12]. For an isolated methyl group, the main contri-

butions to relaxation are from dipole–dipole interactions with intramethyl protons.

Considering the magnetization involving 13C and one 1H, the dipolar interactions

with the other two 1H, which lead to relaxation, will cancel out when those two 1H

have opposite spin states. This is the case for half of the methyl group population;

therefore, half of the signal can be preserved in methyl-TROSY, which is effec-

tively the traditional 1H-13C HMQC [6], whose superiority to HSQC in large

proteins is easily seen from Fig. 2. In contrast to amide TROSY, methyl TROSY

does not rely on a high magnetic field. Because the methyl groups are located at

the far end of amino acid side chains and rotate rapidly, they usually have more

favourable relaxation characteristics than amides so that methyl-TROSY has the

potential to be used on systems where amide-TROSY fails. In fact, high quality

methyl-TROSY spectra have been recorded on supralarge systems with mole-

cular weight up to ~1 MDa [3, 13], more than an order of magnitude larger than
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conventional NMR applications. In this review, we discuss recent progress in this

direction. Readers interested in detailed principles behind the TROSY experiments

are referred to the original papers [5, 12] as well as some earlier reviews [9, 14, 15].

We will focus on the general routines of successful applications to supramolecular

systems, the insights gained through these studies, and possible future developments.

2 Preparation of Methyl-Labelled Samples

The first step of any NMR study is to make suitable samples. For large proteins,

this is usually not trivial. NMR experiments need highly concentrated samples

(~1 mM), which means that for bigger proteins more protein molecules have to

be dissolved into a small volume. Aggregation has to be carefully avoided while

solubility and stability are optimized by screening for the best buffer condition and

temperature. The cost is always much higher than preparing small protein samples

because deuteration is needed to remove of all the protons (except for the methyl

Fig. 1 Contour plots of
15N, 1H correlation spectra

for an example 15N-1H spin

system [5]. (a) Conventional

broad-band decoupled

[15N,1H]COSY spectrum. (b)

Conventional [15N,1H]COSY

spectrum recorded without

decoupling. (c) TROSY-type
15N,1H correlation spectrum.

Reprinted from [5]
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protons of interest) to achieve the maximal effect of methyl TROSY. Deuteration is

realized by growing cells in 100% D2O, which leads to slower growth rate and often

lower protein yield. Several protocols have been reported to optimize the yield of

deuterated proteins [16, 17].

Fig. 2 13C-multiplet structures of selected Ile d1 peaks of MSG and the methyl group of sodium

acetate from 1H-coupled HSQC (a–e) and HMQC (f–j) spectra. 1D traces taken at each peak

position are shown. ‘Quartets’ of (a) the methyl of sodium acetate (approximate intensity ratio in

the quartet 4:1:1:4); (b) Ile148 at 37 �C; (c) Ile148 at 5 �C (the outer fast-relaxing lines are still

visible but are significantly reduced in intensity compared to 37 �C; the arrow indicates the

position of the outer peak, partially overlapped with a peak from another HSQC multiplet);

(d) Ile12 at 37 �C; and (e) Ile12 at 5 �C (only the two slowly relaxing inner lines are detected).

‘Triplets’ of (f) the methyl of sodium acetate (approximate intensity ratios of 1:1.8:1); (g) Ile148 at

37 �C; (h) Ile148 at 5 �C (only the central line, L20, is visible); (i) Ile260 at 37 �C; and (j) Ile260 at
5 �C (only L20 is visible). Since the intensities of the outer lines of the HMQCmutiplets (L10, L30 )
are extremely small relative to the inner line, L20 (<3.5% at 37 �C and only observed for Ile148

and Ile260), the HMQC spectra are drawn at ~tenfold lower contour levels than their HSQC

counterparts. Reprinted from [12] with permission, copyright 2003 ACS
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Over the years, different methods have been developed for selective methyl

protonation. An early trial used protonated pyruvate as the sole carbon source [18]

and produced samples highly protonated at the methyl sites of Ala, Val, Leu and Ile

(g2 only), while most other sites were highly deuterated. Recently, it has been

reported that using protonated glucose as the sole carbon source [19] resulted in

~50% of all the methyl groups labelled as CHD2, which could be selectively

detected with a modified constant-time 1H-13C HSQC. These methods can be use-

ful for studies of proteins below ~40 kDa, whereas for larger proteins, labelling

methods with very little scrambling or isotopomers and more complete deuteration

background are preferred. For such labelling protocols, deuterated glucose is used

together with 100% D2O to achieve very high deuteration; suitable precursor(s) for

methyl protonation are added into the media ~1 h before induction.

2.1 Ile, Leu and Val Labelling

Many applications used selective methyl protonation of Ile (d1 only), Leu and Val

(ILV), which was developed in Kay’s laboratory [16, 20]. By supplementing the

minimal media with 50 mg/L of (3,3-2H2) 2-ketobutyrate [21], the d1 methyl

groups of Ile were selectively protonated; further supplementing the media with

50 mg/L Val resulted in fully protonated methyls in Val and Leu residues. Inclusion

of ~100 mg/L (3-2H2) 2-ketoisovalerate [22] instead of Val offered better labelling

of Leu methyl groups and proved to be more cost-effective. More than 90% of

methyl groups were labelled as CH3 using these methods, offering spectra with high

resolution as well as high sensitivity. Depending on the NMR experiments needed,

all the carbons or only the methyl carbon(s) may be labelled with 13C. For applica-

tion to very high molecular weight proteins using methyl-TROSY experiments, it

is better to use 2-keto-3-methyl-d3-3-d1-butyrate [23] so that only one methyl

from Val or Leu will be labelled while the other methyl will be NMR-inactive

(i.e. U-[2H]-Leu/Val-[13CH3,
12CD3]). Although this almost halves the detect-

able methyl concentration, these methyls do not suffer from relaxation caused by

intraresidue methyl protons, and the experiments correlating methyl group with

other side chain 13C resonances (see Sect. 3.1) have better sensitivity because the

magnetization transfer is not diverted.

Because the spectra tend to be overcrowded for high molecular weight proteins,

it is desirable to label only the pro-S methyl groups of Leu or Val, using a newly

introduced method to synthesize (S)-2-acetolactate, whose 2-[13CH3] is stereo-

specifically transferred to the pro-S position of a-ketoisovalerate in vivo [24].

In addition to simplifying the spectra so that only 50% signals are observable, the

remaining 50% of the methyl groups are fully protonated instead of being diluted

and are therefore more easily detected (see Fig. 3). This is crucial for proteins that

cannot be highly concentrated and may generate nuclear Overhauser effect (NOE)

signals among more distant groups.
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Very recently, a method for 13C,1H labelling at the Ile-g2 position was also

reported, using 140 mg/L a-aceto-a-hydroxybutyrate as precursor [25]. Although

some proR methyl positions of Leu and Val are ‘accidentally’ labelled, the level is

relatively low (~4%) and does not affect the quality of spectra as the overlap is

minimal.

The methyl groups can also be labelled as 13CHD2 instead of
13CH3. Because the

intramethyl dipolar relaxation is eliminated de facto, this provides a simplified spin

system for relaxation studies [26]; however, the sensitivity is lower than for CH3

probes by a factor of 1.5–2 [27], indicating that CH3 probes should be the method of

choice for most applications.

a bγ2-189

γ1-348

δ1-526

δ2-230

dH/ ppm
1.0 0.5 0.0 –0.5

dH/ ppm

d C
/p

pm

1.0 0.5 0.0 –0.5

28

26

24

22

20

18

× 3

× 3

Fig. 3 Comparison of methyl-TROSY spectra of MSG samples with specifically labelled Leu and

Val methyl groups: (a) U-[2H], U-[12C], Leu/Val-[12C2H3,
13C1H3] MSG with non-stereospecific

methyl labelling prepared by using 3-[2H3]methyl-3-[2H]-4-[13C]-a-ketoisovalerate; (b) U-[2H],
U-[12C], Leu/Val-[13C1H3]

pro-S MSG with stereospecific labelling prepared by using 2-[13C]

methyl-4-[2H3]acetolactate. Examples of 1D traces are shown at the positions indicated by arrows.
Correlations of Leu-d1 and Val-g1 (pro-R methyl groups) are not detected in (b), whereas signals

for Leu-d2 and Val-g2 (pro-S methyl groups) are enhanced by a factor of 1.6 � 0.4. The inset
in (a) shows the location of Leu and Val methyl groups (balls) on the 3D structure of MSG.

An overlay of a region of the spectra (indicated by dashed boxes) is presented in the bottom right
corner of (b). Adapted from [24] with permission
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2.2 Labelling of Ala and Met

In addition to Ile, Leu and Val, Ala is another abundant amino acid in proteins and

is evenly distributed in the protein structure, both in the hydrophobic cores and on

protein surfaces. Labelling of Ala methyl groups is not as convenient as labelling of

ILV methyl groups because it always suffer from scrambling. However, by adding

50 mg/L of L-alanine-3-13C,2-2H into a deuterated rich media [28] instead of

minimal media, Ala methyls could be labelled to comparable levels as Ile methyls

with no significant scrambling (see Fig. 4). It is worth noting that the alanine

precursor is not commercially available, but can be prepared from protonated

alanine with tryptophan synthase to accelerate the exchange of a-1H into 2H. It

has also been reported that, by addition of perdeuterated forms of a-ketoisovalerate,
succinate and L-isoleucine together with 800 mg/L L-alanine into minimal media,

undesired background labelling can be reduced to <1%, thereby providing a more

cost-effective way for Ala methyl labelling [29]. Due to the proximity of Ala

b-methyl groups to the backbone, a majority of them are highly ordered [30],

making them especially useful for the measurement of methyl 1H-13C residual

dipolar couplings (RDC) [31].

Fig. 4 Alanine labelling and 1H-13C 2D methyl-TROSY spectra of (a) 13CH3-Ala,U-
2H-labelled

Ufd1 in Ufd1/Npl4 complex, and (b) 13CH3-Ala,U-
2H-labelled p97 ND1 (top) and 13CdH3-Ile,

13CH3-Ala,U-
2H-labelled p97 ND1 (bottom). (c) Expanded region of the 1H-13C 2D methyl-

TROSY spectrum of 13CH3-Ala,U-
2H-labelled p97 ND1 in the absence (black) and presence

(red) of perdeuterated Npl4 UBD. (d) Structural model of the p97 ND1-Npl4 UBD complex.

The p97 hexamer is shown as a grey ribbon and perturbed alanine residues are indicated by red
(most shifted), orange (intermediate) and yellow (least) balls. The position of Npl4 UBD (blue
surface) in complex with p97 N domain is shown for one of monomers. Reprinted from [28] with

permission, copyright 2007 ACS
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Labelling of Met S-13C-methyl was also reported using 65 mg/L [4-13C]

methylthio-2-oxobutanoate [32] or 250 mg/L [13CH3]-methionine [13] as a precur-

sor. There are usually not as many methionine residues as the other amino acid

types in a protein, making it extremely attractive when one needs to minimize

the observable signals to focus on a few desired locations. Another advantage of the

e-CH3 from methionine is that it usually has more flexibility and generates sharper

NMR peaks, which is useful when the signals from other methyl groups are too

broad to be observed [33].

A brief list of the labelling methods for different kinds of methyl groups can be

found in Table 1. Except for Thr, which is upstream of several amino acid bio-

synthetic pathways, all the amino acids containing methyl groups can be effectively

labelled, providing very good ‘coverage’ of the protein for probing its structure

and dynamics. Labelling of Thr methyls should also be possible by using cell-free

expression [34, 35], where the scrambling is minimized.

3 Assignment of the Methyl Resonances

When a suitable sample has been prepared, a 2D methyl-TROSY can be recorded to

see whether the peaks have enough sensitivity and resolution. If the TROSY

spectrum looks promising, it can be used to probe the interactions and dynamics

of the protein. However, such details can only be fully explained after the peaks

have been assigned to specific methyl groups in the protein sequence and mapped

onto the structure.

3.1 Correlation with Assigned Backbone Resonances

Typically, for smaller proteins, the backbone (namely HN, N, Ca and C’) and Cb
resonances are assigned first; the Ile d1, Leu d and Val gmethyl resonances are then

correlated with backbone amide resonances using HN-detected experiments or with

Table 1 Amino acids containing methyl groups and their labelling method

Amino acid Frequency in

proteins (%)

Labelling method (precursor)

Isoleucine 5.2 13CH3–
12CD2–

12CO–12COO� for d1
13CH3–

12CO–(12CD3–
12CD2)

12C(OD)–12COO� for g2

Leucine 9.0 13CH3-
12CD(12CD3)-

12CO-12COO�
12CD3-

12CO-(13CH3)
12C(OD)-12COO� for pro-S

methyl labelling
Valine 6.6

Methionine 2.4 13CH3–S–
12CH2–

12CH2–
12CH(NH3

+)–12COO�

Alanine 8.3 13CH3–
12CD(NH3

+)–12COO�

Threonine 5.8 ?
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Ca, Cb and C’ using out-and-back methyl-detected experiments [36]. To ensure

that magnetization transfers more efficiently, a COSY-based scheme using selec-

tive refocusing pulses was utilized [37]. In addition, for Leu and Val, one of the two

methyl groups was labelled as 12CD3 so that it would not interfere with magnetiza-

tion transfer from the other methyl. Similar correlation experiments for assignment

of Ala b and Ile g2 methyls [38, 39] have also been reported more recently. The

method works for proteins as large as the 723-residue malate synthase G (MSG)

[40], which has a tumbling time of ~37 ns at 37 �C.

3.2 Mutagenesis

For larger proteins with molecular weights exceeding 100 kDa, the backbone

assignment is not usually available; in fact it is often not easy to record a 2D

amide TROSY [41] in these supralarge systems. For these proteins, alternative

assignment strategies are required. One very useful method is to mutate those

residues of interest and locate the changes in spectra: usually the disappeared

peaks correspond to the residues mutated. Relatively conservative mutations are

usually used to minimize the impact on local structure; for example, Ile can be

mutated to Leu. This helped to assign two Ile (I149 and I151) d1 methyl peaks of

Clp protease, a 300 kDa tetradecameric complex, which was then used to delineate

the dynamic nature of a key region for product release [41]. Mutation was also

used in many other projects [3, 13, 33, 42, 43] to help establish the assignments.

However, sometimes mutations lead to complex changes in the spectra, which

make it very difficult to correlate the mutated residues with particular peaks.

3.3 The Art of Dissecting Large Proteins

Currently the most successful strategy relies on the assignments from smaller

building blocks [3, 13]. In the case of the 20S proteasome core particle, which is

a 670 kDa complex containing 28 subunits (a7b7b7a7), assignments were first made

on a monomeric form of the a-protein. Many of these assignments were then

transferred to the 360 kDa a7a7 complex (the correlation time is 120 ns at 50 �C),
when the chemical shifts for methyl 1 H and 13 C as well as another two side chain
13C (obtained using experiments similar to aforementioned out-and-back COSY)

correlated well in the two forms. Additional assignments were made based on NOE

correlations with these already assigned methyls, assuming proximity in the avail-

able crystal structure. Finally, methyl assignments from a7a7 were transferred to

a7b7b7a7 in a similar way (Fig. 5).

Another successful example of this ‘dissection’ strategy is SecA, a 204 kDa

ATPase from the Sec translocase. Unlike the proteasome, which is formed from

relatively simple monomers, SecA is a dimer of very long chains (901 residues).
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Assignments were made step by step for constructs containing only one domain

(residues 220–379), then two domains (residues 1–420), three domains (residues

1–610), and finally the full-length SecA (Fig. 6). Although this strategy represents

a standard way to assign most of the observed methyl peaks confidently in a very

large protein system, the process can be very laborious because it takes time to find

suitable fragments (especially when mutagenesis is needed) and the assignment

transfer has to be carried out cautiously [42].

3.4 Using Exchange Spectra and Pseudocontact Shifts

The above ‘divide-and-conquer’ approach was also applied to the 300 kDa aspar-

tate transcarbamoylase (ATCase), containing six regulatory (r) chains and six

catalytic (c) chains [42]. A 30 kDa r2 dimer was used as the smaller block and

Fig. 5 (a) Ribbon diagrams of the 20S core particle (CP) (a7b7b7a7), the a7a7 double ring and the
amonomer. (b–e), Methyl-TROSY spectra (800 MHz) of the CP (65 �C), a7a7 and amonomer (50

�C).
Correlations belonging to residues within a- or b-subunits are colour-coded blue or red, respec-
tively. Apart from the spectrum in (b), only the a-subunit is NMR-active. The position of L148,

one of the starting points in the assignment of the proteasome, is indicated by underlining. The
correlations in (c), indicated by asterisks, are not present in all preparations and probably derive

from impurities. Adapted from [3] with approval
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assignments were obtained conventionally. Approximately 60% observed methyl

peaks for the complex (only r-chains labelled) could be assigned with reference to

the dimer. Two additional approaches were used to make more assignments. One

involved mutagenesis on the interface of r2 and c3 to accelerate the exchange

between r2 in the free form and in the complex so that exchange cross-peaks

could be observed, making the assignment transfer from free form to complex

form unambiguous. However, exchange peaks cannot be observed unambiguously

if there is degeneracy in one of the methyl chemical shifts or if the peaks are located

in crowded regions. In addition, some peaks assigned in the mutated complex may

not be easily transferred back to the wild complex due to shifted peak positions,

which limits the usefulness of this approach. The other approach is to introduce an

unpaired electron (such as using a Co2+ to replace Zn2+) into the system, which

causes pseudocontact shifts (PCSs) [44]. PCSs can be calculated according to the

structure if the susceptibility tensor is known, or the susceptibility tensor can be

Fig. 6 Strategy for the assignment of methyl correlations of SecA. Each column displays

a structural model of one of the protomers of SecA, with the domain or fragment studied in

isolation being highlighted, along with the corresponding 1H-13C HMQC of Ile-d1 methyls

(displayed as spheres in the model) and the backbone 1H-15N HSQC. (a) PBD domain (residues

220–379), (b) SecADC/DIRA2 (residues 1–420, comprising NBD and PBD domains), (c) SecADC
(residues 1–610, comprising NBD, PBD, and IRA2 domains), and (d) full-length SecA (residues

1–901). Only few resonances for the backbone of the full-length SecA are visible. Adapted

from [13] with approval
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established using a group of PCSs for assigned methyl groups. By comparison of

measured PCS values to predicted values, ambiguity in the assignments using former

methods could be solved, leading to more assignments, including some stereospecific

ones. For ATCase, 86% peaks were assigned when all these methods were used.

3.5 Automatic Assignments

NOE spectroscopy (NOESY) spectra play a very important role in the assignment of

many methyl resonances, with the help of available high resolution structures.

Although NOESY is usually used to extend the initial assignments made through

mutation or comparison with smaller fragments, it is possible to make assignments

without resorting to these additional data [45], which reduced the time and cost. Both

chemical shifts [46, 47] and NOE correlations can be predicted according to the

structures, which are compared with the observed chemical shifts and NOE patterns

of the methyls. An initial assignment can be made through this comparison, although

only some very characteristic peaks could be confidently assigned at this stage. The

consistency of the NOE networkwith the structure is then checked based on the assign-

ments, which is subject to a systematic swap aiming at improving the consistency.

In ideal cases such as thea7a7 complex, where overlap amongmethyl peaks isminimal

and NOESY spectra are of very high quality and provide an extensive NOE network

among the methyls, almost all the observed methyl peaks can be assigned correctly

[45]. As the process is automated without any manual intervention, it takes only

a few minutes. Even when the NOE network is relatively sparse, automatic optimiza-

tion of the match between the methyl chemical shifts and NOE correlations with the

structure can help to assign some of the peaks quickly. With more methyl groups other

than the traditional ILV groups being labelled (see Sect. 2), it is anticipated that this

strategy will be more useful as more NOE connections are detectable.

Using NOE or PCS for methyl assignments relies on high-resolution crystal

structures, which might not be available or there might be discrepancies between

the crystal structures and the structures in solution. Mutagenesis does not rely on

available structures, but may lead to structural changes itself. A possible future

development for methyl assignment in large proteins is site-specific labelling,

which can simplify the spectra significantly without changing the protein structure

and lead to confident assignments. In principle, the redundancy of genetic codons

can be used so that the positions meant to be labelled use different codons from

other positions of the same amino acid type in the template. One proposal has been

published [48], although it may take years before we see it realized.

4 Applications of Methyl-TROSY in Large Proteins

With methyl-labelled samples, methyl-TROSY can provide detailed information

regarding the structure, site-specific interaction, and dynamics of many important

molecules that used to be too large for conventional NMR approaches. Spectra of
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good quality have been published for proteins with aggregate molecular weights

of several hundred kiloDaltons, such as p97 [28] (Fig. 4), TET2 [49] and the

CheA-CheW complex [50]. Here, we will focus on three systems that have been

most extensively studied and represent the most successful cases to date.

4.1 Aspartate Transcarbamoylase

ATCase is known to adopt a pair of conformations, termed T and R. Using methyl-

TROSY, Velyvis et al. showed that active site ligands (carbamoyl phosphate,

CbmP) and analogues shifted the equilibrium from T to R (Fig. 7); shifts of the

equilibrium between T and R states were also observed when nucleotides such as ATP

and CTP were added. The NMR results supported the Monod–Wyman– Changeux

(MWC) model to explain the cooperative binding and allosteric properties of ATCase

[51, 52]. Interestingly, these were obtained even before the time-consuming methyl

resonance assignment was complete. With assignments available, they were able to

locate structural perturbations in the N-terminal tails of the regulatory chain by

nucleotide binding, providing insights into the nature of the allosteric effect [42].

4.2 SecA

The potential of NMR in the structure determination of very large molecules is

demonstrated by the study of a complex formed by SecA and a signal peptide [13].

Distance restraints were obtained using site-directed spin labelling (SDSL) on the

peptide, causing distance-dependent broadening of the methyl resonances of SecA.

Such paramagnetic relaxation enhancement (PRE) affected sites as far as ~30 Å

away, therefore a large number of distance restraints were obtained. Spin labels at

different positions in the peptide helped to place the peptide correctly onto SecA,

while the hydrophobic region of the peptide itself was found to form an a-helix
using transferred NOE spectroscopy (trNOESY). The structure helped to under-

stand how SecA could recognize a diverse set of signal sequences. The binding

groove on SecA was found to be partly occluded by the C-tail in the X-ray structure,

and removal of the C-tail resulted in stronger binding. The authors also concluded

that SecA interconverted between an open and closed conformation in solution

according to NOE and PRE evidence (Fig. 8).

4.3 20S Proteasome

The 20S proteasome from Thermoplasma acidophilum was the first supramolecular

system for which complete assignments of methyl peaks were obtained, and a series

of studies have been carried out on it using NMR. Using 13CHD2-labelled samples,
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the side-chain dynamics at the pico- to nanosecond timescale was studied [3].

Values of order parameters squared (S2) derived independently from 2H and 13C

measurements were found to have excellent correlation, making the results highly

Fig. 7 Effects of binding of substrate and analogues on the spectrum of ATCase. (a) Observa-

tion of R conformation on ligand binding. Portions of methyl-TROSY spectra of U-[2H] Ile-

[d113C1H3]-labelled ATCase (800 MHz, 37 �C) are shown that include a correlation derived from

an Ile residue from the r-chain (upper) and from the c-chain (lower). Column 1, unliganded wild-

type ATCase; column 2, wild-type ATCase saturated with 15 equiv. of carbamoyl phosphate

(CbmP), i.e. ratio [CbmP]/[ATCase]monomer ¼ 15; column 3, wild-type ATCase saturated with

58 equiv. of phosphonoacetamide (PAM); column 4, wild-type ATCase saturated with 1.5 equiv.

of phosphonoacetyl-L-aspartate (PALA); column 5, wild-type ATCase saturated with 30 equiv. of

CbmP and 75 equiv. of succinate; column 6, unliganded double mutant cK164E, cE239K–

ATCase. T and R label peaks derived from ATCase in either the T or R conformation, respectively.

(b) Titration of a correlation derived from the T state of wild-type ATCase (left) and from the R

state (right) with PAM. Overlay of spectra with PAM concentrations ranging from 0 (top) to
saturating (bottom). The direction of peak shift is indicated by an arrow in each case. Only three

intermediate PAM concentrations are shown for clarity. (c) Global fitting of all shifting peaks

from the titration of cK164E, cE239K–ATCase (R state) to a binding model with a single KD.

Reprinted from [51]
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reliable despite the large size of the a7a7 complex (360 kDa). Most residues have

similar S2 values in a7b7b7a7, except for some residues at the a, b interface that

show less flexibility. A cluster of flexible residues were identified on the outside of

the barrel, which might carry a potential nuclear localization signal. Using relaxa-

tion dispersion experiments [53], the dynamics at the micro- to millisecond time-

scale was also studied. A few residues clustered on the inside of the antechamber

Fig. 8 SecA interconverts between an open and closed conformation in solution (a) SecA shown

in the so-called open (left) and closed (right) conformations. Interconversion between the two

conformations requires that the preprotein binding domain (PBD) undergoes a ~60� rigid-body

rotation. PBD is displayed as semitransparent surface. The spheres indicates residue 830, in

which a paramagnetic spin label was introduced, and residues Ile304 and Ile789. Characteristic

distances in the two conformations are indicated. A strong NOE between Ile304 and Ile789 was

observed, demonstrating that SecA adopts predominantly the open conformation in solution.

(b) Overlaid 1H-13C HMQC spectra of SecA bearing a spin label in position 830 in the reduced

(left) and oxidized (right) state. Residues that approach the spin label, even transiently, experience
a broadening effect, which is suppressed in the reduced state. Adapted from [13] with permission
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were found to undergo structural exchanges, which might facilitate the transport of

substrates to the sites of proteolysis. In addition, the N-terminal residues were also

found to be mobile on the millisecond timescale and might fold into the antecham-

ber and block the entrance. Titration with the 11S activator complex from

Trypanosoma brucei to the core particle revealed the binding site, which was

consistent with crystallography structure. Although the molecular weight of the

complex 11S-a7b7b7a7-11S reached 1.1 MDa, the methyl-TROSY spectra were of

good quality (see Fig. 9) and the dissociation constant could be readily obtained by

fitting the peak intensities.

The proteasome is a target for anticancer drugs. Methyl-TROSY was used to

study the binding of the antimalaria drug chloroquine with the 670 kDa 20S pro-

teasome [54]. Unlike the previously reported inhibitors (such as MG132) of the

proteasome, which bound to the catalytic region, chloroquine was shown to interact

with regions between the a- and b-subunits, which is 20 Å away from the proteo-

lytic active site. In fact, chloroquine could bind to proteasome simultaneously with

MG132, indicating that the binding pockets were completely separated and that

chloroquine represented a novel class of proteasome inhibitor.

The gating of archaeal 20S proteasome was further studied using 13CH3-

methionine-labelled samples [33]. There are two methionine residues (M1 and

M6) in the N-terminal region, and another methionine (M-1) was introduced to

augment them. Multiple peaks were observed in methyl-TROSY spectra, which

were then assigned via mutagenesis. Both M1 and M-1 generated three peaks,

originated from a major state (A) and two minor states (B and C) (see Fig. 10).

PRE analysis suggested that the major state corresponded to a conformation with

the N-terminal being outside of the barrel, while the minor states corresponded

to conformations with the N-terminal extended inside the barrel. The in and out

states of the N-termini were shown to interconvert on a timescale of seconds, based

on magnetization exchange spectroscopy.

Recently, the substrate state inside the proteasome antechamber was studied

[43]. ILV-methyl-labelled substrates were tethered to deuterated a7a7 to form

stable substrate–proteasome complexes. Although all the substrates were well

folded and generated well-resolved spectra at 50 �C in the free state, their HMQC

spectra at the same temperature only contained clusters of broad peaks derived from

each methyl type when they were tethered to positions inside the antechamber,

suggesting that they were in unstructured states. The structures were not affected

when they were tethered to the N-terminus or the outside of the antechamber. Some

substrates became folded at lower temperatures, although they seemed to exist in

several ‘native-like’ states because each methyl produced clustered peaks at the

locations for native state proteins (Fig. 11). The interconversion between folded and

unfolded states was slowed down when the proteins were encapsulated into the

proteasome, and the stability was also drastically reduced. NMR relaxation

experiments showed that the substrate proteins had similar overall tumbling times

as the proteasome when encapsulated, suggesting that they interacted with the walls

of the cavity. Such interactions should be of nonspecific nature because (1) the

encapsulation only caused very small changes in the chemical shifts and relaxation
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Fig. 9 (a) Methyl-TROSY spectra of a7a7 (top) and the core particle (bottom) during addition of

the 11S activator complex. The complex is in slow exchange on the NMR chemical shift timescale;
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properties of the a-subunit methyl groups; and (2) nitroxide spin labels on the

substrate protein produced nearly identical decreases in peak intensities for those

methyl groups located within 20 Å of the inside surface of the cavity. The ability to

maintain the substrates in an unfolded state by the antechamber is important for the

subsequent degradation.

5 Perspectives

Advances in methyl labelling techniques and the use of methyl-TROSY

experiments have greatly expanded the range of molecular targets suitable for

solution NMR studies [55]. Although it is not realistic to build high-resolution

structures for very large proteins, NMR has been useful for providing new insights

into important, unanswered biological questions. For example, the structure may

have been solved by X-ray crystallography, but NMR can give complementary

information on dynamics as well as structures not seen in the crystal.

Assignment of the observed signals is a major bottleneck for large proteins,

although sometimes this can be bypassed. Mutagenesis can be used for rapid

assignment of a few residues, while the complete assignment usually relies on

pre-determined structures and spectra of smaller building blocks. Automation of the

assignment is possible in favourable cases. We anticipate that the future develop-

ment of site-specific labelling will provide a simple and fast way for achieving

complete assignments without knowledge of structures.

Several methods have been developed to probe the structure and dynamics of

large proteins. For example, RDC can be measured for methyl resonances [31], and

relaxation dispersion protocols can be extracted in different ways. PRE measure-

ments have been used to generate structural restraints for SecA complex and

to decide the substrate location in the proteasome. Compared with the NOE,

which relies on recording 3D experiments, PRE is easier to detect and can explore

much longer distances. This proves very useful for large proteins because the

spectral sensitivity is often limited by low concentrations or conformational

exchange problems. Although some proteins generate exceptional spectra, more

often one has to work with lower quality spectra and, in these cases, new tools

such as PRE are extremely useful.

�

Fig. 9 (continued) assignments of correlations from the complex are not available. (b) Residues

whose resonances are affected by the 11S interaction are mapped on the proteasome structure.

(c) Crystal structure of the 11S-proteasome complex. (d) The intensities of resonances during the

titration are used to obtain an approximate dissociation constant (KD ¼ 12 � 10 mM) for the a7a7/
11S interaction that is consistent with the core particle titration data (see insets). The decrease in
intensity of one of the correlations from L81 is shown on the left and the concomitant increase in

a ‘bound’ peak on the right. Errors are quantified from signal-to-noise in spectra. [Ligand] and
[Protein] refer to total ligand and protein concentrations. Adapted from [3] with permission
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Fig. 10 Multiple conformations for the proteasome gating residues. (a) Space-filling, cross-

sectional side-view representation of the 20S core-particle proteasome (a7b7b7a7) from Thermo-
plasma acidophilum, showing the relative positions of the a-annulus, the antechambers, and

the catalytic chamber, as well as the dimensions of the molecule [PDB accession code 1YA7].

(b) Each a-ring is composed of seven identical a-subunits. A single a-subunit is shown (two

orientations), along with the a-annulus that is composed of residues from all seven subunits. The

locations of added spin labels for PRE measurements are indicated. (c) Primary sequence of the

N-terminal a-subunit residues, including GAMG introduced by cloning. The Met residues used as

probes are shown in bold. When YD residues (grey) are mutated to G residues, the out conforma-

tion of the gating residues is destabilized. (d) 1H-13C Met methyl HMQC spectra of the wild-type

(WT) a7 ring, WT a7b7b7a7, and the Y8G/D9G a7 ring showing multiple correlations for M1, M-1

(denoted by A, B, and C), and M6 (Y8G/D9G a7 ring, denoted by A and B). Multiple correlations

are not observed for the isolated a-subunit (bottom right). In all spectra, the M120 correlation is

outside the spectral window shown here. Adapted from [33] with permission
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In addition to the examples mentioned in Sect. 4, methyl-TROSY has also been

used to explore co-translational folding of a ribosome-bound nascent chain [56] as

well as the structural basis for ion channel gating [57]. It is worth mentioning that

most membrane proteins fall into the size range of TROSY experiments, and the

methods reviewed here are relevant to their study.
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Solid-State NMR Spectroscopy of Proteins

Henrik Müller, Manuel Etzkorn, and Henrike Heise

Abstract Solid-state NMR spectroscopy proved to be a versatile tool for characteriza-

tion of structure and dynamics of complex biochemical systems. In particular, magic

angle spinning (MAS) solid-state NMR came to maturity for application towards

structural elucidation of biological macromolecules. Current challenges in applying

solid-state NMR as well as progress achieved recently will be discussed in the following

chapter focusing on conceptual aspects important for structural elucidation of proteins.
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1 Introduction

In the last decade, solid-state NMR spectroscopy has proven its enormous potential

for structural investigations of biological macromolecules or macromolecular

complexes. In contrast to X-ray crystallography, which requires crystalline samples,

and solution-state NMR spectroscopy, which requires fast tumbling molecules and

thus molecular weights of less than a few hundred kDa, solid-state NMR spectros-

copy imposes no restrictions upon solubility, crystallizability, molecular size, or even

purity of the sample. Solid-state NMR spectroscopy is a particularly powerful method

for investigating large protein assemblies or aggregates, integral membrane proteins

reconstituted into lipid bilayers, biominerals, protein–DNA complexes, or even full

virus particles.

In solution-state NMR spectroscopy, rapid isotropic tumbling leads to a complete

averaging of chemical shift anisotropy, homonuclear and heteronuclear dipolar

couplings, and also, in the case of nuclei with spin>1/2, of quadrupolar interactions.

In contrast, in solids the resonance frequency and the magnitude of internuclear

couplings depend on the orientation of the molecule within the magnetic field.

These anisotropic interactions can either be exploited for information on dynamics

and orientation, or overcome. This can be accomplished in different ways:

• If the molecules have no preferred orientation in the sample, signals are dominated

by their chemical shift anisotropy or the quadrupolar interaction, which leads to a

distinct powder pattern. Even in the absence of isotropic tumbling, however,

molecules can rotate in a preferred direction resulting in a partial averaging of

the powder pattern. Especially in lipid bilayers or liposomes, dynamics of

membranes can be probed by the line shapes either in 31P spectra of the lipid

head groups or of 2H spectra in selectively deuterated positions in lipid side chains.

• Membrane proteins can be oriented macroscopically, e.g. by reconstitution into

lipid bilayers on glass plates which are aligned perpendicular to the magnetic

field. Since all membrane-reconstituted proteins adopt the same orientation in

lipid bilayers, narrow lines are observed, and their chemical shifts as well as their

dipolar couplings are a signature of the orientation [1].

• Anisotropic interactions can be averaged out by magic angle spinning (MAS)

NMR: [2] by rapidly spinning the sample around an axis inclined at an angle of

54.7� whereby dipolar couplings, chemical shift anisotropy, and first-order

quadrupolar interactions are averaged to zero. In principle, line widths as

small as in liquid-state NMR spectroscopy can be obtained (Fig. 1).

The rapid methodological development of solid-state NMR spectroscopy, in

particular MAS NMR spectroscopy, during the last decade as well as more sophisti-

cated labeling techniques for proteins have established the possibility of also applying

multi-dimensional NMR spectroscopy to biological macromolecules and complex

multi-component systems [3–5].
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In the current chapter we focus on recent techniques and applications in MAS-

NMR spectroscopy of proteins and biomolecules.

2 Sample Preparation

2.1 Isotope Labeling

Due to high sensitivity and resolution, 1H NMR detection is the basis of most

solution-state NMR spectra of proteins. Solid-state 1H NMR spectra of proteins,

however, are generally broadened beyond resolution due to spin relaxation in a

network of dipolar coupled protons. Therefore, solid-state NMR spectroscopy of

larger molecules like proteins critically depends on labeling with the stable isotopes
13C, 15N, and/or 2H. Depending on the method chosen for protein production,

a variety of isotope labeling strategies has been developed [6–9].

For peptides below a length of about 40 amino acids, solid phase synthesis can

be applied in which nascent peptides are bound to a bead and synthesized gradually

in iterated cycles of deviating chemical environments. Thus, site-specific introduc-

tion of isotope labels at any desired position is possible.

Larger proteins are usually obtained by recombinant expression in E. coli, yeast
[10], insect cells [11], or mammalian cells [12]. In these cases, the isotope labeling

pattern depends critically on the carbon- and nitrogen-containing precursors in the

growth medium. For 13C labeling, all intermediates of the glycolysis pathway and the

citric acid cycle can serve as a carbon source. If the bacterial minimal growth medium

contains glucose or its derivatives such as glycerol, pyruvate, or acetate as the sole

carbon source and ammonium salts as the sole nitrogen source, uniformly 13C and

Fig. 1 Principle of magic angle spinning (MAS) solid state NMR. (a) Rotation of the sample rotor

about the “magic angle” θm ¼ 54.7� with respect to the magnetic field B0, i.e., the space diagonal.

(b) Typical solid state NMR spectrum without MAS (left hand side, simulated data) and with MAS

(right hand side). The arrow indicates the isotropic chemical shift δiso
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15N-labeled proteins can be obtained. Although such a uniform labeling pattern

allows for collecting the maximum amount of spectroscopic information, the size

of the protein as well as an unfortunate amino acid distributionmight result in spectral

overlap. In such cases, a reduction in the number of labeled amino acids might

become crucial which can be achieved, e.g. by adding unlabeled amino acids to the

growth medium. The success of this so-called reverse labeling depends on the

metabolic pathway for the biosynthesis of the chosen amino acid [13, 14] which

can be improved by the use of auxotrophic strains unable to synthesize the respective

amino acids [15]. Complementary, type-selective amino acid labeling can be obtained

by adding a labeled amino acid type to an otherwise unlabeled growth medium [16].

Atom position-specific labeling can be achieved by using reduced labeled precursors

such as 1,3- or 2-13C-glycerol or 1- or 2-13C glucose resulting in characteristic 13C

isotope distributions within each amino acid type [6, 9, 14, 17]. Incorporation of

isolated 13C isotopes solely at methyl sites is obtained by using 3-13C-pyruvate as sole

carbon source [18].

An even more sophisticated approach comprises protein synthesis by cell-free

expression: as the amino acids added in a cell-free system are less exposed to

bacterial metabolism, efficiency and selectivity of incorporation of specific isotope-

labeled amino acids are only marginally hampered by isotope scrambling often

observed in in vivo expression systems [19]. Even non-canonical amino acids can

be incorporated allowing for site-specific labeling of proteins [20, 21].

At least for non-crystalline samples, 1H detection is still a major challenge. In

solution NMR, the development of heteronuclear multidimensional NMR spectros-

copy has paved the way for the assignment of backbone and side-chain resonances

of proteins with molecular masses of over 30 kDa. This success has mainly been

achieved through the production of highly deuterated samples because the replace-

ment of protons with deuterons significantly improves the 1H resolution [22–25].

Innovative labeling schemes, e.g. with 5 % protonation at non-exchangeable sites,

enable 1H-detection with high resolution resulting in determination of long range

proton proton distances in solid-state MAS NMR spectroscopy [26]. However,

protein deuteration is accompanied by several disadvantages. It not only depletes

the number of 1H–1H distance restraints but also influences NMR resonance

frequencies and cross polarization transfer efficiencies. In contrast, full protonation

simplifies sample preparation and permits a more complete chemical shift assign-

ment to be obtained from only one sample. Using the fully protonated 56-residue β1
immunoglobulin-binding domain of protein G (GB1) in a 1.6-mm rotor at 40 kHz

MAS and 500 MHz proton frequency, proton line widths of 1 ppm and a sensitivity

enhancement of up to four times compared to direct 13C and 15N detection could be

observed. Apart from this, 3D pulse sequences transferring magnetization between

heteronuclei such us CαNH, CONH, and NCαH even allowed full backbone and

partial side-chain proton assignments [27].

A mixing of molecular species with different labeling patterns offers the possi-

bility of obtaining intermolecular distance restraints [28].
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Aiming at investigating a complex macromolecular surrounding such as whole

cell preparations it has to be guaranteed that predominantly the protein of interest is

isotope-labeled. In order to reduce the overall host protein content, single protein

production, taking advantage of an mRNA interferase which cleaves all not geneti-

cally engineered mRNAs, constitutes a major milestone to a further improvement of

sample quality [29].

2.2 Microcrystals and Macromolecular Complexes

The quality of solid-state NMR spectra critically depends on the properties of the

sample. Depending on size, nature, and state of the protein, different ways of

sample preparations can be used for solid-state NMR spectroscopy.

Pioneering solid-state NMR investigations on extensively isotope labeled proteins

were performed on immobilized and often microcrystalline proteins. Especially for

the later, well-resolved spectra could be obtained due to the absence of conforma-

tional disorder. Conformational ensembles of completely or partially unfolded

proteins or multimers can be studied in frozen solution [30–32], where a lack of

secondary structure does not result in an average random coil chemical shift but gives

rise to a continuous distribution of chemical shifts [33]. Recently it was found that

solid-state NMR spectroscopy can be performed on proteins >100 kDa even in

solution due to transient sedimentation of large proteins at the rotor walls under

fast MAS. Although these sediments are non-crystalline, the proteins are sufficiently

immobilized suppressing motional averaging of dipolar interactions and chemical

shifts [34, 35].

In contrast to solution-state NMR spectroscopy, the size of protein assemblies does

not affect the line width in solid-state NMR spectroscopy. As only the number of

inequivalent amino acids in a sample leads to spectral crowding and resonance

overlap, large protein assemblies formed from one or only a few types of monomers

are extremely suitable for solid-state NMR spectroscopy. Recent examples include a

variety of amyloid fibrils [3, 36, 37], full virus particles [38, 39], and a secretion

needle [40].

2.3 Amyloid Fibrils: Seeded Versus Spontaneous Fibrillation

A particular challenge associated with the study of assemblies of proteins in their non-

native conformation is structural heterogeneity or polymorphism. As proteins may

adopt different conformations upon aggregation, the structure of such fibrils can

critically depend on the exact conditions of fibrillation. Minor variations of the pH,

salt concentration [41], and even stirring of the solution [42] have been shown to have

a tremendous influence on the morphology of the fibrils as well as the detailed

molecular structure.
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The fibrillation kinetics is characterized by a lag phase followed by a sigmoidal

increase which is indicative of a nucleation-dependent aggregation, in which the

formation of a nucleus is the rate-determining step. A lag phase can be circumvented

by seeding with fibrils which have either been generated in vitro, or were isolated

from in vivo material.

For amyloid fibrils of wild-type Aβ as well as a disease-related mutation thereof,

sample homogeneity could be improved using a repeated seeding protocol [43, 44].

Increased homogeneity was ascribed to the selection of one fibril structure, which is

kinetically as well as thermodynamically favored, out of a polymorphic mixture of

different fibril types in the initial sample. However, the ultimate goal of this sort of

study is the elucidation of disease-relevant conformations of the misfolded protein.

As solid-state NMR studies rely on specific or uniform labeling with the NMR active

isotopes 13C and/or 15N, structural investigations of amyloid fibrils purified from

in vivo brain material – such as prion rods or fibrils generated from Alzheimer’s

plaques or Lewy bodies – are still impossible. In such cases, templating of isotope-

labeled recombinantly expressed proteins with brain-derived seeds becomes the

method of choice for investigating fibrils in a conformation as close to the in vivo
state as possible. First promising attempts include Aβ [45] or the yeast prion Ure2p

[46].

2.4 Membrane Proteins in a Native-Like Environment

In terms of sample complexity, the preparation and investigation of membrane

proteins is particularly challenging because of their intrinsic hydrophobic nature

and the necessity of using a suitable membrane-mimicking environment (Fig. 2)

[47]. For solid-state NMR the reconstitution into lipid bilayers is often the method

of choice. Although incorporation of detergent-solubilized membrane proteins into

liposomes occurs spontaneously by decreasing the detergent concentration, it has to

be demonstrated that reconstituted membrane proteins are fully functional under

physiological conditions of pH, salinity, and the presence of endogenous ligands.

As an advantageous model of biological membranes, so-called bicelles became

popular during the last decade due to their capability to align in a magnetic field.

They are composed of a mixture of long chain (14–18 carbon atoms) and short

chain (6–8 carbon atoms) surfactants and hence represent an intermediate between

lipid vesicles and micelles. Since bicelles are not disrupted by MAS, isotropic solid-

state 13C-, 15N-, and 31P-NMR spectroscopy can be applied for structural determi-

nation of molecules in membranes [48–51]. Finally, cellular membranes can be

mimicked by discoidal nanoscale lipid bilayers, so-called nanodiscs, which are

confined and stabilized by amphiphatic helical scaffold proteins [52]. They can be

produced from a variety of lipids, are stable over a broad range of temperatures, and

are accessible from both sides of the lipid bilayer. Since nanodiscs represent a more

native environment than micelles or bicelles, they are an outstanding model system

for understanding membrane protein function. Heteronuclear solid-state NMR
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studies of nanodisc-incorporated proteins demonstrated the utility of MAS NMR to

study the structure of high molecular weight lipid protein complexes [53–55].

3 Hardware Improvements: High Fields, Cryo-NMR,

Fast MAS

One of the most obvious improvements during the last two decades of biomolecular

NMR spectroscopy has been the development of high magnetic field strengths. As the

chemical shift scales linearly with the external magnetic field, the spectral resolution

increases linearly if the line widths are determined predominantly by the life time of

the spin states (i.e. if the lines are homogeneously broadened as defined by Maricq

and Waugh [56]). Furthermore, the signal intensity is proportional to the population

difference between the two spin states of spin ½ nuclei given by the Boltzmann

distribution. The higher the magnetic field, the higher the number of excitable spins in

the low energy state resulting in an at least linear improvement of NMR-sensitivity as

well. The strongest NMR instruments currently commercially available operate at a

Fig. 2 Schematic representation of most common membrane-mimicking environments compatible

with solution and/or solid-state NMR studies of integral membrane proteins. Micelle (a), bicelle (b),

nanolipoprotein particles also known as nanodiscs (c), and liposomes (d). The membrane protein is

depicted in gray, detergents are colored in brown and lipids in blue. The apolipoprotein also known
as membrane scaffold protein is represented as a green ring. Liposomes are scaled down by a factor

of 2
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magnetic field strength of 23.5 T, corresponding to a proton Larmor frequency of

1 GHz.

The population difference given by the Boltzmann distribution can further be

enhanced by lowering the sample temperature. Cryo-solid-state NMR at temperatures

down to 90 K demonstrates that site-specific insights into molecular nature and

dynamics of peptides and proteins can also be achieved in this temperature regime

[57]. The increase in sensitivity, however, may be gained at the expense of spectral

resolution which degrades substantially at temperatures below 210 K [58]. The

observed line broadening reflects the freezing of molecular motions and side chain

rotations into discrete populations. The dynamic transitions are reversible, at least in

microcrystalline systems, excluding cold-denaturation or damage to the crystal lattice

by freezing [57, 59, 60].

Recent developments in probe head technology have enabled MAS spinning

rates of 70 kHz and more, which are particularly attractive in combination with

direct proton detection [61, 62].

Finally, spin hyperpolarization techniques for obtaining spin polarizations exceed-

ing the Boltzman limit by several orders of magnitude like optical polarization, para

hydrogen induced hyperpolarization, or dynamic nuclear polarization (DNP) are

subject of intense research. In the last section we will highlight recent break-throughs

and latest contributions of DNP in the field of biomolecular solid-state NMR

spectroscopy.

4 Basic Principles and Recent Pulse Sequence Improvements

4.1 Homogeneous Line Broadening and Proton Decoupling

Rapid exchange of energy quanta between nuclear spins in a 3D network by flip-

flop transitions interferes with averaging by magic angle spinning, as the neighbor-

ing spins can change their spin state spontaneously and unpredictably during the

rotor period. As a consequence rotational echoes decay fast and proton spectra

remain homogeneously broadened even at ultra-high spinning speeds up to 70 kHz

[56]. For high resolution, solid-state NMR spectroscopy of biological

macromolecules depends on isotope labeling with 13C and 15N or on dilution of

proton spins by extensive sample deuteration. Likewise, heteronuclear dipolar

coupling of 13C or 15N spins to a network of strongly coupled proton spins prevents

the refocusing of rare spins after each rotor period into a rotational echo. For high

resolution in solid-state NMR spectroscopy, high power proton decoupling during

evolution and detection periods is mandatory.

Homonuclear proton decoupling in the indirect evolution or in the direct detec-

tion period can be achieved by a net evolution of the protons around an effective

field axis which is tilted by the magic angle of 54.7� from the magnetic field axis: in

this interaction frame, the zero order term of the homonuclear dipolar Hamiltonian
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vanishes to zero. For indirect evolution periods this is achieved by irradiating with a

strong rf field characterized by a resonance offset Ω that is matched to the rf field

strength ωrf according to ωrf=Ω ¼ ffiffiffi
2

p
[63]. Since the magnetization does not

precess freely but nutates around a tilted axis, the chemical shift as well as

heteronuclear dipolar couplings are reduced by a factor of 1=
ffiffiffi
3

p
. First-order

correction terms of the average homonuclear dipolar Hamiltonian are averaged

out by either switching the resonance offset between +Ω and �Ω (frequency

switched Lee-Goldburg, FSLG) [64]. Alternating frequency offsets can also be

mimicked by continuous phase modulation of the rf pulse (phase-modulated Lee-

Goldburg, PMLG [65] or DUMBO [66]).

For homonuclear decoupling during acquisition, a net evolution of the magneti-

zation around an axis tilted by the magic angle from the B0 field can be achieved by

toggling the interaction frame of the average Hamiltonian between x-, y-, and z-

directions [67]. As long as MAS is slow compared to the toggling of the interaction

frame, MAS and multi-pulse irradiation can be combined for averaging of aniso-

tropic interactions (CRAMPS) [68]. For faster MAS rates above 30 kHz, where

sample spinning may interfere with CRAMPS, homonuclear decoupling can also be

achieved by applying phase-modulated spin lock fields alternating with time

windows during which data points are acquired [69, 70].

For heteronuclear decoupling, the most straightforward decoupling technique is

on-resonance rf irradiation of protons with an rf field of constant amplitude and

phase (continuous wave decoupling, CW) [71] during evolution or detection

periods. As CW decoupling leads only to the removal of zero order terms, better

decoupling efficiencies can be obtained by phase modulations in the rf field

[72–74]. However, as rf irradiation synchronized with the MAS rate may lead to

interference of motion in real and spin space and thus to a recoupling of unwanted

dipolar interactions instead of a decoupling, at high MAS rates extreme care has to

be taken that the decoupling power is not in the same order of magnitude as the

MAS rate. At ultrafast MAS rates it may be convenient to choose a decoupling

power which is much lower than the MAS rate [62, 75].

4.2 Recoupling

Magic angle spinning narrows spectral lines and thus enhances resolution. On the

other hand, valuable information about internuclear distances – encoded in aniso-

tropic couplings – is lost. It is highly desirable to retrieve these interactions even in

the presence of MAS for defined time intervals. Anisotropic interactions like homo-

or heteronuclear dipolar couplings can be reintroduced selectively utilizing a second

periodic modulation of the respective Hamiltonian which interferes with the averag-

ing by MAS. This procedure is called recoupling (for recent reviews see [76, 77]).

Homonuclear and heteronuclear dipolar recoupling can easily be incorporated into

2D experiments. Cross peaks between different spins are an indication of a dipolar

coupling, i.e., spatial vicinity between nuclear spins.
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One of the most illustrative examples for recoupling of heteronuclear dipolar

couplings is rotational echo double resonance (REDOR) [78]. In this recoupling

scheme, the dipolar Hamiltonian is inverted twice per rotor period by applying

180�-pulses on one of the two rf channels (Fig. 3). This periodic inversion interferes
with the periodic averaging of the dipolar coupling by MAS. As a consequence, a

scaled dipolar Hamiltonian is retained for each spin pair which depends on the

orientation of the two spins within the rotor. Whereas the classical REDOR-

recoupling results in a distance-dependent dephasing of dipolarly coupled spins,

rotational echo double resonance recoupling can also be utilized for coherence

transfer (TEDOR) [79]. Recent improvements of this technique allow for selective

recoupling of defined spin pairs circumventing dipolar truncation by means of

selective pulses or z-filtering [80].

The technique applied most frequently for heteronuclear dipolar recoupling is

cross polarization. Heteronuclear dipolar interactions can facilitate polarization trans-

fer between spins in the doubly rotating frame if two rf spinlock fields with appropri-

ate field strengths are applied simultaneously on both channels. The ratio between the

rf field amplitudes B1
H and B1

X on the proton and the heteronuclear rf channel under

MAS at a spinning frequency νrot has to match the Hartmann–Hahn condition:

BH
1 � γH ¼ BX

1 � γX � n � νrot

The polarization transfer from protons to low-gamma nuclei leads to a polariza-

tion enhancement of γH/γX. Therefore, in almost all experiments, cross polarization

from protons to low-gamma nuclei is used for excitation instead of a 90� pulse on

Fig. 3 In REDOR-recoupling, two phase-alternating 180�rf-pulses every rotor period τrot on the

heteronuclear S-channel average out the effect of magic angle spinning on heteronuclear dipolar

couplings. The 180�-pulse in the middle of the recoupling block on the I-channel refocuses the
chemical shift Hamiltonian
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the low-gamma nucleus itself. Further, long T1 relaxation times of low-gamma

nuclei, may be circumvented by initial cross polarization from protons.

Cross polarization can also be used for magnetization transfer between low-

gamma nuclei like 15N and 13C as a mixing sequence in a multidimensional

NMR experiment. Due to the substantial shift separation of about 120 ppm

between carbonyl and Cα carbon atoms in proteins, the CP transfer can be

tailored specifically to NCα- or NCO-transfer (SPECIFIC-CP) [81]. In protein

NMR spectroscopy such a heteronuclear correlation experiment may be

incorporated into multidimensional experiments and thus be used to residue-

specific resonance assignment in NMR spectroscopy of immobilized peptides or

proteins [82].

Likewise, homonuclear couplings can be reintroduced by interfering with

the magic angle spinning: the simplest recoupling scheme is rotational reso-

nance recoupling which occurs if the rotor frequency is equal to the chemical

shift difference of two dipolarly coupled spins, a phenomenon which was

discovered as early as 1966 by Andrew [83] and subsequently explained and

exploited for distance measurements in the solid state by Levitt, Griffin and

coworkers [84].

Applying a spin-lock pulse with an rf amplitude equal to one or two times the

rotor frequency leads to a recoupling of heteronuclear dipolar interactions (rotary

resonance recoupling) [85]; a spin-lock pulse with an amplitude half of the rotor

frequency recouples homonuclear dipolar couplings (homonuclear rotary resonance

HORROR) [86].

Homonuclear dipolar coupling can also be recoupled by a variety of rotor-

synchronized symmetry-adapted pulse schemes developed by Levitt [87]. In these

sequences, the rf amplitude is equal to a fixed ratio of the rotor frequency, and the

phase of the rf field is incremented or alternated at a defined rate by phase

increments specified by the symmetry of the recoupling scheme.

Broadband homonuclear recoupling schemes which lead in zeroth order approxi-

mation to a dipolar Hamiltonian containing single- or double-quantum two-spin

operators, however, suffer from dipolar truncation [88–90]: in multi-spin systems,

small dipolar couplings between distant spin pairs are attenuated by a strong dipolar

coupling to a third (closer) spin. Thus, those recoupling sequences are not suitable for

obtaining multiple long-range distance constraints in extensively isotope labeled

biomolecules. One remedy against dipolar truncation is the band-selective recoupling

of dipolar couplings, possibly in combination with sparse isotope labeling [91].

Alternatively, second-order recoupling sequences like proton-driven spin diffusion

and variants thereof as well as proton-assisted second-order recoupling techniques

described in the following paragraph have been discovered and developed for

obtaining structural information in biomolecular solid-state NMR spectroscopy.
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4.3 (Proton-Driven) Spin Diffusion and Second-Order
Recoupling for Polarization Transfer

Spectral spin diffusion, i.e., the exchange of longitudinal magnetization between

dipolarly coupled nuclear spins of roughly the same energy via flip-flop transitions,

can also be utilized for magnetization transfer in homonuclear correlation

experiments. Although the homonuclear dipolar Hamiltonian for an isolated spin

pair is averaged to zero under MAS, dipolar couplings in a multi-spin system lead to

non-zero higher order terms in the average Hamiltonian. Thus, spin diffusion between

protons can be used for magnetization transfer in homonuclear 2D 1H-1H correlation

experiments [92–94] or be detected indirectly on heteronuclei [95, 96]. Likewise,

dipolar couplings between 13C or 15N spin pairs have non-zero higher order terms

when coupled to an abundant proton spin network. As a consequence, proton-driven

spin diffusion (PDSD) is affected by dipolar truncation to a much lesser degree than

active zero-order recoupling schemes [97]. Thus, in principle, structure determination

based solely on distance constraints obtained by PDSD is possible [98, 99]. In order to

facilitate proton-driven spin diffusion at high MAS spinning speeds, heteronuclear

dipolar couplings to protons can be actively recoupled, as exploited in the dipolar

assisted rotational resonance (DARR) mixing sequence [100–102]. For fast MAS

rates, heteronuclear recoupling to protons can be made more robust by varying the

phase angle of proton irradiation using the phase-alternated recoupling irradiation

scheme (PARIS) [103].

At fastMAS rates, the energymismatch of a zero-quantum transition due to a large

chemical shift difference between both carbon nuclei can be compensated for by

irradiating the proton spins with an rf field strength equal to the sum of the spinning

speed and the chemical shift difference. This mixed rotational and rotary resonance

recoupling was termed MIRROR spin diffusion [104]. Finally, the proton-assisted

recoupling (PAR) [105] scheme, which involves irradiation on both proton and

carbon channels avoiding all rotary resonance and Hartmann-Hahn conditions, is

characterized by a three-spin effective Hamiltonian and is thus also relatively robust

with respect to dipolar truncation. A heteronuclear three spin order variant, which

involves three different types of nuclei by irradiating three rf channels, is called

proton-assisted insensitive nuclei cross polarization (PAIN-CP) [106]. This

recoupling scheme may lead to valuable long-range N–C distance information in

extensively isotope labeled samples.

4.4 Dynamics

Solid-state NMR spectroscopy techniques traditionally rely on dipolar couplings

between nuclei for coherence transfer. However, proteins in lipid bilayers or in
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proteinaceous aggregates may exhibit residual large-scale or local motions which

may lead to a modulation of the anisotropic interactions on the respective time

scale: submicrosecond motions lead to an averaging of the dipolar couplings and

thus to a line-narrowing, whereas motions in the millisecond regime may be

detected in 2D exchange experiments. For motions between these time scales, the

time-dependent modulation interferes with the NMR time scale and thus leads to a

line-broadening which is not averaged out by MAS. Highly flexible protein regions

may selectively be studied by classical solution NMR techniques where the INEPT

(Insensitive nuclei enhanced by polarization transfer) [107] based coherence trans-

fer without proton decoupling leads to selective excitation of mobile regions

[108–111]. Anisotropic motions such as sidechain rotations as manifested in the

order parameter, can be obtained from recoupling of dipolar interactions and

chemical shifts (DIPSHIFT) [112].

On the other hand, exchange broadening by motions in an intermediate dynamic

regime may lead to complete disappearance of signals, which may become visible

at lower temperatures [113, 114].

5 Applications

5.1 Amyloid Fibrils

A field of research, on which solid-state NMR spectroscopy had a tremendous

impact during the past decade, is the structural study of amyloid fibrils. Solid-state

NMR spectroscopy can provide information on several aspects of the cross-β core

structure of amyloid fibrils such as the localization of β-strands within the amino

acid sequence and their relative arrangement within protofilaments and at the

protofilament interface. Even high-resolution structures for the fibril core have

been determined. An overview over emerging central motifs for amyloid structure

is given in Fig. 4.

Solid-state NMR spectroscopy can furthermore be employed to identify alterna-

tive non-cross-β core structures and to characterize the fibril periphery. It also

reports on dynamic processes in amyloid fibrils permitting, e.g. the differentiation

between segments of static and dynamic disorder.

In the following we give a brief overview of selected amyloid systems,

whose structural characterization has greatly benefited from the use of solid-

state NMR spectroscopy. For a more detailed insight we refer to recent review

articles [3, 36, 37, 115].
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5.1.1 Aβ Peptide

The β-amyloid peptides Aβ(1–40) and Aβ(1–42) are the major constituents of senile

plaques and cerebrovascular amyloid deposits found in the brains of patients with

Alzheimer’s disease (AD) and cerebral amyloid angiopathy [116]. Aβ is an alter-

native cleavage product of the amyloid precursor protein (APP), a membrane

protein of still unknown function [117]. Fibrils of Aβ and smaller peptides thereof

have been extensively studied by solid-state NMR spectroscopy. Although a

β-sandwich always seems to be the underlying motif, fibril structure details are

not only highly susceptible to polymorphism but also depend critically on prepara-

tion conditions. Tycko and coworkers identified two different polymorphic forms of

Aβ(1–40) fibrils, characterized by different chemical shifts and different fibril

morphologies. These two conformations are obtained under different fibrillation

conditions and can be transferred to the next fibril generation by seeding [42]. Two

different supramolecular arrangements were suggested for these polymorphs [43].

A distinct type of polymorphism was observed in the Aβ(1-40)-Iowa mutant

D23N [44, 118]. In the same fibril preparation both parallel and antiparallel

β-structures coexisted, the latter representing the major conformation. This finding

illustrates that a single disease-related mutation can have extensive consequences

for amyloid structure.

As an approach to study the structure of Alzheimer’s disease-related Aβ fibrils,

Aβ(1-40) fibril growth was directed by seeding with fibrils extracted from brain tissue

of deceased AD patients. The resulting NMR data supported a β-strand-turn-β-strand
motif similar to de novo-generated Aβ-fibrils. The chemical shifts, however, were

significantly different from those observed for unseeded fibrils, suggesting structural

differences between brain-derived and synthetic Aβ fibrils [45]. Recently, Reif et al.

reported another fibril type composed of asymmetric dimers [119], whereas Bertini,

Fig. 4 Structural motifs underlying amyloid formation: (a) antiparallel β-sheet, (b) parallel

β-sheet, (c, d) parallel β-sandwich consisting of two β-sheets connected by a 180� turn as

suggested for Aβ(1–40), (e, f) superpleated parallel cross-β-structure with more than two β-sheets
as suggested for Ure2p and Sup35, (g) parallel β-helix consisting of two β-sheets with one

monomer involved in two layers. In case of gray arrows, a cross section of the fibril axis is

shown, whereas colored arrows indicate a side view parallel to the fibril axis. Every monomer is

displayed in a different color
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Mao et al. further extended the structural diversity in the U-shaped β-strand-turn-β-
strandmotif of Aβ-fibrils, pointing towards a complex picture of Aβ-fibrillation [120].

Solid-state NMR studies of Aβ oligomers or protofibrils are extremely challeng-

ing due to their metastability. However, NMR data obtained for Aβ(1–40) [121] and
Aβ(1–42) [122] oligomers demonstrate chemical shifts similar to the fibrillar

peptides. Aβ(1–40) protofibrils could be stabilized by an antibody-derived fusion

protein [123, 124]. The corresponding protofibril chemical shifts were indicative of

a β-sheet structure in the same sequence region as for mature Aβ fibrils. However,

the protofibril β-strands were less extended, and the analysis of chemical shifts

suggested a closer relation to oligomers than to mature fibrils.

5.1.2 α-Synuclein

Amyloid fibrils of α-synuclein are the main component of Lewy bodies which are the

pathological hallmark of Parkinson’s disease [125]. The physiological function of the

140-residue α-synuclein is still elusive. Three point mutations associated with early

onset familial Parkinson’s disease have been identified so far [126–128]. Fibrillar

α-synuclein was the first amyloid from a full-length protein studied by solid-state

NMR spectroscopy [110, 129] and the spectral quality has subsequently encouraged

further studies [130–134]. The protein is capable of forming a high variety of

polymorphic forms. In different studies at least four different fibril types have been

obtained even under rather similar fibrillation conditions. These deviating fibril types

are characterized by differences in chemical shifts of identical residues as well as the

exact location of well-ordered β-strands and of statically disordered parts in the rigid
N-terminus. Unambiguous assignments for the first 30N-terminal residues could only

be obtained in one case [134]. In contrast, the mostly negatively charged

40 C-terminal residues were always found to be flexible, lacking a defined secondary

structure. Analyzing NC-transfer or CC-transfer spectra of differentially isotope

labeled fibril units, residues 40–90 were identified to form parallel in register β-sheets
[3, 133] which are in agreement with EPR-studies [135].

The fibrillation kinetics of an A30P α-synuclein mutant was observed to be

substantially slower, although chemical shifts were identical to one wild-type fibril

form grown under identical conditions [136]. Studies on A53T α-synuclein fibrils

revealed an extended β-sheet core [113] and slight perturbations of the chemical

shifts, whereas for the E46K-mutation larger chemical shift deviations were observed

[137].

Two artificial supertoxic mutants with one or three β-sheet breaking proline

substituents, respectively, were designed based on the location of the β-sheets
identified by solid-state NMR spectroscopy [32]. As expected, in vitro fibrillation

as well as aggregation in HEK cells was retarded in both mutants, especially in the

triple mutant, shifting the equilibrium towards oligomeric intermediates.

Corresponding solid-state NMR spectra revealed a decreased rigid β-sheet core for

the single mutant. For the triple mutant, a high degree of disorder was determined as

indicated by broad and featureless lines with secondary chemical shifts characteristic
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for β-sheets. A higher toxicity of these artificial mutants was confirmed by expression

in Drosophila melanogaster, Caenorhabditis elegans, and cultured mammalian

neurons.

5.1.3 Yeast Prions with Glutamine/Asparagine-Rich Prion Domains

Certain proteins in yeast cells or fungi can adopt alternative β-sheet-rich
conformations leading to epigenetic variations of protein function and thus to

different phenotypes [138]. Since the underlying metastable conformational

changes can be transferred horizontally, these proteins are termed yeast prions.

Saccharomyces cerevisiae prions such as Ure2p, Sup35, Rnq1p, and Mod5 consist

of a functional globular domain and a prion domain which is rich in asparagine and

glutamine residues [139, 140]. In the prion conformation, the prion domains adopt a

parallel, in-register β-sheet structure [46, 141–144] stabilized by Q/N-polar zippers
[145]. For Sup35p and Ure2p, the ability to form prions was demonstrated to be

retained after shuffling of the prion domain sequence, probably due to the high

content of Q/N-residues allowing for different patterns of forming parallel, in-

register β-sheet structures [146, 147].
Yeast prions show a high degree of structural polymorphism which may be

linked to the existence of different yeast prion strains. Polymorphism has been

detected by solid-state NMR spectroscopy for full-length Sup35p as well as for a

heptapeptide from Sup35p [144, 148, 149]. Yeast prion-seeded samples of Ure2p

exhibited different solid-state NMR spectra than non-seeded samples [46]. Like-

wise, NMR-signals from the isolated Ure2p-prion domain differed from the full-

length protein pointing to extensive interactions of the globular C-terminal domain

with the prion domain [46, 150].

5.1.4 Functional Amyloid: The Yeast Prion HET-s

The prion protein HET-s from Podospora anserina is a functional prion involved in

heterokaryon incompatibility and, so far, the only yeast prion protein for which the

prion state leads to a gain of function instead of a loss of function. Solid-state NMR

spectra of HET-s exhibit remarkably high resolution indicative of high local order and

structural homogeneity. This permitted the determination of a high-resolution struc-

ture [151–153]. In contrast to all other amyloid fibrils studied so far, the HET-s prion

domain forms a β-solenoid with two windings per monomer and a triangular hydro-

phobic core (Fig. 5). Studies on the full-length protein revealed that the globular

domain is not well structured but can be considered as a molten globule [154].

Recently, HET-s in the amyloid form was used as model fibrils for the study of

Congo Red binding. The binding interface was determined by cross polarization from

unlabeled Congo Red to fully deuterated HET-s fibrils [155]. Based on the complex

structure, a non-congophilic HET-s mutant could be designed, providing a structural
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rationale for the different sensitivity of amyloid-binding dyes for amyloids of differ-

ent proteins or different prion strains/variants.

5.2 Membrane Proteins

A second field in structural biology, where solid-state NMR has proven to be useful,

is the study of membrane proteins. As lipid bilayers – the natural environment of

membrane proteins – tend to form liposomes or vesicles with rotational correlation

times too large for solution-state NMR spectroscopy, solid-state NMR spectroscopy

has been demonstrated to be a viable method to gain insight into complex mem-

brane protein systems. In the following section we give a brief overview over

selected systems where solid-state NMR could provide useful information. For a

more comprehensive overview we refer to recent review articles [4, 146, 156, 157].

5.2.1 Influenza Ion Channel M2

The 97-residue M2 protein of the influenza A virus forms a tetrameric proton channel

which is activated at low pH values. It has been shown to play an important role in

virus replication. After infection of the host cell by endocytosis, the low endosomal

pH opens the channel. The subsequent acidification of the viral core triggers the

dissociation of the virus and thus induces expression of the viral genes. This ion

channel is a target for the antiviral drugs amantadine and rimantidine which inhibit

proton conduction and thus the unpacking of the virus. The S31N point mutation in

the most recent circulating virus strains results in resistance against these drugs.

Fig. 5 Structure of HET-s

(218–289) in its amyloid form

as revealed by solid-state

NMR spectroscopy.

The depicted bundle of

20 conformers was deposited

in the Protein Data Band with

accession code 2RNM [152]
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Consequently, structural information about the drug binding site is of prevalent

interest.

As the single transmembrane helix of the M2 protein alone, M2(22–46), is capable

of tetramerization and proton conduction, it constitutes an ideal target for structural

studies. Two high-resolution structures of a detergent-stabilized transmembrane helix

construct bound to amantadine and of a construct containing the transmembrane helix

and an adjacent amphipathic helix bound to rimantidine have been determined by

X-ray crystallography [147] and solution NMR spectroscopy [158], respectively.

However, both studies revealed contradicting drug binding sites, indicating that

structure and function are sensitive to the lipid environment. An intense solid state

NMR spectroscopy investigation of a 25-residue construct of the transmembrane

helix reconstituted into liposomes solved the question. Solid-phase synthesis of the

short peptide construct allowed for site selective isotope labeling of residues of

interest and thus accurate resonance assignments in spite of line widths larger than

1 ppm. Chemical shift mapping of selected residues upon amantadine binding

revealed only slight chemical shift deviations for most residues of the channel [159]

except for Ser31 [160] (Fig. 6). Subsequent 13C-2H REDOR measurements on a site-

selectively 13C-labeled M2 transmembrane helix complexed with fully deuterated

amantadine revealed one strong binding site at Ser31 and one weak binding site at the

C-terminal membrane side [161]. The orientation of the drug could be inferred from
2H-lineshapes. Finally, studies on a larger construct, including the amphipathic helix,

revealed that the strong binding site persists in the longer construct while the weak

binding site is obstructed by the amphipathic helix in liposome samples [162]. A

comparison of spectra from full-length M2 in native E. coli membranes, liposome-

reconstituted full-length M2, and a liposome-reconstituted construct containing the

transmembrane and the amphipathic helices yielded comparable chemical shifts for

the three complexes, thus confirming structural similarity of the shorter constructs to

the full-length protein [163].

Other questions of interest comprise the mechanism of proton conduction, selec-

tivity, and pH gating. One single His37 residue in the transmembrane helix is

responsible for proton selective conduction at low pH values, whereas at high pH

values four His side chains constrict the channel. Two models for proton conduction

had been proposed. The so-called shutter model suggests that, at low pH, protonation

of the His residues leads to pore opening by electrostatic repulsion of the four

positively charged rings and formation of a water wire which conducts protons via

the Grotthus mechanism. According to the shuttle model, His 37 actively shuttles the

protons into the virion by subsequent protonation and deprotonation accompanied by

conformational ring flip motions (see e.g. ref [164] and references therein for

more details).

In a recent investigation, Hong and coworkers studied the transmembrane domain

of M2 in liposomes at high and low pH [164]. At high pH, distinct resonances for two

different tautomers of the neutral imidazole ring were resolved, and cross peaks
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between those resonances in the PDSD spectra indicated an edge-to-face π-stack of

the four histidines which obstructs the channel. At low pH the protonated

imidazolium rings were found to undergo microsecond ring flip reorientations (faster

than the NMR time scale), as measured by the order parameters obtained from

recoupled one-bond N–C and H–C dipolar couplings of the aromatic rings, thus

confirming the shuttle model. Determination of HN and HC dipolar couplings at low

temperature, i.e., when the reorientation of the rings was frozen revealed slightly

enlarged bond lengths, indicative of hydrogen bond formation. Proton spin diffusion

experiments identified water as the sole hydrogen bonding partner [165]. Finally,

different polarization transfer rates from water to the protein in the open state, at low

pH, in the closed state at high pH, as well as in the amantadine-blocked state revealed

a larger water contact surface for the open channel and a reduced water contact

surface for the blocked channel [166].

A recent study of a construct containing the transmembrane helix and the amphi-

pathic helix of the S31N mutant [167], which was reversely isotope labeled for four

hydrophobic residues, facilitated sequential resonance assignments for 23 residues.

All secondary chemical shifts were found to be characteristic for α-helical secondary
structure. Peak doubling of most resonances as well as cross peaks between resonance

pairs in PDSD spectra indicates that the tetramer is a dimer of asymmetric dimers

instead of a symmetric homotetramer. Upon addition of amantadine, no significant

shift changes were observed, which is in agreement with the drugs resistance of

this mutant.

Fig. 6 (a) Side view showing the transmembrane part of tetrameric M2 (22–46) with amantadine

(Amt) bound to the high-affinity luminal site, (b) top view showing the Ser 31 and Val 27 pore

radii of the transmembrane part of M4 binding AMT. The orientation of Amt is slightly tilted from

the channel axis. The time-averaged Amt orientation is parallel to the channel axis. Reprinted with

permission from Macmillan Publishers Ltd: Nature [161], copyright (2012)
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5.2.2 Seven Transmembrane Helix Receptors

Seven transmembrane helices (7-TM) are a structural motif common to a large

family of photo- and chemoreceptor proteins. Most prominent examples of 7-TM

proteins include (bacterial) rhodopsins and G protein-coupled receptors (GPCRs).

5.2.2.1 Bacterial Rhodopsins

In archaea and bacteria a family of 7-TM proteins with retinal as a prosthetic group

serves two distinct functions. First, a light-driven energy conversion, such as

carried out by bacteriorhodopsin from the extreme halophile Halobacterium
salinarum [168] or by proteorhodopsin [169], converts light energy into an ion

gradient, building up an electric potential across the membrane. Second, phototactic

light sensing, such as performed by sensory rhodopsin [170], activates a signal

transduction chain via a bound transducer molecule.

Rhodopsins of both classes have been successfully investigated using NMR

spectroscopy. While progress in solution-state NMR has enabled the de novo
structure determination of the two 7-TM proteins sensory rhodopsin II [171] and

proteorhodopsin [172] solubilized in their monomeric form in detergent micelles,

the power of solid-state NMR lies in the investigation of 7-TM receptors in their

native environment and oligomeric state. In this respect the sensory rhodopsin

system offers a remarkable example for the potential of solid-state NMR. In its

native oligomeric state, the 7-TM receptor sensory rhodopsin, upon light excitation

triggers a signal transduction chain via a tightly bound transducer protein, which is

homologous to the two-component system of eubacterial chemotaxis. So far, the

native oligomeric state of the receptor and transducer complex has not been formed

in detergent micelles [173], impeding the use of solution-state NMR. In addition,

pronounced intermolecular crystal packing contacts are found in the X-ray structure

in close proximity to the receptor-transduced binding interface [174]. Solid-state

NMR could be used to characterize the heterodimeric receptor–transducer complex

in a lipid bilayer setting [175]. In this native-like condition, solid-state NMR data

identified a considerably larger binding interface than found in the crystal structure,

contributing to a better understanding of phototactic signal transduction.

Further examples for the use of solid-state NMR to study 7-TM proteins include

the light-activated proton pump bacteriorhodopsin which could be studied in detail

in its native environment, the purple membrane. Valuable high-resolution insights

into the structure of the functional core – in particular the configuration of the

covalently bound retinal at different states in the photocycle – could be obtained

[176–180].

More recently several other bacterial rhodopsins such as proteorhodopsin and

Anabaena sensory rhodopsin (ASR) have been investigated with solid-state NMR.

Remarkable spectral resolution and sensitivity resulting in nearly complete resonance
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assignments were obtained [181–184]. Based on these data, specific insights into, e.g.,

the effects of hydration water on molecular dynamics [185] or the structural

properties of the inner core region of these 7-TM systems could be generated

[186–188]. In addition, protein–protein interactions could be studied with paramag-

netic relaxation measurements. Using this approach, reliable information about the

oligomeric state as well as the quaternary structure of ASR in a lipid bilayer

environment was obtained (Fig. 7) [189].

Overall, these exciting results indicate that solid-state NMR spectroscopy will

provide increasingly detailed information about structure, dynamics, and function

of rhodopsins in a near-native setting within the next few years.

5.2.2.2 G protein-Coupled Receptors

Acting as a central interface between external stimulus and cellular response, G

protein-coupled receptors (GPCRs) control the majority of intercellular signaling

cascades in humans. GPCRs play an important role not only in a large number of

signaling cascades but also in very diverse physiological processes such as vision and

smell as well as the regulation of blood pressure, body weight, and cell death. Due to

Fig. 7 Trimer model of S26CR1 Anabaena sensory rhodopsin (ASR). The individual monomers

are shown in different colors. R1 side chains are shown in blue. Side chains of residues

experiencing large intermolecular paramagnetic relaxation enhancement (PRE) effects and there-

fore spatially close (<15 Å) to the nitroxide of a neighboring monomer are shown in magenta.
Adapted with permission from [189]. Copyright (2012) American Chemical Society
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their essential function in human physiology, it is not surprising that between 30%

and 50% of all modern drugs are estimated to target GPCRs [190–192]. Although

sharing the same topology of seven transmembrane helices with the class of

(bacterial) rhodopsins, the investigation of GPCR structure is considerably more

challenging, predominantly due to difficulties in sample preparation.

However, tremendous efforts have been carried out to solve the 3D-structure of

GPCRs. Recently a breakthrough in protein crystallization attempts led to publica-

tion of a growing number of GPCR crystal structures (see, e.g., [193–195] for recent

reviews). To stabilize crystal growth, artificial cofactors and protein engineering,

such as large modification of potentially important loop segments, turned out to be

necessary. Hence, additional information obtained under more native-like

conditions is very desirable to provide complimentary insights into receptor dynam-

ics as well as ligand binding and G-protein interactions [196].

While a number of NMR studies of GPCRs and their ligands have been carried out

(reviewed, e.g., in [146] and [197]), no well-resolved NMR spectrum of a solubilized

GPCR could be obtained so far, which is related to low protein expression yields, high

amounts of misfolded receptor, and lack of stability when incorporated into a non-

native membrane mimetic. On the contrary, solid-state NMR was used to study

functional GPCRs with high precision [198–202]. In addition to the use of a more

stable lipid bilayer environment, the advantage of solid-state NMR for the investiga-

tion of GPCRs is the ability to study non-deuterated membrane proteins. This enables

the use of eukaryotic expression systems such as human or insect cell lines which do

not tolerate a high level of deuterated buffer. While relaxation effects impede high

resolution solution-state NMR studies of solubilized GPCRs without a significant

degree of deuterium labeling, solid-state NMR does not face this problem and hence

allows the characterization of functional GPCRs expressed in eukaryotic systems. In

particular, in combination with the structures obtained using X-ray crystallography, it

can be anticipated that solid-state NMRwill provide critical information about ligand

sensing and signal transduction in GPCRs.

6 Sensitivity Enhancement By Dynamic Nuclear Polarization

6.1 Theoretical Background

The fact that electron spins have a gyromagnetic ratio about 660 times higher than

proton spins is exploited in dynamic nuclear polarization (DNP).

As already proposed by Albert Overhauser [203] in 1953 and subsequently

confirmed experimentally by Carver and Slichter [204, 205], electron spin polariza-

tion in solid metals can be transferred to nuclear spins if the unpaired conducting

electrons are saturated by irradiation with the corresponding electron paramagnetic

resonance (EPR) frequency. As a result, nuclear spin polarization may be enhanced

by the factor γe/γn. Likewise, stable organic radicals can be used as polarizing agents.
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Depending on the EPR-line width and the strength of the external magnetic field

(and thus the line width of the EPR transition) the polarization transfer between

electrons and nuclear spins in solid samples can occur via the Solid-Effect (SE), the

Cross-Effect (CE) or Thermal Mixing (TM).

SE is a two-spin process, which relies on the excitation of forbidden zero or double

quantum electron-nuclear two-spin transitions. As these transitions are forbidden,

their excitation requires high power microwave irradiation. The efficiency of the

transfer scales with the inverse square of the nuclear Larmor frequency. Another

prerequisite for a selective irradiation of the zero or double quantum transition using

SE DNP is a line width of the corresponding EPR-transition smaller than twice the

nuclear Larmor frequency (Fig. 8). Nevertheless, by enhancing the microwave power

with a resonator, SE has been demonstrated to lead to a sensitivity gain of about

factor 128 at a field of 5 T [207]. TM and CE constitute three-spin transitions

involving two electron spins and one nuclear spin at high radical concentrations.

They are effective if the line width of the homogeneously or heterogeneously

broadened EPR-transition is larger than the nuclear Larmor frequency, such that

a three-spin transition is energetically neutral (similar to proton spin diffusion)

[208, 209]. While thermal mixing is most effective at low fields, where the field-

dependent line broadening due to the g-factor anisotropy is small, the cross effect can

Fig. 8 Experimental 1H DNP enhancement profiles for the SE and the CE mechanisms showing

the positions of positive and negative enhancement and their dependence on the microwave

irradiation frequency (or, rather the magnetic field for a given microwave frequency) as well as

on the electron and nuclear Larmor frequencies ω0S and ω0I, respectively. (a) A typical SE

enhancement profile obtained with 40 mM trityl. (b) A typical CE enhancement profile obtained

with 10 mM TOTAPOL (20 mM electrons). The EPR spectrum of each radical is shown on top.

The lines connecting the data points are to guide the eye. Reprinted with permission from [206].

Copyright 2012, American Institute of Physics
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facilitate efficient polarization transfer at high magnetic fields and low temperatures,

especially if biradicals are used.

The recent success of DNP as a hyperpolarization technique in solid-state NMR

spectroscopy is mainly due to the following developments [210].

For high-resolution NMR investigations high magnetic fields are needed. Conse-

quently, high-power high-frequency microwave sources are necessary to saturate the

broad EPR lines at these fields. This can be facilitated by gyrotrons, which are able to

produce stable microwaves of frequencies of up to 263 GHz when operating at the

fundamental frequencies. Higher microwave frequencies can be obtained by

operating a gyrotron with a given magnetic field at the second harmonic. This results

in frequency doubling and facilitates microwave frequencies of up to 526 GHz,

corresponding to a magnetic field strength of 18.8 T or a proton Larmor frequency

of 800 MHz [211–213]. As the spin lattice relaxation times of nuclear spins have to

be sufficiently long to facilitate polarization transfer, low temperatures below 90 K

are required. This condition can now also be met for applications with MAS.

Paramagnetic centers used as source for the polarization transfer need to be

compatible with the polarization mechanism. For SE-DNP, which is effective for

isolated spin centers, a polarizing agent characterized by a narrow EPR transition line

is needed. For this purpose, derivatives of the trityl radical or 1,3-bisdiphenylene-2-

phenylallyl (BDPA) (Fig. 9) have been demonstrated to be well suited [214]. If

polarization is to be provided by external paramagnetic dopants, a three-spin transi-

tion by the CE transfer mechanism is the method of choice. Then at least two

paramagnetic centers have to be strongly dipolarly coupled. This prerequisite is

Fig. 9 Structural formula of the radicals (a) TEMPO, (b) TOTAPOL, (c) trityl, (d) 1,3-

bisdiphenylene-2-phenylallyl-radical (BDPA)
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fulfilled by stable biradicals such as TOTAPOL [215–217], which consists of two

closely linked TEMPO-radical units.

For recent reviews of DNP in solids at high fields we refer to the following

review articles [210, 218]. In the following section we will give an overview about

recent developments and applications of this emerging technique.

6.2 Applications of DNP to Biomolecular NMR Spectroscopy

The applicability of DNP to biomolecules in the solid state was first demonstrated

using lysozyme in a frozen glycerol/water matrix doped with TEMPO

monoradicals. In this study, helium gas cooled to 40 K served as bearing and

drive gas for MAS [219]. Subsequently, hyperpolarization by DNP has successfully

been applied to a virus particle [220], to multidimensional heteronuclear spectros-

copy of protein microcrystals of amyloidogenic peptides [221], and to a membrane

receptor trapped in different stages of the photocycle [176, 177, 222].

Intending to improve sample preparation and to explore different experimental

conditions, it was then realized that one potential limitation to biological applica-

tion may be the line width. Since low temperatures below 90 K are required for

efficient polarization transfer, lines may be severely broadened, either homo-

geneously or inhomogeneously:

At low temperatures, especially mobile side chains in a protein can be frozen in

multiple static conformations, resulting in inhomogeneous line broadening. Particu-

larly in spectra of hydrated microcrystals, line broadenings of up to 3–4 ppm are

observed upon cooling to below a temperature of 200 K [59, 60]. For extensively

deuterated samples, however, DNP enhancements of one order of magnitude can still

be obtained at temperatures around 180 K,maintaining a reasonable resolution of 2D-

spectra which is significantly increased compared to 90 K spectra [223].

In addition to inhomogeneous line broadening, the presence of paramagnetic

dopants may lead to shortened T2 nuclear relaxation times and thus a homogeneous

line broadening. When the polarizing agents, however, are spatially separated from

the nuclei of interest, narrow lines can also be observed with DNP [224]. Thus, the

spatial distribution of radicals within the sample as well as their concentration also

influences the resolution of spectra [225].

Signal enhancement for more elaborate NMR sequences involving multiple CP-

transfer steps depends critically on the nuclear relaxation rates in the rotating frame

of all nuclei involved. As these relaxation rates can be drastically reduced in the

presence of paramagnetic dopants, it is not surprising that signal enhancement does

not increase monotonically with increasing radical concentrations, but reaches a

maximum at rather moderate radical concentrations [225].

Initial DNP NMR experiments on a complex biochemical system, i.e. amyloid

fibrils of the model peptide GNNQQNY, yielded encouraging results [226]. Addi-

tion of biradicals to the sample did not result in significant line broadening and
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chemical shifts were preserved at low temperatures. Since chemical shifts before

and after freezing the sample to 100 K were also identical, low temperatures do not

appear to change the fibril structure at a molecular level.

Subsequently, for amyloid fibrils of the SH3 domain of the 83-residue phosphati-

dylinositol-3-kinase, valuable structural information could be provided by MAS-

DNP-NMR [227]. For fibrils grown from a mixture of exclusively 15N labeled

monomers and monomers labeled by using [2-13C]glycerol, intermolecular distance

constraints were obtained from TEDOR experiments. High field spectra recorded at

room temperature by conventional NMR spectroscopy provided only 30 intermolec-

ular cross peaks for 83 residues, an observation which was ascribed to an interference

of protein dynamics with decoupling, recoupling and cross polarization. In particular,

no cross peaks could be observed for aromatic residues because of their twofold ring

flips. In contrast, a DNP enhanced TEDOR spectrum recorded at a temperature of

about 100 K and a field strength of 400 MHz 1H frequency revealed many additional

intermolecular 15N–13C cross peaks, especially in the aromatic region. Although these

spectra suffered from a high number of cross peaks and a lower resolution, 20 addi-

tional distance constraints could be determined with certainty (Fig. 10).

A recent investigation of a full virion, the bacteriophage Pf1, also benefitted

greatly from reduced mobility as well as signal enhancement by DNP [228]. Whereas

only protein signals could be assigned in earlier conventional solid-state MAS NMR

studies at room-temperature, in DNP-enhanced spectra DNA signals were also

assignable. The chemical shifts of the desoxyribose 13C atoms were indicative of

20-endo/gauche conformations and anti-glycosidic bond conformations, while the

chemical shifts of the DNA bases were consistent with an unusual structure with

little or no base pairing, but base stacking. Further, signal splittings suggest some

minor variations in the environment due to different interactions of the two

(non-paired) DNA strands of the virion with the coat protein. Selected protein/

DNA contacts could be identified in the spectra.

DNP enhancement was also used to investigate 40 nmol of a 25-residue signal

peptide bound to the lipid-reconstituted 600-residue protein translocation complex

SecY translocon [229]. Although double quantum filtering was mandatory to

suppress the large natural abundance SecY background, a decent 2D-spectrum of

the peptide could be obtained within 20 h of measurement time. For three of four

isotope labeled amino acids the spin system could be identified by a sequential

walk. The corresponding secondary chemical shifts were indicative of an α-helical
secondary structure of the peptide in its bound form.

DNP signal enhancement also facilitated the structural investigation of the Asian

cobra neurotoxin II bound to the ligand-gated ion channel nicotinic acetylcholine

receptor (nAChR) obtained from the electric organ of an electric ray [230, 231].

Despite the low concentration of the 15N- and 1,3-13C- or 2-13C-glycerol-labeled

toxin, a decent 2D 13C-13C correlation spectrum could be recorded within 14 h.

Interestingly, storage of the sample at �20 �C resulted in a reduction of radicals

close to the membrane surface leading to a loss of polarization enhancement and a

drastic resolution increase for amino acid residues close to the membrane surface.
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The high sensitivity provided by DNP enhancement allowed for 3D-NCACX/

NCOCX-based sequential walks for selectively labeled samples of the model

membrane protein Mistic, even though it was studied in its native cellular mem-

brane environment without prior purification and reconstitution. Corresponding

secondary chemical shifts are in agreement with the solution-state NMR structure,

indicating that the protein was well folded [232]. The integral membrane protein

PagL was also studied in extracted cell walls as well as whole E. coli cells. A
significant DNP enhancement allowed for the detection of resonances from the

overexpressed PagL protein as well as from an endogenous membrane-associated

lipoprotein, lipid molecules, and RNA bases, for which even inter-base pair cross

correlations were observed [233].

In all previous examples, diamagnetic biomolecules were studied by solid-state

NMR spectroscopy using the biradical TOTAPOL as an external polarization agent.

However, about 10% of biological macromolecules possess a paramagnetic (metal)

Fig. 10 Comparison between room temperature and DNP-enhanced, low temperature intermo-

lecular correlation spectra. (a–c) 750 MHz intermolecular 15N–13C correlations in PI3-SH3 fibrils

recorded at 300 K with 16 days of acquisition. (d–f) The identical spectral regions recorded at

100 K and 400 MHz with DNP enhancement in 32 h of signal averaging. (g) Illustration of the 23

interstrand contacts established from 13C–15N cross-peaks in the 750 MHz spectra acquired at

300 K in panels a–c. (h) The 52 interstrand contacts established from the 400 MHz DNP-enhanced

spectra recorded at 100 K shown in panels (d–f). Reprinted with permission from [227]. Copyright

(2012) American Chemical Society
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center or a functional group or cofactor which is present as a (meta)stable radical

during the reaction cycle or electron transfer process. The possibility to exploit

these endogenous radicals as polarization sources appears intriguing. A first

pioneering study using an endogenous radical for DNP enhancement in

biomolecules involved the small electron transport protein flavodoxin. It contains

a single non-covalently bound flavine mononucleotide which cycles between the

oxidized quinone and the reduced radical semiquinone form. Due to the intrinsi-

cally low radical concentration, the DNP polarization transfer was governed by the

solid effect, which unlike the cross effect does not rely on strong dipolar couplings

between electron spins.

After deuteration of the protein to 85%, a DNP enhancement factor of 15 was

achieved, demonstrating the feasibility of SEDNP using endogenous radicals despite a

rather low field strength of only 212 MHz [234]. SE DNP has also been demonstrated

for model complexes of the high-spin transition metals Mn2+ (S ¼ 5/2) and Gd3+

(S ¼ 7/2). It was found that the DNP enhancement depends strongly on the line width

of the central (�1/2 ! +1/2) electron spin transition. For Mn2+, the enhancement

factorwas limited to about 2 due to the hyperfine coupling to the 55Mnnucleus splitting

the corresponding EPR transition and thus the DNP enhancement profile into six lines.

For Gd3+, however, a signal enhancement factor of 13 was obtained when the line

broadening of the central EPR transition by second order zero field splitting was small

[235]. These studies show that utilizing metal centers as polarization source for DNP

enhancement may in principle be possible.

While this review could only highlight certain examples, it can be stated that the

combination of the substantial improvements, in particular in terms of the available

hardware, sample preparation techniques, and novel and improved concepts of data

acquisition and NMR methodology, extended considerably the limits of systems

that can be studied today. For the near future, it can be anticipated that exciting new

applications will emerge and that increasingly detailed insights will be obtained in

more and more challenging biological systems using modern solid-state NMR

spectroscopy.
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Paramagnetic Solid-State Magic-Angle Spinning

NMR Spectroscopy

Guido Pintacuda and Gwendal Kervern

Abstract A number of technical improvements have recently opened up solid-

state NMR to the analysis of new classes of substrates with wide ranging

implications for molecular and biological sciences, with an immediate impact on

a large community of researchers. A wealth of information can be extracted from

the analysis of solid-state NMR signals of paramagnetic compounds, as the changes

induced by the paramagnetic center depend in a well-defined way on the structure

of the molecule. Solid-state NMR is in a position to allow direct, straightforward

experimental access to the fine details of the molecular electronic configuration,

which is in turn a sensible reporter of the molecular geometry in small catalysts as

well as in larger biomolecules.

Keywords Hyperfine coupling � Magic angle spinning � Paramagnetism �
Solid-state NMR
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1 Introduction

High-resolution solid-state NMR using magic angle spinning (MAS) is a powerful

technique for characterization and structural analysis of diamagnetic systems in

solids [1, 2], including noncrystalline organic materials [3], surface catalysts [4],

and biomolecules [5].

Many samples of interest in chemistry and in biology, however, contain para-

magnetic centers. Paramagnetic centers originate from unpaired electrons that are

intrinsic features of organic radicals and of many transition metal ions. A paramag-

netic center interacts with the surrounding nuclear spins and changes the appear-

ance of their NMR spectrum by altering their chemical shifts and increasing their

relaxation rates [6]. The effects arising from paramagnetism depend in a well-

defined manner on the electronic configuration of the metal and on the structure of

the molecule, providing in principle a variety of information on the electronic states

of the paramagnetic center, as well as a number of structural restraints in the

surrounding environment [7, 8]. In contrast to diamagnetic data, paramagnetic

phenomena provide long-range information due to the large value of the electron

magnetic moment.

Solution-state NMR studies of paramagnetic systems are well-developed, and

the use of paramagnetic restraints for protein structure determination has been

amply demonstrated [9]. In solids, the large spectral dispersion due to the large

orientation-dependent hyperfine shifts, as well as the paramagnetically-enhanced

nuclear relaxation, have traditionally imposed severe technical difficulties in high-

resolution solid-state NMR studies, and paramagnetic materials have long only

been the object of low resolution NMR in solid-state physics [10].

The first reports on MAS NMR of paramagnetic molecular solids date back to

1986, when Bryant and coworkers [11] obtained 13C CP MAS spectra of poly-

crystalline PrIII and EuIII acetates, and when Haw and coworkers [12, 13] showed

that the 13C lines of SmIII acetate move in a CP MAS spectrum according to a Curie

law behavior, proposing 13C CPMAS of this compound as the basis for a solid-state

NMR chemical-shift thermometer.
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The first systematic analysis of paramagnetic effects in solid-state NMR was

provided at the end of the 1980s by a series of works by Clare Grey, Chris Dobson

and coworkers on 119Sn and 89Y NMR of several pyrochlore solid solutions

Y2�xLnxSn2O7 (Ln¼La, Pr, Nd, Sm, Eu, Tm, Yb, Lu) [14–16]. These works

show that it is possible to obtain and to interpret high-resolution NMR spectra

from solids containing paramagnetic lanthanides. Besides the obvious potential in

systems where the distributions of rare-earth ions is of importance for understanding

the properties of the materials involved (in laser materials, phosphors, and host

materials for fission product elements), the approach outlined in these papers has

become a cornerstone for the use of paramagnetic shifts in MAS NMR to probe the

structures of continuous solids, as well as of powdered molecular complexes

(Fig. 1).

In the solutions at different LnIII concentrations, in addition to the resonance of

the diamagnetic end-member compound Y2Sn2O7, a series of extra
119Sn and 89Y

peaks were observed, associated with the substitution of paramagnetic for diamag-

netic lanthanide ions in the primary coordination sphere around a tin or a yttrium

atom. The chemical shifts of the 119Sn and 89Y nuclei were found to be extremely

sensitive to the adjacent paramagnetic lanthanide ions, each successive substitution

of LnIII for YIII into the local coordination sphere around the tin producing an

additive shift, as well as a decrease in the spin-lattice relaxation time (T1). Notably,
the paramagnetic end-point spectra (Ln2Sn2O7) exhibited a very large variation in
119Sn chemical shifts (from approximately +5,400 to �4,200 ppm), and had large

overall linewidths associated with the substantial anisotropy of the shift, but the

Sn

Sn

Y
X=

2.0

1.5

1.0

0.5

0.2

0

0 -100 -200 -300 -400 -500 -600 p.p.m

ABDEFG

a b

Fig. 1 (a) The local environment of the tin in Y2Sn2O7 showing the next-nearest tin and yttrium

ion neighbors. (b) 119Sn MAS NMR spectra from samples of variable stoichiometries

Y2�xSmxSn2O7, x ¼ 0.0 (Y2Sn2O7), 0.2, 0.5, 1.0, 1.5, and 2.0 (Sm2Sn2O7) (field of 4.7 T,

3.5 kHz MAS). Isotropic resonances of the different local environments (A–G) are shaded and

each is traced as a function of the composition, while the remaining peaks are sidebands. Reprinted
by permission from Macmillan Publishers Ltd: Nature Publishing Group [14]. # 1987
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individual peaks within the spinning sideband manifolds remained sharp.

The intensities of these peaks allowed the determination of the composition of the

solid solution, which had proved impossible from powder X-ray diffraction data.

These results exemplify in a nutshell advantages and issues of paramagnetic

solid-state MAS NMR: substitution of diamagnetic cations with paramagnetic

cations leads to (a) massive chemical shifts, which provide at the same time

increased spectral resolution and structural information on the system, (b) large shift

anisotropies, which encode long-range nuclear-electron distances, and (c) enhanced

longitudinal relaxation, with the possibility of observing fast relaxing nuclei despite

their low abundance, by varying the recycle times between pulses and saturating

selectively the resonances of nuclei far from the paramagnetic ions.

2 A Bit of Theory

The Hamiltonian to consider for the theoretical analysis of the NMR properties of

nuclei in an open-shell system contains a field- and nuclear spin-free electronic part

HS
0, the nuclear and electron Zeeman partsHI

Z andHS
Z, and an interaction termHint:

H ¼ HS
0 þHS

Z þHI
Z þHint: (1)

The field- and nuclear spin-free electronic part HS
0 contains the kinetic energy

and electrostatic interactions involving electrons and (fixed) nuclei.

The Zeeman terms HI
Z and HS

Z are respectively

HI
Z ¼ �hgII:B0 and HS

Z ¼ mB½L þ geS�:B0; (2)

where I and S are the nuclear and electron spin operators, L is the electron orbital

operator, gI the nuclear gyromagnetic moment, mB the Bohr magneton, and

ge ¼ 2.003 the free-electron Landé g factor defined after the electronic gyromag-

netic moment gS: �hgS ¼ mB ge.
Finally, Hint describes the electron–nucleus hyperfine coupling. A number of

important contributions affect this term, such as those arising, for example, from

g-tensor anisotropy, zero-field splitting, and spin-orbit coupling. However, pro-

found gaps in the basic underlying physical formalism, and the lack of quantitative

quantum-mechanical treatments of the parameters of paramagnetic NMR, have for

a long time rendered the expression of Hint difficult to treat. While only recently a

framework has been developed for the description and calculation of paramagnetic

effects from first-principles [17], notably thanks to the efforts carried out by Kaupp,

Malkin, Vaara and their coworkers (see, e.g., [18–20]), the interpretation of the

NMR spectra obtained in the case of paramagnetic metal centers has required an

intermediate descriptor, the magnetic susceptibility tensor.

160 G. Pintacuda and G. Kervern



Magnetic susceptibility. The so-called magnetic susceptibility (“w”) is the aver-
age electronic moment m

S

� �
of the electron spin in the magnetic field B0:

m
S

� � ¼ w
m0

B0; (3)

where m0 is the vacuum magnetic permeability.

For a given electron spin quantum number S, the Boltzmann population of each

electron Zeeman state, defined by the magnetic quantum number MS, with respect

to the lowest Zeeman state is

NMS

N0

¼
exp

�gemBMSB0

kBT

� �

P

MS

exp
�gemBMSB0

kBT

� � ; (4)

where mB is the Bohr magneton, ge the electron g-factor, kB the Boltzmann constant,

and T the absolute temperature. As the dynamics of electron relaxation and preces-

sion is several orders of magnitude faster than the NMR timescale, the electron spin

S detected in the NMR experiment reduces to the so-called “Curie spin” Szh i
averaged over the different Zeeman states:

Szh i ¼

P

MS

MS exp
�gemBMSB0

kBT

� �

P

M
S

exp
�gemBMSB0

kBT

� � ; (5)

S�h i ¼ 0: (6)

In the high-temperature approximation, (5) simplifies to

Szh i ¼ � gemBB0

3kBT
SðSþ 1Þ; (7)

which yields for the average moment mSh i of this “Curie spin”:

mSh i ¼ g2em
2
BSðSþ 1Þ
3kBT

B0 (8)

From (7) we obtain for the molecular magnetic susceptibility the following

expression (Curie law):

wiso ¼ m0
g2em

2
BSðSþ 1Þ
3kBT

; (9)
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and the Curie moment (8) can be expressed as

Sh i ¼ S
z

h i ¼ � wiso
m0mBge

B0: (10)

Thus, the total electron spin is sensed by the surrounding nuclei as an

additional magnetic moment which is parallel and proportional to the external

magnetic field. The effect of coupling between electrons and nuclei results,

therefore, in a shift rather than a splitting.

For orbitally degenerate systems, in the presence of zero-field splitting or strong

spin-orbit coupling (FeII/III, CoII, LnIII, . . .), the expression of the magnetic suscep-

tibility becomes a symmetric rank-2 tensor w, which can be typically defined

empirically. In its principal axis system (PAS), i.e., the frame in which the tensor

is diagonal (with |wzz| � |wyy| � |wxx|), w is defined by its isotropic value wiso, its
anisotropy Dw, and its asymmetry �:

Dw ¼ wzz � wiso

wiso ¼
1

3

X

i

wii ¼
1

3
TrðwÞ

� ¼ wxx � wyy
Dw

;

(11)

or, alternatively, by its axial and rhombic components:

Dwax ¼ wzz �
wxx þ wyy

2
; Dwrh ¼ wxx � wyy; (12)

or again, in spherical components:

w0;0 ¼ �
ffiffiffi
3

p
wiso

w2;0 ¼
ffiffiffi
2

3

r

Dwax

w2;�2 ¼
3

4

Dwrh
Dwax

:

(13)

Within the susceptibility formalism, the coupling between the nucleus and the

average electronic moment is thus interpreted as the sum of two distinct interactions:

Hint ¼ HC þHD; (14)

that is (a) a through bond or Fermi contact effect HC, caused by positive and

negative spin densities on remote spins due to partial transfer of the unpaired

electrons by direct delocalization and spin polarization, and (b) a through-space

162 G. Pintacuda and G. Kervern



dipolar effect HD, resulting from the dipolar coupling between the average dipole

moment of the electronic distribution and the surrounding nuclear spins.

Fermi-contact coupling. The through-bond coupling between the average elec-

tron spin and a nuclear spin I has a rank-0, isotropic component A (hyperfine Fermi

constant) which is proportional to the spin density in the s orbital of the atom

carrying the I spin:

HC ¼ Aw � I; (15)

where

A ¼ m0
3S

�hgemBgIrs; (16)

where gI and gS are the nuclear and the electronic gyromagnetic ratios, ge is the
electron g value, mB the Bohr magneton, and rs can be obtained summing positive

cþ
i ð0Þ

�
�

�
�2 and negative c�

i ð0Þ
�
�

�
�2 spin densities at the nucleus for all the ith molecu-

lar orbitals:

rs ¼
X

i

c�
i ð0Þ

�
�

�
�2 � cþ

i ð0Þ
�
�

�
�2

h i
: (17)

The isotropic Fermi contact shift dC in parts per million resulting from this

interaction is

dC ¼ A
�h

w
m0gIgSmB

¼ A
�h

gemBSðSþ 1Þ
3gIkBT

: (18)

Dipolar coupling. Within a point-dipole approximation, the “through-space”

dipolar interaction between a nuclear spin and electron spin density outside the

nucleus, HD, is expressed in tensor form as

HD ¼
X

m¼�1;0;1

D2;0 d20mðbPLÞT2;m; (19)

whereD2;0 is the only non-zero component of the traceless, axially symmetric rank-

2 dipolar tensor D:

D2;0 ¼
ffiffiffi
6

p �hgImBge
4pr3I S

; (20)

where gI is the nuclear gyromagnetic ratio, ge the electron g value, mB the Bohr

magneton, rIS the nucleus–electron distance, dlm;m0 ðbPLÞ is the reduced Wigner

matrix element, and bPL is the angle between the principal axis of the D tensor

and the magnetic field. Finally, the spin-operator terms T2,m result from a dyadic

product of the w tensor components and the nuclear spin operator I, respectively.
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In a high magnetic field, the hyperfine Hamiltonian can be truncated after the

dominant Zeeman interaction with the magnetic field (secular approximation).

Only the terms in Iz are thus retained, and the spin-operators reduce to

T2;0 ¼ 2

3
w2;0 IzB0 �

ffiffiffi
2

p

3
w0;0IzB0

T2;�1 ¼ � 1

2
hS�i Iz ¼ 0

T2;�2 ¼ 0:

(21)

As many NMR applications require rotations or other unitary transformations, it

is convenient to reformulate the dipolar interaction as a sum of terms WN,0 of ranks

0, 1, 2, . . .N, as each of these terms behaves differently under rotation. Equation

(19) can then be recast as (see Appendix for the full derivation):

~HD ¼ a0;0W0;0 þ a2;0W2;0

� 	
IzB0

¼ dPC þ
ffiffiffi
2

3

r

DsDd20;0ðbPLÞ
( )

IzB0

¼ dPC þ
ffiffiffi
1

6

r

DsDð3cos2bPL � 1Þ
( )

IzB0:

(22)

The rank-zero interaction, dPC [the pseudocontact shift (PCS)] is the isotropic shift

from the dipolar coupling of the nucleus with the electron, and the rank-two

components represent a shift anisotropy analogous to the diamagnetic CSA (the

“dipolar shift anisotropy” or DSA). It is interesting to note that the final form of the

hyperfine interaction is in all respects analogous to that of a diamagnetic chemical shift.

Notably,W4,0 terms vanish, in contrast to, for example, the second-order quadrupolar

effect where the product of two second-rank components contributes to theW4,0 [21].

In the solid state, all possible crystallite orientations are present simultaneously

in powder samples. Each crystallite is subject to a different perturbation throughout

an NMR experiment due to the orientation dependence in the anisotropic part of the

Hamiltonian, and so the final signal is the result of a powder sum over all relevant

orientations. This form for the lineshape leads to the so-called powder pattern. In a
point-dipole approximation, this shift pattern is characterized by an axially sym-

metric anisotropy DsD [22, 23], which corresponds to the rank-2 terms contained in

(22). This shift anisotropy can be expressed as

DsD ¼
ffiffiffi
2

3

r

W2;0 ’ wiso
�hgIr3

¼ mo
�hgIr3

g2em
2
BSðSþ 1Þ
3kBT

: (23)

This effect is illustrated in Fig. 2a, which presents the typical shape of powder

pattern corresponding to the dipolar interaction, as well as surfaces of constant Ds
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around a metal center. Measurement of the shift anisotropy in a compound of

known structure enables the susceptibility to be calculated. Alternatively, if the

susceptibility is known, or can be estimated, it is possible to obtain information on

the unpaired electron–nucleus distance.

Under MAS, if the angular spinning rate or exceeds the magnitude of these

anisotropic interactions, the same isotropic spectrum as obtained in the liquid state

can be recovered. This corresponds to the rank-0 isotropic term of (22), the so-

called PCS or dPC:

dPC ¼ W0;0 ¼ 1

12pr3
� Dwaxð3cos2y� 1Þ þ 3

2
Dwrhsin

2y cos 2’
� �

; (24)

where Dwax and Dwrh are the axial and rhombic components of the w tensor, and the
angles y and ’ describe the position of the nuclear spin with respect to the principal

axes of the w tensor, which depend solely on the geometry of the molecule, not on its

orientation within the magnetic field. The dependence of the PCS on the geometry

of the molecule is represented in Fig. 2b.

At spinning rates below the powder linewidth, that is, at rates which are not fast

enough to average completely the second-rank paramagnetic interaction, the pow-

der pattern observed in solids breaks up into sharp spinning sidebands. In this

situation, beside the isotropic shift (the position of the “centerband”), the powder

lineshape can be reconstructed from the relative intensities of the spinning

sidebands. Since both PCS and shift anisotropies can be recovered, an increased

amount of information is thus accessible in solid-state MAS NMR spectra.

Paramagnetic relaxation enhancements. The presence of a paramagnetic center

in a molecule causes an increase in nuclear spin-lattice relaxation rates R1 ¼ T�1
1


 �

and spin-spin relaxation rates R2 ¼ T�1
2


 �
of the nearby nuclei, often referred to as

paramagnetic relaxation enhancement (PRE).

a

b

Fig. 2 Spatial dependence of

the dipolar shift anisotropy

(a) and of the pseudocontact

shift in the magnetic

susceptibility principal axis

system (b). The position of

the nucleus is defined by its

spherical coordinates (r, y, ’)
in the PAS of the w tensor.

Violet surfaces represent
isosurfaces of Ds, and blue
and red surfaces represent

respectively positive and

negative isosurfaces of dPC
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The expression of these relaxation rate enhancements are given by the Solomon

equations [24]:

RS
1 ¼ 2

15

m0
4p

� 2 �h2g2I g
2
em

2
BSðSþ 1Þ
r6

� tc
1þ ðoI � oSÞ2t2c

þ 3tc
1þ o2

I t2c

6tc
1þ ðoI þ oSÞ2t2c

 !

; (25)

RS
2 ¼

1

15

m0
4p

� 2 �h2g2I g
2
em

2
BSðSþ 1Þ
r6

� 4tc þ tc
1þ ðoI � oSÞ2t2c

þ 3tc
1þ o2

I t2c
þ 6tc
1þ o2

St2c
þ 6tc
1þ ðoI þ oSÞ2t2c

 !

:

(26)

In solids, the fluctuations of the magnetic field at the nucleus are mainly

determined by electron relaxation (tc ¼ te), which occurs over timescales usually

in the range 10�7–10�13 s.

Note that in solution, the average electronic magnetic moment generates field

fluctuations on the nucleus due to the stochastic reorientation of the molecule (the

so-called Curie relaxation [25]). This relaxation mechanism is not operative in rigid

solids [26].

3 Experimental Challenges

Direct extension of MAS NMR techniques to the routine analysis of paramagnetic

organic and inorganic complexes is not straightforward, since the very same large

orientation-dependent paramagnetic shifts, as well as paramagnetically-enhanced

nuclear relaxation, hamper data acquisition and spectral assignment. The challenge

is illustrated in Fig. 3, which shows the NMR spectra, acquired at 11 kHz MAS, of

two microcrystalline samples, a diamagnetic ZnII catalyst and its paramagnetic

analog containing FeII [27].

In the diamagnetic case, suitable radio-frequency (RF) irradiation schemes allow

the acquisition of well-resolved 1H and 13C spectra with linewidths almost compa-

rable to their solution counterpart. The situation is completely different for the FeII

complex, where very limited sensitivity and resolution are obtained by conven-

tional MAS.
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3.1 Paramagnetic NMR Spectra and Fast MAS

A key observation for the solution of this problem was provided by Clayton et al.

[23, 28], who showed that the major contribution to the line-broadening in para-

magnetic organic compounds is not due to a direct effect of the unpaired electrons,

but results from the inability to decouple the protons completely. The relatively

large isotropic 1H chemical shift dispersion and chemical shift anisotropies present

in paramagnetic compounds make heteronuclear decoupling more demanding than

in a typical diamagnetic case. Large RF bandwidths are needed for efficient

heteronuclear decoupling and, moreover, the 1H frequencies of the spins depend

significantly on the orientation of the crystallite with respect to the magnetic

field, making decoupling “on-resonance” difficult to achieve. These authors

demonstrated that the 13C MAS linewidth of lanthanide acetate tetrahydrate was

substantially improved when both the acetate ion and the water of crystallization

were replaced by deuterated forms (Fig. 4). Coupling between 13C and 2H and

especially between 2H and 2H is weak enough for MAS alone to give line

narrowing. A similar effect was reported for a deuterated organic free radical

[23], where high resolution 2H spectra could be obtained.

A similar problem occurs in the case of homonuclear decoupling. In highly

deuterated materials, detection of resolved 1H MAS NMR spectra was also shown

to be possible. The linewidth of the residual protons is reduced by deuterium substitu-

tion, because the average 1H–1H distance increases and the lower magnetogyric ratio

reduces the dipolar couplings. Nayeem and Yesinowsky reported the 1H spectrum of

CuCl2·H2O, where the water of crystallization was replaced by the deuterated form.

Fig. 3 An example of 1H and
13C MAS spectra of a

diamagnetic ZnII complex (a,

b) and its paramagnetic FeII

analog (c, d). Reprinted with

permission from [27].# 2006

American Chemical Society
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Similarly, Brough et al. recorded a well-resolved 1H spectrum of the residual protons

in a largely deuterated sample of samarium acetate. However, problems of sensitivity

and background suppression were encountered, since only a few percent of residual

protonated groups could be afforded to obtain reasonable 1H spectra.

In pioneering work, McDermott et al. [29] showed that, in favorable cases of

paramagnetic centers with small (and isotropic) magnetic susceptibility (e.g., VII

and CuII), 1H spectra at natural abundance could be resolved into separate lines at

their respective isotropic chemical shifts and families of spinning sidebands (Fig. 5)

simply by spinning at speeds of 7–15 kHz.

Correspondingly, when the proton spectra became resolved at rapid spinning

speeds, it was observed that proton decoupling could become unnecessary for the

acquisition of carbon spectra. In the case of Cu(DL-Ala)2, while it was apparent that

deuteration is more effective than proton irradiation in narrowing the carbon

linewidths, it was also apparent that high-speed spinning is extremely helpful in

narrowing the spectra and improving the sensitivity.

An explanation of the advantages offered by fast MAS lies in the fact that the

large instantaneous paramagnetic shifts truncate the flip-flop interaction between

protons, rendering the interaction inhomogeneous and allowing the fast MAS to

refocus efficiently the homonuclear and heteronuclear couplings. This averaging is

efficient regardless of large H resonance offsets and anisotropic shifts for paramag-

netic interactions, while 1H RF decoupling is more sensitive to these interactions in

removing 1H–13C and 1H–1H dipolar couplings.

Recent technological developments in MAS probe design allowing spinning

speeds up to the so-called “very fast” (40 kHz) and “ultra-fast” (70 kHz)MAS regimes

have offered a powerful tool to extend the reach of these observations. First Ishii and

coworkers [30, 31], and subsequently Pintacuda, Emsley and coworkers [26, 27] have

shown that remarkable increases in resolution, in sensitivity, and in coherence

lifetimes T
0
2 of the

13C and 1H spins are observed at spinning rates larger than about

25 kHz in the case of paramagnetic organometallic complexes (see Figs. 6 and 7). In

these conditions, decoupling can be omitted without loss of resolution. This in turn

drastically reduces the experimental duty cycle and allows one to utilize very short

recycle delays afforded by rapid nuclear relaxation times in paramagnetic solids.

800 600 400 200 0 -200800 600 400 200 0 -200

δ (13C) / ppm δ (13C) / ppm

a b

Fig. 4 13C MAS-NMR spectra of tetrahydrate europium acetate Eu(O2CCH3)3·4H2O, in

protonated (a) and deuterated (b) form, at a field of 4.7 T, at rotation rates of 4,650 Hz. Reprinted

with permission from [23]. # 1993 American Chemical Society
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These results are particularly striking if compared to the analogous behavior of a

diamagnetic molecule, where, for example, the 1H linewidth decreases linearly with

the MAS speed [21], and the improvement in the linewidth obtainable by fast MAS

alone is never sufficient to yield resolved spectra.

Hence, when sidebands are sufficiently suppressed by very fast MAS, the

theoretical sensitivity of 1H solid-state NMR for paramagnetic systems is greater

than that for diamagnetic systems by an order of magnitude. Additionally, the

spectra of paramagnetic species are better resolved by virtue of their broad chemi-

cal shift range. Sensitive and resolved spectra can thus be obtained within a few

minutes for a small quantity (few milligrams) of samples at natural 1H abundance in

highly paramagnetic materials, allowing efficient detection of previously unobserv-

able nuclei, and disclosing a rich amount of information that can be directly linked

to the electronic and molecular structure.

3.2 Spin-Spin Correlations Under Fast MAS

Beside of the advantages connected with enhanced sensitivity and resolution

obtained by using very fast spinning rates, very-fast MAS probes equipped with

small RF coils permit one to apply high-power 1H and 13C fields covering large

Fig. 5 A 400-MHz proton MAS spectra of V(acac)3 (a) and of Cu(alanine)2·H2O. Full signal

intensities were not achieved until the MAS spinning rate was above 11 Hz. Reprinted with

permission from [29]. # 1995 American Chemical Society
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Fig. 7 Spinning speed dependence of 1H MAS spectra of (a–c) Cu(DL-Ala)2·(H2O) and (d–f) Mn

(acac)3. The spectra were obtained at 1H frequency of 400.2 MHz with 1-pulse excitation and a

rotor synchronous echo. Reprinted with permission from [31]. # 2005 American Chemical

Society. Spinning speed dependence of 1H MAS spectra of (a) Fe-DIAD (S ¼ 2) and (b) Tb

(DPM)3 (J ¼ 6). The spectra were obtained at 1H frequency of 500 MHz with 1-pulse excitation

and a rotor synchronous echo. Reprinted with permission from [26, 27]. # 2006 and 2007

American Chemical Society. (c) Spinning speed dependence of the 1H coherence lifetimes,

measured with a CPMG sequence with adiabatic pulse trains (see Sect. 3.3)

b

33 kHz MAS

11 kHz MAS

66 kHz MAS

a

400 200 0 (ppm)

Fig. 6 (a) 13C MAS spectra of Cu(DL-Ala)2 at a field of 11.7 T, acquired at MAS rates of 24 kHz

(left) and no 1H decoupling, or at an MAS rate of 5 kHz, with 100 kHz 1H CW decoupling.

Reprinted with permission from [31]. # 2005 American Chemical Society. (b) Spinning speed

dependence of 13C MAS spectra of the Fe-DIAD (S ¼ 2) complex at a field of 11.7 T, acquired

without 1H decoupling. Reprinted with permission from [27].# 2006 American Chemical Society
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bandwidths. This opens the way to the recording of rapid 2D heteronuclear correla-

tion and dipolar-edited experiments, which could be used to assign 13C and 1H

signals, at least in simple model compounds [30, 32].

In this regard, it must be noted that there are several advantages offered by

paramagnetic NMR in the solid state over solution NMR. Whereas in solution

longer delays are typically required for obtaining through-bond transfers via the

(smaller) J-couplings, dipolar-based polarization transfers in solids are efficient

over contact times typically on the order of a few milliseconds, and interfere much

less with the fast relaxation timescale of the spin systems. Rather, short proton T1

values are turned into an advantage, allowing increased repetition rates, which are

here only limited by the duty factor of the probe. Combined with the absence of

decoupling fields, 2D spectra such as those displayed in Fig. 8 can be acquired.

Most importantly, solid-state signals are not subject to Curie broadening [26],

which is the limiting factor in the study of large paramagnetic molecules by liquid-

state NMR. This is of particular importance for the study of systems containing

paramagnetic centers for which the correlation times for the electronic fluctuations

(te, see (25) and (26)) are short (<10�11 s).

In solids, these centers (typically, CoII, FeIII, LnIII) enhance significantly the

longitudinal relaxation of the surrounding spins, but have a negligible effect both on

their observed linewidths and on the coherence lifetimes, and do not significantly

reduce the efficiency of magnetization transfer. In these conditions, dipolar-based

experiments optimized for the fast MAS regime (double quantum CP [33, 34] or

Fig. 8 2D 13C/1H CP correlation NMR spectra of (a) V(acac)3, obtained at nR ¼ 23 kHz, and of

(b) CuðAlaThrÞ � 1=2H2O, obtained at nR ¼ 25 kHz, at a field of 11.7 T. Sample quantities were

about 15 mg in the two cases, and experimental times were respectively 2.1 h and 6.1 h. Reprinted

with permission from [30] (# 2003 American Chemical Society) and from [32] with permission

from Elsevier
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DREAM [35]) provide efficient ways to generate correlations between these

nuclear spins, similar to diamagnetic materials [36] (Fig. 9).

For highly paramagnetic materials, however, short 1H longitudinal relaxation

times (<1 ms) can impose strict limits even to dipolar-based transfers, and routinely

available RF fields are unable to lock spins over the large bandwidths swept by the

anisotropic shifts during a rotor cycle. For example, in the case of the FeII com-

pound of Fig. 10, the CP experiment performs much worse than a 13C direct

excitation experiment under fast MAS. Transfer sequences that do not suffer

from these drawbacks were developed to counter this kind of problem. In two

parallel studies [27, 32] it was demonstrated that the use of a simple heteronuclear

recoupling sequence like TEDOR (transferred-echo, double resonance) provides a

broadband, offset-insensitive route to record much more efficiently 2D correlations

on strongly paramagnetic signals. The pulsed nature of the sequence allows the use

of higher 1H and 13C fields, and only one or two rotor cycles for the transfer period

at high spinning speeds ensure a uniform transfer with optimal efficiency.

In these approaches, experimental support for resonance assignment can be

provided by 1H–13C dipolar editing experiments [27, 30, 32, 37] in which the

carbon spectrum is acquired after a REDOR-type recoupling sequence. 1H–13C

dipolar couplings are switched on or off by 180	 pulses applied on the 1H channel

and carbon signals experience differential dephasing depending on the number and

the dynamics of the coupled protons (Fig. 11).

Fig. 9 Regions of DREAM

(a) and HETCOR (b)

correlations onmicrocrystalline

(15N, 13C)-labeled CoMMP-12

recorded at 60 kHz MAS

at 21.2 T. Reprinted with

permission from [36],# 2010

American Chemical Society
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Fig. 10 Comparison between 13C MAS NMR spectra of Fe-DIAD, obtained through direct

carbon excitation using the sequence shown inset (a), via CP (b; contact time: 500 ms) and via

the modified TEDOR sequence (c; recoupling time: 60 ms). Narrow and wide rectangles denote
90	 and 180	 pulses, respectively; tR represents the rotor period. Reprinted with permission from

[27], # 2006 American Chemical Society
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Fig. 11 (a, d) Pulse sequences for 13C–1H dipolar filter signal editing, where tR denotes one

rotation cycle. Dipolar dephasing is introduced when the 1H p-pulses (filled boxes in panel (a),

shaded boxes in panel (d)) are applied. (b, c) 13C CPMAS spectra of Cu(DL-Ala)2·(H2O) obtained

at nR ¼ 23 kHz without (b) and with (c) 13C–1H dipolar dephasing (reprinted with permission

from [30], # 2003 American Chemical Society). (e) 1D 13C NMR and (f) 2D 1H, 13C-TEDOR

NMR spectra of Fe–DIAD, obtained at nR ¼ 33 kHz, acquired without (colored lines) and with

(gray lines) 1H dipolar filter editing. Signals are labeled according to the correspondent carbon

type: quaternary (squares), methine (circles), and methyl (triangles) (reprinted with permission

from [27], # 2006 American Chemical Society)
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3.3 Adiabatically Swept Pulses

Depending on the nature of the paramagnetic center, the shifts and shift anisotropies

induced on the surrounding nuclei can be extremely large, reaching values that are

larger than the practicable RF amplitudes. In these cases, the key barrier to further

progress in the studies of several classes of new substrates is represented by the

difficulty to excite and invert signals.

One possible solution to achieving broadband inversion is to use swept-

frequency adiabatic pulses, which give very high bandwidths in relation to the RF

power used. These pulses are widely used in solution state experiments, for instance

for facilitating heteronuclear decoupling, or in many applications in magnetic

resonance imaging (MRI) [38].

The treatment of adiabatic pulses in rotating solids is not straightforward, as the

picture is deeply perturbed by the shift modulation imposed by the sample rotation. In

recent years, we have introduced a framework for representing the Hamiltonian of the

spin system in an NMR experiment under MAS, allowing one to define the criteria of

phase and amplitude modulation for designing an adiabatic inversion pulse in rotating

solids. This has led to the design of two families of pulses able to achieve efficient

inversion of an entire sideband family of several hundred kilohertz, namely (a) very

short adiabatic pulses (SHAPs) endowedwith awide and fast frequency sweep, whose

behavior remains within the limit of the adiabaticity condition [39] and (b) slow, low-

power adiabatic sweeps that irradiate a single sideband out of a broad anisotropic

pattern but still result in complete inversion of the entire sideband pattern [40]. This

latter strategy, similar to the approach used in the NMR of quadrupolar nuclei under

MAS [41–44], produces efficient inversion of entire sideband families of several

hundred kilohertz using low-power (10–60 kHz), single-sideband-selective adiabatic

pulses, showing that the ratio between the RF power and the achieved bandwidth

under MAS can be even larger than the solution-state counterpart (Fig. 12).

Once suitable pulses for manipulating largely anisotropic spin signals become

available, these elements can be combined as building block for more complex

pulse sequences. For example, adiabatic pulses greatly improve rotor-synchronous

echo sequences, which are an important block for the acquisition of signals for

patterns embracing very large spectral widths, as the observation of the second

rotational echo removes significant baseline distortion and difficulties in phase-

correction [27, 39, 40].

SHAPs were also employed to improve TEDOR polarization transfer in

paramagnetic molecular complexes of iron, ytterbium and terbium, with shift

anisotropies up to 1,200 ppm [39, 45]. Finally, SHAPs were employed as broadband

adiabatic refocusing elements into a CPMG scheme, as an easy method to access

paramagnetic linewidths in microcrystalline samples under MAS. This experiment

allows one to concentrate the overall spectral intensity, initially distributed over the

full dipolar anisotropy spinning sideband patterns, into a reduced number of spin-

echo sidebands, and leads to a considerable increase in spectral sensitivity relative

to experiments relying on MAS alone [26].
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4 Paramagnetic Probes in High-Resolution Solid-State

MAS NMR

The efficient detection of high-resolution NMR signals in highly paramagnetic

molecules (as outlined above) has opened news avenues toward the quantitative

measurement of paramagnetic effects and their use for the structural characteriza-

tion of more and more complex systems in different areas of chemistry, materials

science, and biology.

In the following we review the use and the potential contained in the most

striking changes produced in an MAS NMR spectrum by a paramagnetic center,

notably in the shift, the shift anisotropy and the relaxation times of the surrounding

nuclei.

4.1 Paramagnetic Shifts in Solid-State MAS NMR

Fermi contact shifts. A first area where paramagnetic solid-state NMR has played a

unique role is that of magnetic materials, and in particular the chemistry-oriented

area of molecule-derived magnetic clusters. The macroscopic magnetic properties

of these objects are the result of interactions between the spin sources of the

molecular building blocks. In the synthesis of new magnetic materials, particular

attention is devoted to the search for strong intermolecular interactions, a prerequi-

site for a magnetic ordering of the spins [46].

-600-400-200800 600 400 200 01000

d

a b c
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1H

- 200200 0- 200400 200 0
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-600600 0
δ(1H)/ppm

-400-200200400800

Fig. 12 1H spectra of Fe–DIAD (S ¼ 2 (a)), Yb(DPM)3 (J ¼ 7/2 (b)), and Tb(DPM)3 (J ¼ 6,

(c)), and their inversion recovery equivalents in two different cases: hard (dashed line) or adiabatic
(grey line) inversion pulse. (d) Tb(DPM)3 acquired under direct acquisition after a rotor

synchronized double echo refocusing using SHAP (gray) or hard pulses (black). Reprinted from

[39] with permission from Elsevier
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The most versatile and successful building blocks are transition metal complexes

(e.g., CuII [47, 48], MnIII, and FeIII [49, 50] complexes) and nitroxide radicals

[51–53] (Fig. 13).

For paramagnetic centers endowed with low susceptibility anisotropy, the dipo-

lar contribution to the isotropic shift is negligible, and the observed isotropic

paramagnetic shift is uniquely determined by the Fermi contact interaction, which

is related to unpaired electron density transferred to or induced in ligand orbitals

with s-atomic orbital content and, therefore, gives information about these delocal-

ization mechanisms. Contact shifts can be quantitatively interpreted via hybrid

Hartree–Fock/density functional theory (HF-DFT) calculations, the accuracy of

which has nowadays significantly progressed [54, 55]. Direct conversion of NMR

signal shifts into spin densities yield rather complete spin maps, from which in turn

the spin delocalization mechanism can be deduced. In a manner analogous to that

used for torsional angle dependence on
3JCH or

3JCC values, electron–nucleus

hyperfine coupling constants can be related to the dihedral angle between the orbital

containing the unpaired electron density and the carbon nucleus of interest. More-

over, while the experimental spin densities are in agreement with ab initio

calculations on isolated molecules, deviations can be used to give insight into the

mechanism of intermolecular interactions occurring in the solid phase. Most

importantly, solid-state NMR spectroscopy allows for the measurement of para-

magnetic shifts over a large range of temperatures, which is essential to reveal the

Fig. 13 (a, b) 13C MAS NMR spectra of two nitronylnitroxide radicals (spinning rates of 10 kHz

and 15 kHz, respectively), together with the corresponding sign patterns of the spin densities

experimentally derived from the Fermi contact shifts (up-spins indicate positive spin). (e) Side

view of an unsubstituted nitronylnitroxide down from the center of the bond C4–C5 to C2. The

spin-carrying MO is located on the NO groups. Reprinted with permission from [51], # 1999

American Chemical Society
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mechanisms of the exchange interactions between the different paramagnetic

centers [52, 53, 56, 57], and to derive accurately the spin coupling parameters

within the cluster magnetic spin ladder. Notably, since NMR spectroscopy probes

local magnetic effects, solid-state NMR determinations are not sensitive to traces of

paramagnetic impurities as are bulk susceptibility measurements (Fig. 14).

Fast MAS, the use of low magnetic field strengths, and often the use of nuclei

with low gyromagnetic ratios have also provided keys to many of the recent

developments in the growing area of electrode materials for batteries, and in

particular lithium-ion rechargeable batteries [58], where paramagnetic NMR can

nowadays be used to determine the metal oxidation state and how it changes on

battery cycling (critical to understand the redox processes that occur in these

systems), and to elucidate the local environment [59] and the fate of the Li ions

(directly involved in battery function) [60] (Fig 15).

Finally, access to unpaired electron density transferred to or induced in ligand

orbitals is of particular interest in the area of chemical catalysis, where monitoring the

electron spin states in a given metal center is a key step for understanding and

controlling a reaction mechanism. For example, paramagnetic 1H and 13C shifts

under fast MASwere employed to probe the fine details of the electronic state (frontier

orbitals) in a high-spin (S ¼ 2)FeII polymerization catalyst (Fig. 16 [27]), and similarly

paramagnetic 15N shifts were used to highlight reactive sites in oxidized flavin [61].

The solid-state NMR analysis of paramagnetic powders features in particular

strategic applications for the understanding of solid-state reactions, and can

strongly contribute to the development of nano-scale and surface chemistry. The
ability to evaluate hyperfine shifts in paramagnetic complexes can help explain how

the high reactivity of some systems and the lack of expected reactivity of others can

be tuned by the choice of the solid support.

The seminal example in this area is represented by the work of K€ohler and

coworkers [62–64]. Paramagnetic solid-state NMR spectroscopy, along with detailed

quantummechanical calculations performed with different DFT functionals, has led

Fig. 14 Solid-state NMR spectroscopy gives access not only to the isotropic shifts but also to the

principal values of the shift tensor (see Sect. 4.2). Emsley and coworkers [56] employed 2D 13C

magic angle turning correlation spectra (a, b) to record the temperature dependencies of both the

isotropic and anisotropic parts (c) of the 13C paramagnetic shift tensors in three [4Fe–4S]2+

clusters, which are model compounds of the active sites of 4Fe–4S proteins. Strong antiferromag-

netic exchange coupling constants among iron atoms could be deduced here. Reprinted with

permission from [56], # 2000 American Chemical Society
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to the assessment of the nature of surface active species in the Union Carbide

catalyst, that can be synthesized by reaction of chromocene (Cp2Cr) with

silica (SiO2), and allows the polymerization of olefins at low pressure and low

temperature without any cocatalyst. More recently, paramagnetic solid-state NMR

was used to follow the reactivity of supported CrII centers with CO, which is an

established platform for assessing the efficiency of chromium-based systems in the

field of olefin polymerization. Notably, solid-state NMR has allowed one to follow

the spin flip reaction between Cp2Cr (triplet spin state) and Cp2Cr(CO) (singlet spin

state) on a polystyrene matrix at very low Cr percentages of the total active nuclei in

the sample [65].

In a different application, the measurement of 13C hyperfine shifts under very

fast MAS was employed in combination with ab initio DFT calculations to charac-

terize solid-state reactions involving rearrangements of polymorphs in a CuII

paramagnetic drug [66] (Fig 17).
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Fig. 15 6Li NMR shift is an extremely sensitive tool for the characterization of the local structures

and the electronic properties of lithium manganese oxides, among the most common cathode

materials in lithium rechargeable batteries (a). The major shift contribution in the 6Li NMR

spectrum arises from the hyperfine shift due to manganese ions in the first cation coordination

sphere, so different shift ranges report on different lithium local environment (b). Moreover, these

authors examined the local environments around lithium in a series of MnIV and MnIII compounds,

and rationalized the causes of the shifts in terms of both the nature and extent of the overlap

between the manganese, oxygen and lithium orbitals (c, d). Reprinted from [60] with permission

from Elsevier
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Pseudocontact shifts. As mentioned in Sect. 2, non-negligible zero-field

splitting or strong spin-orbit coupling complicates the interpretation of the NMR

effects caused by metal ions such as FeII/III, CoII, and LnIII. In these cases, however,

the effect can be interpreted as a PCS, which is the result of the coupling between

point-dipoles associated with the nuclear spins and the anisotropic magnetic sus-

ceptibility tensor. At intermediate distances from the paramagnetic centre where the

spin density is not sufficiently small, both contact and “non-contact” mechanisms

are operative, and a precise, quantitative separation of the observed shifts into

different contributions is somewhat problematic.

A cumbersome but effective way of separating contact and pseudocontact

contributions was proposed for lanthanides. Instead of analyzing the shifts for a

single compound, this approach consists in considering the shifts in a series of

homologous, isostructural compounds, under the assumption that the hyperfine

constant (A, at the origin of the contact shift) as well as the crystal field parameters

(proportional to the Dw tensor anisotropy, according to Bleaney’s theory of mag-

netic susceptibility for lanthanide ions [67]) are approximately the same for all the

compounds in the series. Contact and PCS should then vary regularly with trends

corresponding respectively to that of the expectation value of the spin magnetiza-

tion Szh iJ (contact) and to that of a particular numerical function of the total

magnetic moment J (pseudocontact), which are known and tabulated for the free
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Fig. 16 (a) Isosurface representation of the frontier molecular orbitals for Fe-DIAD (DIAD:

2,3-dimethyl-1,4-[(2’,6’)-di-isopropylphenyl]-N,N’-diazadiene), and (b) spin density, superimposed

on views of the molecular structure. (c) Comparison between the calculated and experimental shifts

for the complex. Reprinted with permission from [27],# 2006 American Chemical Society
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metal ions (see Fig. 18a). This method was tested in the case of the pyrochlores

Ln2Sn2O7 [15]. Plots of the experimental 119Sn (see Fig. 18b, c) and 89Y shifts

against the theoretical values of the contact and PCS suggest that the dominant

contribution to the paramagnetic shifts is from the contact mechanism for 119Sn,

implying a small covalent interaction between the lanthanide ion and the 119Sn

atom. In contrast, in the same series of studies, the shifts were found to be

predominantly caused by a dipolar interaction for 89Y [16], consistent with the

more ionic nature of YIII compared to SnIV.

The pseudocontact contribution to the shift becomes increasingly important

relative to the contact contribution, as the number of bonds separating the para-

magnetic ion and the resonating nucleus increases. In the above work on solid

pyrochlore solutions, a pseudocontact mechanism was inferred in the case of

stronger paramagnets (e.g., PrIII or NdIII), where the 119Sn nuclei were found to

be sensitive not only to neighboring paramagnetic ions but also to paramagnetic

ions in the second and third coordination spheres. The w tensor anisotropy and its

orientation were modeled on the basis of the site symmetry derived from the crystal

structure, and the PCS were used to obtain detailed geometric information about the

relative position of the NMR nucleus and the lanthanide ion [14, 15].

The long-range nature of the electron–nucleus coupling in systems with aniso-

tropic susceptibility has produced a growing interest in the field of biomolecular

NMR. The protein backbone and sidechains offer a large pool of nuclei far from the

Fig. 17 (a, b) 13C MAS spectra of (a) a-form and (b) b-form Cu(8-quinolinol)2 (CuQ2) obtained

at 13C frequency of 100.6 MHz without decoupling under very-fast MAS at 20 kHz, with the

corresponding X-ray structures. (c, d) Shift positions obtained by ab initio calculations for

(c) a-CuQ2 and (d) b-CuQ2 in the (top) monomeric and (bottom) tetrameric forms. (e) 13C MAS

spectra of a-CuQ2 (left) andb-CuQ2 (right) obtained by heating a-CuQ2 at 210
	C for 2 h,with ab initio

based assignments. Reprinted with permission from [66],# 2007 American Chemical Society
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metal center, free from any significant contact interaction, from which the Cartesian

coordinate system defined by the w tensor of a paramagnetic center can be

identified. This coordinate system in turn presents a reference frame with respect

to which surrounding nuclear spins can accurately be positioned using the geomet-

ric dependence of the PCS (25).

The role of PCS in this area was first demonstrated by McDermott and

coworkers [69, 70] who used PCS in the solid state to contribute to an extension

of the structure-activity relationship (“SAR by NMR”) studies of ligand binding in

a large paramagnetic protein. Cytochrome P450 BM-3 was studied using selective

labeling schemes and relaxation filters to obtain site-specific assignments for some

peaks, and a structural change involving a biochemically important amino acid

residue (Phe87) upon ligation of the protein substrate (N-palmitoylglycine) could

be monitored by changes in the PCS induced by the high-spin FeIII center. Notably,

in a microcrystalline samples of a metalloprotein, the metal centers are diluted by

the large molecular size, thus limiting the anisotropic bulk magnetic susceptibility

(ABMS) broadenings [22, 71, 72] occurring when paramagnetic metal ions are

inside a continuous solid or in a micro-crystalline powder of highly-packed, small

molecules.

More recently, PCS have been shown to possess a unique potential in the

structural characterization of fully isotopically enriched protein systems at higher

resolution. Bertini and coworkers [73, 74] showed that PCS generated by paramag-

netic metal ions with sufficiently large spin quantum number and magnetic suscep-

tibility anisotropy can be easily measured, in large numbers, in solid-state spectra of

microcrystalline proteins. About 250 PCS were observed in microcrystalline CoII-

substituted matrix metalloproteinase 12 for nuclei up to more than 20 Å from the

metal, and found in very good agreement with the calculated ones. The structural

information contained in these PCS allows one to reduce greatly the number of
13C–13C distance restraints needed to obtain a protein structure. These findings

open new perspectives for solid-state protein structure determinations in solid-state
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Fig. 18 (a) Predicted pseudocontact (continuous line) and contact (dashed line) lanthanide

induced shift in a series of homologous compounds. For the contact shifts, the expectation values

of the spin magnetization � Szh iJ are those reported by Golding and Halton [68]; for the

pseudocontact shifts, the values are those calculated by Bleaney [67]. (b) 119Sn MAS NMR

spectra of the pyrochlores Ln2Sn2O7 at spinning speeds of 3–4 kHz, where Ln¼La, Nd, Sm, Eu,

Yb, and Lu. (c) Plot of the theoretically predicted magnitude of the contact shift vs. the experi-

mental isotropic chemical shift for the lanthanide stannates (corrected for the diamagnetic shift of

Ln2Sn2O7). Reprinted with permission from [15], # 1989 American Chemical Society
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NMR, where the determination of a dense network of long-range restraints between

carbon spins constitutes an ongoing challenge [75] (Fig 19).

In a crystal, however, the observed shifts may be a complicated superposition of

inter- and intramolecular dipolar interactions. Bertini and coworkers [75] showed

how a combined strategy of protein labeling and dilution of the paramagnetic

species allows one to separate easily the PCS contributions originated by the protein

internal metal (intra-molecular PCS) from those due to the metals in neighboring

proteins in the crystal lattice (inter-molecular PCS). The inter-molecular PCS

provide unique information on the protein arrangement in the solid phase, deter-

mining positions and orientations of neighboring proteins, in a sort of “NMR

Fig. 19 (a) 13C–13C CP-MAS PDSD spectrum of a micro-crystalline sample of CoII-substituted

MMP-12 (16.4 T, nR ¼ 11.5 kHz, mixing time 60 ms, 290 K). (b) Superposition of the 13C–13C CP-

MAS PDSD spectra of the diamagnetic zinc MMP-12 (blue, 16.4 T, nR ¼ 11.5 kHz, mixing time

15 ms) with the paramagnetic CoMMP-12 (red). Green arrows indicate the paramagnetic shifts.

(c) Regions from PDSD spectra of fully labeled ZnMMP-12 (orange), fully labeled CoMMP-12

(purple), diluted CoMMP-12 (green), and diluted ZnMMP-12 (cyan). (Sub-panels A and C) The

peaks of Val-217, which is affected only by intramolecular pcs, and thus the shifts observed in full-

labeled samples are analogous to those observed in diluted samples. (Sub-panelsB and D) The peaks

of Thr-154, which is strongly affected only by intermolecular pcs, and the shifts observed in fully-

labeled samples differ from those observed in diluted samples by the intermolecular contributions.

(d) Families of 15 structures obtained without paramagnetic restraints (left) and with paramagnetic

restraints (right). Readapted with permission from [73] (# 2007 American Chemical Society) and

[75] (# 2008 National Academy of Sciences, USA)
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crystallography”. Along the same lines, Kervern et al. showed that, in the case of a

series of small lanthanide complexes, inter- and intramolecular PCS measured from
1H spectra can be simultaneously employed for a full crystal structural determina-

tion, with no prior knowledge on the metal w tensor anisotropy, if the anisotropy of

the PCS is measured at the same time together with their isotropic values [45] (see

Sect. 4.2).

4.2 Shift Anisotropies in Solid-State MAS NMR

There have been several studies of shift anisotropy in paramagnetic solids, obtained

from the orientation analysis of powder lineshapes. Bloembergen [76], Rundle [77],

and Poulis and Hardeman [78] analyzed the orientation dependent 1H shifts in single

crystals of hydrated CuII salts at low temperatures. McGarvey and Nagy [79, 80] have

investigated the temperature dependence of static powder 1H spectra of uranocene

U(C6H6)2, a system where all the protons are chemically equivalent.

Single crystals are not, however, available for many compounds, and analysis of

powder spectra is often difficult because of the need to deconvolute powder patterns

from different resonances. More conveniently, MAS allows separation of

resonances in spectra with overlapping powder patterns; the overall shift anisotropy

information is then contained in the sidebands.

Dipolar shift anisotropy. The first quantitative interpretation of the intensity

pattern of spinning sidebands observed in MAS NMR spectra of paramagnetic

solids was provided by Nayeem and Yesinowski in an investigation of 1H MAS

spectra acquired from residual protons in a largely deuterated sample of polycrys-

talline CuCl2·2H2O.

In a microcrystalline sample, the crystalline packing exposes each nucleus to

the field generated by the paramagnetic centers of neighboring molecules in

addition to intramolecular paramagnetic interactions. Contributions from

intercomplex hyperfine couplings are not negligible, particularly for small

complexes. Interestingly, however, these authors showed that, to a good approxi-

mation, the local fields on a nucleus are independent contributions from the

individual electrons surrounding it [81]. The susceptibility can be estimated on

the basis of an isotropic free ion model and, from the knowledge of the crystal

structure, the total electron dipolar Hamiltonian can be easily obtained by sum-

ming up over the lattice the dipolar matrices corresponding to the individual

electron–nucleus spin pairs. This calculation is relatively simple and based on the

periodicity of the crystal lattice and the local symmetry of the molecule, although

it proves necessary to sum over large distance ranges (e.g., up to 50 Å) for

convergence.

Over the years, the interpretation of the sidebands observed for different nuclear

spins has been employed to probe local structure: the central transition in the 23Na

MAS NMR spectra from NaLn(EDTA)·8H2O (Ln¼Nd, Pr, Eu) [82], 13C in LnIII

acetates [23] or in hydrated CuII salts [32], 6Li and 7Li in lithium manganates for
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use as cathode materials in lithium rechargeable batteries [60, 83], 31P in LnIII

substituted polyoxoanionic (Keggin and Wells-Dawson) solids [84, 85]. In all these

cases, the computed paramagnetic dipolar tensors are in very good agreement with

the experimental spectra, provided the dipolar couplings of the observed nucleus to

surrounding nuclei, including protons, are sufficiently small, or can be eliminated,

either by very-fast MAS, or by deuteration, so that the paramagnetic dipolar

contribution to the shift anisotropy is dominant. In the latter case, 2H itself

constitutes a useful NMR probe, where the way the quadrupolar lineshape is

modified by the paramagnetic dipolar shift anisotropy is a powerful reporter for

both structure and dynamics [29, 86–91].

Because of the need to sum overmany sites in the crystal, however, the approach is

most valuable to test the validity of proposed models rather than to determine a priori

structures. For example, Nayeem and Yesinowski [81] made use of this approach to

estimate the degree to which paramagnetic electron density is delocalized from the

copper ion onto the chloride ions. Several calculations were performed assuming

variable degree of electron spin delocalization, until a closer agreementwas reached to

the observed spectral width, so as to reproduce the 1H sideband pattern reasonably

well. In a recent application, Grey and coworkers [60, 83] used the signs for the

anisotropy of the 6Li dipolar tensor to characterize different geometric arrangements

of the MnIV ions around the Li ions in spinel lithium manganates (Fig. 20).

In a reverse approach, Ishii and coworkers [92] examined the possibility of using

the 1H shift anisotropies to determine the electron-spin states for FeIII in an

Fig. 20 The 6Li MAS NMR spectra of the ordered spinel [Li0.5Zn0.5]tet[Li0.5Mn1.5]OctO4 and

Li2MnO3. The asterisks indicate the spinning sidebands of the resonances from Li in the octahe-

dral site in the spinel and the 2b site of Li2MnO3 (i.e., the site due to Li in the Mn layers). The local

environments for Li in these sites are shown to the right of the spectra. Reprinted from [60] with

permission from Elsevier
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unlabeled hemin chloride (chloroprotoporphyrin-IX), for which the metal-binding

structure is relatively well defined (Fig. 21).

Summing over many sites in the crystal results in nuclear shift tensors which

deviate from axial symmetry. Figure 22b shows how the network of reference

points in crystal lattice alters the shape of the isosurfaces of Ds. This reduces the
precision in the extraction of intracomplex distances from the shift anisotropies if

the asymmetry � is not taken into account [37]. More accurate distance information

can be obtained in the case of a dilute solid solution of paramagnetic ions in a

diamagnetic host, where strong dipolar coupling of a nucleus to more than one

paramagnet is unlikely.

Another source of inaccuracy for most of these nuclei is represented by the large,

non-negligible contribution of the diamagnetic CSA, which may pollute the experi-

mental measurements, yielding a combined interaction rather than the electron-

nuclear dipolar anisotropy alone. Simulations where the CSAs are added to the

hyperfine tensors indeed provide a better approximation to the observed spectra.

However, as described in the case of lanthanide acetates by Brough et al. [23], this

correction is experimentally demanding, as it requires the measurement of 13C CSA

tensors in a diamagnetic analog complex, and their alignment in the molecular

frame using the orientations determined in single crystal NMR studies.

To overcome this problem, Kervern et al. explored the potential for structural

investigation contained in the anisotropies of 1H nuclei, for which CSA is negligi-

ble. 1H shift anisotropy patterns in a class of lanthanide compounds were recorded

at high-resolution in an adiabatic TEDOR experiment [45], and were shown to

Fig. 21 (a) 2D 13C/1H correlation NMR spectrum of hemin chloride obtained with dipolar INEPT

transfer at a spinning speed of 26.3 kHz, together with (b) a slice along the 1H dimension of the

CH3 peak marked with a red box. (c–h) Corresponding simulated 1H spinning sideband patterns

for electron spin states of S ¼ (c, f) 1/2, (d, g) 3/2, and (e, h) 5/2 from the Fe–H distances for (c–e)

the lower limit of 5.74 Å and (f–h) the higher limit of 6.38 Å. Reprinted with permission from [92],

# 2007 American Chemical Society
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provide simultaneously not only the geometrical information contained in the shift

anisotropy of each proton, but also the geometrical information contained in the

PCS. The combination of the effects offered a set of observables that severely

restrained the position of each nucleus around the metal centers, defining not only

the conformation of the molecule in the lattice but also the intermolecular packing

in the solid phase [45] (Fig. 23).

Contact shift anisotropy. A particular case of shift anisotropy is that stemming

from the dipolar interaction between a nuclear spin and the spin density located

outside the s core of a molecule. While the Fermi contribution coming from the

electron spin density located directly at the nuclear site, that is, in the s orbital of the
atom, is isotropic, the spin density located in the atomic p, d or f orbitals may

produce a traceless anisotropic coupling to the nuclear spin.

This phenomenon can be described invoking a second-rank hyperfine coupling

tensor A2;m [93], of components:

A2;0 ¼ a
m0
4p

�hgemBgI
1

r3orb

� �

rorb; (27)

A2;�1 ¼ A2;�2 ¼ 0; (28)

where rorb is the fraction of electron spin S located in the occupied p, d, or f orbital of

the atom under consideration, and 1
r3
orb

D E
is the expectation value of 1

r3
orb

(rorb is the

nucleus-electron distance) over the orbital (for a 2p orbital of a carbon atom, a ¼ 2
3
and

1
r3
orb

D E
rp is 13.5 Å

�3).

a b

Fig. 22 Iso-surfaces for the pseudocontact shift (a) and the axial anisotropy of the chemical shift

tensor (b) superimposed on the crystalline lattice of Yb(DPM)3. The PCS isosurfaces constitute a

representation of the w tensor, while the Ds isosurfaces constitute a representation of wiso.
Readapted with permission from [45], # 2009 Wiley
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This produces an anisotropy of the nuclear shift DsC equal to

DsC ¼ � wA2;0

m0mBge�hgI
: (29)

Note, however, that the A anisotropy, even though present, has the same

transformation properties as the through-space dipolar coupling (described in the

previous paragraph), and it is often difficult to distinguish from it. However, dipolar

terms which also contribute to the total anisotropy of the signal shift can be

estimated and factored out if the geometry of the molecule is known. In this case,

a tensor analysis of the signals can give information about unpaired electrons

outside the s core of the molecules. In two seminal studies [93, 94] (Fig. 24),

Heise et al. determined the shift anisotropy from the spinning sideband manifolds of
1H and 13C spectra of a series of open-shell bis(cyclopentadienyl)metal compounds

(metallocenes). The shift anisotropy was then converted to the anisotropic part of

the hyperfine interaction tensor and subsequently to the spin densities, showing that

NMR observables are a straightforward probe of the occupancy of the frontier

orbitals of these sandwich compounds, which in turn tunes their intermolecular

magnetic interactions. For example, in metallocenes with more than 18 valence

electrons (i.e., cobaltocenes and nickelocenes), the spin density in the ligand p
system is positive, and indeed the unpaired electrons occupy e
1g orbitals, which have
considerable ligand contributions. In low-spin metallocenes with less than 18 valence

Fig. 23 (a) Slices of a

TEDOR spectrum

corresponding to each proton-

bearing carbon site of Yb

(DPM)3Cs3. (b) Agreement

maps between experimental

data and positions in the unit

cell for the meta protons (blue
mesh) and the para protons

(yellow mesh) of Yb
(DPM)3Cs3. (c) Structure of

complex Yb(DPM)3Cs3
obtained by fitting the rigid

dipicolinate ligands into the

agreement maps. Readapted

with permission from [45],#
2009 Wiley
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electrons (i.e., vanadocenes, chromocenes, and highly alkylated manganocenes),

negative spin density is transferred to the ligand p system. This proves that the

unpaired electrons are located in the metal-centered e2g and a1g orbitals, and instead,
polarization is induced from the fully occupied bonding e1g orbitals.

In a more recent contribution, K€ohler and coworkers used 13C and 15N MAS

NMR to determine quantitatively small spin densities on the CN ligands in

[Fe(CN)6]
3� (S ¼ 1/2) and [Mn(CN)6]

3� (S ¼ 1), which are prominent building

blocks of magnetic materials (Prussian-blue-type magnets) [49]. Interestingly, from

the shift anisotropies, the spin distribution in different directions of the crystal

lattice could be distinguished as well (oblate and prolate spheroids at C and N,

respectively), indicating that the induction of spin at the C atoms involves polari-

zation of electrons in s-type orbitals parallel to the M-CN axis, while direct spin

transfer to the N atoms involves p-type orbitals perpendicular to that axis

(see Fig. 25).
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Fig. 24 (a) Frontier orbitals of metallocenes. (b, c) 1H and 13C MAS NMR spectra of Cp2Ni

(322 K, spinning rate 16.1 kHz). (d, e) 1H and 13C MAS NMR spectra of (C5Me5)2V (307 K,

spinning rate 15.0 kHz). Reprinted from [93] with permission from Elsevier
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Fig. 25 (a) Experimental (bottom) and back-calculated (top) 13C and 15N MAS NMR spectra of

[Fe(CN)6]
3� at 326.4 K, at MAS rates of 15 kHz and 5 kHz, respectively. The axial and equatorial

isotropic signals are labeled with squares and circles, respectively. (c) p-Type orbital contributions
of an M-CN fragment qualitatively representing the transfer of positive spin density from the metal

to the CN ligand. (d) Sketch of the anisotropic spin distribution about the C and N atoms of the

Fe–CN fragment as derived from NMR data. Reprinted with permission from [49],# 2004 Wiley
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4.3 Paramagnetic Relaxation Enhancements in Solid-State
MAS NMR

Enhanced longitudinal and transverse relaxation (PRE) of the nuclear spins

surrounding unpaired electrons is often seen as a barrier to resolution and sensitivity

solid-state NMR. At the same time, this phenomenon provides a number of

advantages for structure determination that have been recognized early in the

study of paramagnetic systems.

Paramagnetic doping is the most common approach for those systems where

long relaxation times limit the sensitivity of the NMR spectra. For example, the use

of low concentrations of iron and manganese to reduce the relaxation times of 29Si

nuclei in glasses and cements has long been a well-established practice [95].

This ability to observe the fast relaxing nuclei in local environments with very

low concentrations becomes particularly interesting when paramagnetic ions are

incorporated at low abundance within a solid. In particular, the resonances of

different species close to the paramagnetic centers can be selectively observed by

varying the recycle times between pulses and saturating selectively the resonances

of nuclei far from the paramagnetic ions (Fig. 26) [14–16].

A new potential for paramagnetic doping has emerged in the field of biomolec-

ular NMR, when coupled to new recent hardware developments, which have

opened the way to the so-called ultra-fast (>60 kHz) MAS with small diameter

rotors (e.g., 1.3 mm). These spinning rates enter a regime where spin dynamics is

significantly altered and homonuclear 1H–1H couplings are efficiently averaged,

removing the need for high RF irradiation fields and allowing recording of optimal
13C and 15N spectra employing RF fields which do not exceed 40 kHz during the

whole experiment [33, 34, 96]. This is of particular advantage for the study of

biological substrates with high dielectric constants, where prolonged high-power

irradiations can lead to undesired, often disastrous, heating of the sample. With the

aid of paramagnetic doping, the protein proton T1s can be significantly shortened

and, in combination with low power heteronuclear decoupling at very fast MAS,

this enables the use of recycle delays as short as few tens of milliseconds, thus

greatly reducing the experimental times for the acquisition of multidimensional

correlations. This kind of sensitivity enhancement using paramagnetic ion

doping has recently been proposed for 13C solid-state NMR of non-paramagnetic

microcrystalline proteins, either in the presence of CuII doping [97, 98] or by

incorporation of a thiol-specific EDTA-metal reagent (N-[S-(2-pyridylthio)
cysteaminyl]EDTA) bound to CuII and MnII ions [99].

Relaxation data also represent a direct source of structural measurements, as the

PRE depends on the distance between observed nuclei and the paramagnetic center.

While fast spin-diffusion in solids complicates the quantitative measurement of 1H

longitudinal relaxation, significant variations in T1 enhancements are indeed often

observed for the different low-g nuclear sites in paramagnetic compounds. How-

ever, these enhancements are generally the result of interaction of a nucleus with a

complex network of paramagnetic sources in the crystal lattice, which makes their
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conversion into intracomplex distances difficult, or (when this is attempted) reduces

the resulting precision [37]. Less ambitiously, more often, differential relaxation

enhancements are only used to assist in the resonance assignment process on the

basis of a structural model.

The possibility of exploiting enhanced paramagnetic relaxation as an effective

source of structural constraints was explored by Jaroniec and coworkers on micro-

crystalline samples of a model protein, the B1 immunoglobulin-binding domain of

protein G (GB1). Here a solvent-exposed cysteine residue was used to incorporate a

thiol-specific paramagnetic nitroxide (TEMPO) or a thiol-specific EDTA-metal

reagent bound to CuII and MnII ions [99–101].

Paramagnetic moieties exhibiting different relaxation times and spin quantum

numbers modulate differently the longitudinal (R1) and transverse (R2) relaxation

rates of the protein 1H, 13C, and 15N nuclei. Specifically, nitroxide, CuII and MnII

spin-labels cause considerable longitudinal nuclear PREs. The nitroxide and EDTA-

MnII spin labels also generate large distance-dependent transverse relaxation

enhancements, while this phenomenon is significantly attenuated for the CuII center.

The combination of negligible transverse and substantial longitudinal relaxation

enhancements obtained with the EDTA-CuII side chain was shown to be especially

advantageous to collect structural restraints for most sites in the protein. The

measured longitudinal PREs for backbone amide 15N nuclei were found to be

highly correlated with the proximity of the CuII ion to 15N spins, with significant

effects observed for nuclei up to ’ 20 Å away, thereby providing important

information about protein structure on length scales that are inaccessible to tradi-

tional solid-state NMR techniques (see Fig. 27).

A different example of the use of paramagnetic relaxation for distance

measurements was provided by the determination of the depth of insertion of the

antimicrobial peptide protegrin-1 into lipid bilayer membranes [102]. By doping

a b

Fig. 26 (a) 119Sn MAS NMR spectra from the preparation with stoichiometry Y1.8Sm0.2Sn2O7,

obtained with recycle times of 30, 0.5, and 0.1 s. (b) 119Sn MAS NMR spectrum of “YSmSn2O7”

obtained with a recycle time of 0.5 s. The isotropic resonances A–G are shaded. Reprinted with

permission from [15], # 1989 American Chemical Society
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with MnII, which interacts with the anionic phospholipid head groups, the distances

between different sites on the membrane-embedded peptide and the membrane

surface were determined, along with the result that the membrane thickness is

reduced in the proximity of an inserted molecule.

Finally, paramagnetic relaxation was used in order to determine the effects of

metal ion association with amyloid fibrils. Several specific sites of CuII were

detected in the amyloid protein Ab(1–40) using PRE and shift perturbation data

from solid-state NMR, and corroborated using detailed molecular dynamics (MD)

models. It was also found by this means that the amyloid fibril structure is not

significantly altered by CuII binding. This study is particularly interesting on

account of its medical pertinence, as CuII is often found at elevated concentration

in cells containing Alzheimers plaques [103].

4.4 Paramagnetic Centers and NMR Signal Enhancement:
Dynamic Nuclear Polarization

Interest in paramagnetism in NMR has recently experienced an additional impulse

due to the advent of high-field dynamic nuclear polarization (DNP) methods. The

sensitivity of NMR poses a major barrier to the structural characterization of

a

b

c

d e

f g

h

i

Fig. 27 (a) Solid-state NMR pulse scheme for site-resolved measurements of 15N R1 values. The

experiment involves the acquisition of a series of 2D NCA correlation spectra, as a function of 15N

longitudinal relaxation delay t. (b) Reference (t ¼ 0) 2D NCA spectrum of 53EDTA-CuII with

selected assignments indicated. (c) 2DNCA spectrum of 53EDTA-CuII with t ¼ 4 s. (d–g) Backbone

amide 15N longitudinal paramagnetic relaxation enhancements, RN
1 , for 53EDTA-Cu

II (d, e) and for

28EDTA-CuII (f, g) are plotted as a function of residue number (d–f) andmapped onto the structure of

GB1(e–g). (h, i) Comparison between the experimentally observed (h) rN–Cu and (i) R
N
1 values, and

the corresponding values derived from structural models of 28EDTA-M and 53EDTA-M proteins.

Reprinted with permission from [101],# 2009 American Chemical Society
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challenging active species. DNP provides a powerful way to deal with sensitivity

issues. DNP allows transfer of polarization from the unpaired electrons of a

paramagnetic center to the surrounding nuclei, and can enhance the sensitivity of

NMR experiments by several orders of magnitude. Although the principles of this

effect have been known for many decades [104–106], the development of its

transposition to modern high-resolution NMR in liquids or solids only started to

become operational a few years ago, first for liquids and now for solids. DNP at

high fields requires relatively powerful and stable microwave sources, like

gyrotrons (to polarize the electrons), and requires utilizing temperatures that are

low enough so that the relative position of the electronic and nuclear spins

are frozen. Commercial systems for liquids and solids have recently become

available (in solids, for example, combining low-temperature MAS with in situ

microwave irradiation) [107], opening up completely new application areas of

investigation, previously forbidden for sensitivity reasons. Because it provides

such a dramatic sensitivity enhancement, solid-state DNP NMR is currently

emerging as a unique tool to study samples that are available in limited amounts

or low concentrations and previously inaccessible to NMR studies [108]. Impres-

sive DNP enhancements have been observed in biological samples such as amyloid

fibrils [109] or membrane proteins [110, 111], as well as in materials sciences [112,

113]. These impressive gains clearly herald DNP as becoming a widespread

technique in the next several years [108].

5 Concluding Remarks

The characterization of metal ions and their environments is one of the greatest

challenges of modern chemistry and biology. In this chapter we have seen how

recent progress in solid-state NMR has removed most of the barriers to progress in

the structural characterization at the atomic level of samples containing paramag-

netic metal ions. This has enabled previously inconceivable studies of new classes

of molecules of high chemical and biological relevance containing paramagnetic

metal ions, such as organometallic complexes, metalloproteins, batteries, and

magnetic materials.
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Appendix A. More Theory

The dipolar Hamiltonian of (19) becomes

~HD ¼ 2

3
D2;0 w2;0 �

1

2
ðD2;1w2;�1 þD2;�1w2;1Þ �

ffiffiffi
2

p

3
D2;0 w0;0

� �

IzB0: (30)

In order to evaluate the transformation properties of the hyperfine Hamiltonian,

this sum of products needs to be further simplified. This can be achieved by

expressing the pair-wise products of the components D2;m w2;�m of two tensors of

rank 2 in terms of the components of a product tensor Wl,0 of rank l ¼ 0 � 4 by

using the Clebsch–Gordan expansion [114, 115]:

D2;m w2;�m ¼
X4

l¼0

2 2 l
�m m 0

� �

Wl;0; (31)

where the term in parentheses represents the 3j symbols. Similarly, for the last term

of (30):

D2;0 w0;0 ¼
0 2 2

0 0 0

 !

W2;0: (32)

When applied to the Hamiltonian of (31), the antisymmetric terms of the

expansion (l ¼ 1, 3) do not need to be considered. Therefore, the above formulas

give

~HD¼ 2
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 !

~T1;0; (33)

where the superscripts w and Dw denote the contributions to the anisotropy that

originate from the isotropic and anisotropic parts of the X tensor, respectively. It is

interesting to note that the final form of the hyperfine interaction is again in all

respects analogous to that of a diamagnetic chemical shift. Notably, the W4,0 term

vanishes, in contrast to, for example, the second-order quadrupolar effect where the

product of two second-rank components contributes to the W4,0. The rank-zero
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interaction is the isotropic shift and the rank-two components represent a shift

anisotropy analogous to the diamagnetic CSA (the “dipolar shift anisotropy” or

DSA).

The rank-zero portion of the dipolar interaction is the PCS dPC. Its full expres-
sion can be obtained expanding back theW0,0 term as a product of two second-rank

tensors according to the inverse of (31):

W0;0 ¼
X2

m¼�2

2 2 0

m �m 0

� �

D2;m w2;�m

¼
X2

m¼�2

ð�1Þm
ffiffiffi
5

p D2;m w2;�m:

(34)

After including the transformation ODX to move from the PAS of the D tensor to

that of the X tensor, we get

W0;0 ¼ 1
ffiffiffi
5

p D2;0

X2

m0¼�2

D2
0m0w2;m0 (35)

so that we obtain

dPC ¼ 1
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The first component of the shift anisotropy is

DsðwÞ ¼ 1

m0mBge

ffiffiffi
2

p

3�hgI
D2;0w0;0; (37)

which, in the PAS of the dipolar interaction, becomes

DsðwÞ ¼ 1

2pm0mBge

wiso
r3

: (38)
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