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Preface

To promote a healthier lifestyle and to support carers, families and care organizations
the research field of Ambient Assisted Living (AAL) for ICT-enabled independent
living by using products and services for better health and functional capability of
older adults has been established. This research field has a huge impact on effecting
requirements for ICT projects and solutions dependent on their lifestyle, physical or
mental health. A wide variety of research projects has just delivered results or is
working on it. The outcome of these projects contribute to achieving the overarching
goal of the European Innovation Partnership on Active and Healthy Ageing (EIP
AHA), which by 2020 aims to increase the number of healthy life years in Europe by
two years.

On the other side there is still a lack of viable business models to be considered
almost unanimously as the greatest market obstacle to a broad implementation of
innovative AAL systems. Thus one of the main objectives is to strengthen the
industrial base in Europe and enhance competitiveness for ICT products and care
services that will assist the users to achieve the autonomy, independence and
dignity appropriate to their needs and conditions. Due to these effects it is now
more than ever essential to bring together all the necessary stakeholders and enable
the very important networking between policy makers, developers, producers,
service providers, end user organisations, designers, health professionals, sociol-
ogists, carers and older adults and other end user groups.

For this reason a conference series has been established as an annual showcase
event for the people involved in this community: the AAL-Kongress (Congress for
Ambient Assisted Living) with its purpose is to exhibit and demonstrate ICT
solutions, promote networking within the community, provoke debate on various
topics and highlight new or emerging developments in the area to inform the AAL
community and discuss the problems and challenges we have to face in the
common years. The first AAL Kongress 2008 had the focus on applications of
intelligent assistive systems within the areas of ‘‘health & homecare’’, ‘‘safety &
privacy’’, ‘‘maintenance & housework’’ und ‘‘social environment’’. At the second
AAL-Kongress more than 520 participants attended. It focused on use cases to
support the manufacturing of products adjusted to the needs of the user. In 2010
the third AAL-Kongress had been organized with close to 600 participants also
with the focus on use cases. In 2011 it advanced to the leading congress for AAL
with 870 participants. In 2012 the focus laid on technologies in a self-determined
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life and the number of participants passed over 1000, still addressing economic
challenges and trendsetting applications on innovative technology.

In 2013 the sixth AAL-Kongress is focussing on ‘‘quality of life in times of
changing demography and technology’’. From the large number of contributions
from the call for papers a selection has been made with topics such as: smart
homes, activities of daily living, telemonitoring, AAL platforms, interaction and
robotics. To underline the research priority the research papers have been evalu-
ated more restrictive. 129 papers from 537 authors within 7 countries have been
submitted to the sixth AAL-Kongress. After a solid review process 22 papers were
accepted to be included in these scientific proceedings of the conference. Three
independent reviewers were matched by their expertise area to the topic of each
paper.

In closing I would like to thank the reviewers of the Reviewing Committee, the
organizers of this event and all of the paper presenters and conference participants
who helped to make the AAL-Kongress 2013 a success.

Reiner Wichert
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Functional Assessment in Elderlies’
Homes: Early Results from a Field Trial

Enno-E. Steen, Thomas Frenken, Melina Frenken and Andreas Hein

Abstract Early results from a field trial regarding the assessment of functional
status relevant to self-care ability in domestic environments are presented.
A previously developed technical system for unobtrusively recording location
information using home automation data was installed in the homes of five par-
ticipants aged 64–84 years over a period of partially more than nine month. The
recordings are manually evaluated to check whether items of geriatric assessment
tests relevant to self-care ability can be assessed using the sensor recordings. The
evaluation is a preliminary step to develop an automatic assessment algorithm and
to develop a model for mapping domestic assessment results to result scales of
clinical assessment tests. The mapping is required since most clinical assessment
tests are not suitable for execution in domestic environments and thus new
approaches are required which do also account for the difference between
performance and capacity in functional abilities as proposed within WHO’s ICF.

Keywords Functional assessment � Geriatric assessment � Home automation �
Abstracted room model � Mobility � Field trial

1 Introduction

In order to comply with the wish of many elderly people to live safely and
independently in their own homes as long as possible, early prevention of diseases,
long-term rehabilitation, and the detection of acute incidences are essential
especially when regarding the demographic change. However, since elderly people

E.-E. Steen (&) � T. Frenken � M. Frenken
OFFIS—Institute for Information Technology, Escherweg 2, 26121 Oldenburg, Germany
e-mail: enno-edzard.steen@offis.de
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114–118, 26129 Oldenburg, Germany

R. Wichert and H. Klausing (eds.), Ambient Assisted Living,
Advanced Technologies and Societal Change, DOI: 10.1007/978-3-642-37988-8_1,
� Springer-Verlag Berlin Heidelberg 2014
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are a diverse target group provision of those services requires in-depth knowledge
of their individual characteristics i.e. their capabilities, health status, and habits. In
professional care facilities this information and deviations from typical conditions
are retrieved within the so called geriatric assessment. Various assessment tests are
used to assess especially elderly people in relevant domains. However, those
assessment tests are standardized to and designed for clinical environments. When
aiming at performing assessments in domestic environments of people, the main
problem is that clinical assessment tests are designed to be explicit test-situations
which are supervised and evaluated by health care professionals. Despite that,
supervised assessments of each patient at home will not be possible due to cost
reasons, even when using tele-care systems, and many people will not want to
perform several tests at home over a longer period of time. Therefore, a more
suitable approach for domestic assessment tests is to perform those continuously
throughout the day without having the inhabitants perform an explicit test.

Performing assessments continuously in domestic environments requires the use
of unobtrusive information technology to be cost-effective especially when
regarding the potential number of elderly people in need of care due to the demo-
graphic change. In our previous research we have already presented a technical
approach to measure required sensor data for implementing domestic assessment
tests [1]. The system was recently used within a field trial conducted in Oldenburg,
Germany over a period of partially more than nine month in five households of
elderly people aged 64–84 years. One of the field trial’s objectives was to investigate
whether home automation recordings can be used to transfer items of clinical
assessment tests from various domains to domestic environments without having to
re-implement the test-situation. On the long-term our objective is to infer a general
model of domestic assessment tests which describes a mapping of their results to the
scales of clinical assessment tests and thus allows health care professionals to assess
people’s functional status directly in their homes. The model may allow for new
possibilities in early prevention and long-term rehabilitation. This paper focuses on
early results from the field trial and on investigating which assessment test items
could be implemented at home by using home automation technology.

2 Medical Motivation

Health care professionals require knowledge about the health status, individual
capabilities, and habits of patients in order to provide prevention of diseases or
effective rehabilitation or assistance for activities of daily living. Within this paper,
such information is summarized under the term characteristics. In professional
care facilities the individual characteristics of especially elderly patients are
retrieved within the so called geriatric assessment which is a ‘‘multidimensional
process designed to assess an elderly person’s functional ability, physical health,
cognitive and mental health, and socio-environmental situation’’ [2]. During the
geriatric assessment various standardized assessment tests are used to assess the

4 E.-E. Steen et al.



individual characteristics of patients in various domains relevant to pursuing an
independent lifestyle. Frequently used assessment tests are the Barthel Index [3] or
the Instrumented Activities of Daily Living test [4] for assessing self-care ability
and personal hygiene, the Social Situation Test according to Nikolaus in the field
of social activity, or the Mini-Mental State Examination [5] for measuring cog-
nitive capabilities. One example from the mobility domain is the frequently used
Timed Up&Go (TUG) test [6]. Another important geriatric assessment instrument
is the Resident Assessment Instrument—Home Care (RAI-HC 2.0) [7] which
focuses on care-relevant aspects.

Although those assessment tests are frequently used and have been proven to be
able to assess functional ability of patients and to detect risk of losing self-care
ability or being at risk of falling they are only validated and standardized in
professional environments which are free of obstacles or other environmental
influences. Additionally, several problems regarding clinical assessments are known
[8]. Among those are subjective execution limiting comparability of results, time-
intensiveness due to manual documentation, infrequent execution only after acute
incidents leading to timely constricted results, and perception as a test-situation
making patients perform at their best. Additionally, clinical assessments do measure
the capacity of patients in their domains only since all environmental influences are
ignored. However, according to WHO’s ICF measuring a patient’s performance is
required as well in order to distinguish between environmental and personal factors
limiting his or her functioning or health. Performance can only be measured in the
every-day environments of patients.

Therefore, new approaches to performing assessments in domestic environ-
ments are required which make clinical assessment tests suitable for continuous
execution and enhance their acceptance in daily living. Such approaches will have
to utilize information technology in order to be cost-effective. A continuous
unobtrusive execution allows to assess the performance of patients without cre-
ating a test-situation. In order to compare the results from domestic and clinical
environments models for mapping the results and for describing the context factors
under which the results have been obtained are required. Helmer et al. [9] recently
presented a suitable, not yet sufficiently detailed model called 3DLC.

3 State of the Art

Various technical approaches to monitoring people in their domestic environments
have been presented previously. Most approaches focus on either tracking the
location, the movements, or the interaction of people with objects. From a tech-
nical point of view the approaches can be distinguished into those utilizing
ambient sensors and those using body-worn sensors [10]. Since our target group
are elderly and also demented people, we focus on ambient sensor technologies
since we assume those being more suitable for unobtrusive monitoring and since
they do not require explicit usage by the person.

Functional Assessment in Elderlies’ Homes: Early Results from a Field Trial 5



Generally spoken, two kinds of ambient sensor technologies have been mainly
used for domestic monitoring: special purpose sensors and home automation
sensors [11]. Regarding special purpose sensors, Pallejà et al. [12] have presented
an approach to basic gait analysis on a straight walking path utilizing a laser range
scanner (LRS). Within our own work [13] we have demonstrated the use of a LRS
for precise assessment of self-selected gait velocity in domestic environments
without restrictions to the walking paths. Stone and Skubic [14] have developed an
approach using two Kinect sensors for domestic movement analysis but found
limitations regarding clothing not reflecting light in the infrared spectrum and for
measurements in which persons move too close to walls or furniture. An approach
presented by Poland et al. [15] utilizes a camera attached to the ceiling for locating
the inhabitant. The approach requires dividing and marking the floor within the
coverage of the camera evenly into rectangles called virtual sensors. An ultrasonic
ring consisting of 15 ultrasonic sensors was used by Steen et al. [16] to locate users
when placed on the ceiling of a room. Steinhage et al. [17] introduced a system
based on a smart underlay with capacitive proximity sensors consisting of
conductive textiles. By tracking the usage of electrical devices Hein et al. [18]
recognize a person’s position within an environment and infer activities executed
which are associated with the usage of electrical devices.

Among those approaches using home automation sensors, Pavel et al. [19]
developed a system based on passive motion sensors covering various rooms of a
flat. Gait velocity could be computed by dividing known distances between
coverages by measured transition times. Placing three passive motion sensors in a
sufficient long corridor makes those computations more reliable. Within our own
work [1] we have recently presented a new approach based on the definition of
motion patterns by usage of available presence events generated from any kind of
sensor. By providing an abstracted definition of the environment, physically
possible walking paths can be computed and monitored automatically. Floeck
et al. [20] utilize motion detectors, door contacts, and light switches to track the
global location of people in their smart homes and compute location probabilities
to generate emergency alarms.

Although some of the mentioned approaches try to infer functional status of
inhabitants from their measurings, only few have tried to map their results to
established scales like those of clinical assessment tests. Within our own research
we have recently presented a new approach to perform the TUG test unsupervised
by use of ambient sensor technologies and without the need to create an explicit
test-situation [21].

4 Approach

Within our own approach, previously presented [1], we utilize mainly ambient
sensor technologies i.e. home automation sensors in order to localize inhabitants
within environments and to compute traversal times between sensors as well as
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approximate walking speed using the known distance between deployed sensors.
The main advantage of the system about previous approaches is its adaptability to
changing environments which is why the system could be installed in five flats of
participants during a field trial with ten sensors per site in under eight working
hours. Since the system has already been described in a previous publication [1],
we only briefly summarize its main concepts and working steps:

• Definition of an Abstracted Room Model: First an abstracted room model is
generated by analyzing the floor plan (manually drawn by the user or loaded
from a CAD-file) of the domestic environment and the definitions of the
available sensors. This model contains, among other things, the information
about the rooms, obstacles for a person’s motion and the coverage areas of the
sensors.

• Computation of a Sensor-Graph: The abstracted room model enables the
generation of a sensor-graph which consists of the sensors and the adjacency
relations between these sensors respectively between their coverage areas. Two
sensors are adjacent if there is a path between the corresponding coverage areas
that does not include an area of another sensor. To automatically find these
adjacent relations the system uses a path-planning algorithm, namely a discrete
version of the potential field method.

• Feature Generation: After the determination of the sensor-graph the system
generates two features for each adjacency relation, one for each direction.
A feature corresponds to a traversal of a person from the measurement range of
one to an adjacent sensor. Furthermore, additional complex features can be
defined manually.

• Measurement of Features: The defined features are used to find features in the
sequence of sensor-events caused by the motion of a person inside the domestic
environment. For this purpose each feature definition is transformed into a finite
state machine. Every generated sensor-event is first validated by means of the
sensor-graph. After that, a valid sensor-event is sent to each state machine. If a
state machine detects the belonging feature analyzing the current event and
previously received events it creates a feature instance and stores it for further
analysis.

• Computation of Location and Walking Speeds: Using the detected features
and the abstracted room model it is possible to compute the most likely location
of an inhabitant within his or her environment for each point in time. A location
at a certain time is assumed to be near the location of the end sensor of the lastly
recognized feature within the abstracted room model. Additionally, using the
length of detected features and the traversal time between the two sensors
comprising the feature an approximate walking speed of the inhabitant can be
computed.

Functional Assessment in Elderlies’ Homes: Early Results from a Field Trial 7



5 Experiment

An experiment conducted during a field trial had two main aims: (1) to proof the
general feasibility of the approach to monitor elderly people over a longer period of
time unobtrusively and (2) to gather enough sensor data for checking which items
of clinical assessment tests can be implemented by using presence information in
domestic environments. However, there is no automatic checking of assessment
items implemented yet, so all evaluations regarding this point have been done
manually. For this paper we focus on the second objective for assessment tests from
the domains of mobility, personal hygiene, social activity and sleeping.

The figures presented in the following sections are generated from evaluation of
two of the five participants. Participant A is male, aged 70 years and lives alone in
a flat with four rooms. He leaves the house only a few times per week. His living
habits are rather untypical since he is up till early morning and sleeps till early
afternoon. He has huge overweight (more than 130 kg). He does not cook warm
meals for himself but eats in a social kitchen most days in the early afternoon. In
the evening he prepares cold meals. Participant B is female and aged 76 years. She
lives alone in a flat with six rooms and is very active. She leaves the house several
times a day and is socially very active. She has a very mannered and
self-dependent lifestyle and goes to bed at 23 o’clock while standing up latest at
7 o’clock.

5.1 Methods

The field trial started 2011/10/10. Five community-dwelling elderly people aged
64–84 years (2 male, 3 female) living alone and mostly independent participated.
The participants were divided into a short-term and a long-term group with three
and two members. The short-term group was only monitored for a single month
while the long-term group is still monitored until at least 12 months are reached.
Home automation (HA) sensors, five light barriers and five reed contacts, were
installed in all flats. Figure 1 shows an abstracted room model of a flat including
sensor placements (grey boxes, LB = light barrier, RC = reed contact) and
computed walking paths (lines). 170 different walking paths were defined in all
flats together.

During the field trial overall 176,183 activations of HA sensors were recorded
from which 53,443 traversed walking paths could be detected between rooms.
Additional walking paths can be detected within rooms by making use of addi-
tional sensors which were placed inside rooms. However, for this evaluation we do
only use features which represent walking paths between different rooms. Sensor
recordings from LB and RC were processed as described within the approach
section.
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5.2 Results on Mobility

Mobility is known to be one of the most important functional requirements for
pursuing an independent lifestyle. Therefore, assessment tests in this domain are
mainly about whether a patient is still able to move i.e. to change body positions
and to move around and about how far he or she is able to move.

Within our approach the number of movements an inhabitant performs is
directly correlated to the number of features detected by the system. Since the
length of each feature is known from the path planning step we are also able to
compute the distance an inhabitant moves. Figure 2 shows the average number of
recognized features per hour over a period of seven months for participant A. In
average the inhabitant reached approx. 112 features per day which corresponds to
walking approx. 118 m. The number of features recognized varies with the hour of
the day. Obviously, this is due to living habits the person has. This inhabitant
normally slept between 5 and 13 o’clock and thus did only generate features when
walking to the bathroom. Figure 2 shows peaks of features at approx. 4–5 o’clock
when the inhabitant went to bed, at 13–15 o’clock when he stood up and again at
19 o’clock when the inhabitant prepared meals and walked to the living room to
watch TV until going to bed. Therefore, the number of features recognized per
hour does also reflect the person’s circadian rhythm and is very typical across all
months shown.

Similar results were found for all other patients. The only difference was the
specific number of features recognized and the hours of the day peaks were found.

Fig. 1 Visualization of an
abstracted room model
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However, for all participants 3–4 peaks per day could be found which strongly
reflect the people circadian rhythm and were very stable across all weeks and
months. This makes us conclude that the number of features per day can not only be
used to assess the people’s mobility (in walking) but may also be used to distinguish
between typical days and those a person moves untypically often or sparse.

5.3 Results on Personal Hygiene

Personal hygiene is an essential part of an independent lifestyle. Therefore,
assessment tests in this domain mainly include whether a person is able to wash
himself or herself and to go to toilet without requiring help by another person.

Neither washing nor toileting can be detected directly by using the deployed
home automation sensors. The strongest hint to executing these actions is given in
our approach by the number and the duration of presences within the bathroom.
Figure 3 shows the number and the duration of presences in the bathroom per day
for participant A. Duration categories have been chosen to reflect toileting with a
duration under 10 min, taking a shower with a duration of 10–20 min, and taking a
bath or cleaning the bathroom with more than 20 but under 60 min. All other
presences are categorized as more than 60 min and are assumed to be measurement
errors. Most bathroom visits have a duration of less than 10 min. The participant
shown in Fig. 3 has an average number of these visits of approx. eight per day. We
assume these visits to be toileting. Presences with a duration of more than 10 but

Fig. 2 Participant A: average number of features recognized per hour of day in 7 months
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less than 20 min represent taking a shower or washing himself with water from the
basin. In average, he has only 1–2 visits with a duration between 10 and 20 min
every second day. Additionally, there is approximately one presence per week
which has a duration of more than 20 min. We assume that these entries represent
taking a bath.

Results from other participants were very similar. Nearly all participants had an
average number of eight visits per day with a duration of under 10 min. The
number of visits between 10 and 20 min and between 20 and 60 min varied among
participants depending on whether they had a shower or a bath tub and whether
they used to take baths or preferred to take showers every day or only wash
themselves in the basin. However, the results bring us to the conclusion that
especially toileting can be detected reliably using presence times in the bathroom.
Cleaning in general can be detected as well but deciding how exactly the partic-
ipant cleaned himself or herself is difficult. Nevertheless, it has to be regarded that
a direct detection of all hygiene actions is not possible.

5.4 Results on Social Activity

Social activity is not only important for self-care ability but also for cognitive
fitness. Social assessment include whether a person leaves the house for a sufficient
number of times and meets other people. Leaving the house may also point out
being able to buy food.

Fig. 3 Participant A: average number of bathroom visits and their duration per day
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Using the recorded sensor data, especially information from a reed contact at
the front door, and a special outdoor feature it can easily be decided whether a
participant is at home or not. This feature consists of closing the front door as start-
event and opening the door as end-event i.e. no events are generated by the other
sensors between closing and opening the front door. Each detected outdoor feature
whose duration is more than 15 min is regarded as absence from the flat. Figure 4
shows the number of absences and their duration in three timeslots per week for
participant A. In average he leaves the house four times a week. Most absences
have a duration of more than one hour. From interviews we know that most of
these absences represent eating out in a social kitchen. Absences with a duration
of less than an hour but more than 15 min represent buying food in a grocery store
or bringing clothes to the laundry. In irregular intervals he visits his brother who
lives more than one hour driving time away and often stays overnight. These visits
are recognizable by duration of more than 6 h.

The number of absences and their duration varies strongly across the partici-
pants. This is also due to the fact that people with very different social connections
participated. While participant A was socially rather inactive, participant B had
many social activities and had many days in which she was more hours away from
home than at home. For another participant regular absences with a duration of
2–3 h were detected. An interview revealed that these absences were visits at the
doctor. In general, using the proposed system it seems to be possible to detect
social activity by simply counting the number of absences which lasted longer than
one hour. All absences below often represented buying food or making general
errands.

Fig. 4 Participant A: number of absences from the flat and their duration per week
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5.5 Results on Sleeping

Sleeping is related to physical and mental health. Sleeping irregularly and too short
often gives hints to possible problems. However, only few assessment tests deal
with this issue since it takes too much time and effort in clinical environments to
monitor sleep and since many people do not feel well in hospitals and thus do not
sleep very well.

Within our approach sleeping is best detected by computing the presence times
within the bedroom. This does exclude napping or sleeping in other rooms for
now. The Figs. 5 and 6 show the average presence in minutes per room and
outdoors per hour of the day for participants A and B. As mentioned earlier,
participant A has a rather untypical daily rhythm since he sleeps from approx. 5 to
13 o’clock every day. This is shown in Fig. 5 since his presence per hour in the
mentioned timeslot is close to 60 min. Lower values indicate that he sometimes
does not sleep or at least not sleep in the bedroom. However, the usage of the
bedroom corresponds to the sleeping times as according to interviews. Participant
B has typical sleeping habits and goes to bed between 23 and 24 o’clock while
standing up at approx. 7 o’clock. Additionally, she used to nap between 13 and
15 o’clock for about an hour which is clearly shown in Fig. 6.

The printed figures also give hints to other habits of the participants such as
meal preparation. This may be concluded from e.g. participant B often using the
kitchen between 8 and 9, 11 and 13, and 18 and 20 o’clock. Additionally, most
social activities happen either between breakfast and lunch or between lunch and

Fig. 5 Participant A: average duration of minutes for different rooms per hour of day
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dinner. This may be taken from the fact that the average minutes outside in the
timeslots between 9 and 12 o’clock and between 15 and 19 o’clock are rather high.
In summary, sleeping habits could be detected very reliably for all participants.
Since many activities in daily life are executed in certain rooms we also conclude
that average presence times per room may also give valuable information about
activities executed and may be used to model a typical behavior of people in their
domestic environments.

6 Discussion

Within this paper only early results from our evaluation could be presented.
However, we were able to show that assessment tests or at least some items from
these may be assessable by using only recordings from light barriers and reed
contacts placed between rooms. Especially an inhabitant’s mobility, social activity,
sleeping habits and general activity should be assessable with reasonable reliability.
The manual evaluation was a preliminary step to start detecting items of assessment
tests in sensor data automatically.

Although sensor recordings from light barriers seem to be suitable to measure
self-selected gait velocity [21] and thus to assess items from the mobility domain,
using only light barriers has serious limitations when it comes to assessing other
domains: Using single light barriers it is not possible to reliably detect the
direction in which a person walked. This does also mean that a person may enter a

Fig. 6 Participant B: average duration of minutes for different rooms per hour of day
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light barrier and turn around and there is no possibility to detect whether a person
really entered or left a room. However, this problem may be compensated by
combining light barriers with additional sensors covering areas within rooms such
as motion sensors. By using those sensors moving direction may be indirectly
detected. Reed contacts were used within the field trial but only partially evaluated
for this paper.

Despite all technical problems, it remains future work to clarify the relationship
between results obtained from clinical assessment tests and those performed in
domestic environments. Currently, there is only very little research available on
how any assessment results at home are related to results from clinical environ-
ments or how performance and capacity in various domains may be compared.
Therefore, our objective is to infer a model on how results from domestic
assessment tests could be mapped to the result scales of clinical assessment tests.
A new field trial in three cities in Lower Saxony, Germany is currently under
preparation. At each site 10–15 flats will be equipped with sensors to further
investigate unsupervised assessments while all participants will have to complete a
set of clinical assessment tests regularly.

However, even if the automatic assessment of people’s characteristics in their
own homes will be available soon, health care professionals will not be able to
review the assessment results continuously. In order to really save costs respec-
tively to enable caregivers to take care of more patients in the same time, technical
systems will have to provide hints to problems or changes in the functional or
health status. Therefore, part of our future work will also be to infer a model to
learn individually normal characteristics of persons at home and to alert caregivers
in case of untypical deviations.

7 Conclusion

Many elderly people want to live at home even in high age and despite of diseases
they may have. In order to comply with this wish early prevention and long-term
rehabilitation are essential. In order to provide these services effectively health
care professionals require knowledge about the functional and health status of their
patients. In clinical environments these characteristics are obtained by using
various assessment tests. However, such clinical tests are not suitable for domestic
assessments which should run continuously and without creating a test-situation.
This saves costs and increases compliance by inhabitants. Implementation of those
domestic environments is only possible by use of information technology.

Several approaches to technical systems monitoring people’s actions and
movements at home exist using either body-worn or ambient sensors. However,
only very few of those systems deal with mapping their results to clinical
assessment tests’ result scales which makes them relevant to clinical decisions. We
have developed such a technical system as well and utilized it during a field trial in
order to investigate which assessment test items are assessable by use of home
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automation sensors. Using the data from five elderly participants aged 64–84 years
obtained over partially more than nine month we have shown that several items
from assessment tests from the domains of mobility, personal hygiene, social
activity, and sleeping are assessable. Although data analysis was performed
manually for this paper we think that this will work automatically soon.

Future work is to infer two models. The first model is about the mapping
of domestic assessment results to clinical result scales in order to make those
measurements relevant to clinical decision making. The second model will be used
to describe individually normal functional status of persons and to detect changes
in these relevant to endangering persons’ self-care ability. This will alter health
care professionals by only having to analyze available assessment results in case of
anomalies. In order to gather data for those two models a new field trial will be
conducted in three cities in Lower Saxony, Germany.
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LsW: Networked Home Automation
in Living Environments

Frerk Müller, Peter Hoffmann, Melina Frenken, Andreas Hein
and Otthein Herzog

Abstract Due to demographic changes a lot of research in the field of Ambient
Assisted Living (AAL) has been done within the last years. Many of the project
systems never left the status of a research prototype nor reached real home
environments. The ‘‘Länger selbstbestimmt Wohnen’’ (LsW) project is one step
beyond the targets of typical research projects and is integrating preexisting (home
automation) technologies in home environments to support the elderly residents.
Requirements, selection of possible scenarios and evaluation were done in close
cooperation with the residents. The integrated AAL system will remain within the
flats of the residents beyond the end of the LsW project. Main points of the LsW
project were the analysis of current mobile devices like tablets as human machine
interfaces for AAL systems, the integration of existing home automation tech-
nologies in existing buildings, the connection between the tablet and the home
automation components, and the interoperation between several flats.
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1 Motivation for LsW

Due to demographic changes a lot of research in the field of Ambient Assisted
Living has been done within the last years. The objective of the ‘‘Länger
selbstbestimmt Wohnen’’ (LsW) project is one step beyond the targets of typical
research projects. Within this project it is expected that supporting systems will be
developed which are integrated into real life environments of elderly people
participating in the project and will be left within their flats after the project ends.

This leads to the fact that the project has to develop systems which are closer to
real products than to research prototypes and need to be maintainable by external
companies after project completion. One of the major key points of this project is
not to focus on high-end research prototypes of the next generation, but on the
needs of the residents and the support that can be offered by state-of-the-art
technologies. Therefore the project tries to combine and extend available market
solutions to create new supporting features close to available market products.
Next to this these systems will be evaluated to figure out the real benefit of the
daily usage. This should help the housing companies to decide on further instal-
lations for other apartments not related to a research project. So the motivation of
the project is to develop AAL support for elderly, evaluate it and have it directly
ready for the market at the end of the project.

2 Principles of AAL Approaches

There are two approaches for AAL technologies which are applied often to AAL
projects. One is focusing on home automation with the objective of improving the
living situation at home by adapting technical installations for the needs of elderly
people. The second one is focusing on the use of mobile IT systems with the
objective of offering a kind of assistive companion for the elderly.

2.1 Home Automation Technology

Existing home automation technologies like EIB, LON, FS20, Homematic,
Zigbee, and a lot more offer several possibilities to bring extra services or non-
invasive health status monitoring possibilities to homes to support elderly people
[1]. Others list key points. Challenges of AAL technologies are:

• An extended healthy, active and dignified life for the elderly that is also widely
accessible to the low-income strata of society,

• Implementation by using simple low-cost sensor technology, which also makes
it affordable to the lower income people,

• Adaptively retrofitting existing home structures with minimal impact, modifi-
cation and cost,
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• The system should be customizable to the individual’s needs, as well as to
different cultural needs.

Home automation devices are an integral part of AAL technology strategies. To
enable AAL research on smart homes, living labs have been established. Those
living labs are laboratories that try to emulate real home environments to develop
best suited technologies. In Germany, one of the most popular living labs is the
Fraunhofer inHaus center in Duisburg. Technologies developed here focus on
home automation and electronic assistance. The Living lab ProPotsdam Kom-
fortwohnung is specialized on comfort, safety and living for elderly. The DAI
Labor laboratory concentrates on connectivity and networking of home automa-
tion to provide access via a home service platform. Also the IDEAAL apartment at
OFFIS in Oldenburg is such a living lab concentrating on developing and evalu-
ating different AAL scenarios with real end users [2]. Within the European con-
text, the Philips HomeLab in Eindhoven (NL), LivingTomorrow in Vilvoorde/
Amsterdam (BE/NL), or the Social Informatics Lab—SILab in Newcastle (UK)
can be mentioned as well. This is far from an exhausting list; websites like
www.openlivinglabs.eu or www.aal-deutschland.de list a lot more labs all over
Europe and the world. Those living labs provide examples of the use of home
automation with slightly different focuses. An international overview of smart
home technologies is given in [3] and [4]. Nevertheless, those are laboratories
which can only try to imitate the real life homes. However, lots of new challenges
arise in reality and therefore real life projects are essential to establish AAL
systems well suited to the users.

2.2 Mobile Assistance

Up-to-date IT with small and networked devices increases the users’ range of
mobility. This includes mobility inside their home environment as well as out-
doors. One goal is to monitor the individual status (e.g. medical status) to improve
the quality of life and safety. Another important goal is to give the users the
possibility to control their environment at any place and any time [5]. While the
number of people using mobile devices like smartphones or tablets increases, also
the number of APPs grows for controlling e.g. electric devices at home.

By combining strategies of adaption and awareness this kind of technology will
eventually become usable as mobile assistants for handicapped users:

• As a passive assistant the system offers information about the devices at home
while being away: For example users who have forgotten whether they switched
off the oven at home or not are able to check it and control it from anywhere.

• As an active assistant the system can influence its environment and change
states: For example the system could switch off the oven by itself if it detects
that the user has left the flat.
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Mobile assistance means the combination of (small) devices and context-aware
applications. In working environments this kind of assistance is developed and
used for supporting the worker with information needed in the current situation
[6]. The central idea is to carefully select the information for the use in this
situation [7].

The approach in AAL is similar: developing an ambient assistive environment
based on existing IT-techniques like ‘‘Ambient Intelligence’’ [8] and ‘‘Intelligent
Objects’’ [9]. The assistive environment monitors the individual status of the user
and the state of the (technical) environment and derives resulting workflows for
execution. The system predicts the safety status of the user and it informs him/her
with a feedback about possible upcoming hazards, or influences the ‘‘environ-
ment’’ to protect the user before any hazardous situation can occur [10].

2.3 Ergonomics and Usability Design

As many technical and especially mobile systems and applications are developed
for ‘‘younger’’ users without any handicaps, the design of an appropriate AAL
system is still challenging. AAL systems are not simple lifestyle products but have
to take into account the usability for handicapped users. Several aspects are
essential for a successful development:

• Any device such as a piece of hardware must follow the standard rules of
ergonomics.

• Any application or APP as a piece of software must follow the standard rules of
software usability.

• Furthermore any application or APP as a piece of software must follow the ideas
of accessibility as well as of individual customization.

As the target group for AAL systems consists mostly of elderly and/or handi-
capped users the approach of a ‘‘barrier free’’ design will be a good starting point
for designing those systems. It is not sufficient to use buttons or displays for
designing an AAL System. Standards in this field describe the various possible
kinds of handicaps [11] and give ideas on how to solve these issues. Nevertheless
it is not possible to consider all handicaps as the variety is too broad. The range is
from physical handicaps like tremor over cognitive handicaps like blindness up to
mental ones like dementia. So a detailed analysis of the target groups is essential.

Beside ergonomics and usability, esthetics are even more important for the
acceptance of an AAL product. Especially for AAL systems this means that most
users do not like systems which are obviously recognized as being designed for
elderly or handicapped users. Examples are smartphones designed for elderly
people with big buttons and special colors which usually are not a success in the
market place [11].
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3 LsW Environment Concept

The project ‘‘Länger selbstbestimmt Wohnen’’ (LsW) goes beyond a typical
research project. Beside its short duration and its small budget some more aspects
make the project special.

The origin of the project is not just technically driven but inspired by the
residential market. A main partner of the project is a housing company (HC) which
is aware of the demographic changes and the resulting needs of the residents.
Therefore they plan to offer adapted flats to the elderly as a new target group. To
acquire more knowledge about the special needs of this target group the potential
users were involved into the development of this project. This was done by
performing workshops during the project where the project partners and the
prospective users collaborated to develop system requirements. Within a first
workshop the users were asked to collect daily problems without discussing any
possible solutions for that. Afterwards the research groups tried to identify tech-
nical solutions for some of these daily problems and presented these results in a
second workshop to the prospective users. At the end there was a list of features
which afterwards were implemented and integrated in the flats of the residents.

It is special to the project that its outcome is not a simple prototype or dem-
onstrator but a real product which remains in the flat and stays with the users after
the end of the project. That leads to the fact that the system must work stable for a
long time. Furthermore it must be easily maintainable which means that the
software has to be adaptable as well as the hardware components have to be
replaceable by a technical service team and not only by the involved researchers.

3.1 The Living Situation

One more aspect makes the LsW project even more special. This is the living
situation within the building LsW is integrated into. It is a house of 10 parties with
an unusual high grade of social networking between these parties.

Social networking in this context means the real world interaction between the
people living there. Everyone knows and helps each other if necessary. They have
a shared flat for meetings and also guests. New residents are not selected by the
HC but by the current residents to support this social spirit. This is quite interesting
as the average age of the residents is higher than in other living environments.
Most of them are already retired. This means special needs and therefore special
scenarios to be developed in the LsW project, but also very specific opportunities
for designing AAL services like in-house alarm systems to inform the neighbor in
the case of emergencies or forgotten household devices left switched on.
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3.2 Home Automation Concept

Originating from the workshop results several scenarios were extracted and
decided to be realizable within the project. Most of the scenarios are based on
home automation technologies which allow for the integration of multiple features
with one set of home automation actors and sensors. As a result of the workshops
the following scenarios were developed within the scope of home automation
technologies.

3.2.1 Scenario: Everything Switched Off

The first scenario is called ‘‘Everything Switched Off’’. This means for the resident
of the apartment just a new light switch next to the entrance turning off all lights,
power outlets as well as the cooker. From the conceptual point of view this is more
difficult. It has to be decided how to switch on the power outlets on arrival as well as
to decide which devices should be switched off/on automatically and which devices
need to be handled semi-automatically, as for example an electric iron. This device
should be switched off on leaving the flat, but not switched on automatically when
returning. Therefore a simple traffic light metaphor was created. All power outlets
marked by a green spot are declared to be no safety issue. Therefore only devices
like TVs or lights should be plugged in there. Power outlets without any mark are
conventional and will be therefore not affected by the ‘‘Everything Switched Off’’
scenario. These power outlets may be used, e.g., for devices like a fridge, alarm
clocks or phones. The last category of devices is connected to power outlets marked
red. To this category belong all devices which must be switched off when leaving
the apartment, but must not be switched on again automatically on arrival. The most
important devices are the electric iron and the cooker. For example, if an electric
iron was already forgotten on leaving the apartment it will stay most likely for-
gotten on arrival back in the apartment. This could lead to an fire in the apartment
on arrival of the resident which would be as undesirable as a fire during the absence.

The electric iron will be often plugged into different power outlets and therefore
it was decided to use a mobile adapter instead of the power outlet adapter which is
permanently attached to the device and not to the power outlet in the wall. It also
has a Switch-On-Button and therefore allows for switching it on again manually,
even if the power was switched off automatically by the home automation system.

The cooker received its own Power-On-Button. This push button has two
selectable push states. The first and probably normal state is ‘‘Switch on the cooker
for 30 min’’. This will activate the power line of the cooker for 30 min and
switches it off afterwards as normal cooking ends mostly before that timeout. If the
cooker was switched off manually before, it will not be noticed by the resident at
all. The second option for the push button is the ‘‘Permanently On’’-option. This
may be used for more complex meals which take more than 30 min. The Global-
Switch-Off-Button next to the entrance will power off the cooker in both cases.
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3.2.2 Scenario: Everything is Closed

Next to this Global-Switch-Off it was stated by the users that they often come back
to their flats because of checking the windows once again. The first idea to address
this issue was to close the windows automatically, but as a result of the workshop
the residents wanted to do that on their own. This leads to the ‘‘Everything Is
Closed’’-scenario. If someone leaves the flat and presses the Global-Switch-
Off-Button used for the ‘‘Everything Switched Off’’ scenario the ‘‘Everything Is
Closed’’ scenario is started. It checks all the windows and presents a phrase in
native language to the user stating in which rooms windows are left open. The
sentence will be presented through a tablet mounted next to the entrance. Speech
synthesis algorithms generate the spoken text.

3.2.3 Scenario: Everything is Save

The third scenario is called ‘‘Everything Is Save’’. It focuses on the handling of fire
alerts which seem to occur pretty often because of forgotten cooking activities.
Therefore fire alerts detected by smoke detectors are not only presented in the
apartments of their occurrence, but are also forwarded to the other apartments. In
these apartments the speech synthesis is used again. It gives repeating information
about the location where the fire was detected until the user confirms the fire alert by
pressing the Global-Switch-Off-Button in his/her apartment. Next to the audio
notification within all apartments also all lights will be switched on to improve
orientation on the way to the exit. This scenario is a good example of the benefit of the
existing living situation in the house where everybody knows and trusts in each other.

Next to the features to be implemented for the elderly some simple features for
maintenance have also taken into account. As all the home automation devices
should be integrated in already existing living environments it is most likely that a
least some of the devices will be powered by a battery. Therefore the maintenance
crew needs to know about empty or damaged devices. Should one of the devices
send a low battery state, it will cause an automatically generated mail which is sent
to the maintenance center. This will make handling of the home automation much
easier for the elderly and also for the housing company.

3.3 Mobile Assistance Concept

Beside the home automation support a mobile assistance system for the residents
was also developed, i.e., a passive assistance inside their flats. As a central device a
tablet was selected with an APP which gives the residents the control of the home
automation as well as support on communication. The tablet was chosen as it can
be carried around easily within the flat. Furthermore the touch interface of these
devices appeared to be highly intuitive and understandable for the users.
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The first scenario of mobile assistance to be considered for the concept was to
inform about the state of the home automation: The resident is empowered
to gather the information if a device in another room is switched on or off and to
control it from anywhere. So he/she can avoid unnecessary movements. Mobility
in this context means that the resident has the opportunity to control his/her
environment from anywhere in the flat using the tablet and not being forced to go
to a special place to do so.

In the workshops it was explained to be important that any control action has to
be activated by the resident him/herself. The idea of letting ‘‘the system’’ control
devices (e.g. lights, ovens) by itself was not appreciated by the users. It was not so
much the fear of being patronized but the fear of getting more and more inactive
and not longer self-activated. The residents know about the importance of self-
activation for staying independent and wanted to have that included in the design
of the system.

A second aspect that was seen as helpful for the residents inside their own flat
is the support by mobile communication. This was achieved by two special
sub-scenarios:

• The mobile assistant is connected to the ‘‘Everything is Save’’ scenario. Speech
synthesis on this tablet is used to inform the resident if a fire alert occurs in one
of the neighbors’ flats. The goal was to give the resident a more secure feeling in
the way that he/she can rescue themselves or prevent neighbors from being hurt
and help them in any possible way.

• The mobile assistant supports the communication to the outside of the flat. On
the workshops it was reported that it often takes a long time for the resident to
react if a visitor rings the door bell. Due to physical handicaps some residents
are slow in reaching the door and opening it. So visitors may leave thinking that
no one is at home, while the resident is still on the way to the door. The idea to
improve that situation was to connect the tablet to the door bell system including
its video, voice and control subsystems: a camera at the front door transmits an
image stream of the entrance to the tablet. So the resident sees the video of the
visitor and can use the tablet to talk to him/her and to open the door if necessary.
Again this is possible from any place inside the flat avoiding unnecessary walks
for the resident.

A side effect in terms of communication is given from the basic functionality of
tablets connected to the internet. It is the possibility to use standard tools like
internet browsers or even Skype.

While the assistive functionality with its ‘‘logic’’ should stay in the background
of the (software) system to not to irritate the user, the design of the user interface is
an essential point in the project.

The first design was influenced by typical interaction design paradigms for
tablets. A graphical user interface with elements to be activated by touch inter-
action was prototypically implemented. To control the flat the user first had to
choose the room and in a second step to choose the switch or socket he/she liked to
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control (see Fig. 1). The idea was to give the user the total control on any single
switch and socket in any single room. During the workshops it was figured out that
this interface was much too complex for the residents. So it was replaced by a
simpler and more textual design (see Fig. 2). Even if this leads to more text to read
for the users, it made them feel more comfortable with the system.

One more challenge for the user interface of the LsW application was the
complexity of the whole system. Not only the home automation but also com-
munication in terms of the ‘‘Everything is Safe’’ scenario, the door bell and
internet as an extra option had to be considered in the design. This lead to the idea
of a central application which starts and shows those sub-applications which are
currently used and hides all others (see Fig. 3).

Fig. 1 Graphical concept of the user interface for the home automation subystem of the LsW
application

Fig. 2 Home-24 App for tablet PCs [12]
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4 Realization of LsW

Due to the fact that the system has to be more stable than a prototype at the end of
the project, it was decided to use mostly off-the-shelf technology already available
in the market and extend it by the features needed in addition. Because the
apartments are already existing and people are living there, radio based
home automation devices were chosen. This makes the necessary modification of
the apartments quicker and easier.

Figure 4 gives an overview of the overall architecture developed for the LsW
scenario. The boxes marked as apartment A, B and C represent the three apart-
ments to be used within LsW scenarios. Apartment A is shown in the figure in
more detail than the other apartments whereas the functionality added is the same
for all apartments. Due to safety and security reasons it was decided to use as much
of the already available cable-dependent infrastructure as possible. All lines
marked as wired (phone line and wired Ethernet) belong to the infrastructure
which was available within the building before project start. Every apartment has
its own phone line whereas the internet connection is shared between all parties of
the building. This is in fact an untypical configuration for German buildings, but
still a good base for the LsW scenarios. Every apartment got a wireless access
point for distributing wireless LAN within a single apartment. This access point
also distributes phone calls by using the SIP [13] standard or ordinary phone
connectors. By setting up an AVM FritzBox 7390 [14] it is now possible to have
an audio/visual connection from the door bell (lower middle) through the central
router (center) to each wireless access point of each apartment finally ending at a

Fig. 3 Concept for the LsW main application
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SIP-softphone installed on an Android tablet (e.g. in apartment A, upper left). Next
to this the same software on the tablet can also be used to perform an ordinary
phone call on the phone line. Crossing the wireless access point and the central
router it is also possible to exchange messages between each Homematic [15]
station placed within the building. Therefore, e.g., smoke detected by one of
the smoke detectors placed in apartment A can notify a user in apartment B by
switching the light on and playing spoken texts and alarming sounds within this
apartment.

The following section describes the development of the scenarios in more
detail.

4.1 Home Automation Realization

All home automation actors and sensors placed within the apartments are based on
the Homematic system already introduced within the home automation technology
section. Next to this an AVM FritzBox 7390 was used as wireless access point as
this device supports also SIP phoning which is important for the communication
scenario. As an Android tablet the Samsung Galaxy Tab 10.1 [16] was added to
the scenario for speech synthesis and visual notifications within all home auto-
mation scenarios.

As already described power outlets to be switched off when leaving the
apartment are marked green or red. By checking the devices within the flats it was
noticed that all devices to be marked safety critical and therefore labeled red are

Fig. 4 Basic structure of components within the LsW scenarios
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not fixed to a specific power outlet and as a result all critical devices got their own
power adapter including a switch to reactivate the device after switching it off
globally.

Figure 5 gives a brief overview of the final state machines which were
implemented during the project. It consists of four different state machines for
switching the light off, handling fire alerts in the users’ flat and also in remote flats,
and also handling window state changes. All these scenarios interact with the
single Global-Switch-Off button at the entrance door. This will be described more
in detail in the following section.

In the upper left corner the main state machine for controlling lights and power
outlets is placed. It consists of three states: Owner-Present, Owner-Leaving, or
Owner-Gone. In the state Owner-Present the power outlets are switched on and the
lights are controllable. Once a Global-Off-Event was received the Owner-Leaving
state is reached. This can only be the case if the Global-Switch-Off-Button was
pressed and currently no alarm in the owners’ or a remote flat is noticed by the
system. Should the owner right after pressing the Switch-Off-Button close the
entrance door it is expected that the resident left the apartment. Should this not be
the case, because someone closes the door but continues to stay in the flat, every
action within the flat noticed will bring the state machine back to the Owner-
Present state and switch on the green power outlets. This could be switching on a
light, opening a window or switching on the cooker. The only exception is another
Global-Off-Event. This will bring the automaton back to Owner-Leaving state.

If a Global-Switch-Off-Event was recognized by the system not only the
devices will be switched off, but also a text will be spoken informing about the
window states within the whole apartment so to not forget any windows left open.
For performance issues of the Homematic control center this sentence is prepared
in advanced every time the state of a window changes. This allows for reducing
time gaps between pressing the Global-Switch-Off-Button and the spoken reaction

Fig. 5 Final state machine to describe the home automation scenarios developed in the LsW project
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by the system. As this was a problem during the first development in the project
the automaton in the lower left corner was introduced to the system.

As already described above, the Global-Switch-Off-Button is designed to be
used for several scenarios. In the case of a remotely detected fire (in the figure
caused in flat A by flat B) the automaton in the lower middle is triggered. This
state machine will deactivate the Global-Switch-Off-Event first and replace it by
the Remote-Fire-Alert-Noticed-Event and therefore will not automatically switch
off the lights anymore on pressing during fire alert. Next to this all lights in the flat
will be switched on by the event and an alarm will be presented generated by the
tablet. This alarm is also spoken text next to an alarm signal which will be
presented in loops until the Global-Switch-Off-Button is pressed. The spoken
message informs the residents about the fire alert, especially about the location of
the fire. This will allow for offering help and makes emergency calls even quicker.
The communication between the different apartments is done via LAN. As all
apartments use the same internet connection the data can be routed in between the
building using the LAN. This is safer regarding the connection origination than
Wireless LAN which would have been also a possible solution.

4.2 Mobile Assistance Realization

For the implementation of the mobile assistance a Samsung Galaxy Tab 10.1 was
chosen as the hardware platform. One main reason was that the Android Operating
System used on these tablets offers easy solutions for the implementation of
mobile assistance due to well documented APIs and a complete set of sensor
infrastructure.

Due to the chosen operating system the LsW ‘‘application’’ was implemented as
a set of Android ‘‘APPs’’. As introduced in the concept this set has a central APP
as its backbone which organizes the specialized APPs for home automation and
communication. These ‘‘sub-APPs’’ are running all time in the background. If
activated by the user the central APP gives the focus of the user interface to the
activated APP. This allows for running all intended functionalities in parallel. An
example should clarify the idea: The resident has his/her tablet with him in the
living room. The LsW APP is running on it. A visitor rings the door bell and the
LsW APP gives the focus to the APP for the door bell control. The resident can
now see who wishes to visit him and may open the door using this APP. To make it
easier for the visitor to find the way to the living room, the resident changes the
focus to the home automation APP and switches the lights in the corridor on.
He/she can do all that while sitting in the living room.

An advantage of this modular concept for the LsW system is that changes in
functionalities can be implemented easily without influencing the other parts of the
system. This advantage was used in the very first steps of implementation. APPs
developed from third parties like the Home24 APP for controlling the home auto-
mation could be integrated and tested while other APPs were still in the design phase.
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5 User Acceptance

The implementation of the project was done stepwise. While the concept of the
home automation and the implementation of the mobile assistance could be done
in parallel, the installation in the real environment in the flats of the involved
residents was done in separate steps.

The experiences of the installation in the first flat including the first user
(residents) experiences could be used to improve the installation in the second flat
and after that in the third flat. This process improved the installation in terms of
getting better and shorter by every flat. Unfortunately it had the disadvantage that
the final user studies could start rather late in the project.

At the moment while this paper is written, the user study with the targeted
number of residents was just started. So no report on the user acceptance can be
given here and now, but will be presented in the talk at the AAL-Conference in
January 2013.

6 Gained Experiences So Far

Even though the user studies are ongoing some experiences could already be
gained. These can be divided into three aspects:

• Common individual user experiences,
• Technical experiences, and
• Design experiences.

Common individual user experiences

In general the first user experiences can mostly be seen as fighting some psy-
chological fears. This was shown by the results of the first workshop where the
idea and some technical demonstrations were presented to the residents. As many
components have to be connected wirelessly one main fear was the effects of the
so called electrosmog on the residents. There were also some other reported fears
the technical system could somehow not work properly. This fear appeared to
originate from bad experiences with other technical systems. Those common fears
were accompanied by fears stemming from individual experiences having mostly
their origin in the knowledge of their own age-dependant handicaps. So some
residents felt threatened by the technique itself: they feared to be overburdened by
it. Furthermore there was the fear of confusion by switches having different
functionalities like a usual light switch, the ‘‘Everything OFF’’ switch and the
timed switch for the oven.

Most of those fears could be dealt with or at least be reduced by intense follow-
up workshops. But for future projects it is important to consider those and similar
psychological aspects as early as possible in the projects.
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Technical experiences

Two main points have to be reported so far. The first one is that existing and
available components are sometimes quite too focused on some special situations
and scenarios. This leads to problems that may occur when using those compo-
nents in combination with other IT systems, which is one of the tasks to be
performed to fulfill the objectives of the project. These issues might be solved in
future when more systems are available in the marketplace and the needs for
interoperability of those systems are getting stronger.

The second issue figured out so far is that all these home automation installa-
tions must be strongly individualized for every apartment and its residents. This
might lead to the point that only a specialized company or in the first step a
specialized employee will be able to install and maintain those systems such as an
AAL integrator.

Design experiences

Closely related to the psychological experiences are the experiences in terms of
design. This does not only mean the design of the system and its user interface but
also the design (and the concept) of how to train the users on the system:

• Signs/Icons and/or texts of newly installed components must be easily under-
standable for the users. To design a system according to this requirement it must
be taken into account that the targeted user group is elderly and maybe handi-
capped people.

• The design of the user interface must also respect that the target group might not
really be used to devices of the newest technical generation. So the usage, e.g.,
of a tablet needs to be discussed before integrating it in similar projects.

• A challenge of the design in LsW was the synchronised combination of ana-
logue and digital user interfaces. This was seen especially in the kitchen. The
installed ovens often have analogue, mechanical butons to control the temper-
ature of the oven. If an APP (from some mobile device) influences the oven,
e.g., changes the temperature it is essential that not only the digital user interface
(the APP) changes but also the analogue one. Both interfaces must be absolutely
sychronised.

• A good introduction of the system in terms of an intensive training of the
prospective users is also essential. This helps to make the user/resident accept
the system.
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Guiding Light for the Mobility Support
of Seniors

Guido Kempter, Walter Ritter and Andreas Künz

Abstract This paper shows how we develop and implement an intelligent light
wayguidance system, which will attenuate age-related mobility impairments
caused by reduced spatio-temporal orientation, worry about getting lost, and fear
of falling. Guiding light consists of up to date lighting technologies, innovative
intelligent control algorithms, smart mobility monitoring systems, and a distrib-
uted information system for mobility parameters of older persons. Together with
end-users and all stakeholders these components can be combined with inter-
personal care services. We will present work in progress of an ongoing project
within AAL Joint Programme (AAL-2011-4-033).

1 Introduction

Light is used to meet visual needs of human, e.g. highlighting risks of falling [1], is
applied for temporal orientation throughout the day, e.g. emphasizing day-night
rhythm [2], for spatial navigation during activities of daily living, e.g. illumination
of defined location areas [3] and is used as remembering as well as information
signal, e.g. light spots and light signals [4]. Light, therefore, has great potential for
attenuation of age-related mobility impairments caused by reduced spatio-
temporal orientation, worry about getting lost, and fear of falling. This paper
shows a new solution for Ambient Assisted Living, called Guiding Light, that
pursues the following objectives.

Temporal orientation. Human time experience involves several aspects:
simultaneity and successiveness, movement time, duration experience, and
circadian rhythm. Orientation disorders of elderly often include difficulty in
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temporal orientation. They may have problems with rough estimation of the time
that had lapsed since last activity and with correct chronological classification of
time of day, weekdays, and seasons. Especially, circadian rhythm, an endoge-
nously driven roughly 24-hour cycle in humans, is affected by age [5]. Although
circadian rhythms are endogenous they are adjusted to the environment by external
cues, the primary one of which is light. Older people’s light exposure might be
insufficient for maintaining optimal circadian rhythm regulation [6]. With Guiding
Light we help older people to enhance their temporal orientation by different light-
based timing generators, e.g. periodically lighting fluctuations such as circadian-
based light treatments [7].

Spatial orientation. Elderly people could have difficulty with spatial orienta-
tion and with questions like, where am I situated at the moment and how can I find
a certain location [8]. Spatial orientation is a complex cognitive skill that enables
wayfinding and is necessary for everyday functioning in the environment. Elderly
people with orientation disorders may show spatial disorientation at familiar places
or forget intended destinations, e.g. they can get lost in their own home and are
unable to find the bathroom or bedroom [9]. With Guiding Light we facilitate
spatial orientation and help elderly people to find their way, e.g. through different
light quality coding of rooms and drawing the attention by salient illuminating
subsequent location during locomotion.

Spatio-temporal orientation. Another aspect of orientation is to know what,
where and when to perform different activities of daily living. With increasing age
and together with some age-related diseases elderly people have problems to stay
orientated to what’s going on in their immediate environment. A common example
is that elderly people with dementia may lose sense of time and locality, and either
not remember to eat, or not remember that they just ate, and want another meal.
With Guiding Light we help elderly people stay orientated to what’s going on or to
what they should do at a specific place and time of day, e.g. through directing
individual attention in a timely manner (e.g. signaling the best time to go outdoor),
by implementing orientation lights to reach the goals on time, and switching on
and off other lightings at scheduled time automatically.

Individuality in orientation. Since humans show strong individuality in their
daily routines, we need to facilitate orientation very carefully and prudently.
Roters-Möller [10] shows that there is no uniform everyday structure among elderly
people. Even in very limited age groups, a highly individualized organization of
day exists (e.g. flexible sleeping time and extended breakfast). Therefore, stan-
dardisation of activities of daily living may lead to restricted self-determination of
seniors and goes hand in hand with a loss of daily involvement, which can lead to
apathy [11]. For this reason our assistance in spatial and temporal orientation (e.g.
structuring activities of daily living) will operate individual and subliminal. With
Guiding Light individual lighting assistance will be implemented by intelligent
control loops in room automation (e.g. genetic algorithms).

Extent of personal mobility. Mobility aims to overcome the effect of spatial and
temporal distances on human activities [12]. As the ability of individual temporal
and spatial orientation of elderly people will be influenced by our new light
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wayguidance system, end-user (e.g. seniors, caregivers) might consider it important
to know positive as well as negative variations of personal mobility. This knowledge
might be very important as it will strengthen self-control and self-determination,
setting up appropriate expectations, improving compliance, and supporting partic-
ipation among seniors [13]. For caregivers this knowledge is decisive for adequate
home care, nursing, and servicing. We expand Guiding Light system with an
information system that gives information about senior’s general motility, dynamics
of body movement, and distances in indoor as well as outdoor locomotion.

2 System Description

Guiding Light system is conceptualized as an intelligent home automation system,
on the one hand designed to monitor older person’s behaviour and on the other
hand to adaptively control all kind of lighting sources in their home, which guide
them to more indoor and outdoor mobility. Electronic devices are commercial
room sensors (e.g. sensors for movement, occupancy, position, light), different
room actors (e.g. lighting devices, window blinds), and wireless body sensors
(e.g. activity, position). Resident monitoring is also taking into account vital data
from non-invasive measuring equipment that is commonly applied by elderly
(e.g. pulse, blood pressure and blood sugar, body weight with percentage of body
fat and body water) (Fig. 1).

Fig. 1 Software architecture of guiding light system
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I/O-devices are combined with Central Processing Unit (CPU) in different
modes. With system-mode Guiding Light operates as client–server system with
several peripheral computers and a Beckhoff device as CPU, which can be
replaced by any industrial computer. Development of monitoring and control
algorithms is done in this mode. On the other side the easy-mode does not require a
peripheral computer. The mechanism is commonly defined on the basis of
so-called functional blocks, channels and connection codes that describe the
specific functionality of devices. Easy-mode devices are pre-programmed and
loaded with a default set of parameters on CPU. This mode is primarily intended
for practical use of Guiding Light system.

The architectural abstraction layers of Guiding Light is following Open
Systems Interconnection (OSI) model which facilitates easy integration of addi-
tional hardware and software components into system as well as implementation of
ready-proved solution into other buildings. Guiding Light uses freely selectable
building management software (e.g. from Tridonic GmbH & Co KG or automation
NEXT GmbH) on upper layers of home automation in controlling, monitoring, and
finally optimizing the building facilities. Home automation also includes learning
systems composed of intelligent algorithms.

Guiding Light allows individual and easy-to-use control from different user
interfaces (e.g. touch screen panels, handheld or desktop computer, television) and
allows selected remote access to a limited number of persons from the internet
(e.g. family members, caregivers, physician). Senior’s mobility measurements and
interactive elements are visualized on these user interfaces following established
usability and accessibility standards (e.g. ISO 9241, WCAG 2.0) and design-for-all
approach. This allows concerned older persons as well as all other significant
people to make judgements as to the mobility of residents. It is feasible to perform
data analysing, storing, and visualisation within a protected shroud of privacy,
where the sensed data about mobility are kept in the local control of their owners.
For selected data exchange the cryptographic protocols such as encryption/
decryption, digital signature, and hash code are used as protection mechanisms. In
order to achieve a highly flexible, interoperable, and modular system Guiding
Light:

• combines peer-to-peer network with server-based network to form a strong
efficient portable and compatible network architecture,

• implements a multilayered, modular software architecture to ensure effective
configuring, scaling, and servicing,

• takes care of hardware heterogeneity and allow different communication tech-
nologies like Ethernet, ZigBee, Bluetooth, WLAN,

• considers current bus systems like EIB/KNX, LM, DALI, EnOcean, BACnet,
MODBUS, Beckhoff ADS and EtherCAT, and

• uses an open and documented XML-interface to give third-party developers the
opportunity to create own applications (plugins) for our system.
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3 Data Management

Lighting control

Within our approach lighting needs and preferences may change from hour to
hour, from day to day, from room to room, and from one older person to another.
This requires a highly flexible room lighting system able to provide variable
lighting situations. Increasing control technologies, the steady diffusion of
dimmable electronic ballasts for lamps, and evolution of interoperable building
automation communication protocols brings us one step closer to the dynamic use
of electric light. As a new lighting trend, dynamic lighting allows this kind
of variations in those lighting parameters, which are most relevant for light quality
to support spatio-temporal orientation and way finding.

Lighting quality is much more than just providing an appropriate quantity of
light for specific tasks on chosen places within a room [3]. Other important factors
that potentially support daily activity and last but not least mobility include time
related change, luminance distribution, and light colour characteristics [7]. Taking
into account these lighting parameters to control room lighting for a typical living
day we will receive highly complex dynamic lighting profiles, such as shown in
Fig. 2, as an example for timing of light intensity and light colour temperature for
two different lighting devices in a living room.

An intelligent light control system, i.e. Guiding Light, continuously adapts light
properties of living space (e.g. circadian lighting variations, orientation lights, light
quality coding of rooms, salient illuminating intended goals) based on monitoring
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Fig. 2 Timing of light intensity and light colour temperature for two different lighting devices
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results (see mobility monitoring in Chap. 4). Sophistically varying chronological
states of the electronic systems in older person’s home will help seniors in
structuring their daily activities and improving mental orientation in time and
space, resulting in improved mobility. We will use genetic algorithms (Fig. 3) for
intelligent adaption’s, which resemble evolution in nature and are often used to
find good solutions within a huge search space.

A genetic algorithm is a stochastic search procedure in which a successor
situation is generated by combining properties of two preceding situations. In our
case a situation is defined by the state of lighting systems in older person’s home.
Each state is rated by the evaluation or fitness function, which is in our case the
nature and scope of older person’s mobility. According to this evaluation two
states are selected for reproducing new states applying crossover and mutation
procedures. Lighting characteristics of lamps will change automatically according
to the personal daily routine of residents. At the same time mobility parameters of
the residents are monitored (see next chapter) and the results of analysing these
data are used to change the programming of light variations. The adjustment of
light programming will be done automatically, nevertheless, residents can manu-
ally readjust their lights at any time.

Mobility monitoring

Mobility monitoring is achieved by means of embedded room sensors and min-
iaturized sensors carried on the body. The use of sensors in buildings should be
possible with normal techniques and at relatively low cost. In our example each
room consists of a motion detector with a detection angle of 360�. The 360�
detection angle is divided into four sectors with independent passive infrared
sensors for each sector. The sectors are 90� each and can be parameterised

Fig. 3 Process flow diagram of automatic lighting control by means of genetic algorithm
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individually. For each movement sensor the range, timing, and the sensitivity can
be set for each block via parameters.

Figure 4 shows motion patterns for 1 week in three different rooms of senior’s
flat (four sectors per room) and corresponding overall activity measures per
day/night on the top. Activity measures for day and night result from aggregation of
all sectors of motion sensors in living room, sleeping room, and bathroom/toilet
room of older persons within relevant time period. Night time period has be defined
starting at 10 o’clock p.m. and ending at 5 o’clock a.m., following by day time
period up to 10 o’clock p.m. The first person (apartment no. 5) has been diagnosed
with temporal disorientation (following Mini-Mental-State Examination). The
second person (apartment no. 6) shows normal spatio-temporal orientation.
According to this diagnosis the overall mobility profile of the first person shows less
overall intensity and more night activity in relation to day activity than the second
person. Second person shows well structured history in activity in sleeping room
with highest motion intensity in the morning.

Both persons spend, however, nearly same time inside their apartment of same
size. Additional mobility monitoring is performed in the form of trend analysis,
pattern discovery, and association rules which is applied to data obtained from
unobtrusive sensors to capture comprehensive information about what, where and

Fig. 4 Motion patterns of two seniors for one week in three different rooms of their flats and
corresponding activity measures per day/night
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when residents are performing different activities of daily living. Results from
continuous monitoring are used for intelligent light control system and to derive
certain measured values of individual mobility (e.g. general motility, dynamics of
body movement, and distances in indoor as well as outdoor locomotion).

4 Pilot Application

Guiding Light is major part of an ongoing project within AAL Joint Programme
(AAL-2011-4-033). The system will be validated and tested in real-life settings in
different European countries. Evaluation is made in order to give evidence that our
system is an essential support for the mobility of elderly persons. With the pilot
application we will follow an approach of zonal lighting, which differs between
zone of occupation and zone of locomotion depending on individual daily structure.
The time related change of luminance distribution and light colour characteristics of
room zones will be executed in a way, that residents are not restricted in carrying
out any activities because of insufficient lighting. But they should have the feeling,
that activities can more easily be done when following the subliminal stimulation
by light way guidance system.

Before the actual implementation in selected households, Guiding Light will be
tested iteratively with end-users to make sure that it really conforms to users’
needs and requirements. For many of the components of the lighting way guidance
system we can rely on components which are already developed and tested. For
example, the interactive graphical user interface of my Vitali AG has already
undergone extensive validation with elderly end-users. Similarly, the home
automation solutions of Tridonic GmbH & Co KG and the lighting solutions of
Bartenbach Lichtlabor GmbH has been tested with older adults in various test runs.
Nevertheless, both still require further adaptation.

Our lighting way guidance system is a highly flexible, modular and scalable
automation system that can integrate very heterogeneous hardware. This is nec-
essary, since primary target group has very different mobility restrictions and a
wide variety of technological preconditions in their living rooms. Thus configu-
ration of pilot application will start with a focus group consisting of primary and
secondary end-users. Within this focus group older person’s individual charac-
teristics of mobility, which might be vulnerable with short-term ageing process,
and their technical facilities of accommodation are discovered.

An important task that has to be fulfilled in preparation for the tests is to define
selection criteria. Apart from age ([70), mobility, and gender (50 % male, 50 %
female, if possible), motivation and state of health are considered in selecting test
persons. The two are closely related because a person who expects to benefit
from the research, e.g. by improving their mobility, will also be highly motivated
to participate. Besides, information about a person’s habits such as the taking
of certain medicines, consumption of alcohol, coffee and/or other stimulants,
will also be obtained to make sure that the data gathered are not distorted.
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Physicians will provide the medical and geronto-psychiatric expertise and their
experience with the clearance of ethical issues to guarantee the smooth preparation
and running of the implementation. The selection of appropriate test persons has to
bear in mind the primary target groups for future marketing efforts. The elderly
people should live at home or in assisted accommodation with our support facil-
ities. They should spend most of their time in their apartment or house and
regularly watch TV, read newspapers, or perform some visually demanding tasks.
The daylight situation should be such that the person normally needs artificial light
for a specific period of time to perform their daily routines.

Each pilot application will be configured according to the older person’s
individual characteristics of mobility (e.g. instability in walking, spatial disori-
entation) and technical facilities in their accommodation (e.g. conventional elec-
trical installation or existing bus system). At the beginning, we have to make a
decision, which of the older person’s individual characteristics of mobility should
be monitored and what changes of mobility should be stored and visualized on the
information system. User monitoring is based on a relevant selection of room
sensors (e.g. for movements, carbon dioxide), sensors continuously carried at the
side of the body (e.g. for person’s position, light exposure), and occasionally used
measurement equipment for vital data (e.g. blood pressure, blood sugar). It is
important to note that only those sensors will be used for pilot application which
are well accepted by test persons. The central processing unit of Guiding Light
registers all sensor data and analyses them with regard to all relevant quantitative
parameters of mobility (e.g. general motility, dynamics of body movement, and
distances in indoor as well as outdoor locomotion). Primary end-users will receive
feedback about this ongoing analysis on their favoured device (e.g. touch screen
panel, television, handheld, computer screen).

At any moment, the primary end-users have the possibility to allow for
displaying this feedback information on devices of attached secondary end-users
inside and outside the residential building (e.g. caregivers, family members,
physician). The user interface of all components will, however, follow usability
and accessibility standards. The information system does not provide recom-
mendations for action as to the mobility of an elderly person, instead it provides
the means for the person concerned or a caregiver to investigate and track a
person’s mobility. The system will rather facilitate face-to-face communication by
updated information and promoting motivation of all involved people in order to
support social inclusion and mobility of elderly persons.

The feedback system is not the primary instrument for improving indoor and
outdoor mobility. We will achieve the main goal of Guiding Light—improving
mobility—rather by ambient influencing temporal and spatial orientation of older
persons through ambient stimuli. This is being done with supplying results from
sensor data analysis to intelligent adaption method within a central processor unit
(e.g. fieldbus processor, set-top box, computer). This method consists of data
mining procedures (e.g. genetic algorithms), which automatically tries to find the
optimal state of lighting systems and shading systems in an older person’s home in
a timely manner. This means, that lighting way guidance system will automatically
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redefine control parameters of electro-mechanical actuators within a home auto-
mation system. Genetic algorithms are defined by means of many configuration
parameters, the effects of which on building automation we have investigated in
previous projects [7]. Potential actuators are lighting solutions from a wide range
(e.g. direct/indirect surface-mounted and pendant luminaires, light lines for
emphasizing contours, miniaturized shelf lighting, recessed floor luminaires, table
lamps and uplighters, emergency lighting as well as wall-mounted navigation sign
luminaires) and other motor-controlled facilities (e.g. window blinds). The adap-
tations will usually happen in a way that is unobtrusive to users who can manually
switch on or off lightings whenever they wish.

5 Discussion

Flexibility and adaptability of Guiding Light are of paramount importance to
respond to differing social and organisational needs across Europe and to ensure
user acceptance in different European markets. When it comes to technology,
flexibility is guaranteed by the modular and open architecture of our new lighting
wayguidance system. Customers can choose from a range of home automation
options to suit their needs and wishes for supporting their mobility. Once cali-
brated, Guiding Light settings can either be retained or they can be altered
depending on user needs, time of the year or changing personal circumstances—
either manually by the user or automatically by the system, e.g. seasonal and time
of day adaptation, which also saves energy. Later on, clients who purchase our
lighting way guidance system, can decide if they want to keep the sensor equip-
ment for further adaptations and visualisation of their mobility data or not. Also,
clients will be able to choose from a variety of optional applications that can
supplement the guiding light, among them:

• link to public and private transportation services,
• biofeedback for relaxation and brain jogging exercises for mental activation,
• health advice and recommendations in accordance with their vital data and state

of health,
• a link-up to support to other health and care services.

Since light adaptation occurs mainly in line with the older person’s behaviour,
language only plays a role in certain applications such as the visualisation of
mobility data on a screen, the online ratings facility etc. These will have to be
adapted to local conditions and language requirements once it is has been assessed
which applications are most suitable and in demand. This task will fall to the
companies that want to market Guiding Light in different countries.

As far as the organisation of care is concerned, care settings and regulatory
schemes vary widely across Europe and have an influence on people’s living
arrangements in old age. Most of the older adults prefer remaining in their own
homes as they age. Residence in a nursing home or care home is not the norm and
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is increasingly regarded as a last resort. In the Netherlands, for instance, care of the
elderly is increasingly moved away from nursing homes (intramural care) into the
community (extramural care). From a public policy perspective, this is a cost-
effective option provided that the home can be used as a platform to ensure people’s
general wellbeing, i.e. a home as a care environment. In Switzerland, however,
many people are reluctant to give up their place in a nursing home for fear of losing
their entitlements to paid care. In Austria, recent legislation which makes it possible
to officially employ informal carers mainly from East European countries has
strengthened the extramural trend. Guiding Light can be adapted to all care
scenarios from private homes to senior residences or care in the community.
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Vibroacoustic Monitoring: Techniques
for Human Gait Analysis in Smart Homes

Klaus Dobbler, Moritz Fišer, Maria Fellner
and Bernhard Rettenbacher

Abstract The aim of this research project is to automatically analyse human
behaviour in indoor environments using vibration sensors attached to the floor.
Vibration sensors are used in an absolute passive manner so the monitored persons
do not have to wear any sensors. Furthermore this technology preserves the private
sphere of monitored persons. In order to extract geometric gait features like motion
trajectories out of the vibrational signals, the main part of this work focuses on
methods for localization of seismic sources on the two-dimensional floor surface.
Starting from a conventional TDOA (Time Difference of Arrival) based technique
using uniaxial acceleration sensors we show how to minimize installation cost by
reducing the number of sensor entities via tri-axial sensor technology. We describe
the main challenges of wave propagation in solids, namely dispersion and multi-
path propagation and discuss their implications on robustness and accuracy of
localization results. To conclude our work we introduce potential application
scenarios.

1 Introduction

Since walking is one of the most frequent and important human activities, much
attention has been paid to the analysis of gait patterns [1] in the context of
developing smart Ambient Assisted Living solutions [2]. The investigation of gait
parameters as well as motion sequences reveals valuable information about the
individual mobility, the daily expenditure level and health stability of a person.
Furthermore several specific diseases like diabetes, depression and peripheral
neuropathy are correlated with symptoms characterized by gait instability or
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unsteadiness, which are indicated by a shorter step length [2]. However, much of
the work concerning the observation of gait properties focuses on wearable devices.
Marschollek et al. [3], try to assess the risk of a fall for an elderly person using an
acceleration sensor attached to the waist by a custom belt. In contrast, our work
focuses on pure passively operating sensor systems, and therefore provides a
non-invasive permanent monitoring process of a person’s well-being. The principle
idea is illustrated in Fig. 1.

2 Principles of Vibroacoustic Monitoring

We are interested in extracting two relevant pieces of information from the sensor
signals as described below. First, we would like to determine the cause of the
vibration signal which allows us to discriminate between signals of interest like a
footstep of a person and undesired noise sources like washing machines or walking
frames. This requires the implementation of a classification algorithm. Second, the
exact location of a seismic event is of great interest. Under the constraint of a
purely passive operation mode there are two basic methods of determining the
position of a seismic event.

The first method (Fig. 2) is an extension of the conventional TDOA (Time
Difference of Arrival) approach, which is well known in the processing of airborne
signals. However, this method suffers from diverging waveforms caused by dis-
persion and therefore only produces robust results in non-dispersive media like air.
By taking the dispersion characteristics of the underlying medium into account, we
are estimating the so called range differences between every pair of sensors in a

data acquisition and
processing

vibration sensors

Fig. 1 Principle of vibroacoustic monitoring
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direct way and subsequently formulate the nonlinear system of equations that
describes the localization problem in a mathematical way [4]. It is worth noting
that this approach makes use of uniaxial sensors i.e. it uses the vertical acceleration
of floor-surface-particles (z-axis).

In contrast, the second approach (Fig. 3), which is called AOA (Angle of
Arrival)-approach, uses tri-axial sensors and consequently processes the acquired
surface wave (Rayleigh Wave) as a vector-wave represented by the acceleration of
the particles into x-, y- and z-direction of the Cartesian sensor coordinate system.
The interpretation of these three components reveals the angle at which a surface
wave impinges at the sensor [5]. We compute the exact location of the seismic
event by triangulation using two or more tri-axial sensors.

After this short review of existing localization procedures, we present a novel
idea on the development of a localization-scheme making use of only one tri-axial
sensor station (Fig. 4). The key idea behind this scheme, besides the usual
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AOA-estimation process, is to exploit the effect of dispersion in order to estimate
the distance to the seismic source. To accomplish this, we use advanced time–
frequency transformations [6], which allow a frequency-dependent time of arrival
estimation. Knowing the dispersion curve it is possible to translate this information
into an estimated distance and in combination with the determined AOA into the
position of the seismic source.

Localization in a continuous manner becomes a problem of tracking which
offers e.g. the extraction of motion patterns. Another processing of the location-
information allows the distinction between more than one entities of the same class
(e.g. the distinction between footsteps stemming from different persons) by using
probabilistic models representing the transition probabilities as a function of space.

3 Challenges

3.1 Multipath Propagation

A robust operation of the developed algorithms assumes the signal to be noiseless
and stemming from a single-mode Rayleigh wave. In a real indoor environment
however, we expect disturbances in the form of body wave reflections stemming
from the bottom side of the floor as well as Rayleigh wave reflections from
bordering walls (Fig. 5).
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Fig. 4 Illustration of single-
station approach

Acoustic Surface Wave

Body Waves 
Reflection

Vibration Sensor

Fig. 5 Illustration of wave
propagation
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3.2 Dispersion

In vertically layered media, Rayleigh wave propagation is characterized by dis-
persion, meaning the propagation speed is frequency dependent. This leads to
diverging waveforms (Fig. 6) and makes conventional localization methods from
air borne sound signal processing inapplicable because they generally do not
include the effect of dispersion in their signal model. Therefore we intend to
reliably estimate the dispersion curve of the floor in order to improve localization
results.

3.3 Space Variance

In general we have to consider a floor as an inhomogeneous anisotropic propa-
gation medium because parts of the floor construction, room furniture or other
objects related to floor properties do affect Rayleigh-wave propagation. This
implicates dispersion behaviour which is dependent on the excitation point and
differs for propagation into different directions. Consequently, consideration of the
dispersion effect into algorithm will require a manageable model of the floors
space variant properties.
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3.4 Noise

We not only expect noise sources like road noise but also interactions with objects
such as doors or kitchen furniture cause disturbing vibrations that need to be
ignored in the localization process. Moreover, sound pressure originating from TV,
radio or other participants cause vibrations at the sensor that influence signal
evaluation [2].

4 Results

Figure 7 shows the measurement setup for evaluating the localization performance
of the TDOA-approach. A typical parquet floor of size 6.9 9 5.57 m was excited
by an impulse hammer at ten different positions, five times each. Floor vibrations
where gathered by four IMI Sensors with a sensitivity of 100 mV/g and a resolution
of 350 lg. Table 1 contains the results we gathered by applying a conventional
adaptive threshold based TDOA-algorithm. We assumed the velocity of the fastest
occurring frequency to be 1,150 m/s. Localization results vary considerably for
different excitation points. Moreover these results show the performance without
taking dispersion into account.

Fig. 7 Measurement setup for localizing impact hammers
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We tried to deploy the TDOA based localization algorithm in order to localize
real footstep signals. Figure 8 shows a screenshot of a demo video, which should
demonstrate the algorithms operational functionality. In the left part of the picture
you can see the original sequence—a female person walking over the floor. The
right part illustrates the estimated footstep-locations as a walking path. As can be
seen in Fig. 8 we were able to successfully follow the path of the person. However,
reasonable localization results are limited to steady walking people with appro-
priate footwear.

Further results refer to the determination of the AOA approach a wave
impinging at a tri-axial sensor station. Figure 9 shows the measurement setup,
where a PCB 356A17 sensor was placed on a concrete floor, not too close to any
floor borders. Every test-angle was excited five times with an impulse hammer to
compute an average mean error of the estimated angles, which are presented in the
left part of Table 2a. Next, we placed the sensor directly a few centimeters to a
wall and repeated the experiment. The results can be seen in the right part of
Table 2b. Apparently, this sensor position leads to a much higher mean error of the
estimated angles. We conclude that there are reflections from the wall, sumper-
imposing with the direct signal and degrading bearing-estimation results.

These promising results led us to the decision to further follow the approach
using tri-axial sensor technology and AOA-estimation by testing it on real footstep
data. Figure 10 illustrates the experiment’s setup, where again a PCB 356A17
sensor station was stimulated by 15 barefooted heel strikes of medium to low
energy at each angle. Corresponding AOA-estimation results can be seen in
Table 3 and show reasonable accuracy.

Table 1 Results of impact
hammer localization TDOA-
approach

Point Mean error (m) Point Mean error (m)

1 0.31 6 0.40
2 0.60 7 0.67
3 0.19 8 0.47
4 0.72 9 1.46
5 0.39 10 0.72

Fig. 8 Screenshot of demo-video
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4.1 Real-Time Footstep Detection and Localization System

In order to further test the developed algorithms in real life scenarios, we are
implementing a real-time footstep detection and localization system. Its overall
structure is depicted in Fig. 11.

First we have to make sure to detect what we are interested in, namely foot-
steps. Figure 12 shows sample footstep signals stemming from a person walking
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Fig. 9 Measurement setup
for determining angle of
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Table 2 Results of impact
hammer localization AOA-
approach

a b

Angle (�) Mean error (�) Angle (�) Mean error (�)

0 3 0 2
17 2 17 11
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barefooted nearby the sensor on a laminate floor in a steady motion. The steps are
characterized by broadband high frequency contents stemming from toes and
tangential interaction with the floor-surface as well as low frequency content
produced by the heel-strike. Due to the strong damping of high frequency com-
ponents, we focused on detecting the low frequency content, propagating over
longer distances. Therefore we decided to implement a heel-strike classifier in
order to detect footsteps. To this end we compute Mel Frequency Cepstral
Coefficients (MFCCs) in addition to a general low frequency content energy
feature. Even though MFCCs are known to have been developed for speech
processing algorithms and may not be the best choice for this classification task,
they are able to characterize the relatively short heel-strike signal rather com-
pactly. After further reducing the dimensionality of feature space by Principal
Component Analysis (PCA), a Support Vector Machine (SVM) classifier decides
whether the observed signal block contains the heel-strike of a footstep signal.

The detected footstep signals are processed by the localization stage, which
consists of AOA-estimation for every tri-axial sensor station and finally the
determination of source location by triangulation. To further increase robustness,
the whole estimation is carried out three times with slightly shifted windows and
filtered through a median function to accommodate for classification inaccuracies.
During the development of the AOA-estimation algorithm based on Zhang [5], we
tried different implementations in order to achieve the most robust and reliable
result on real footstep signals. The most promising one is described as follows.

First of all the extracted heel strike windows of the three axes are transformed
into frequency domain by a conventional Fast Fourier Transform.

Table 3 Results of heel strike localization AOA-approach

Angle (�) Mean (�) Median (�) Standard deviation (�)

0 05.58 6.08 3.15
7 11.08 10.72 1.03
14 14.50 14.93 3.36
20 22.38 22.65 2.24
26 26.17 26.28 1.63
32 29.82 29.82 2.51
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Fig. 11 Overall structure of real time vibroacoustic monitoring system
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Az ¼ fftðazÞ ð1Þ

Ay ¼ fftðayÞ

Ax ¼ fftðaxÞ

Because of the elliptical motion of floor-surface particles we perform a
90 degree phase shift on the z-axis of the acceleration signal which can be obtained
by using the imaginary part of a Hilbert Transform

Azs ¼ Aze
�jp2 ð2Þ

In order to compute the frequency dependent cross correlation of the z-axis and
the y-axis respectively x-axis to

rzx ¼ Ax � conjðAzsÞ ð3Þ

rzy ¼ Ay � conj Azsð Þ

By applying the arcus tangent function to these signals, which represent the on
the y-axis and x-axis projected compressional part of the surface wave we obtain
the frequency dependent angle function.

/ ¼ arctanðrzx

rzy
Þ ð4Þ

Zhang [5] developed a weighted averaging method in order to compute the
estimated angle out of the obtained function in a way that weights frequency
components according to their energy. However, this approach did not work very
well in our conditions so we developed an alternative approach for the final angle
computation.

Due to the upper limit on reasonable phase accuracy of the used sensors we
restricted the analysed frequency content to the range between 20 and 2,000 Hz.
Within this band, the frequency dependent angle function is then windowed using

Fig. 12 Exemplary footstep signals
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overlapping rectangular windows. For each window the variance is calculated and
the ones with the three lowest variance values are selected. Only frequency
components exceeding an adaptive energy threshold are considered. For each
selected window the median is calculated and eventually the median out of these
three values leads to our final angle estimation. Should either the energy level of
the signal be too low or the variance of estimations too high, a reject option can be
implemented to avoid non-robust results.

First experiments with the system showed that reasonable results strongly rely
on a sufficient SNR of the footstep signals.

5 Applications

We assess that the introduced technology has great potential to be deployed in
Ambient Assisted Living and Surveillance solutions.

• Activity-Recognition/Quantification: How mobile is a monitored person?
Ratio Activity/Passivity?

• Abnormality-Recognition: Falls, falling objects
• Determination of gait parameters as indications for pathological gait patterns

and/or fall risk assessment
• Localization/Tracking: Analysis of motion patterns, Multi-Person-Recognition

In addition to these functions, the idea of monitored persons consciously
interacting with the system reveals other remarkable application scenarios in
which the system is used as a tangible acoustics interface (TAI) [7]. In this way,
elderly people could interact with any solid object to communicate their needs for
example by furnishing the table of the living room with our system. By discrim-
inating different types of excitation activities even more interactive applications
with input specific responses are imaginable. First experiments exploring this point
of view were limited to the localization of finger tips on table surfaces. They
showed general operational functionality of localization but a severe degradation
of achievable accuracy caused by reflections of table boundaries. First ideas to
overcome this problem include the application of windowing techniques as well as
the construction of appropriate table shapes.

6 Future Work

Future developments will concentrate on the evaluation of the whole classification
and localization system on real footstep data. Furthermore, because of the transient
character of the signals we would like to use more appropriate features like the
coefficients of the discrete wavelet transform for the heel strike classification task.
We also want to further explore the single station localization approach. Therefore
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we will thoroughly study a STFT-based approach offered by Chun [4] in order to
estimate the dispersion curve of floors and to introduce the obtained dispersion
curve into our localization algorithms. Finally, we will carry out further experi-
ments on tables in order to investigate the disturbing reflections from table
boundaries currently leading to worse localization accuracy.

7 Conclusion

We introduced the concept of vibroacoustic monitoring by means of classification
and localization of seismic events. Focusing on the localization part, after
reviewing existing localization methods, we presented a novel idea using only one
sensor station. The proposed method minimizes installation cost without signifi-
cantly increasing the financial cost. However, more work has to be done in order to
be able to apply the theoretical idea in a real application scenario. Besides that,
AOA-estimation of two sensor stations followed by triangulation seems to be the
most promising approach. A robust localization result depends on how well we are
able to account for multipath propagation as well as the inhomogeneity and
anisotropy of floors as an underlying medium. Furthermore the deployment of the
described technology in a real world application will raise the need to account for
external noise sources in order to ensure operational localization functionality. The
purely passive functionality as well as the low installation cost makes the intro-
duced non-invasive technology easily deployable in several potential application
scenarios and therefore interesting for further research.
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Unobtrusive Respiratory Rate Detection
Within Homecare Scenarios

Bjoern-Helge Busch and Ralph Welge

Abstract Against the background of Ambient Assisted Living, this article
proposes a new kind of unobtrusive, non-stigmatizing and continuous acquisition
of vital signs as respiratory rate and related features on the basis of ultra-wide-band
radar sensing. Through the runtime analysis of the reflection data, surrogating
mechanical signals e.g. the excursion of the thorax are detected and linked with
physiological values like the breathing rate. After a brief introduction to the
application context including an explanation of specific user demands and
restrictions of current solutions of the telemedicine, physical fundamentals of
measurement and the utilized electronics, the applied principles of spatial and
temporal data mining are described. Finally, experiments including real mea-
surements with the subsequent discussion of the measurement results provide an
outlook to the capabilities of our approach and grant information about open issues
and the steps in research.

1 Introduction

Due to the demographic trend in most of the highly industrialized countries, in
particular in Germany, the scientific area of Ambient Assisted Living, abbreviated
by the acronym AAL, gained much more importance in recent years and was
expedited by a couple of research projects funded by the BMBF, a German
governmental institution for research and education. AAL comprehends technical
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solutions and concepts for the unobtrusive support of elderly people in their
familiar environment. Obviously, this approach implies the usage of ambient
intelligence technologies for the collection of user data and the initiation of
domain interventions (e.g. emergency detection or domain regulations). Many
AAL-research projects deal with the development of human centered assistance
systems, including the development of agents for early emergency detection,
preventive diagnosis, energy awareness, compliance control and medicine man-
agement (refer to Fig. 1). The context aware analysis of certain living patterns
covering snap shots of health parameters requires a robust and reliable acquisition
of these values—the main objective of further considerations.

1.1 Limitations of the Telemedicine for AAL-Domains

Usually, in home care domains, established components of the telemedicine are
applied. In our approach for an assistance system, we utilize telemedical solutions
for the acquisition of weight, heart rate, blood oxygen, blood glucose, respiratory
rate through nasal prongs et cetera equipped with a Bluetooth interface. However,
these devices reveal a lot of disadvantages considering usability, significance and
validity of gathered raw data and questions of ethics as listed below.

• The patient has to use telemedical devices autonomously on his own. In
accordance to anamnesis and latest therapy recommendations, this has to be
done at determined instants of time. Otherwise, the raw data is not trustworthy
or out of sync with the aim of acquisition. The extracted information may be
diagnostically less conclusive.
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• The usage of telemedical devices is often inconvenient. Further, many body
attached sensor networks (BSN) restrict the user in their autonomy, agility and
mobility. Chest straps are impractical for long-term surveillance.

• The usage of BSNs is not only a question of comfort but also a factor of
stigmatization. Therefore, visible measurement of vital signs should be avoided
in home care scenarios.

• Imaging techniques based on the evaluation of cameras for the identification of
position, posture, activity, agility and emotional shape are inappropriate. The
user rejects, or often only accepts them with reservations because this approach
procures an impression of observation.

Regarding to these mentioned deficits, it is recommended to avoid camera-
based systems or BSNs. Therefore, we prefer the use of a UWB-sensor and
concentrate first of all on the most significant vital parameter we can observe: the
respiration rate.

1.2 Main Target: Identification of Respiratory Rate

Two main aspects are in the focus of interest—the determination of the physical
shape of a human and the extraction of convincing parameters for diagnosis
purpose itself (e.g. for the early detection of deteriorating states of health). Con-
sidering the physical shape, the vital capacity VC (depicted in Fig. 2) is a useful
score and common in spirometry physicals for the determination of the pulmonary
function; an indicator for the physiological performance capability. To interpret
the values for the vital capacity VC, depending on the standard breathing volume,
the maximum inhaled volume and the maximum exhaled volume, the following
Eq. (1) can be used to determine the typical set point for the comparison with
measured values. The reference value for the residual volume (remaining air in the
lungs) drops from 3–4 L at an age of 20 years to 2 L at an age of 65 years.

VC ¼ height3

k
� ð1:03� age� 25

100
� 0:75Þ ð1Þ

with gender factor k

kðgÞ ¼ 1:0; g ¼ male
1:1; g ¼ female

�
ð2Þ

Residual volume

Expiration reserve

Inspiration reserveVital capacity

Standard breathing volume ~ 0.5 L

~1.5-2 L

~1-1.5 L

~ 3-4 L
~2 L

Fig. 2 Vital capacity
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For the continuous approximation of the constituent parts of the vital capacity VC,
a previous anthropometric survey including test measurements for system calibration
is necessary. This has to be done in accordance to a concomitant body plethys-
mography. Therefore, features like the thorax and abdomen excursion need to be
detected and analyzed in the context of reference measurements. Features of interest
are respiratory rate RR, the variability of RR, the amplitude and it’s variability,
significant linear and sometimes exponential trends. These trends can be associated
with changes in the residual volume (short-time). That means, the person is breathing
erratically. For diagnosis effort, there are also additional features to detect. Most
common is the examination of breathing patterns gathered by polysomnographic
surveys. Usually, these surveys cover apnoea, hyperpneas or characteristic patterns
like Cheyne-Stokes respiration (CSR), Biot’s respiration (sometimes called ataxic
respiration), Kussmaul breathing and other forms of labored breathing. These
phenomena can also be linked to distinct excursion patterns.

Current developments for the detection of breathing parameters can be classified
by three main categories: direct measurement of air flow, the measurement of dif-
ferent gas concentrations in the expired air [2] or the blood and finally, the obser-
vation of the movement of the thorax or the abdomen or alterations in the tissue
impedance. One approach based on the analysis of tri-axial accelerometer data for the
detection of breathing rate and flow waveform estimation was proposed by [3]. The
extension of this approach deals with the simultaneous monitoring of the activity and
the respiration [4]. Also focused on the examination of mechanical signals evoked by
the upheaval of the breast, we integrated a sensor component within an armchair and
in a bed. Thereby, it is aimed to monitor the patient while he is watching TV, reading
a book or executing other activities which can be done in a sitting position. Addi-
tionally, the patient can be supervised during the night while he is sleeping.

2 Methodology

The basic concept deals with the investigation of alterations in the UWB-reflection
runtime. The concerned reflection is caused by a solid object. In this case, the
object is the human body and changes in the body’s position or the body’s
appearance induce also changes in reflection runtime (refer to Fig. 3).

2.1 Related Work

UWB-systems with various types of signal modulation are propagated and tested
for diverse applications. In order to discover hidden objects or, in particular humans
through massive walls the usage of a m-sequence radar was proposed by [5].
Another approach of through-wall radar measurement was introduced by [6]. The
assignment of localisation tasks in the context of automobile parking system to
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UWB-solutions was proposed by [7]. Much more focusing on aspects of hardware
design, [8] presents an on-chip solution with integrated electronics and on-board
data processing for UWB radar systems for the detection of humans. Recapitula-
tory, the elaborate survey about existing through-wall imaging technologies from
[9] grants a fruitful overview about the state of the art in this area. Addressing the
field of wireless communication, UWB-systems seem to be a promising concept for
diverse challenges. Thus, short range communication based on UWB is discussed
by [10]. A survey about existing MAC-protocols for ultra-wide-band communi-
cation was drafted by [11]. The main objective was the identification of develop-
ment potentials for an optimal MAC-layer considering the demand for high data
rates. [12] proposes a novel methodology for the signal acquisition in UWB-based
transmit-only wireless sensor networks. Thereby, the addressed autonomous sensor
nodes implement a single code approach to avoid concurrent transmissions and
collisions. [13] focusses on the design of filter-antennas for UWB-based commu-
nication networks with a bandwidth from 2.65 to 8.52 GHz. An approach for short
range communication is proposed by [14] who examines and optimizes the
usability of UWB-communication for portable devices. The benefit of UWB-
components for BAN-communication in the domain of telemedicine is part of the
work of [15]. Concerning our focus of work, UWB-radar was also used to detect
vital parameters. In order to correct and calibrate MRI-systems, [16] introduced
ultra-wide-band sensing for the detection of the patients exact position regarding
imaged body tissue, in particular the chest. The examination of different organic
materials in accordance to their content of water is the topic of [17].

2.2 System Setup and Data Processing

For the acquisition of vital signs, an ultra-wide-band radar system, consisting of one
transmitting channel and two receiving channels, was embedded within a resting
furniture. The connected antennas (type Vivaldi) are installed within the backside of
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an armchair and aligned to the abdomen of the sitting person. The armchair provides
the advantage that the person sitting inside is tied to a fixed position. This fact is
essential; motions of the body exert a disturbing influence on the quality of the
reflection pattern because these occurrences are belonging to the same or similar
dynamic range as the addressed vital signs. In order to cover a larger body area
(possibly to detect heart rate), two sensor systems can be coupled to increase the
number of receiving channels up to four. The UWB-system itself modulates a m-
sequence of 9th order with a length of 511 samples—the signal energy is equally
distributed over a bandwidth B ¼ fmax � fmin of 3.9 GHz from DC (cut-off -10 dB
and a master clock rate of 10.09 GHz. Each sample corresponds to a certain distance
resp. expressed by the elapsed propagation time of the signal response. The current
sample rate (for a complete frame/scan) is about 0.01496 s $ 66.8449 Hz which is
sufficient for the addressed target. For more details about the utilized hardware and
the m-sequence modulation refer to [6]. The general procedure for the treatment of
the n-dimensional reflection data is depicted in Fig. 4 and starts naturally with the
parameterization of the sensor device and the reading of the raw data. A single scan
(refer to Fig. 5) leads to a vector

Xn ¼ ðxijÞ i¼1;...;511
j¼1

¼ ðSample1. . .Sample511Þ0 ð3Þ

with xij 2 R. Unfortunately, due to hardware properties, measurement frames are
sometimes mismatching. Hence, it is important to identify a characteristic signal
content for adjustment which is present in every single measurement vector of Xn.
Referring to the signal curve drawn in Fig. 5, there is an eye-catching signal
content marked by the dotted rectangle one. This large polarization marks the
reflection caused by the cross-talk of the receiving and transmitting antenna.
Knowing the position of both antennas, a point of origin can be determined in
order to span a coordinate system. Each vector of index n has to be scaled/shifted
to this origin (depends on the reference vector of index r) by the shift factor csn .

csn ¼ j argmax
i¼511

i¼1
ðjðxi1ÞnjÞ � argmax

i¼511

i¼1
ðjðxi1ÞrjÞj ð4Þ

X�n ¼ ðxi�csn jÞn ð5Þ

Now, in accordance to the number of samples Di between the cross-talk
polarization and the object (e.g. marked by the dotted rectangle two), and the
spatial resolution Res�s of a single sample, the distance of the object can easily be
determined via d ¼ Di � c � Res�s. Completing a measurement campaign with the
length m (scan) with consecutive scaling, the result is represented by

X�c ¼ ðxijÞ i¼1;...;511
j...m

ð6Þ

A graphical representation (of the signal power over time mTs) is illustrated in
Fig. 6. Obviously, there are two noticeable regions in the plot—certain, suspicious
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Fig. 4 Process of reflection data analysis
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reflections. These signals may be associated with the cyclic excursion of the thorax
and the contraction of the heart muscle. Addressing dynamic processes as the
respiratory rate, it is important to consider the static content in the reflection data
representing the walls or the furniture in the environment. Therefore, it is
important to execute some preliminary measurements X�s with a scan length p for
the removal of the background. Thus, the underlying dynamic process can be
isolated. Due to noise reduction, it is an appropriate method to use the mean vector
of X�s ¼ p�1X�s 1 for the subtraction.

X�d ¼ 8i;jðx�ij � �xi1Þ ð7Þ

In order to isolate interesting features within the reflection pattern, data frames
X�d are parsed for maxima of signal power. Tracking these significant points in data
allows the determination of the vertical window size jwj.

cm ¼ argmax
i¼511

i¼1
ðx�dim
Þ ð8Þ
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jwj ¼ maxððcmÞÞ �minððcmÞÞ ð9Þ

The initial values for the observation window were set in accordance to average
amplitude values of breathing. After analyzing the observation window for the first
dielectric transient, a timeseries YðnTsÞ represented in Fig. 7 is the result.

YðnTsÞ ¼ TðnTsÞ þ ZðnTsÞ þ SðnTsÞ þ RðnTsÞ
n 2 N

þ; Ts ¼ 0:0149s
ð10Þ

TðnTsÞ covers the trend in the data, RðnTsÞ grasps all the noise, and ZðnTsÞ and
SðnTsÞ represent periodic short- and long-term developments in the signal.
A typical reason for an occurring TðnTsÞ may be a slowly decreasing amplitude in
breathing due to emerging edema in the lungs—reciprocal, the frequency might
increase. In order to reduce the high content of noise in the signal, filtering with
e.g. a moving average is the most common solution. Right at the start, an IIR-filter
following the transfer function

SðzÞ ¼ YðzÞ
XðzÞ ¼

PP
k¼0 bkz�kPQ
l¼0 alz�l

ð11Þ

SðzÞ ¼ b0 þ b1z�1 þ b2z�2 þ . . .bmz�m

a0 þ a1z�1 þ a2z�2. . .anz�n
ð12Þ

was selected to flatten the noise (refer to the filter output drawn in Fig. 8 of the
filter input depicted in Fig. 7). Filter coefficients are computed with the aid of
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Chebyshev-polynomials fitting the demand for an appropriate attenuation
regarding a cut-off frequency which corresponds with highest breathing rates. For
the isolation of signals with a smaller amplitude and much higher frequencies, a
pertinent band-pass filter was designed and implemented (refer to Fig. 9).
As expected, filtering the data through an IIR-filter results in a non-linear phase
shift of the signal and in an alteration of the underlying curve characteristic. If
respiratory rate is the only object of interest, this does not matter; the consecutive
windowed FFT-Fast Fourier Transform provides reliable results (refer to Fig. 10).
But if it is necessary to identify and localize variances in signal amplitudes or
frequencies, and in addition, particular patterns, this filtering procedures deliver
timeseries lacking important details of information. Instead of using sinus func-
tions for the decomposition of the timeseries, alternatives of functions only defined
over a small interval provide the chance to localize in the time and the frequency
domain. Therefore, curve approximation by the superposition of wavelets, an
established approach for the compression of data e.g. for pictures, seems to be the
best solution to reduce the noise and to preserve important and significant
parameters for the feature extraction process. The fundamental idea deals with the
approximation of an unknown function f through the superposition

f ¼
X

k

ckWk ð13Þ
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through the basis functions of Wk and the coherent coefficients ck. The basis
functions Wk belong to the orthonormal set of functions ðWkÞk2J with J � N

þ

under the following condition:

\Wi;Wk [ ¼ di;k :¼ 1; if i ¼ k
0; if i 6¼ k

�
ð14Þ

That means, the scalar product vanishes. Considering the preferred wavelets,
there exist many different types with varying properties. In general, the basis
function of Wk is described by

Wc1;c2 tð Þ 1ffiffiffiffiffi
c1
p W

t � c2

c1

� �
; c1 2 <þ; c2 2 < ð15Þ

and called mother wavelet. By varying the parameters c1; c2 for the shift and
scaling of the wavelet, best fitting coefficients for the approximation of the
function f can be derived. Using an recursive procedure, coefficients for a couple
of single wavelets for the linear combination can be computed. Thinking about
continuous functions of f , the transform is done by

CWT c1; c2ð Þ ¼ 1ffiffiffiffiffiffi
jaj

p Zþ1

�1
f tð ÞW� t � c2

c1

� �
ð16Þ

For discrete values f ðnTsÞ, the Fast Wavelet Transform is used. In order to
remove the noise content RðnTsÞ in the timeseries YðnTsÞ, the signal was
decomposed into the wavelet representations using symlets (modified Daubechies
wavelets). After computing the coefficients ck for the signal reconstruction, the
gathered values are modified in accordance to the threshold s as explained below
and used for signal estimation (refer to Fig. 11).
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Fig. 11 Denoised signal and separated white noise process
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ck ¼
0; ck � s
ck; ck [ s

�
ð17Þ

This procedure is known as thresholding and realized in two different man-
ners—hard and soft thresholding. Hard thresholding is expressed by the Eq. (17)
and means the strict suppression of small coefficients. The alternative soft thres-
holding deals with shrinkage of the coefficients ck ! ~ck by the value of s if ck is
greater than s.

After retransformation, we get an estimation

~f ¼
X
k2J

¼ ~ckWk ð18Þ

of the underlying unknown signal of respiratory. Or in other words

~YðnTsÞ ¼ ~ZðnTsÞ þ ~TðnTsÞ þ ~SðnTsÞ ð19Þ

with the separated noise

~RðnTsÞ ¼ YðnTsÞ � ~YðnTsÞ: ð20Þ

Figure 12 demonstrates the effect of both techniques. Better results for further
considerations are provided by the usage of soft thresholding because the recon-
structed signal is much smoother and more often free of any disturbing peaks resp.
outliers (refer to the dotted ellipse in Fig. 12). After the removal of the white noise
content, the detection of interesting points/areas in the curves was the next issue.
Analyzing a couple of reconstructed signals, the detection of extrema sometimes
fails due to the movement of the body in the armchair or increasing residual vol-
ume—at every intake of breath some additional air remains in the lungs. Assuming,
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that the reconstructed signal consists of a composition of an indistinguishable long-
term seasonal influence (~ZðnTsÞ ! 0), some variously weighted trend functions

~TðnTsÞ ¼
Xi¼1
i¼1

fiðnTsÞ; ð21Þ

and the sought-after hidden process ~SðnTsÞ, covering the short-time periodic
behavior, it is useful to remove disturbing components for the segmentation of the
series in the time domain. Using a model reduced to a linear trend and, in
accordance to previous observations, some exponential or power behavior, we
obtain

~YðnTsÞ ¼ ~SðnTsÞ þ ~TðnTsÞ ð22Þ

with a set of basic functions after the removal of the steady component c1nTsþ c2

in the signal (refer to the example in Fig. 13).

fT1ðnTsÞ ¼ c1ec2nTs ð23Þ

fT2ðnTsÞ ¼ c3ec4nTs þ c5ec6nTs ð24Þ

fT3 ¼ c7e�
nTs�c8

c9 ð25Þ

fT4 ¼ c10nTsc11 þ c12 ð26Þ
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For the approximation of the influence induced by the movement or motion of
the body, coefficients ci for the mentioned relationships are interpolated. The best
fitting function fTr for the trend removal is selected due to

fTr; r ¼ argmin
i¼4

i¼1
ðSSEiÞ: ð27Þ

After the abatement of these components (refer to Fig. 14 with the different
trend components of the extracted RR-signal), significant points as extrema are
ascertained via interval evaluation. Examining the rectified series, significant
extrema are detected. Of course, there are accumulations of these points in relation
to the degree of remaining noise or peaks and obviously, to the characteristics of
the breathing process itself (ref to Fig. 15). Due to their nearby unique occurrence
(in comparison to the high points), the low points of the curve are helpful for the
partition of the data to smaller evaluation intervals. Assuming that the largest value
in each interval marks the end of each single breathing process (end of inhalation),
these points are selected for the computation of frequency, and after rescaling
(adding previously removed non-linear trend) of the timeseries, the breathing
amplitude. Additionally, the low points are checked due to their Euclidean dis-
tance; if it seems that they belong together, a surrogate low point is computed and
used for the interval limitation. Furthermore, each identified extrema is weighted
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due to it’s location within the r-bounds of the distribution describing the general
stochastic signal properties considering a sensitivity factor cs. In summary, the
process ends with the provision of RR, RRV, AR, ARV and in addition, with the
localization of leaps and existing non-linearity within the data. These observations
need to be matched to distinct patterns as mentioned in section 2.B (Fig. 16).

3 Discussion of Results

In the early stages of research, preliminary measurements with deterministic signal
sources were executed. A programmable linear motor was configured to perform
motions with specified values for acceleration, velocity and distance. The maximum
periodic displacement of the armature of 45 cm was detected with an exact match
of 99.97 %. The lowest possible motion of the drive of 1 mm was detected with
an accuracy of 99.6 %; a fine result for further considerations. That means, it was
not possible to determine the best resolution because the drive itself is limited to
1 mm movement range.

Considering respiratory rate and variances in frequency and amplitude, the main
target of unobtrusive vital sign acquisition via UWB was accomplished. After
improving the hardware setup through auxiliary shielding in the backside of the
armchair, an increased robustness against disturbing backscattering was achieved.
In relation to our reference measurement device, a pulse oximeter with nasal prongs
(of course, observed signals are phase shifted, but have the same properties) a
sufficient accuracy was reached (refer to Table 1). In addition, the accuracy and

Table 1 Results of RR-measurement-FFT based

Test person Accuracy
(respiratory rate %)

Accuracy respiratory
rate (shielded %)

Male, 1.84 m, 74 kg 86 91.5
Male, 1.72 m, 82 kg 87 92.1
Male, 1.92 m, 79 kg 84 92.4
Male, 1.81 m, 76 kg 87 91.6
Female, 1.67 m, 59 kg 71 91.2
Average values 83 91.7
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Fig. 16 Selected extrema in respiratory pattern
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robustness for long-term measurement was improved by the evaluation of different
antenna topologies and their recalibration (direction and position). The accuracy of
RR-detection indexed by a was determined by measurement campaigns without the
mentioned hardware improvement. For the feature extraction in both campaigns, a
FFT with a consecutive spectrum distribution analysis was executed. Obviously,
the measurement accuracy depends on the constitution of the test person. Thinking
about heart rate detection, which is also part of our work, there are still open issues.
Accuracy for the detection of signals in this range drops to 43 % in comparison to
the accuracy of the RR-detection. The denoising of signals by wavelets including a
consecutive analysis in the time domain arose as a convenient alternative; the
accuracy of measurement of RR and it’s features rose significantly (refer to
Table 2). The amplitude of the respiratory signal was measured with an accuracy of
86.4 %. Possibly, an optimization of trend approximation can improve this result.
The variance of this feature lacks accuracy and stays at 56 % in comparison to the
reference system.

In summary, the results in Tables 1 and 2 show the benefit of analysis of the
extracted signals in the time domain. FWT-based denoising is the better approach
for filtering, because interesting features in the signal are preserved. In addition,
suspicious patterns are easier to recognize which is an important insight for the
next steps.

4 Conclusion and Outlook

As shown in the previous sections, the current state of research demonstrates the
potential benefit for the unobtrusive acquisition of vital signs which are incidental
to mechanical measures. Especially in the domain of geriatric care, according to
specific user demands, this approach seems to be worthwhile for practical appli-
cation. Not only restricted to home care scenarios or applications of Ambient
Assisted Living, this technical solution can, embedded within information pro-
cessing infrastructures, improve the accuracy of situation recognition systems and
additionally raise the diagnostic efficiency of such approaches. Thinking about
stand-alone solutions, this work can be the springboard for the development of a

Table 2 Results of RR-measurement—FWT-based

Test person Accuracy
(respiratory rate %)

Accuracy respiratory
rate variability (%)

Male, 1.84 m, 74 kg 95.4 67.5
Male, 1.72 m, 82 kg 96.3 72.1
Male, 1.92 m, 79 kg 95.2 69.4
Male, 1.81 m, 76 kg 97.2 69.6
Female, 1.67 m, 59 kg 94.7 68.2
Average values 95.7 69.3
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new type of telemedical devices—the fusion of furniture with ambient intelligence
focusing on health monitoring. At the present time, the work concentrates on the
detection and collating of respiratory patterns. At the beginning of September
2012, clinical trials with different objectives will start. After examining and
improving the robustness and accuracy of proposed approach in daily use for the
detection of respiratory rate and related features (patterns also), it is aimed to
detect the heart rate and arrhythmias in a reliable manner. In addition, it is planned
to aggregate ECG-recordings of atrial fibrillation with reflection patterns in order
to identify correlations between mechanical and bioelectrical observations
assigned to the same signal source. Furthermore, it is scheduled to perform test
campaigns with patients with congestive heart failure in order to detect edema in
the lungs by the evaluation of the thorax impedance. Current test measurements in
our laboratory with a mock-up prove the meaningfulness of the implemented
general functional principle but it is necessary to confirm it for practice by
examining persons with altering fluid retentions considering calibrated reference
measuring. And finally, derived vital sign must be assessed in the light of the user
situation or user activity.

References

1. Busch, B.H., Kujath, A., Witthoeft, H., Welge, R.: Preventive emergency detection based on
the probabilistic evaluation of distributed, embedded sensor networks. In: Ambient Assisted
Living. Springer, Berlin (2011)

2. Folke, M., Cernerud, L., Ekstroem, M., Hoek, B.: Critical review of non-invasive respiratory
monitoring in medical care. Med. Biol. Eng. Comput. 41, 377–383 (2003)

3. Bates, A., Ling, M., Mann, J., Arvind, D.K.: Respiratory rate and flow waveform estimation
from tri-axial accelerometer data. In: Proceedings of International Body Sensor Networks
(BSN) Conference, pp. 144–150 (2010)

4. Mann, J., Rabinovich, R., Bates, A., Giavedoni, S., MacNee, W., Arvind, D.K.: Simultaneous
activity and respiratory monitoring using an accelerometer. In: Proceedings of the
International Body Sensor Networks (BSN) Conference, pp. 139–143 (2011)

5. Sachs, J., Friedrich, J., Zetik, R., Peyerl, P., Klukas, R., Crabbe, S.: Through-wall radar. In:
Proceedings of the IRS (2005)

6. Judson Braga, A., Camillo, G.: An ultra-wideband radar system for through-the-wall imaging
using a mobile robot. In: Proceedings of the ICC’09—IEEE International Conference on
Communications (2009)

7. Mary, g.i., Prithiviraj, v.: Improved UWB localization technique for precision automobile
parking system. In: Proceedings of the TENCON 2008—2008 IEEE Region 10 Conference
(2008)

8. Chang, S., Chu, T.S., Roderick, J., Du, C., Mercer, T., Burdick, J.W., Hashemi, H.: UWB
human detection radar system: A RF CMOS chip and algorithm integrated sensor. In:
Proceedings of the IEEE International Ultra-Wideband (ICUWB) Conference, pp. 355–359
(2011)

9. Michal, A.: Through wall imaging with UWB radar system. Dissertation, Faculty of
Electrical Engineering and Informatics, Department of Electronics and Multimedia
Communications (2009)

Unobtrusive Respiratory Rate Detection Within Homecare Scenarios 77



10. Ahmadian, Z., Shenouda, M.B., Lampe, L.: Design of pre-rake DS-UWB downlink with pre-
equalization. IEEE J. Commun. 40, 400–410 (2012)

11. Zin, M. S. I. M., Hope, M.: A review of UWB MAC protocols. In: Proceedings of 6th
Advanced International Telecommunications (AICT) Conference, pp. 526–534 (2010)

12. Li, Z., Gielen, G.: UWB signal acquisition in transmit-only networks. In: Proceedings of
IEEE International Ultra-Wideband (ICUWB) Conference, pp. 126–129 (2011)

13. Panda, J. R., Kakumanu, P.. Kshetrimayum, R.S.: A wide-band monopole antenna in
combination with a UWB microwave band-pass filter for application in UWB communication
system. In: Proceedings of Annual IEEE India Conference (INDICON), pp. 1–4 (2010)

14. Xiao, Z., Ge, N., Pei, Y., Jin, D.: SC-UWB: a low-complexity UWB technology for portable
devices. In: Proceedings of IEEE International Signal Processing, Communications and
Computing (ICSPCC) Conference, pp. 1–6 (2011)

15. Hernandez, M., Kohno, R.: UWB systems for body area networks in IEEE 802.15.6. In:
Proceedings of IEEE International Ultra-Wideband (ICUWB) Conference, pp. 235–239
(2011)

16. Thiel, F., Hein, M., Schwarz, U., Sachs, J., Seifert, F.: Combining magnetic resonance
imaging and ultra-wideband radar: a new concept for multimodal biomedical imaging. In:
Rev Sci Inst 80, 014302 (2009)

17. Marko H., Jrgen S., Ulrich S., Schaefer, M.: Ultrabreitband-Sensorik in der medizinischen
Diagnostik, In: 41. Jahrestagung der Deutschen Gesellschaft fuer Biomedizinische Technik
BMT, Aachen, Germany (2007)

78 B.-H. Busch and R. Welge



Context-Enriched Personal Health
Monitoring

Barbara Franz, Mario Buchmayr, Andreas Schuler
and Werner Kurschl

Abstract Vital data measurement solely represents a snapshot of the patient’s
condition. In case of deviant results health professionals can put them in relation to
the daily constitution as well as the measurement circumstances and therefore
interpret them accurately. Personal health telemonitoring actually provides no
possibility for health professionals who interpret the recorded vital data to put them
in relation with the context of the measurement and a patient’s daily activities. To
tackle this contextual knowledge gap, we propose a personal health monitoring
approach, which allows enriching measured vital data with contextual information
from an Ambient Assisted Living (AAL) system. Therefore, it is possible to provide
additional information, like the person’s activity before or during the vital data
measurement. Patients and caregivers, which process monitored health data, gain
advantages and can improve care giving process. To demonstrate the benefits we
use the two use cases (1) cardiac rehabilitation and (2) mobile nursing care.
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1 Introduction

Elderly and chronically ill people often have to regularly measure their vital signs,
like blood pressure, blood sugar or weight for medical monitoring. Personal health
telemonitoring devices, which allow people to measure vital data themselves at
home and automatically transfer the measurement results to a healthcare facility,
provide support for this repetitious task.

Nevertheless, in comparison to traditional vital data measurement, which is
done under controlled conditions by healthcare professionals, telemonitoring still
has drawbacks. Incorrect measurement results are more prone to happen due to
inappropriate device usage or measurement conditions. Furthermore, since vital
data measurement, except for continuous vital data monitoring, represents only a
snapshot, the data has to be considered in relation to the current physical consti-
tution of the patient and the measurement circumstances. When health profes-
sionals perform vital data measurements they may ask the patient or repeat the
measurements in case that uncommon data are retrieved. As example think of a
blood pressure measurement which is done after the patient had some physical
exercise (walking up the stairs). In case that the vital data measurement is done by
professionals they can put the measured data in relation to the context or repeat the
measurement under controlled conditions. In case of personal health telemoni-
toring, this is a problem, because there is actually no possibility for the doctor who
interprets the recorded vital data to get feedback from the patient.

Recent developments motivated by the ‘quantified-self’ movement tackle this
issue by providing web portals for self tracking devices, like fitbit ultra [1], which
allow to query the measured data as well as to manually add additional (contex-
tual) information. Since this approach requires additional efforts and discipline to
manually track all activities, it is not feasible for everyone. Especially, elderly
people only accept support devices which are intuitive and easy to use [2].

To tackle the contextual knowledge gap between personal health telemonitoring
and traditional vital data measurement, we propose a personal health monitoring
approach which allows enriching measured data with contextual information from
an Ambient Assisted Living (AAL) home system. Therefore, relevant and additional
information, like the person’s activity, can be provided.

2 Enhancement of Personal Health Telemonitoring Data

We will use the following two use cases to illustrate our approach: (1) personal
health telemonitoring support of cardiac rehabilitation patients, and (2) personal
health telemonitoring in mobile nursing care.

Patients who undergo a cardiac rehabilitation program, have to regularly
exercise at home and can benefit from cooperating with their physician by sharing
their monitored vital data (see Fig. 1).
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In consultation with health professionals patients have to achieve weekly goals
during the rehabilitation period. Such goals can be losing a specified amount of
weight or burning an additional quantity of calories each week. The achievement is
typically measured at home by each patient using a telemonitoring service.

Although such telemonitoring services support the health professionals in order
to keep track of their patients during a rehabilitation phase, the measured data are
always just a snapshot of the patient’s condition at the time of measurement. For
example, if a patient has just finished a workout on an ergometer, his/her blood
pressure will be increased. When using a telemonitoring system, there is typically
no way to combine this contextual information with the measurement. A health
professional examining the measured data will only see the increased value for
blood pressure with no additional details about the circumstances.

Mobile home care is a further use case where the usage of a telemonitoring
system on its own is insufficient. Mobile caretakers are often confronted with
elderly people, who are confined to bed. As supplement to vital data measure-
ments, which are conducted at each visit, mobile health professionals often take
handwritten notes about the patient’s current condition. These handwritten notes,
in conjunction with the patient’s vital signs form the foundation for further care
planning. The challenge, when using a telemonitoring system is, at which point in
the information processing chain should the hand written notes be combined with
the measured data?

In order to overcome the described deficiencies this paper introduces a way to
enrich data measured by a standard-compliant monitoring system using contextual
information. This information can either be provided through a home automation
system or by hand, as distinguished in our second use case. Either way the infor-
mation provided builds the basis to perceive activities for enriching vital data
measurements with context, hence providing a way to increase the expressiveness of
recorded data stored in a patient’s Personal Health Monitoring Record (PHMR) [3].

Fig. 1 Personal health monitoring
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2.1 Standard-Compliant Monitoring System

Considering the use cases described in Sect. 2 you can identify different interest
groups, like patients, doctors, home care nurses or other health professionals. Thus,
a lot of heterogeneous systems are involved in processing a patient’s data. Het-
erogeneous information systems are characteristically within the healthcare
domain. To guarantee interoperability and data exchange among the different
systems the usage of defined standards is inevitable.

The Continua Health Alliance (CHA) [4] offers guidelines which describe the
implementation of a standard-compliant monitoring solution based on different
profiles of Integrating the Healthcare Enterprise (IHE) [5], Health Level 7 (HL7)
version 2 and HL7 version 3 Clinical Documents Architecture (CDA) [6]. The
described solution of the CHA, as shown in Fig. 2, enables the transmission of data
from monitoring devices to a patient’s Electronic Health Record (EHR).

From a monitoring device, for example a blood pressure meter, the data are sent to
an Aggregation Manager and forwarded to a Telehealth Service Centre (THC) which
stores the data in an EHR. Once the measured data are stored in form of a PHMR in an
IHE compliant EHR, they can be accessed with respect to the proper security per-
missions. An EHR manages all documents concerning a person’s health, including
PHMR documents as well as additional notes from caregivers or information from
3rd party systems. Our approach uses this possibility to enrich the PHMR vital data
record with activity information queried from an ADL system (see Sect. 3).

Fig. 2 Standard-compliant monitoring CHA [4]
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2.2 Detection of Activities of Daily Living

Motivated by the AAL community the detection of Activities of Daily Living
(ADL) via (unobtrusive) sensor-based systems is an essential foundation for the
aging at home principle [7]. The reason for ADL detection within AAL is on one
hand the detection of critical or even life-threatening situations (e.g. detect devi-
ations from behavioural patterns in a daily lifecycle) and on the other hand the
autonomy enhancement of elderly or handicapped people [8]. Furthermore, a
recent study [9] showed that the analysis of ADLs can in addition provide relevant
medical information.

An ADL can be defined as a simple activity, like getting up in the morning or
entering a room, but can as well be more complex, like cooking or personal
hygiene. Especially, when activities are overlapping with or are interrupted by
other activities, a proper detection becomes a technically challenging task. The
project BehaviourScope [10] from the Yale University, for example, addresses this
issue by describing activities using high-level grammars and refining them during
further processing.

Concerning the detection of ADLs there are basically two approaches which are
motivated by the available sensor devices and types of activities which should be
detected: (1) knowledge-driven ADL detection and (2) utilizing supervised
learning techniques to detect activities (patterns) in data/sensor streams. Both
approaches have their benefits and drawbacks, always depending on the applica-
tion purpose and available infrastructure. ADL detection systems reach from
sophisticated systems which come along with high investment costs (e.g. expen-
sive TOF cameras) to low cost systems using existing home infrastructure [11] and
cheap retrofittable sensor devices (e. g. contact switches, motion sensors). No
matter which approach is used, usually the result is a notification that a given
activity was detected.

In our work we decided to use a knowledge-driven ADL approach, for the
following reasons: (1) knowledge-driven ADL systems store the perceived infor-
mation in a database (knowledge base) which can be queried for multiple purposes
(for instance, which activity was happening during a given time span? Where was
the person during a given time span?), (2) knowledge-driven systems allow to gain
information from the database without any necessary training, (3) knowledge-
driven systems are easier to adapt (in case of new/additional sensor devices), and
(4) a knowledge-based AAL framework [12] as well as a simulation environment
for AAL homes [13] are available at our institute. Besides, the sensed data in our
AAL framework is based on an ontological model which eases the integration into
the monitoring system.
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2.3 Integrating Contextual Information

To demonstrate how monitored vital data is enhanced with context information
from an AAL system, we use the following process illustrated in Fig. 3. A care-
taker or the patient regularly monitors the vital signs at home and transmits the
data to the Telehealth Service Centre (THC). During the transmission an Aggre-
gation Manager is used to properly interpret and transform the data. According to
CHA guidelines, the THC retrieves the patient’s latest document containing health
monitoring data from the EHR and appends the measured vital signs.

The constraints, which contextual knowledge (e. g. activities) should be added to
the measured vital data are defined in the THC. This is done via predefined
enrichment rules. Each type of vital sign is associated with a set of enrichment rules.
These rules are used to query defined contextual information from the ADL system.

When the THC receives vital data, it queries the Activities of Daily Living
(ADL) system according to the required information specified in the enrichment
rules. For example, which activities happened in the minutes preceding the vital
sign monitoring? It would be possible to query all relevant information directly
from the ADL system, but for a better abstraction we decided to introduce
enrichment rules in the THC. This rules abstract ‘high-level’ activities relevant for
doctors and nursing personnel from the specific activities provided by the ADL
system. This has the advantage that the person who interprets the data does not
have to be familiar with the specific activities defined in the ADL system.

For our prototype we simply decided to distinguish between two high level
activity types: (1) high activity (doing some exercise, walking around high fre-
quently, cooking, walking in the staircase) and (2) low activity (watching TV,
sleeping). In addition to retrieving the latest health monitoring document, the THC

Fig. 3 System overview
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queries the patient’s latest activity information from the ADL system, appends the
obtained data and stores the extended document in the EHR.

Afterwards, healthcare professionals can query a patient’s health monitoring
data from the EHR and set it into context with the patient’s activities which
happened before the respective measurements. Since activities are stored sepa-
rately from the monitoring data, for both an adequate model is provided which
allows to link activities and measurements using model transformation. Thus,
various combinations of monitoring data and activities may be queried, depending
on which context is required.

3 System Architecture

In the following section we describe the architecture for the standard-compliant
monitoring service based on the CHA guidelines [4]. In addition we give a short
introduction into the AAL System we use for ADL detection and context enrichment.

Figure 4 shows the components of our architecture and will be explained in
more detail in the following subsections. Each component provides/expects
interfaces conforming to the CHA guidelines. For more information on how to
implement a standard–compliant monitoring system based on the CHA guidelines
please refer to [14, 15].

3.1 Aggregation Manager

Data measured with a personal health device, e.g. a blood pressure meter, is
transferred to the aggregation manager. According to CHA guidelines, the

Fig. 4 System architecture
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aggregation manager forwards the measured data as HL7 messages over the Wide
Area Network (WAN)-Interface to the THC. Supplemental the monitoring data is
transformed into HL7 messages,1 using the HAPI framework [16]. Each mea-
surement is coded as an observation/result (OBX) segment in the message. For
example: a blood pressure meter sends the result 125/85 with two values (systolic/
diastolic), which are coded in two separate OBX segments shown in Fig. 5.

3.2 Telehealth Service Centre

The THC—the main component of the system—is responsible for associating
measured data with activities based on predefined rules. According to the CHA
guidelines the THC receives the HL7 v2 messages and transforms the observations
into a persistent HL7 v3 CDA PHMR. Using the IHE profile Cross Document Sharing
provided by Open Health Tools (OHT, [17]), the component queries the EHR for
existing PHMRs based on a patient identifier (PID), which can be retrieved using a
radio-frequency-identification as proposed in [4]. The measured vital signs are
appended to the latest PHMR. In case that no PHMR exists for this patient or the size
of the PHMR exceeds a predefined limit, a new PHMR is created. The PHMR itself is
a HL7 CDA document and is based on the Reference Information Model (RIM [6]).

The THC additionally queries the ADL Component (see Fig. 6) in order to
retrieve activities associated with the current measurement. A configuration
interface (Config, illustrated in Fig. 4) offers the required functionality to define
which activity information is required.

The response of the ADL Component is used to extend an activity CDA doc-
ument for the patient. Analogous to the PHMR, the THC component queries the
EHR for existing activity documents for the patient, retrieves the latest one and
appends the activities which were inferred by the ADL. In case that no activity
document exists for this patient or the size of the document exceeds a predefined
limit, a new activity CDA document is created. Both documents, the PHMR and
activity CDA document, are transferred to the EHR via the Health Record Network
(HRN) interface. For the transformation and document transfer a communication
server [18] is used.

Fig. 5 HL7 message with blood pressure measurement

1 HL7 v 2.6 ORU^R01 standard message.

86 B. Franz et al.



3.3 AAL System for ADL Detection

The AAL framework named SENIOR [12] was originally developed with the pur-
pose to provide an open, OSGi based infrastructure for different AAL components.
Various sensor components can be plugged into the framework and the perceived
data are transformed into a common data model, enriched with semantic information
and stored in a database. The data model is based on the SENIOR ontology which
defines the Objects and Relations within the data store. Objects defined in this
ontology are created in the data store and can be queried via rules.

On top of this data model a reasoning component allows the verification and
validation of detected situations and activities by checking for defined constraints.
For example, if the fall detection unit of an elderly person which lives in an AAL
equipped home is signaling a critical situation, SENIOR can be used to verify this
alarm and provide additional information on demand. This is done by merging
contextual information from installed in-home sensors, like motion sensors, light
barriers, switches etc. The additional provided information could be, for example,
the location of the person, if an indoor localization system is deployed.

Fig. 6 ADL component
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Sensed information is continuously transformed into a model representation and
stored in a database. Furthermore we support data specific processing rules. These
rules can either be used to query information (e.g. the location of a person at a
given time) or to verify if a given constraint can be fulfilled or not (was the person
moving before the fall detection unit signaled an alarm). Figure 6 illustrates how
the ADL Component, which is part of the SENIOR framework, is integrated into
the monitoring component (THC).

3.4 Accessing Context Enriched Health Data

Since measured vital signs and activities are stored for each patient in the EHR,
health professionals are able to query the EHR of a specific patient to retrieve a
PHMR and in addition the activities that were associated with past measurements.

A transfer of knowledge between patient and healthcare professionals as well as
among different health service providers, demands a clearly structured language.
For example, high activity in a nursing home has a different meaning than high
activity in a rehabilitation centre. To distinguish these domain specific properties,
it is necessary to develop a semantic model based on different domain data models.

Properties with different domain specific semantics, like high activity, are
represented using a meta model, which in our case is an abstraction of a domain
specific model [19]. Particular terminology from health service environments
(domains), like rehabilitation centres or nursing homes, is mapped via domain
mapping to the meta model.

The PHMR and activity documents are HL7 CDA documents. Thus, the RIM,
which CDA is based on, can be used to develop an extended model for the context
enhanced personal health monitoring data. RIM guarantees that data is structured
in an easily interpretable way. To support semantic interoperability concerning
health data processing as well as interoperability among interdisciplinary institu-
tions, the model is extended using domain specific terminology. This requires
standardized structures for documents as well as a common language between
healthcare service levels. The semantic model has to be developed in cooperation
with experts, in our case with healthcare personnel. During the development dif-
ferent terminologies as well as the semantic configuration files from the THC,
developed by health professionals, must be taken into account. Therefore, it can be
guaranteed that the domain model covers the varying needs of several system
partners and services and to assure the necessary coverage. Since activity docu-
ments and PHMRs are structured CDA documents, the transformation of context
enhanced personal health monitoring models can be done using XSLT.

Thus, the data can be exchanged electronically using the defined model, and can
efficiently be integrated and interpreted in context. Furthermore, the model allows
the easy integration of further terminologies and domains [20].
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4 Evaluation

The test setting used for the evaluation of the proposed concept comprises a
productive telemonitoring system as well as a simulated home automation system.

4.1 Telemonitoring System

Using pedometer, scale and blood pressure meter, cardiac patients provide mon-
itored training data from their homes to the EHR and thus to their caregiver. Using
a simulated data basis the ADL Component is capable of delivering different
activity data to the THC which enriches the PHMR. The enriched data is visual-
ized in the vital data view of the monitoring component (see Fig. 7). Concerning
the feasibility of the displayed measurement context (high activity, low activity) an
evaluation with healthcare professionals is ongoing.

4.2 Simulation of ADLs

To evaluate our work we decided to use a hybrid evaluation approach. Therefore,
we used a simulator [13] which is capable of creating and recording user inter-
action with different sensor devices within a virtual AAL home. Figure 8 shows a
screenshot of our simulator environment.

For our evaluation we used a default blueprint of an apartment and equipped it
with different home automation and AAL sensor devices (motion sensors, switch
sensors, pressure pads). This allows us to record a predefined set of activities and
sensor interactions, like triggering the motion sensor in the staircase or performing

Fig. 7 Blood pressure overview combined with activity data
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some personal hygiene tasks in the bathroom. The recorded user interaction can be
sent to the SENIOR framework via a debugging port. The SENIOR framework
processes the incoming data as if it was real sensor input, processes the infor-
mation and stores the data in its database.

Afterwards some vital data measurement using real measurement devices, like a
blood pressure meter, was done. The measured vital data is sent to the THC which
queries the ADL Component for additional activity information which is displayed
in the vital data view (see Fig. 7).

Our approach to simulate the sensor interaction allows us to properly test if the
enrichment done by the THC component corresponds to the definition in the rules.
Potential error sources, like faulty sensor input or inaccurate activity detection can
therefore be excluded. The evaluation of ADL detection was not purpose of our
work. Nevertheless, a test under real world conditions is inevitable.

Fig. 8 Simulator for ADL data
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5 Conclusion and Outlook

After surgery, cardiac patients may participate in an outpatient cardiac rehab
program, where their risk factors such as body weight and blood pressure are
evaluated and goals for those risk factors are established. During the attendance of
the outpatient training the patient is closely monitored, but during the patient’s
home exercises rehab caretakers have no chance to control execution and outcome.
The telemonitoring system allows the patient to transfer vital signs measured
during home training to the EHR. By combining telemonitoring with ADL
detection, health professionals are able to query health monitoring data from the
EHR and properly interpret them considering contextual information. This sup-
ports patients and caregivers in correctly interpreting monitored data and improves
the care giving process.

The feasibility of our approach was shown by evaluating the two use cases: (1)
using cardiac rehabilitation and (2) mobile nursing care. We evaluated our
approach using a hybrid process, where we used a productive telemonitoring
system in combination with simulated AAL data (as substitution for data from an
AAL home system).

A user interface, which allows an easy definition of the enrichment rules and the
ontological model by health professionals is outstanding. Furthermore, an evalu-
ation of the activity monitoring with healthcare professionals is planned.
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Mneme: Telemonitoring for Medical
Treatment-Support in Dementia

Torben Wallbaum, Melina Frenken, Jochen Meyer, Andreas Hein
and Carsten Giehoff

Abstract This paper presents a system for the evaluation of the physical and
mental state of patients suffering from mild to moderate dementia. In addition to
the development of a tele-medical monitoring system, a new business model is
developed which enables a wide dissemination and a funding concept that supports
the patients with financing. The aim of the project is to realize a seamless and
cost-effective integration of monitoring at a patients home. Furthermore medical
professionals involved in the treatment are enabled to see the monitored data via
web-services. The technical realization allows the measurement of parameter like
activity, quality of sleep, weight, lean and fat mass as well as total body water.

1 Introduction

The rise of patients suffering from dementia due to the demographic change poses
many challenges. One of the most important demands from a patient’s point of
view is to live at the own home as long as possible. In order to assess the need for

T. Wallbaum (&) � M. Frenken � J. Meyer � A. Hein
OFFIS—Institute for Information Technology, University of Oldenburg,
Oldenburg, Germany
e-mail: torben.wallbaum@offis.de

M. Frenken
e-mail: melina.brell@offis.de

J. Meyer
e-mail: meyer@offis.de

A. Hein
e-mail: andreas.hein@informatik.uni-oldenburg.de

C. Giehoff
Corantis-Kliniken GmbH, Vechta, Germany
e-mail: giehoff@corantis.de

R. Wichert and H. Klausing (eds.), Ambient Assisted Living,
Advanced Technologies and Societal Change, DOI: 10.1007/978-3-642-37988-8_7,
� Springer-Verlag Berlin Heidelberg 2014

93



support of the patient, medical experts nowadays work with questionnaires for
patients and relatives. Therefore, geriatric assessments—like the Barthel Index, the
Mini-Mental State Examination or the clock drawing test—were developed [1].
With these tools, the assessment of a person’s health state is limited to a short time
period while often more detailed data would be much more meaningful. A long
term and seamless monitoring after the diagnosis, applied at the home of the
patients could extend the possibility for a longer independent living.

The project Mneme aims the development of an integrated system that allows
the continuous and unobtrusive monitoring of the health state for dementia
patients. Medical staff and caretakers are enabled to review the recorded data and
conclude to the patient’s state.

1.1 Medical Motivation

A typical course of dementia disease can be subdivided in three phases differen-
tiable by the remaining cognitive abilities (ICD-10) [2]. The transitions between
the phases are fluent and are hard to determine. Furthermore the patient’s state of
health within one phase can be subject to fluctuations (Fig. 1).

It is questionable and difficult to predict how long a patient stays within a
certain phase and how much of his cognitive and physical abilities are remaining.

To assess cognitive abilities, standardized manual assessments are used. Within
these tests, questions are used to calculate a score to estimate the remaining
abilities. Besides others, important test in the field of dementia diagnosis are:

1.1.1 Mini-Mental State Examination [4]

Developed in 1975 by Folstein et al., the MMSE is a widely used screening test to
detect cognitive deficits. It consists of nine task-groups, covering questions

Fig. 1 Typical course of dementia progression [3]
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concerning orientation, remembrance capabilities, speech and speech compre-
hension as well as reading, writing, sketching and calculating. The execution of the
test takes about 10–15 min.

1.1.2 Barthel-Scale [5]

The Barthel-scale is used to measure performance in activities of daily life (ADL)
and is a systematic way of detecting autonomy or dependencies within daily living.
Florence I. Mahoney and Dorothea W. Barthel presented the test in 1965. For each
task, a given number of points are assigned. The test results arrange from a minimum
of 0 (complete dependency) to a maximum of 100 points (independency).

1.1.3 Clock-Drawing Test [6]

Developed in 1993 by Shulman, the clock-drawing test is a quick screening test to
identify problems, which occur in early indications of Alzheimer or other forms of
dementia diseases. The patient is asked to draw a clock and a specific time of day.
Afterwards a score is determined using the deviations of the drawing.

Utilizing the above tests for diagnosis of dementia disease is a common
approach. It is also used to observe the course of the disease. A major disadvantage
of this procedure is that these tests can only be performed with presence of a
physician. Being in a test situation, under supervision by medical staff, the
patient’s behavior and answers may differ compared to a normal situation. Fur-
thermore, the execution of questionnaires may not allow a complete observation of
all involved symptoms, because the tests are carried out infrequently. Monitoring
more symptoms would enable an earlier and better detection of changes within the
patient’s health state and therefore facilitate improvements in home care.

Adding more detailed data by monitoring patients at their usual environment
over a long period of time to support medical decisions regarding the health state
of patients as well as needed medication and additional care at home, is the goal of
the presented system.

2 Related Work

Ambient Assisted Living (AAL) services are often focusing on monitoring of
persons at home. Mainly two kinds of data are interesting: (a) vital signs and
(b) behavior patterns. While tele-medical monitoring systems are still a topic of
research, there are lots of practical approaches to collect different data.

In Pigadas et al. [7] a continuous monitoring of patient’s that are suffering from
diseases like dementia, is realized. This is achieved by utilizing a smartphone and
further wearable sensors. An algorithm is developed to navigate lost persons to
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predefined locations. The research presented in [8] focuses on agitation in
dementia. A six-DOF accelerometer is used to monitor movement of the person,
analyze the data and reason about the behavior. Both of the presented projects have
the disadvantage of using inertial sensors that have to be worn on the body, which
might be a problem with patients suffering from an advanced dementia disease.

Monitoring persons by utilizing camera-systems to identify activities of daily
living within the patient home are used in [9]. Applying camera-based systems
for monitoring a patient’s behaviors and activities has the advantage of direct
visualization of the activity performed. By using current computer vision algo-
rithms like motion detection, motion tracking and object classification, the activity
performed can be estimated.

The main drawback of such optical systems is their low acceptance. Participants
at research studies often criticize optical methods because of the critical invasion
in their privacy. Another optical approach is realized using laser range scanner
measurements without utilizing video cameras. In Brell et al. [10] gait velocities
are computed by using laser range scanner measurements. This allows an unob-
trusive assessment of health related parameters like quality of gait and fall
detection.

The active detection of failures in dressing activities is addressed in [11]. The
system is able to recognize dressing activities as well as evaluate their quality by
using RFID Sensors. Utilizing a layered hidden markov model, the systems high
accuracy results without multiple tagging of clothes. RFID sensors have the
advantage of being small and relatively low cost and are also used in tagging
clothes to enable theft-protection.

In Franco et al. [12] a system is build to detect disruptions in the circadian circle
of elderly at home. Therefore, a position-detection is implemented at the patient’s
flats. To detect the position, passive infrared sensors are used. Using a variant of
the Hamming distance enables the measurement of dissimilarity between
sequences of activities. The breakdown of activity cycles could be a useful marker
for the loss of autonomy of elderly person, especially for patients suffering from
dementia disease.

Nevertheless the systems built for chronic diseases like dementia are mainly
focus on technical development. To enable a broad use of such systems, the
parallel development of a business plan would be necessary. Also most of the
systems are only covering one symptom or parameter for measuring. An integrated
system that combines multiple sensors could allow a more detailed assessment of
the patient’s health state.

3 System Design

Subsequently the design of the system is described. Medical requirements have
been defined by a consortium of doctors, nurses, caregivers and computer scientist
within three workshops. The objectives of the workshops were:
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• Determine symptoms, problems within care for dementia patients.
• Define parameters that will be measured at the patient’s home.
• Define a meaningful system structure that supports medical stuff in decision

making, and assists nursing stuff and relatives of the patients in care.

3.1 Medical Assessments

Table 1 shows the identified disorders that arise within a dementia disease. The
symptoms are classified in three categories: (a) conductive disorders, (b) affective
disorders and (c) cognitive disorders.

The recognition of one or more of these symptoms may indicate a light
dementia disease or a change within the patient’s health state.

Conventional tests, as mentioned in Sect. 1.1, are not able to cover all symp-
toms and aspects of a dementia disease. These tests are often designed to enable a
quick and simple first method of diagnosis. They are not designed to monitor the
changes of a person’s health state and cannot detect some of the symptoms like
laziness, changes in daily schedule, etc. without having more detailed data
showing the patient’s behavior at home.

To expand the data about the patient’s behavior in situations of daily life and
therefore allow a more detailed view of parameters concerning the health state of
affected people, the measurements of the following parameters have been chosen
by the medical experts:

Table 1 Identified disorders
in dementia diseases

Conductive disorders
• Aggression
• Changes in daily schedule
• Agitation
• Laziness
• Uncleanly
• Anorexia
• Dehydration

Affective disorders
• Irritability
• Uncertainty
• Depression

Cognitive disorders
• Disorientation
• Forgetfulness
• Memory disorders
• Lack of criticism
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• Weight measurement
• Body fat/lean mass
• Total body water (TBW)
• Position tracking inside the apartment
• Activity measurement
• Sleep quality
• Electricity consumption.

By monitoring these parameters of a person over a longer period of time, the
detection of changes in daily life are expected. This allows the involved medical
experts to assess the patients conditions and to arrange extra care if needed.
Furthermore it allows a more detailed assessment and therefore supports medical
decision-making.

3.2 System Architecture

Since the project has an economic aspect, the system design and internal technical
structure shall fit to a system-as-service approach. The system consists of four
main parts (Fig. 2):

3.2.1 Home Monitoring

For each patient, a set of different sensors is installed at their home. The set will
be individually chosen for each patient and will be adjusted to his or her needs.

Fig. 2 Four main-parts of the system
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Each configuration needs a base-station that locally receives data of the sensor-
nodes and transmits the data via a secured Internet connection to the tele-medical
center. Making the used sensors exchangeable and to allow a relatively fast and
simple integration of new sensors, the OSGi-Framework is used [13]. This
framework allows a plug-in-based structure for Java software and is available for
free for non-commercial usage. It is easy to integrate new sensors by adding new
plug-ins (bundles) into the system. These bundles can be added to the system at
runtime, allowing a flexible software development process.

3.2.2 Tele-Medical Center

The tele-medical center is the core component of the system. It is responsible
for receiving, processing and storing each patient’s collected data. Moreover, the
tele-medical center provides a web-service to allow a web-based presentation of
data as well as querying data from other services via an API. The implementation
of the interface enables a machine-to-machine communication and therefore an
easy way to integrate the system in existing software solution like patient records.

To review the patient’s data, the involved medical staff needs to log into the
system. Therefore, a role system will be implemented that allows showing
different views regarding the user’s authorities.

Initially an automatic interpretation or processing of the data is not planned.
This could be easily achieved by extending the existing server-side software.

3.2.3 Hospital IT-System

Integration of the system for reviewing patient’s data in existing hospital
IT-systems is also planned for the future. Because of the large variety of hetero-
geneous software-systems present in hospitals the integration is not straight
forward.

Hospital IT-systems are not designed to allow a comprehensive presentation of
current and past health related data. To represent a patient’s health state over a
longer period of time and for different cases, a patient record is needed that can be
accessed by multiple systems. Possible examples are electronic health card or
electronic patient record systems.

However, the combination with existing medical records is a major advantage
and necessity.

3.2.4 Medical Staff

Medical staff is enabled to review the patient’s data via a website. To evaluate the
patient’s health state, doctors as well as caretakers have the possibility to review the
collected information in the form of trends and detailed data of certain time-periods.
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4 Technical Approach

In this section an initial set of sensors is presented that are able to measure the
parameters listed above. Though not all sensors have been implemented yet, this
current state of work will be completed in the further development process.

4.1 FS-20

To determine the patient’s activity context by assessing mobility and an active life-
style, home-automation sensors will be installed within the patient’s home. To
simplify installation and allow a quick development process for the project,
existing hardware modules are used. The FS-20 sensors are developed and
distributed by ELV, Germany [14].

A variety of different systems exist for home-automation. Since the technology
will be installed in inhabited flats, it shall communicate wirelessly and needs to be
removable without residues. Besides FS-20, other systems are available e.g.
Homeatic [15] or EnOcean [16]. However, the FS-20 system has the advantage of
many available types of sensors. Furthermore a Java implementation for receiving
sensor-data is available from previous projects [17]. To measure activity in home
environments, light barriers, motion detectors and door contacts are used. Events
are collected by a base station and transferred to the tele-medical center. The
detected events will be processed and presented as abstracted data showing trends
of activities rather than raw data.

4.2 Pedometer

A ‘‘FitBit Ultra’’ step counter is used to allow activity measuring outside the flat. It
also enables the measurement of the overall distance walked. The sensor is body
worn and transmits collected data to an USB-powered adapter wirelessly. The data
is transferred to the provider’s web-service and is associated with a specific user
profile. To access the data and integrate them in the project’s web service for
reviewing, a Python script is used that collects data each night for the previous day.
In addition a job-scheduler is used that is implemented on the tele-medical center
servers. This script is receiving all pedometer related data. Besides the step counter
this involves also the measurements of the impedance scale described below.
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4.3 Impedance Scale

Detecting dehydration or changes in food intake behaviors is important for an
extensive assessment of dementia patients. To measure parameters like weight,
lean and fat mass as well as total body water (tbw), the FitBit Aria impedance
scale is used. This scale utilizes bioelectrical impedance analysis (BIA) to estimate
body compositions. Data is transmitted via wireless network to the manufacturer’s
web-service. Like the step counter, the data is also associated with a specific user
profile. The scale itself does not estimate total body water. To calculate the
percentage of total body water the Watson formula [18, 19] is used (TBW-W).
To calculate the tbw estimation, the formula includes age, height and weight
information. It also depends on the gender of the patient, because different algo-
rithms are used for women and men. The formulas are shown below:

Male:

TBW �W ¼ 2:447� ð0:09156 � ageÞ þ ð0:1074 � heightÞ þ ð0:3362 � weightÞ

Female:

TBW �W ¼ �2:097þ ð0:1069 � heightÞ þ ð0:2466 � weightÞ

Other formulas, like the Hume term [18] may be evaluated during the evalu-
ation of the system to compare different approaches.

4.4 Current Sensor

Measuring electricity consumption also allows inferring the activity of patients in
their home environment. Furthermore it allows concluding about the context the
user is currently in. Small and easy to install sensors are used, developed by the
company Plugwise [20], allowing an installation that is easily reversible and can
be changed or extended. The identification of activities and user-context is
achieved by adding device profiles to the used software system and detect known
patterns of the devices electricity consumption. The system has the ability to
identify different devices like the toaster, the coffee machine or a water boiler.
Together with information about the patient’s location and contextual information
like time of day etc., the patient’s activities, e.g. eating, resting, can be estimated.

4.5 Bed Sensor

To identify parameters regarding the patients sleep quality and enable the medical
professionals to determine possible sleep disorders like day-and-night change or
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how often a person wakes up at night, bed-sensors are deployed. Again, different
systems are available, capable to analyze a patient’s sleep quality.

Within the project PAALiativ [21], beds are equipped with force sensors to
detect cough and behaviors like toss and turn. Since such sensors deliver accurate
force measurements, the sensors can also be used to weigh the patient during sleep.
This can help to detect a disorder in food intake or a possible dehydration. The
disadvantages are costs and a complex installation process due to the sensors type
of construction.

A much cheaper solution the recognize context in beds is by using capacitive
sensors. In Braun and Heggen [22] small stripes of copper foil are used to measure
deformation of the springboard. This approach is limited to detect movement and
simple poses. Further, is it not possible to assess the patient’s weight. The
advantages of these systems are (a) low costs and (b) relatively simple installation
that can easily be removed. Within this project different solutions for force
measurements in beds will be tested and compared.

To present the collected data to the involved medical staff, a website will be
developed. To enable a platform-independent visualization of the data using
desktop computers, notebooks or mobile devices like tablets or smart phones,
modern web technologies like HTML 5 and JavaScript are used. Figure 3 shows a
first prototype of the interface, showing collected activity data.

The server-side is designed and implemented as an API. This allows an easy
data access through different consumers like the website created for the medical
professionals as well as possible external applications like hospital IT-systems.

Fig. 3 Prototype for the data presentation
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5 Evaluation

To evaluate acceptance, usability and accuracy of some of the involved sensors,
a pre-test is carried out at four of the involved hospitals and care facilities.
Doctors, nurses and caretakers are enabled to use the sensors by themselves and
also with their patients. Involved sensors are a bio-impedance scale1 and a body-
worn pedometer2 both developed by the FitBit Inc. The web-service that will be
developed in this project is not yet used within the pre-test. Instead the manu-
factures web-service is used to validate the measurements for both systems.
Especially the acceptance of the body-worn pedometer is interesting, as this is the
most intrusive of the system’s components.

Four care facilities have been equipped with both sensors. After 7–14 days of
usage at 11 dementia patients, first results are available. Patients are between 66
and 91 years old and 70 % where female. The patients are using the sensors
mostly the whole day, without removing it. Also during night-sleep, the sensor is
worn. This may change if the patient isn’t in a good mood. Some of the patients are
feeling responsible for the devices and are taking extra care for them. Some of
the patients experienced problems with standing on the weight for a longer time.
The caretakers expressed mostly positive about the sensors. The pedometer has the
disadvantage, that it’s not recognizing very slow walking.

Activities are measured as steps taken. Within the pre-test between 4 and 4,768
steps are measured. Figure 4 shows the steps taken of all patients within the test
phase. The distance walked is between 0.02 and 3.56 km. Even on active days, the
patient spends most of the time sedentary (746–896 min).

Six nights of sleep could be measured. The patients are wearing the sensor the
whole night. The time of sleep is 783 min on average with a minimum of 659 min
and maximum of 961 min. To fall asleep, in the sense, that the patient is lying
quiet after going to bed, the patients needed 12 min on average. The sensor has
counted 20 awakenings during the nights on average.

Figure 4 shows an exemplary course of the movements at night. The mea-
surements are taken every minute and are normalized to a range of 1–3, with 1
equals sleeping and 3 means awake. Longer periods of activity may indicate that a
patient is restless at night. Shorter periods could be interpreted as rolling from one
side to the other.

Figure 5 shows such long and short movements at night. The first peak starts at
22:45 and ends at 22:51. The second and third peaks are 1 min long and occur at
03:31 and 03:35 (Fig. 6).

The first period of movement can be interpreted as awake, while the second and
third are seem to be a short toss and turn behavior.

1 http://www.fitbit.com/de/product/aria.
2 http://www.fitbit.com/de/product.
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The scale has been used eight times within test-period. The measurements range
from 75 to 90.5 kg. The body fat varied around 45–46 %. A BMI is calculated
between 23 and 31.

Additionally questionnaires were presented to collect data about usability,
wearability, etc. on a scale from 1(completely agree) to 6(completely disagree).
Some of the data are presented in Fig. 7.

0

2000

4000

6000

8.9 18.9 28.9 8.10 18.10

steps

date

Fig. 4 Steps taken during
the pre-test

0,0
0,5
1,0
1,5
2,0
2,5
3,0

18
:3

5

19
:2

6

20
:1

7

21
:0

8

21
:5

9

22
:5

0

23
:4

1

00
:3

2

01
:2

3

02
:1

4

03
:0

5

03
:5

6

04
:4

7

05
:3

8

06
:2

9

st
at

e

time

Fig. 5 Measurements of a
patient’s movement at night

0,0

0,5

1,0

1,5

2,0

22
:3

0
22

:4
8

23
:0

6
23

:2
4

23
:4

2
00

:0
0

00
:1

8
00

:3
6

00
:5

4
01

:1
2

01
:3

0
01

:4
8

02
:0

6
02

:2
4

02
:4

2
03

:0
0

03
:1

8
03

:3
6

st
at

e

time

Fig. 6 Longer and short
activities at night

1

2

3

4

5

6

Q1 Q2 Q3 Q4 Q5 Q6

Fig. 7 Results of the
questionnaire

104 T. Wallbaum et al.



All patients have a positive first impression of the devices (Q1). Handling as
well as usability of both devices is rated with a median of 2 and 2.5 (Q2, Q3). The
significance of the measured sensor values is rated with a median of 1 and a
maximum of 3 (Q4). The acceptance of the device by the patients during the test
was positive. Only two of the patients had problems with the scale, because they
had problems standing on the scale long enough (Q5). The autonomous use of the
devices at the person’s home would be impossible for most of the patients (Q6).

After execution of the pre-test, an extensive test will be conducted within a later
stage of development of the system. This survey will cover a technical function-
test of the whole system as well as further acceptance and usability tests. The
participants for the survey are acquired by the involved hospitals and care facil-
ities. Participants need to comply with the given requirements listed in Table 2.

The test subjects are suffering from a light to mild dementia disease and
returning from the hospital to their own homes after diagnosis.

The system will be installed within the homes of the test subjects for a time
period of 1–2 months. Within this period all measured data are transferred to the
tele-medical center, where they are stored and processed. Physicians have access
to their patient’s data via the web-service developed. The data is presented as
trends as well as detailed data for each day. Besides testing the technical func-
tionality of the systems the survey serves as a proof of concept for such an
application of monitoring systems. The main goals of the test are a validation of
the collected data by medical professionals as well as the usability and user
experience of the developed web-service.

The test subjects will be interviewed with reference to the installed sensors at
their homes. The focus of the questionnaires is (a) unobtrusiveness and (b) the
usability of the body-worn sensor. Further the test subjects will be asked about
possible problems that arise during the survey e.g. distracting wires, noises etc.
Using standardized usability questionnaires allows a comparable evaluation of the
system. Therefore, the IBM Computer Usability Satisfaction Questionnaires [23]
or the System Usability Scale by Brooke [24] could be possible solutions.

The data obtained is analyzed with the goal of concluding whether an additional
monitoring of patients, suffering from dementia diseases can be recommended.

Table 2 Criterions for survey participation

Statistical population Subjects with a diagnosis of mild to moderate dementia

Criterion for inclusion The subject is…
• Able to walk and get up by oneself
• Able to communicate verbally
• Able to obey instructions regarding the surveys execution
• Living alone in his/her own home. Relatives or care takers are

visiting the subject regularly
Criterion for exclusion • Immobility

• Serious affective or cognitive disorders.
• Serious diseases, that prevent a participation
• Presence of domestic animals that move freely in the home
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6 Conclusion and Future Work

This paper has presented a system for unobtrusive and long-term monitoring of
patients suffering from dementia disease. The system shall enable medical staff to
assess the patient’s behavior e.g. changes in activities of daily living, and supports
reasoning about the current health state, medications or other medical related
decisions. The current state of the art as well as typical assessment test of today has
been presented. Furthermore related work in technical development has been
shown. Afterwards symptoms of dementia diseases and possible parameters for
monitoring the patient at home have been highlighted. Based on these results, a
system design has been presented, that covers the involved modules like tele-
medical-center, hospital IT-systems as well as medical staff. The involved tech-
nical solutions are shown in Sect. 4. Sensors used for the system are presented and
their possible integration into the system has been illustrated. Furthermore various
possible solutions regarding the bed-sensors have been discussed; these sensors are
still in test-phase. The envisaged way of evaluation has been illustrated and will
start within the later phase of the project. Besides the further development of the
system and the integration of FS-20 sensors and current-sensors, the first evalu-
ation will take place as a next step. Also a fourth workshop will be organized to
plan and design an appropriate business model for the project. Therefore, the
consortium will discuss various possible methods of funding the service for related
patients. Also a consultation with health insurances will take place, allowing an
early integration of possible financiers.

Acknowledgments The project is sponsored by the Lower Saxony Ministry of Economic
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Abstract The demographic change in modern societies has a significant impact
on the future planning of self-determined mobility and mobility means. An opti-
mized accessibility of the means of transportation is required, as well as their
connection towards buildings and residences. These connections have to be
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modular and compatible to the mobility means of the users. Barrier-free accessi-
bility according to the existing norms can address these problems only partially.
Broader and holistic concepts are needed here. The project PASSAge aims at the
implementation of seamless mobility chains that smoothly connect private and
public space. Mobility shall be ensured by the extension of existing mobility
means with user-oriented components. The project follows the approach to com-
plement the barrier-free access and usage of public transportation with mostly
electrically powered compact vehicles and micro vehicles. These have to be
adapted by physical means and information technology means to residences and
building structures. Core of the project is to develop a flexible socio-technical
infrastructure with a multitude of mobility means and modular buildings, thus
creating synergy effects. An important goal of the approach is the development of
business models, which allow for and ensure the allocation and coordination of
mobility services. Interfaces will be created for all compact vehicles and micro
vehicles that extend their functionality both digitally and physically and thereby
enable their ubiquitous connection to the envisioned services.
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1 Motivation and Background

‘‘Everyone wants to grow old, but nobody wants to be old.’’ This saying can be
heard quite often. In most cases, it refers to the ailments accompanying the process
of growing old. Especially the physical handicaps have a serious negative effect on
the mobility of the elderly people. Distances young and healthy people can do in
minutes on foot can get an insuperable barrier for the elderly. In rural and small-
town contexts, larger distances have often to be traveled to reach, for example, the
next clothing shop or specialist. At the same time, public transportation is often
underdeveloped in these contexts. That means, for example, the nearest station is
too far away for reaching it on foot, or the timetable is very sparse. In order to
ensure the self-determined mobility of elderly people seamlessly, it is essential to
create seamlessly mobility chains that can be used at any time.

Mobility aids and assistance systems appropriate for the age of the users can
heavily contribute to the maintenance of independence of older people. The
devices and services can further assist and promote the physical activity [1, 2]. In
that way, the physical functions as well as the quality of life and the social
participation could be improved. However, these effects can only occur when the
aids and systems are accepted and used by the elderly people.

A broad variety of technical products and solutions exists that can contribute
towards ensuring the mobility. The examples range from walking aids to electric
vehicles. By offering safety, navigation systems and medical alarm systems can
also improve the people’s mobility situation. However, isolated usage of single
aids cannot create a seamless mobility chain. An integral approach is necessary
that combines existing aids with information and communication services as well
as with health services and mobility services. A special focus has to be on in-
termodality, i.e. changing between mobility devices has to be ensured. The project
‘‘PASSAge—Personalized Mobility, Assistance and Service Systems in an Ageing
Society’’ addresses this fact and develops a system for ensuring seamless mobility
chains, public transportation, and added value in society as a whole.

2 PASSAge: Intermodality, Mobility and AAL

The project PASSAge focuses on ensuring the mobility for elderly people by
extending existing mobility means with user-oriented components. Barrier-free
access and usage of public transportation is complemented with mostly electrically
powered compact vehicles and micro vehicles. Core of the project is to develop an
interconnected flexible socio-technical infrastructure with a multitude of mobility
means and modular buildings, where the individual elements do not compete but
complement each other and thereby create synergy effects. An important goal of
the approach is the development of business models, which allow for and ensure
the allocation and coordination of mobility services.
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2.1 An Innovative Approach

The technical and economic questions are dealt together with medical and nursing
users’ needs right from the beginning. At the same time, consequences on society,
environment and architecture are examined. The inclusion of all related subject
areas is an innovative approach in this field.

By involving the target group in design and development of solutions and
products, the probability of high demand and user acceptance shall be maximized.
The planned modularity and adaptability to the individual user and to environ-
mental conditions allow creating individual mobility supporting solutions. In that
way, it can be ensured that each user can maintain her/his self-determined mobility
without being limited by unnecessary aids.

2.2 Means of Mobility

Electric mobility is a necessary and (not only) energetically meaningful
addition to the existing means of mobility (cf. Nationaler Entwicklungsplan
Elektromobilität [3]). The project PASSAge wants to exploit this technology for
the elderly population in order to strengthen their individual mobility. Due to
special mobility equipment, people with disabilities and physical limitations are
nowadays able to drive their cars on their own. This special equipment, e.g.
manual control units, entrance and loading aids, could partly also be used for
supporting elderly individuals with ailments. The ongoing rapid changes in the
automobile industry requires constant further development of these mobility aids
for vehicles. Especially since the project is focusing on electrically powered
compact vehicles and micro vehicles, the aids have to be adapted to the con-
stricted room.

The market demand for mobility aids is constantly increasing, since more and
more disabled and elderly people want to maintain their self-determined social life.
Especially in rural areas it is important to support the mobility in a way that allows
traveling larger distances independently.

In this project, a broad range of mobility means is considered, starting from aids
for pedestrians over bicycles to traditional cars. Besides existing models (e.g.
walking frames, scooters, electrical bikes), the consideration also includes future
devices (e.g. ‘‘wearable robots’’, exoskeletons) which are currently only available
as prototypes. However, the focus is on already widely-used mobility means and
aids, such as walking frames or wheel chairs.

The rising cost pressure in the field of aids and appliances has intensified the
tendency towards developing more modular mobility concepts that can cover a
larger range of applications. Interconnectability is another trend on this sector. For
example, for electric wheel chairs it is expected that they get more and more
connected to the periphery in the future. Especially the usage of mobile devices
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has revolutionized this area in the last few years. In this project, both concepts,
modularity and interconnectability, shall be combined in order to improve the
mobility situation for the elderly.

2.3 Information and Communication Technology

For promoting the activity of the users and creating synergy effect in the PASSAge
mobility chains, the different means of mobility will be interconnected by inte-
grating information and communication technology (ICT) into them. That way,
PASSAge mobility chain users can not only access a broad range of means of
locomotion, but can also access online services, for example, for ordering goods,
getting information on medical topics or for leisure activities. Car pooling, or
finding and meeting nearby people with similar interests can also be simplified by
using ICT.

The development of live-in laboratories [4] as a foundation for later commer-
cialization of intelligent environments and homes for the general public and
especially for elderly people allows for seamless and comprehensive ICT support
for all individuals. An example is the Fraunhofer inHaus [5]. However, mobility is
missing in all these approaches—comprehensive and seamless mobility chains
especially outside of large cities, as considered in PASSAge, have not been
investigated in detail so far. The interconnection is usually realized autonomous,
automatically and ad-hoc. It is based on modern communication technology, such
as ZigBee, 6LoWPAN, power line communication or dedicated bus systems, such
as KNX. The field of application ranges from private homes to large production
plants. It is used for automation, ambient assisted living [6], or autonomous pro-
duction. Today’s modern information systems allow presenting location and
context based information from various sources that are also connected to the
Internet [7]. Parts of this information (e.g. latest news, public transport interrup-
tions, etc.) can also be presented on public displays. Since it is possible to have an
Internet connection without the need of wired infrastructure, a broad range of
context sensitive applications can be realized. The user is no longer limited to a
certain place and new interaction approaches are possible:

• (multi dimensional) bar codes: taking a picture of the bar code allows to get
additional information.

• Near field communication (NFC) [8]: bidirectional transmission of information
via NFC tags and NFC readers and writers.

• Motion-controlled interaction: sensors in mobile devices create new interaction
possibilities.
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2.4 Augmented Reality

Augmented reality (AR) is in general a view of the real-world environment aug-
mented with virtual data. As a basic technology, AR can be used wherever three-
dimensional and/or additional information could be added.

The diversity and amount of available information as well as the complexity of
products and daily processes (e.g. the operation of an ATM) is increasing from day
to day. Especially elderly people that are not used to modern devices cannot access
information via the Internet and thus cannot benefit from it. Although AR can be
seen as a powerful assisting technology, content providers are not yet offering
solutions for elderly users. For the establishment and the long-term usability of the
PASSAge mobility concept it is crucial that the serviceability is suitable for the
target group. In order to allow individual shaping of one’s life, the user needs
support for accessing and comprehending the necessary information. This can, for
example, be done by providing a central device that allows accessing the latest
information and using the available services. Augmented Reality systems, espe-
cially mobile AR applications, show an immense potential for context-sensitive
assistance solutions.

AR is, for example, used for furnishing planning. These applications allow the
visual evaluation of virtual furniture from different vendors within one’s own four
walls or in the garden. A similar application could, for example, also be used for
planning barrier-free homes. Other AR scenarios that will be examined by the
PASSAge project team are intuitive AR-supported instruction manuals, AR
shopping lists, and an AR navigation system for the elderly users. Virtual infor-
mation, so called points of interest (POIs), can be integrated in the live camera
image and connected to a real reference point. An example for such a system is the
AR browser junaio [9] developed by metaio. This kind of information presentation
allows for an intuitive interaction with virtual content and can create a better
connection between reality and virtual data.

2.5 HealthPhone

The HealthPhone, an all-purpose smartphone, will be the mobile interaction
device which allows using the navigation and health system anywhere anytime. In
order to help the user monitor her/his health state, it integrates devices and
interfaces for measuring vital parameters. The integrated inertial sensors together
with the GPS module and the camera will be used by the augmented reality based
navigation system. That way, a localization system with a high positioning
accuracy can be implemented. Currently available localization systems either need
additional devices for reaching a high accuracy, or do not make use of AR for
creating an intuitive illustration of the surrounding. This gap shall be closed by the
HealthPhone.

114 M. Bähr et al.



An accurate AR-based navigation system allows for reliable orientation, even in
unknown environments. In this way, it can reduce the fear of getting lost and can
extend the mobility beyond the district. For integrating the different means of
mobility in the intelligent mobility chain, they will be extended with digital
interfaces. These interfaces can be used, for example, by the HealthPhone’s ser-
vices and apps for acquiring their current state (e.g. battery level) or for controlling
them. By using individual independent apps, the HealthPhone can be matched with
the user’s demands and her/his utilized mobility aids. Advantages of using mass
market smartphones over dedicated hardware as hardware basis for the Health-
Phone are lower prices, easier integration and many extension possibilities.

2.6 Car Sharing Concept

In contrast to public transport, car sharing can deal with personal needs. The user
is not limited to certain lines and stations (except to certain areas the vehicle has to
be returned to). It is not to be mixed up with car pooling which is focusing on users
sharing the same route where a driver shares her/his car with other passengers
while driving to her/his destination.

Car sharing vehicles are normally equipped with a mobile data connection
which connects the vehicle with the car sharing provider’s infrastructure (e.g. for
getting the current location or for reservation and billing). This connection could
additionally be used for coupling the system with a central traffic guidance system
and a parking lot management system, in order to assist in finding the optimal
route and parking space which matches the user’s needs. By integrating infor-
mation from public transportation, e.g. the current timetables and the loading,
recommendations for changing the means of transport could be given.

Due to the steadily increasing amount of more and more complex functions in
today’s cars, human–computer interaction has become a central part of the car
development process in the last few years. The integration of mobile devices
allows users to control the in-vehicle infotainment systems with their mobile
devices’ interaction paradigms they are used to [10]. Especially when the means of
mobility are changed frequently, as it is the case with car sharing, this can enor-
mously simplify the operation for the user, since the users are more familiar with
the handling of their mobile devices than with handling changing systems.

One of the planned PASSAge services is a car sharing like system for giving
users vehicles equipped with different mobility aids on loan. This can immensely
reduce the costs for the individual user and, thus, enable her/him to stay mobile.
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3 Methodical Approach

Common aids try to reduce the mental effort for movements and sensory, for
example, by the usage of walking frames, fall protectors, or remote controls. In
that way, the user of the aid can concentrate on other tasks; the mobility task gets
into the background. This can be further optimized by a system that can auto-
matically adapt itself to the user’s needs, behavior and current situation.

In order to be able to support a user with such a modern technology, it has to be
ensured that the system matches the user’s cognitive abilities. This means, among
other things, that the operation of an aid must not need more concentration than the
user can gain by utilizing the mobility aid. When this is not fulfilled, additional
risks can occur. At the same time, the technology may not force the user to
completely give up her/his own remaining competences when using the aid. The
aids shall only support the user’s abilities in order to maintain her/his social life,
autonomy and activities of daily living. Hence, the system has to be able to adapt
itself to the current situation of the user. In order to create an effective and efficient
mobility system, a complementary combination of actuators, sensors, ICT and
decision-making components is necessary. The system has to support and/or
replace weakened competences that influence the user’s mobility negatively.

Four use cases are considered for covering all relevant urban and small-town
mobility chains. They refer to different scales: mobility at home, in the district, in
the city, and in the surrounding area. An overview of the use cases is depicted in
Fig. 1. All four mobility chains are made out by a detailed analysis of existing
means of mobility and users’ demands. After that, possible solutions for bridging
identified gaps are compiled. Three field studies spread over the project’s duration
will support and ensure the purposeful and target group oriented development. In
addition, the experiences of companies working regularly with elderly people will
be included. These experiences are also the basis for the development of corre-
sponding business models for the allocation of mobility services and system
components. Sound business models are an important element for the success of
the project.

In order to establish standardized laboratory conditions, parts of the field studies
will be conducted in and around an experimental flat. Intermodality shall not only
consider changing between different means of mobility at junctions in public space
outside of buildings, but also the mobility in buildings. Especially at the entrance
area, a clear discontinuity between indoors and the building’s surrounding can be
noticed. Besides the physical dimension (e.g. steps, different means of mobility,
unloading of goods), there is also a discontinuity at the information technology
level (e.g. privacy, display sizes, Internet connection speed). In contrast to cur-
rently existent solutions, which are only focusing on single aspects (e.g. Toyota
Shopping Car, eTRON Home Delivery Box), the PASSAge project is focusing on a
comprehensive approach.

Studies have shown that the biggest problem besides traveling longer distances
are differences in height. Examples are the common two or three steps in front of
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buildings, the threshold between rooms, or the different height and gaps between
the means of mobility and the pieces of furniture. The mentioned mobility hin-
drances and many more can be evaluated in and around the experimental flat. An
adjacent parking space that can be reached via fliers help in analyzing and opti-
mizing the interface between indoors and the individual means of mobility for
longer distances (e.g. electrically driven compact vehicles and micro vehicles).

The group of subjects will be composed of elderly people without physical
limitation, elderly people with physical limitations and where applicable people
suffering from dementia. Blind individuals will not be part of the group of subjects,
but people with limited eyesight can take part. Before taking part in movement
experiments the subjects’ capabilities will be analyzed (e.g. ability to walk, fall
risks, cognitive abilities, etc.). The results from the analysis will be part of the
metric for measuring improvements all over the project. For that reason, it would
be beneficial when most of the subjects take part in all three field tests. In order to
ensure statistical meaningful results, the number of subjects will be chosen high
enough so that retirements of subjects can be compensated for. The studies will be
conducted with questionnaires, interviews, 3d sensor recording, vital parameter
recording, and by observing the subjects in daily situations.

The advantages of the planned solution in comparison to existing approaches
can be summarized by the following points:

AAL Mobility Concepts
(coordinated e-device pool, micro mobility)

AAL environment
AAL House

Standardised Interfaces

Add-on kit

District
A

t H
om

e C
ity

Urban Hinterland

Use Case 1 Use Case 2

Use Case 3Use Case 4

Standardised Interfaces

Standardised Interfaces

- Home alert

- Safety strap

- Videotelephony

- Smoke, water and break-in alarm

  systems

- Haag Rehatechnik (rehab technology)

- Sunrise Medical (walking frames, wheel chairs, elevators)

- Shopping

- Hospitals, doctors

- Culture, events, church

- Friends, relatives, acquaintances

- Holidays, trips- Carse services (welfare services, driving service)

- HealthPhone / user interfaces

- Sensors for vital parameters (activity, blood pressure, temperature, ...)

- Augmented and virtual reality for better ergonomics

- Add-ons for means of mobility

- Planning and add-ons for buildings

- Service platform

- Modular mobility services

Fig. 1 Four use cases are considered in the PASSAge project. They refer to different scales:
mobility at home, in the district, and in the surrounding area. Standardized physical and
information technology interfaces shall enable a seamless mobility chain for the elderly
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• An individual device which allows elderly people and users with physical
limitations accessing mobility services.

• A platform that provides location and context-sensitive services.
• Technical aids for daily situations.
• Reduced costs due to shared usage of systems, such as adapted means of

mobility

The PASSAge system’s modularity shall allow for adapting the available
components to the individual needs of the users. The modularity enables an
inexpensive solution which can be smoothly extended in the future.

4 Conclusion and Outlook

The project PASSAge aims at safeguarding seamless mobility chains, safeguarding
public transportation, as well as safeguarding of the added value related to society
as a whole. Mobility shall be ensured by the extension of existing means of
mobility with user-oriented components. The project follows the approach to
complement the barrier-free access and usage of public transportation with mostly
electrically powered compact vehicles and micro vehicles. Core of the project is to
develop a flexible socio-technical infrastructure with a multitude of mobility
means and modular buildings, thus creating synergy effects. The development of
high-tech aids is not only an end in itself, but shall create an aesthetic functional
aid that matches the users’ needs. An important goal of the approach is the
development of business models, which allow for and ensure the allocation and
coordination of mobility services.

The multi-functional, interconnected system components are not limited to the
main target group of elderly people. They can be used by anyone that needs
support in mobility. The whole system is intergenerational and can be upgraded
with aids when needed. Based on the comprehensive consideration of the mobility
chains, new research fields in the area ambient assisted living (AAL) may be
identified which could be a combination of the topics AAL home, AAL city and
AAL mobility.
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Facial Movement Dysfunctions:
Conceptual Design of a Therapy-
Accompanying Training System

Cornelia Dittmar, Joachim Denzler and Horst-Michael Gross

Abstract In this work, we present the scenario of a camera-based training system
for patients with dysfunctions of facial muscles. The system is to be deployed
accompanying to therapy in a home environment. The aim of the intended
application is to support the unsupervised training sessions and to provide feed-
back. Based on conversations with speech-language therapists and the analysis of
existing solutions, we derived a theoretic model that facilitates the conceptual
design of such an application. Furthermore, the work is concerned with imple-
mentation details, with main focus on the automatisation of the face analysis. We
motivate the selection of the features and examine their discriminative power and
robustness for the automated recognition of therapeutic facial expressions in a real-
world application.

1 Introduction

Facial expressions play an important role in interpersonal communication. Dis-
eases like Parkinson, stroke, or mechanical injury of the facial nerve can lead to a
dysfunction of facial muscle movements. The resulting problems are manifold.
One consequence of this is that the structure of daily life needs to be adapted to the
health impairments. For example, food intake affords more time, if eating and
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swallowing difficulties exist. Patients with impaired eyelid closure need to wear a
bandage at night to protect their cornea and the loss of eyelid blink can contribute
to drying of the eye. In the long term, this leads to damage of the cornea and may
result in blindness. Furthermore, leisure activities like swimming have to be
stopped because of the poor corneal protection [1]. Besides implications on daily
life and physical abilities, facial muscle dysfunctions can also have negative
effects on mental health. Lack of appropriate facial expressions may lead to
misunderstandings in face-to-face communication. In combination with impaired
appearance of the face caused by imbalance of the facial muscles, low self-con-
fidence and social isolation may be the consequences. In addition to medicinal
treatment, the regular practice of therapeutic face exercises under supervision of a
speech-language therapist is an important part of rehabilitation. Due to the need for
a high practicing frequency, patients need to conduct unsupervised exercises at
home—accompanying to therapy. A view in the mirror supports the self-super-
vised training (Fig. 1). However, the incorrect execution of exercises can impede
the training success or even lead to further impairment [2]. The development of
technical assistance systems aims to overcome these problems. Such systems can
be realized in various forms, e.g., as pure software applications running on a
notebook, or as a multifunctional robotic assistance platform. The latter can
additionally comprise reminder, communication and training functionalities.
Training functionalities aim at improving the patients cognitive [3] and physical
[4] state. A therapy-accompanying training system for facial exercises would
complete the recent developments of such systems. Against this background, we
aim at the development of an automated, therapy-accompanying training system
for patients with facial muscle dysfunctions. In this publication, we give an
overview of the status of our work with respect to design- and implementation-
related tasks. We present a theoretic model, which supports the conceptual design
of a training system that is suited to the needs of the target user group. The
theoretic model is appropriate for the design of a variety of systems for cognitive
and physical stimulation. However, in this paper, we concentrate on the topic of
facial exercises. Further emphasis is put on the automation of the training session
monitoring. In this context, we motivate the application of the depth features,
which we have selected for the specified task. To enable a better understanding for
the practical side of this application scenario, we additionally present and examine
the features’ suitability for a real-world scenario by evaluating their discriminative

Fig. 1 Patients regularly
have to conduct unsupervised
facial exercises at home in
front of a mirror
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power and their robustness. A more detailed description and evaluation of the
features is given in [5]. The images that are necessary for the analysis of the
training sessions are captured using the Kinect from Microsoft (www.xbox.com).
Although there are other methods that are suited for the recording of depth
information with higher resolution, we decided for the Kinect because of its
moderate price and widespread availability.

2 Existing Practical Solutions

In this Section, we give an overview of therapy-accompanying solutions that are
already employed for the rehabilitation of facial muscle dysfunctions. We discuss
these solutions to identify the main functionalities, which are needed for the design
of a comprehensive and automated training system. However, the use of media-
technology is slowly evolving in this field. Conventionally, the therapist selects a
set of exercises and hands out printed drawings or images as an instruction manual
and reminder. The software PhysioTools was developed in order to facilitate and
streamline this process (www.theorg.de). It includes a database of various exer-
cises for physical therapy and enables the therapist to compile a set of exercises for
a training session. Furthermore, it arranges the images and their associated text in a
printer friendly layout. Therapists do not need to search or create descriptive
images and to write instructions on their own. However, a video can even be more
descriptive because it depicts the process of the exercise execution, instead of the
final state only. The software LogoVid comprises demonstrative videos of various
exercises that are supplemented by oral instructions (www.logomedien.de). Both
mentioned solutions mainly fulfill a tutorial function. The software CoMuZu is
supplemented by documentation and feedback functionalities (www.comuzu.de).
The target audience are teenagers. As a result, the whole user interface and the
story is rather playful in order to give a motivating add-on. The therapist is able to
unlock required exercises and in this way design an individual exercise schedule.
Instructions for exercise execution are provided in videos. After each training
session the teenager is advised to keep a diary about the training with respect to its
success and difficulties. Afterwards, the diary can be reviewed by the therapist in
order to get an impression of the training performance. However, it is rather
impractical and questionable that the patient has to do the evaluation on his own.
The three examples show, that current solutions lack an objective and sophisti-
cated feedback function, because the patients have to perform the unsupervised
exercises in front of a mirror and evaluate their correctness for themselves. This
involves several difficulties. Experience and knowledge of the patient with respect
to exercise evaluation may be insufficient, and especially children depend on the
support of their parents. In addition, the patient has to concentrate on the execution
and evaluation of the exercises simultaneously, which can be very demanding. As
a result the patient may lack attention with respect to important details of the
exercise. There are studies that indicate that incorrect execution of exercises may
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lead to an impairment of the facial muscle capabilities [6]. This impairment
comprises synkineses that are caused by compensatory motions. Synkineses are
involuntary facial movements that accompany voluntary facial movements. For
example, a patient may tend to close the eyes to perform an exercise that is
physically demanding, e.g., the stretching of the mouth. After a while, this leads to
miswiring of nerves and both movements will be involuntarily connected. Further
compensatory motions are the raise of the chin, if the patients have to touch the
nose with their tongue. A third difficulty is the lack of objective documentation.
The evaluation that is made by the patient may be disproportionally optimistic or
pessimistic, depending on the current mood. Every person is susceptible to ‘‘non-
objectiveness’’, even a therapist. However, patients, who are directly affected by
success or failure, might even be more biased in their evaluation because of their
mood. More objective feedback is given by biofeedback approaches that employ
electromyography to measure the electrical activity of the muscles during practice.
This enables the detection of subtle muscle movements that are not visible to the
eye. However, the method is more common in earlier states of facial muscle
dysfunction, when no movements are visible, and has limited suitability for use in
a home environment [1]. Besides the documentation of single practicing sessions it
would be helpful to have a solution that enables long-term documentation. The
therapist could browse through the exercising history and may identify processes
of improvement or impairment, which developed slowly over a larger time span.
Other solutions focus on a more playful aspect. The game Mimik Memo is
designed for children between 3 and 8 years (www.haba.de). It can be played by
two to six children. The game consists of cards that show drawings of animals,
which perform facial exercises (e.g., tongue touches the tip of the nose). The task
to mimic the exercises is embedded in a game scenario. Concerning the therapy of
children with facial dysfunctions, a game scenario adds an important motivational
component. Summarizing the above yields four main functionalities which con-
stitute an assistant and comprehensive training system. These functionalities refer
to tutorial, feedback, documentation, and motivational aspects that are able to
support and enrich exercising. In the next Section, we will discuss these aspects in
more detail. Furthermore, we will derive a schematic model that is suited to
support future developments of such training systems.

3 A Schematic Model or: What is Lacking
in Practical Solutions?

The four aforementioned functionalities roughly coincide with the specifications
that we have determined in discussions with speech-language therapists. In the
following, we give a detailed description of each functionality and construct a
schematic model as a basis for the design and implementation of an automated
training system (Fig. 2). The model is suited for various systems of cognitive and
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physical stimulation, however, we focus on facial exercises. The schematic model
facilitates the conceptual work by enabling the identification of beneficial sub-
functionalities (outer area of the illustration). The determination of the subfunc-
tionalities is based on the analysis of the presented solutions and the discussions
with speech-language therapists.

The design—or exclusion—of each subfunctionality depends on the needs of
the target users and the intended price and complexity of the system. The sche-
matic model represents an ideal system. ‘Ideal’ refers to the inclusion of a com-
prehensive range of subfunctionalities—a larger range than a real-world
application in general may need. The tutorial functionality consists of two ele-
ments: a database and an interface. The database provides a collection of thera-
peutic face exercises, which can be activated by the therapist for each of the
patients individually. This allows for the creation of individual training schedules
that can be adapted according to the success or failure of preceding training
sessions. For each exercise, there is instruction material in form of videos
including oral explanations. Important background knowledge can be documented
in textual form as well. The interface element of the tutorial functionality visu-
alizes and verbalizes the instructions for the patient. It is important to keep the
target users in mind, when designing this interface. While an adult patient may
get along with a rather simple video and some textual instructions, a child needs
more playful and vivid instructions to keep its attention. Furthermore, some
patients may be impaired by additional disease patterns. As mentioned in the
introductory Section, possible causes of facial dysfunctions are brain lesions,
generated by a stroke. Besides decreased physical abilities, brain lesions can also

Fig. 2 Schematic model for the conceptual design of an automated training system
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result in cognitive impairments. One example is the language ability impairment
aphasia, which is characterized by difficulties with respect to reading, writing,
speech production and speech processing. For persons with decreased speech
processing abilities a high amount of visual instructions is essential in order to
understand the correct exercise execution. Similar to the tutorial functionality, the
feedback functionality consists of two elements as well: a feedback unit and an
interface. The feedback unit automatically generates information about mistakes
and imprecisions in the exercise execution. Thereby, the mirror is replaced by a
camera and the video of the patient doing the exercise is shown on the screen. As
mentioned in the introductory Section, exercise evaluation by the patient may be
affected by the lack of experience, the emotional state, and the disability to con-
centrate on the execution and the evaluation at the same time. An automated
feedback, however, guarantees results that are more objective and reproducible.
The feedback unit provides two sorts of feedback: evaluative and instructive
feedback. Evaluative feedback gives a rating of the exercise execution. This rating
can vary from a binary rating (good/bad) to a refined scale (0–100 % similarity to
the ideal exercise). Additionally, it is possible to realize such a rating for different
areas of the face, e.g., mouth or cheeks, separately. The challenge is to find a
suitable measure for the assessment of exercise quality. Instructive feedback
comprises advice on inaccuracies during practice and gives concrete feedback for
improvement (‘‘Puff your left cheek stronger.’’). Therefore, it is more similar to a
real therapist than the evaluative feedback. The interface of the feedback func-
tionality conveys the feedback information in an oral or visual form to the patient.
A textual form is less feasible, because patients would have to watch the text and
the video of their face simultaneously. Besides the output of evaluative and
instructive information, the interface can be used to provide an avatar that syn-
thesizes the face of the patient. The objective of this is twofold: first, an avatar
would add a motivational aspect for children, e.g., by enabling children to slip into
the role of their favorite comic character. Secondly, a neutral avatar helps patients
who are emotionally affected by the impaired appearance of their face and who
avoid looking in the mirror. This property of the feedback interface is closely
related to the motivational functionality. Detailed information about the concep-
tual design of the feedback unit will be given in the following Section. The ideal
training system additionally comprises a documentation functionality. This func-
tionality is fully automated and focuses on the exercise quality and the exercise
frequency. The exercise frequency can be logged to establish a schedule, in which
every day of practice is registered, supplemented by the exercise duration. The
exercise quality unit comprises the documentation of the exercise success or
failure. Retrospectively, the therapist can see which exercises have been performed
incorrectly or which have been less difficult for the patient. The automation of the
documentation process allows the patient to fully concentrate on the exercise
execution during practice. Additionally, no manipulation of the documentation
with respect to exercise quality or frequency would be possible. The functionality
can be used for short-term documentation, which may comprise information about
one single training session or about long-term documentation, which would
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capture the process over several weeks or even months. The unit that documents
the exercise quality needs input from the feedback functionality. Thus, to have a
consistent documentation, it is important that the evaluation tool gives objective
and reproducible results. The motivational functionality contains elements that
motivate the patients to do the practicing sessions with a regular frequency and
with certain accuracy. The design of the motivational functionality depends on the
target audience. Although one may assume that the inclusion of gaming elements
is mainly beneficial for the motivation of children, studies showed a positive
impact on the motivation of adults as well, when, e.g., using Wii sports [7, 8]
(www.nintendo.co.uk). Furthermore, the integration of the documented training
success, e.g. in form of high-score lists, may motivate the patient to practice with a
higher frequency in order to exceed earlier performances. Additionally, some extra
functionalities may be unlocked, if a patient achieves a further level, which may
also enlarge the motivation. Group work may also be more motivating, e.g., as
intended with the Mimik Memo game. However, in case of an application that is
planned to be highly adaptable to the needs of an individual patient, practicing in
groups may enlarge the complexity of system development. Summarizing the
above, we think that the feedback functionality plays an essential role because it
contributes to the construction of a consistent documentation and the documented
success, on the other hand, can be integrated into the motivational functionality.
Therefore, in the following Sections, we focus on the embedding of the feedback
unit into the training system and discuss and evaluate the automation of the
feedback process.

4 Conceptual Design and Details of the Automatic
Training System

In this Section, we focus on the conceptual and implementation-related aspects of
the training system. First, we provide a schematic overview of the process steps
comprised by the system. Additionally, we describe the collection of test images,
the selection of features and the choice of the camera type. Finally, we present our
preliminary results and status on the way to the solution of this extensive task.

4.1 Overview of the Training System

In the following, we examine the embedding of the feedback unit in the process of
automated feedback generation. As shown in Fig. 3, the training system is divided
into three layers: the human actions, the interface and the algorithm. The layer on
the top comprises the actions of the patient. Via an input interface, such as a
camera, the algorithmic layer receives an image or a video of these actions. The
algorithmic layer is the basis of the automated feedback and consists of two units:
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the automated face analysis unit and the feedback unit. The task of these units is to
analyze the appearance of the face in order to derive information about the training
performance. The properties of the face are captured by the extraction of
descriptive features from facial regions. As a result, in each image of the data
stream, the face has to be localized and distinctive facial points (e.g., the nose tip)
and regions (e.g., the cheeks) have to be detected. The extracted features are
analyzed automatically in order to generate evaluative and instructive feedback.
The feedback is forwarded to the output interface, e.g., a display or a speech
synthesis (or both). The instructive feedback comprises information about neces-
sary changes in exercise execution and, therefore, directly affects the actions of the
patient. Evaluative feedback only comprises an assessment of the exercising
quality. However, we assume that a negative evaluation of the training will also
affect the actions of the patient.

To be more precise, we can say, that the described scenario does not involve a
face-appearance-to-feedback mapping but rather a feature-to-feedback mapping.
However, features only describe a part of the face properties. Thus, an important
question for the selection of the features is, whether they are suited to represent the
properties of the face and the quality of the exercise. If the feedback that is given
by the training system does not correlate to the feedback of a therapist, then there
are two main possibilities: the mapping of the describing features to the feedback
is incorrect or the features are not suited to represent the appearance of the face. In
order to reduce the probability for the latter, the features need to be examined more
closely (left image of Fig. 4). The first question is, whether the features are suited
to separate the different exercises. If the features are not able to capture the
characteristics that distinguish the different exercises then it is unlikely that the
features are able to describe the more detailed differences that are necessary to

Fig. 3 Embedding of the feedback unit in the process of automated feedback generation
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characterize a correct or an incorrect exercise execution. The second question is, in
how much detail the features are able to describe different states of an exercise:
How do the feature values change if a face expression changes from a neutral state
to the final state of the exercise? The third question refers to the robustness of the
features. In a real-world application it is not feasible to localize the position of the
points and regions for feature extraction manually. As a result, they have to be
detected automatically. However, automated labeling is less accurate than manual
positioning. Thus, we need to evaluate the robustness of the features with respect
to varying regions of feature extraction. The performance of the features—
extracted from manually labeled points and regions—must be compared to the
performance of features extracted from automatically detected areas. The right
image of Fig. 4 shows the 58 manually labeled landmarks used in our approach.
For the automated labeling of these landmarks, we train an Active Appearance
Model (AAM) [9, 10]. AAMs have various applications in the area of object
detection. Commonly, they are employed for the classification of facial expres-
sions. In this work, however, we apply them for finding and placing the landmarks.
The nose tip is detected robustly by a threshold-based localization algorithm using
curvature analysis [11]. This approach is more accurate for the nose tip detection
than the solution found by the AAMs, however, it is not suited for landmarks that
lie in areas with less characteristic and changing surface shape, as for example the
corners of the mouth or points on the cheek. In the following, we motivate the
selection of depth features as robust descriptors of the landmarks and evaluate their
discriminative power with respect to the distinction between different exercises.
Furthermore, we compare the results for manually and automatically labeled
regions. Prior to that, we will have a closer look on the exercises to be included
into the training system that is currently developed. These exercises are the basis to
define, which regions of the face need to be localized and analyzed more closely.

Fig. 4 Left image Analysis of features comprises the evaluation of the discriminative power and
the robustness. The discriminative power consists of the features abilities to discriminate between
the different exercises and the different states of one exercise. Right image 58 manually labeled
landmarks
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4.2 Therapeutic Face Exercises

In cooperation with speech therapists, we selected a set of nine therapeutic face
exercises by certain criteria (Fig. 5).

The first criterion was the ability to transfer the exercises to various disease
patterns because speech-language therapy is geared towards people with various
facial movement dysfunctions. Facial palsy for example comprises a reduced
ability as well as the total inability to move facial muscles [12]. It can be caused by
brain lesions or mechanical injury of the facial nerve. Another result of brain
lesions can be dysarthria, which results in speech disorders and articulation
problems. A further disease pattern is the myofunctional disorder, which is caused
by an imbalance of facial muscle strengths, and often affects children [12]. Typical
symptoms are a constantly opened mouth and an incorrect swallowing pattern. The
exercises that we selected are beneficial for each of these disease patterns.
Additionally the exercises should train several face regions: the lips, the cheeks
and the tongue. Each exercise has to be retained for around 2 or 3 seconds. The
speed of the performance is not important. Therapeutic tools like spoons and
spatulas, as well as movements of the head, e.g., moving the chin to the chest,

Fig. 5 Exercises that have
been selected in cooperation
with speech therapists (from
left to right and top to
bottom): pursed lips, taut lips,
A-shape, I-shape, cheek
poking (right/left side),
cheeks puffed (both/right/left
side(s)). Exercises are
performed by a person
without facial movement
dysfunctions for better
visualization
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should be avoided in order to prevent occlusions. Occlusions lead to missing
information, which would necessitate more cameras for observing the patient.
However, we constrain the number of cameras to a frontal one to reduce hardware
costs, which is important in order to guarantee widespread use of such a system.
Additionally, the complexity of camera calibration is reduced. The selected
exercises are easy to practice and build a set of sub-exercises that can be combined
to more complex and dynamic series of exercises: As an example, the alteration
between pursed and taut lips or pursed lips and a neutral face are possible. Due to
the lack of a public database that comprises facial exercises, we collected our own
dataset which will be made available as soon as possible. It contains eleven per-
sons conducting the nine exercises. For each exercise, there are around seven
images showing different states throughout exercise execution. This amounts in a
total size of 696 images in the dataset. For the following tests, we only employ
image data that show healthy persons doing the exercises. Because our main focus
in this paper is the selection and evaluation of the features, we want to eliminate
other sources of error. Thus, we omit data recorded from persons with dysfunction
of facial expressions, as we expect their ground-truth to be ill-defined. This is due
to the circumstance, that an incorrect execution of an exercise may resemble other
exercises (Fig. 6).

4.3 Choice of Suitable Features

Looking at the example images of Fig. 5 reveals that the execution of the exercises
has strong and manifold impact on the facial surface. Whereas the exercises pursed
lips and A-shape lead to a rather concave cheek surface, the other exercises

Fig. 6 Patient with facial paresis on his right side. Left image The exercise right cheek puffed is
conducted correctly, because the bulge of the cheek is a passive process as reaction of a higher air
pressure inside the mouth and a contraction of the buccinators on the left facial side. Right image
The exercise left cheek puffed is conducted incorrectly. The lack of contraction in the right
buccinators leads to the bulge of the right cheek
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produce a convex curvature. But even the convex surfaces are manifold. The cheek
boxing exercise results in a rather steep and local bulge, whereas the cheeks puffed
exercise causes a more global and smooth bulge. Exercises with a wide mouth, like
taut lips and I-shape, produce small wrinkles. However, the magnitude of the
surface bulge differs between individuals because it depends on the face type (e.g.,
full versus slim). Nevertheless, the shape of the face surface is a reasonable
property to separate the different appearances of the face as shown in earlier works
of [13], and [14]. In total, we use three depth feature types that analyze the shape
of the surface: curvature type histograms, point signatures and line profiles. They
will be discussed more detailed in the following Sections. To capture depth data,
we use a Kinect camera. The camera outputs 2.5D depth images. These are two-
dimensional images—similar to a gray-value image—that contain object-to-
camera distance information in each pixel instead of intensity information. In
addition to the depth image, the Kinect simultaneously captures a color image. Via
camera calibration, the intrinsic and extrinsic camera parameters can be deter-
mined [15]. Using the information of the 2.5D depth image, these can be employed
to generate a 3D point cloud. Figure 7 shows a 2.5D depth image, the corre-
sponding color image and a 3D point cloud.

4.3.1 Curvature Type Histograms

We determine the curvature type for each pixel of the face [11, 16]. The curvature
type contains information about the surface that is surrounding the pixel. This
information comprises the direction of the surface curvature (convex, concave)
and its shape (hyperbolic, cylindric, and elliptic). There are eight different types of
curvature. The left image of Fig. 8 shows four examples. In an image, the face is
represented by 8.000–13.000 pixels. If—for each pixel and its neighborhood—the

Fig. 7 2.5D image, its corresponding color image and the generated 3D point cloud. For better
visualization, the point cloud is shaded using Gouraud’s method. The depth information in the
2.5D image is represented by an iterative gray-value scale
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curvature type is determined this results in a feature vector with a length similar to
the number of pixels. In order to reduce the dimension of the feature vector, we
summarize the curvature values with a histogram. To maintain spatial information,
we define several facial regions from which separate histograms are extracted.
Here, our approach follows the work of [13], who focus on the classification of six
facial expressions. They divide the face into seven regions (e.g., chin, lower cheek,
upper cheek) and summarize the curvature types with histograms. In their dataset
that is used for testing purposes regions for feature extraction were localized
manually by humans. In contrast, we detect the regions automatically, which is
less accurate than manual labeling. As a result, we have reduced the number of
regions from seven to four in order to increase the size of each region (right image
of Fig. 8). This decreases the influence of small variations of the region border
locations, but also decreases the accuracy. The borders of each of the four regions
are determined by connecting fiducial points of the face. To enable a stable
detection of the regions it is important that the fiducial points can be localized
easily. Suitable positions lie in distinctive areas of the face that are only slightly
influenced by changes of the face surface. This enables a good detection of the
same point in different images. In Fig. 9, we show examples for the distribution of
curvature types in the left cheek region for two different facial expressions.
The curvature types are represented by different colors.

4.3.2 Point Signatures

In [14] point signatures are employed for the recognition of faces. We adapt this
approach for our task of therapeutic face exercise classification. Similar to cur-
vatures, the idea of point signatures is to describe the properties of the surface
shape. Point signatures capture the slope of a path that runs around a distinctive
point in the face to describe the neighborhood of this point. We selected the nose
tip as centre point because it can be detected more robustly. The point signature is
calculated as follows: A sphere is centered into the nose tip. The intersection of the

Fig. 8 Left image Examples of curvature types. Top left hyperbolic convex, top right elliptic
convex, bottom left cylindric concave, bottom right planar. Right image Four regions that are used
for feature extraction
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Fig. 9 Top Person performing the exercises pursed lips and both cheeks puffed. The points mark
the corners of the left cheek region of the person. Bottom Detail view for the left cheek area,
showing the curvature types represented by gray values (from dark gray to bright gray: elliptic
convex, elliptic concave, hyperbolic concave, hyperbolic convex). As expected, the cheek has a
large amount of elliptic convex area

Fig. 10 Left image Intersection path of the 3D face point cloud and a sphere. Right image Plane
fitted in the intersection points and the displaced plane that is used for distance calculation. The
curve on the plane is the projection from the intersection curve. The distance between these two
curves is sampled in an interval of 15�
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sphere with the facial surface creates the path (left image of Fig. 10). To capture
the slope of the path, the distance information of the points that lie on the path
needs to be sampled. Depending on the position of the person to the camera, the
absolute distance values vary, although the face may be identical. To obtain a
distance measure relative to the position of the person, we fit a plane into the
intersection points and displace this plane along its position vector until it goes
through the tip of the nose (right image of Fig. 10). The distance of the curve to the
displaced plane is now sampled in regular steps of 15�. The slope of the path can be
visualized by a coordinate system with the axes ‘degree’ and ‘depth distance’
(Fig. 11). The size of the radius is determined by multiplying the distance between
the eyes with a factor f. We use the following values for f: 0.4, 0.5, 0.7, 0.8 and 1.0.
As a result, we get five point signatures with a length of 24 samples each. To reduce
the length of the resulting feature vector, we apply a discrete cosine transform
(DCT) on each point signature and retain the first twelve coefficients [17].

4.3.3 Line Profiles

We developed the line profiles on the basis of the point signatures. Whereas a point
signature consists of a path that runs radially around a point, a line profile connects
two landmark points. We selected line profile paths that comprise the cheeks and
the mouth because these regions show characteristic changes if a face performs
facial exercises. The paths can be seen in Fig. 12. Seven paths run from the tip of
the nose to silhouette landmark points. The two remaining paths connect silhouette
points. A path consists of N equidistant points in a three-dimensional space.

Fig. 11 Left image Person doing the exercises pursed lips and both cheeks puffed. Point
signature paths (for f = 0.5) are marked on both faces. Right image Curves showing the slopes of
the paths. Each curve consists of 24 samples (360�:15� = 24). The sample index multiplied with
the sampling interval (15�) results in the size of the angle, starting from the point on the path that
is intersected by an imaginary connection of the nose tip to a point on the center of the chin. The
center and global minimum of the curve represents the root of the nose, which has the smallest
distance to the displaced plane. At the beginning and the end of the curves it can be seen that the
distance of the lips to the displaced plane is smaller for the exercise pursed lips than for the
exercise both cheeks puffed
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To obtain a representation of the path, which is invariant with respect to translation
and rotation operations of the face, we need to extract relative distance values.
Therefore, we extract the Euclidean distances between the points. The number of
points per path depends on the size of the face and the executed exercise. To get a
constant length and to reduce the length of the feature vector, again we apply a
discrete cosine transform and retain the first twelve DCT coefficients.

4.4 Feature Evaluation: Results

In the preceding Sections, we introduced three feature types that comprise infor-
mation about the surface of a face:

• curvature type histograms
• point signatures
• line profiles.

In the following, the features are examined with respect to their ability to
discriminate between the executed nine therapeutic exercises. We assess the
quality of this ability by the average recognition accuracy, which describes the
ratio of the correctly detected exercises to the total number of exercises. According
to the number of images in our dataset the total number of exercises is 696. Feature
types are evaluated individually and in combination. As mentioned in Sect. 4.1,
several steps are necessary for the evaluation of the features’ suitability for the

Fig. 12 3D face with the
marked paths of the 9 line
profiles curves
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planned scenario. We concentrate on two of these aspects. First, we evaluate the
features that were extracted from manually labeled regions in order to exclude
other influences like deviating region borders. Second, we evaluate the features
that were extracted from automatically determined regions using an AAM and a
curvature-based nose tip detection. Training and classification is performed by
applying linear Support Vector Machines [18]. The dataset was split up into
training and test set using the leave-one-out cross-validation. Additionally, all
images of a person that is present in the test image are excluded from the training
set. This approach is consistent with the mentioned application scenario in which
the images of the test person will not be part of the training data. The number of
feature dimensions was reduced from 232 to 8 by using a Linear Discriminant
Analysis [19]. If features are extracted from manually labeled regions, line profiles
perform better than the other features. However, the best result is obtained by the
combination of the three types (Fig. 13). This results in an average recognition
accuracy of 91.2 %. The performance of the curvature type histograms is rather
low compared to the other two feature types. However, curvature type histograms
outperform point signatures and line profiles if automatically detected regions are
used. This is due to the fact that curvature features extract information from larger
regions than point signatures and line profiles. As a result, the curvature type
histogram is more robust against small variations of the region borders. Again, the
combination of the three features leads to the best performance and results in an
average recognition rate of 75.1 %. This result confirms the suitability of the
features for the classification of the presented therapeutic facial exercises, even in
an automated scenario. The deviations of the landmarks, determined by the AAM,
compared to the position of the manually labeled landmarks were -1.9 pixels
(mean value) in x-direction with a standard deviation of 4.7 pixels. In y-direction
the mean value of the deviation was 6.0 pixels with a standard deviation of 15.9
pixels. Considering the distances of the persons to the camera, 6 pixels correspond
to about 0.95 cm on the face.

Fig. 13 Results for the
single feature types and their
combination. The bars in dark
gray represent the results for
the features that are extracted
from manually labeled
regions. The bars in light gray
show the results for the
features extracted from
automatically detected
regions
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5 Conclusion and Future Work

In this publication, we presented our state-of-work for the development of an
automated, therapy-accompanying training system. On the basis of existing ther-
apy solutions and conversations with speech-language therapists, we derived a
theoretical model that supports the conceptual design and implementation of such
a system. Furthermore, we presented nine facial exercises, which were—in
cooperation with therapists—determined as beneficial for the therapy of facial
dysfunctions. On the basis of the selected exercises, we collected and manually
labeled a dataset that comprises 696 depth images with their corresponding color
images. This dataset was used to evaluate features that are the fundament for the
implementation of an automated face analysis unit. The features were examined in
two respects. First, we evaluated their discriminative power concerning the clas-
sification of different exercises. Second, we tested their robustness regarding
varying locations of feature extraction. The latter is relevant to determine, whether
these features are suitable for a real-world application. Future work will be focused
on the evaluation of the features’ suitability for the separation of different states of
an exercise. Furthermore, we will examine the mapping of the feature values to an
evaluative and instructive feedback scale.

We would like to thank the m&i Fachklinik Bad Liebenstein (in particular Prof.
Dr. med. Gustav Pfeiffer, Eva Schillikowski) and Logopädische Praxis Irina
Stangenberger, who supported our work by giving valuable insights into rehabil-
itation and speech-language therapy requirements and praxis. This work is par-
tially funded by the TMBWK ProExzellenz initiative, Graduate School on Image
Processing and Image Interpretation.
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Detecting Activities of Daily Living
with Smart Meters

Jana Clement, Joern Ploennigs and Klaus Kabitzsch

Abstract Smart meters provide us new information to visualize, analyze, and
optimize the energy consumption of buildings, to enable demand-response opti-
mizations, and to identify the usage of appliances. They also can be used to help
older people to stay longer independent in their homes by detecting their activity
and their behavior models to ensure their healthy level. This paper reflects methods
that can be used to analyze smart meter data to monitor human behavior in single
apartments. Two approaches are explained in detail. The Semi-Markov-Model
(SMM) is used to train and detect individual habits by analyzing the SMM to
find unique structures representing habits. A distribution of the most possible
executed activity (PADL) will be calculated to allow an evaluation of the currently
executed activity (ADL) of the inhabitant. The second approach introduces an
impulse based method that also allows the detection of ADLs and focuses on
temporal analysis of parallel ADLs. Both methods are based on smart meter events
describing which home appliance was switched. Thus, this paper will also give an
overview of popular strategies to detect switching events on electricity con-
sumption data.
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1 Introduction

Smart meters and smart plugs enable the simple monitoring of a building’s energy
consumption down to submeters and individual devices. The data can be used to
visualize and analyze the energy consumption which saves energy by providing
early feedback. They can be used for demand-response management. They enable
the identification of individual appliances. But, besides saving energy and costs by
feedback and demand-response, smart meters can also help to face another
important challenge of the future—the demographical change.

The demographical change all over the world creates new needs and challenges
for technical innovations. Older people have a strong desire do stay self-deter-
mined in their own well-known homes. Unfortunately, they suffer from normal
age-related, physical degeneration and are exposed to a higher fall risk and dis-
eases that reduce their abilities in everyday life. Even if they are not directly
affected, elderly and relatives are often burdened by the fear that such things may
happen if the elderly is alone and nobody detects it. Technical inventions can help
these people and support the home care and increase their quality of life.

Several research projects are working on that particular topic of Ambient
Assisted Living (AAL) to learn and monitor the human behavior inside a residential
flat to raise an alarm if health critical situations have been detected. In general the
approaches for Human Activity Detection (HAR) can be classified in detection of
inactivity and the detection of Activities of Daily Living. Inactivity detection is a
very basic approach of identifying cases that people are not active for an unusual
time [4, 9]. This addresses the use case of people that fell or lie down with
sickness. The detection of Activities of Daily Living (ADL) needs more advanced
approaches that identify human behavior patterns [14, 15]. ADLs are common
activities a human is performing in his home, for example: nutrition, grooming, or
using the toilet [13]. Detecting ADLs allows doctors and care givers to understand
people’s diurnal rhythm, it improves inactivity detection, and changes in ADLs
indicate development of diseases such as Alzheimer’s [17]. But, common
approaches require to equip the flats or the persons with multiple, dedicated
sensors. This makes the solutions very cost intensive and many elderly are not able
to pay for them. The systems also add a stigmatization problem, as the sensors
indicate and remind the people and others of problems.

This paper focuses on a low cost approach to monitor human behavior in single
households by the usage of smart meters. Smart meters are getting common and
their installation are promoted in the US and Europe by laws [25]. In combination
with energy and demand-response management they allow new business models
for combined ambient assisted living with energy management. This paper will
explain the methods that can be used to analyze smart meter data to create a human
behavior model. Two promising approaches will be introduced and evaluated on
real measurements.

The next section gives an overview of popular monitoring methods based on
smart meter consumption. Section 3 introduces two monitoring approaches: the
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Semi-Markov-Model and the impulse function using the human forgetting curve.
Both methods are compared in Sect. 3.4, which also refers to future work. The
paper ends with the Conclusion in Sect. 4.

2 State of Art

Identifying the appliances used is a concept known as Non-Intrusive Load Mon-
itoring (NILM) developed in the 80th [11]. Since then, smaller, embedded and
wireless meter devices developed [12, 22] that are using indirect measurements
[23] and improved data mining approaches [6, 18]. This allows even to identify the
TV channel watched [10]. We are using a common smart electricity meter from an
industrial partner with a modified frequency spectrum analysis based on [20]. It is
complemented by a smart water meter which runs a similar algorithm that iden-
tifies the usage of basins, tubs, toilets, and washing machines based on the water
flow rate and water volume taken.

Any of these smart meter approaches can be used for HAR as long as they
provide a labeled event streams about the appliances turned on and off from the
smart meters. The detection approaches are also not restricted to smart meters as
any sensor information that relates to human activities can be used such as floor
sensors, occupancy sensors, audio or video processing. Out of the reasons given
above, we are focusing on smart meter.

The simplest form of HAR is inactivity detection by calculating the time
intervals of incoming events and to raise an alarm if the inter-arrival time is above
a threshold. The limitation of these simple approaches lies in the fact that the
threshold has to be very high to ignore normal long inter-arrival times and allows
no timely reaction to inactivity. Overnight, for example, it is ok if the people are
sleeping and no activity is detected for several hours. In contrary, it is an indicator
of insomnia, incontinency, and Alzheimer’s if people do rise up several times in
the night. Therefore, advanced approaches train inactivity profiles for each day and
differentiate day and night periods [4, 9] and allow detection times below 3 h.
Inactivity diagrams, like the one in Fig. 1, are used to visualize the inactivity
detection. They accumulate the time where no events occur caused by the
inhabitant’s actions. The red line in Fig. 1 shows accumulated inactivity times
trained over 196 days. The green and yellow lines are used to automatically detect
the day- and night phase. The blue line is a calculated polynomial function based
on the red line and is used as threshold. If the current inactivity exceeds the blue
line, an alarm message can be sent to care givers.

Labeled event stream from smart meters allows more precise models of the
human activity. A general clustering approach for sensor events was demonstrated
in [1]. The author of [3] used a Semi-Markov-Model (SMM) to model the human
movement based on occupancy sensors placed in each room of the apartment.
These approaches correctly model the correlations of events, but are not able to
abstract higher semantic meanings in form of ADLs.
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Activities of Daily Living (ADL) are essential routines every person executes.
They were initially defined in care science [13]. We focus on basic ADLs typical
for the household such as eating, sleeping, hygienic, sanitation, cooking, house-
hold, and media. Each ADL consists of different sets of actions that are typically
related to it and may occur in different temporal orders. For example, hygienic
relates to the actions: going to the bath room, washing at a basin, taking a shower,
or using the tub. Each action now can further be related to appliance(s) such as the
lights in the bath room or the tap at the basin, shower, or tub that are assigned
respectively. However, each of these relations are n:m associations, where an
appliance can implicate different actions that imply different ADLs. The challenge
now is to deduce the correct ADL from the appliance detected by the smart meters.

The challenge has two aspects that need to be addressed [19]. First, the seg-
mentation problem, which targets the question if a concurrent series of events
belong to the same ADL. In its simple form it uses the assumption that ADLs are
performed sequential and non-interleaving. The more complex segmentation
problem is to consider and detect parallel ADLs with interleaving actions. Second,
the recognition problem of relating the events to the correct actions and them to
the correct ADL. An interesting approach is to mine the probabilities for assigning
appliances to actions and ADLs from the how-to web pages [19]. But, this general
information is usually known like which appliances are involved in hygienic. It is
more promising to individualize the probabilities to the monitored people, as
particularly elderly developed very specific behaviors over the years in executing
their ADLs [17]. It is to note, that this is an assumption common to all approaches.
Younger people have a more flexible daily routine. In this case, the integration of
real-time information from smart phones calendars or social web pages open new
opportunities to individualization.

Most approaches apply temporal classification models such as Hidden Markov
Model (HMM) [2, 16], Dynamic Bayesian Networks (DBN) [21], and Conditional

Fig. 1 Resulting inactivity diagram after training phase (red line) with constants to automat-
ically detect day- and night period: green line—average plus double of the standard deviation,
marking the night; yellow line—average, marking the day; blue line—polynomial function
representing the alarm threshold
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Random Fields (CRF) [14]. These approaches assume sequential and non-inter-
leaving actions to create individual models for each ADL. However, concurrent
activities are common and cannot be well identified by these approaches [14, 19].
Other approaches use machine learning classification algorithms such as Naive
Bayes Classifier [24], Artificial Neural Networks (ANN), and Support Vector
Machines (SVM) [8]. They require labeled and segmented data for training, which
requires manual effort that is often not practicable.

3 ADL Recognition Approach

The goal of the approach presented in this paper is not only to identify ADLs, but
also to individualize them to the user and detect changes in their execution.
Therefore, the approach divides into three phases: the initialization phase, the
training phase and the application phase. In this paper two approaches for ADL
identification and training are introduced: an SMM approach and an impulse-based
approach.

During the initialization phase the available smart meters and home appliances
inside each apartment are defined. Furthermore, possible relations to ADLs are
analyzed. In the training phase individualized ADL models are learned. These
characteristics models will be compared to the current consumption data to find
abnormalities in the application phase. If abnormalities are detected, which may
be caused by falls or fainting, an alarm message will be generated to organize help.

3.1 Initialization Phase

During the initial phase general information about available appliances are gath-
ered. This is:

1. Available smart meters and optional sensors.
2. Available appliances that are relevant for ADLs.
3. The events detectable by the smart meters and to which appliances they map.
4. General relevance weights of how appliances relate to ADLs.

Appliances can be classified, in extension to [1], in their involvement of user
activities (insignificant, significant), in their temporal phenomenal appearance
(temporary, permanent), and in their mobility (static, mobile). The mobility
classification is used to assign static appliances to rooms of the apartment, while
mobile appliances can be used in any room (e.g. vacuum cleaner). Permanent
Background Appliances are on all time and have no significant user interaction
(e.g. stand-by power). They produce a constant noise that needs to be initially
measured and filtered by the meters. Temporary Background Appliances are also
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not user controlled and autonomously switch on and off (e.g. fridge). They produce
events detectable by smart meters that need to be ignored either by not assigning
them or by assigning them as false-positives. Passive Appliances are switched on
by users and then remain in this state without their presence (e.g. light). Active
Appliances require user presence and are usually of a short term (e.g. vacuum
cleaner). Only the last two appliance classes are relevant for HAR while active
appliances have the strongest impact.

Figure 2 shows an example of home appliance assignment for a three room
apartment. Some characteristic consumptions for home appliances are illustrated
in Fig. 3. Our approach does not analyze these particular characteristics, but the
resulting event streams from the smart meter. However, Fig. 3 illustrates that the
characteristic consumptions for home appliances can be identical such as the light
in different rooms. Then the event from the smart meter is mapped to all these
appliances as a differentiation is not directly possible. In later steps it will be
possible to reason the appliance by analyzing the temporal and spatial correlation
of events, appliances, and their room assignment.

Fig. 2 Floor plan to show
the allocation of home
appliances to the rooms

Fig. 3 Assignment of
consumption to home
appliance
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Appliances are assigned to one ADL with a relevance weight Gaðe; aiÞ; which
describes how commonly the appliance e 2 E is used for the ADL ai. It will be
individualized during training. Figure 4 shows a screenshot of the application that
summarizes all these relations between appliances, rooms and ADLs.

3.2 Training Phase: SMM Analyzes

With the information from the initialization phase, the training of ADLs can be
started. The first approach presented in this paper is a Semi-Markov-Model (SMM).
Each state Z in the SMM represents the set of currently active home appliances
ðZ � EÞ. This allows us to consider parallel actions and ADLs. A change of states
occurs if an active one is turned off or another appliance is turned on. Each state
logs the entry and exit times, which are required for ADL comparison. If no
appliance is active for a certain time, the SMM returns in an idle-state, in which no
event is active. In Fig. 5 an excerpt of such SMM is shown. The radio was switched
on first (ID 9), followed by the mirror light (ID 1), and then the toilet was flushed
(ID 22). Afterwards the light is turned off and sometime later the radio.

Fig. 4 Overview of rooms with assigned appliances and probabilities

Fig. 5 Excerpt from the behavior model (SMM) in Fig. 6 representing a structure of human habit
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Figure 6 shows the full SMM created from smart meter data of the three room
apartment. The shaded groups represent the assignments of appliances to rooms
from the initial phase. Each color represents another room. It is visible that most
interactions (transitions) occur between appliances in the same room. This is also
often related to a specific ADL, which are indicated by colored underlines of the
states. For example, all actions of sanitation (underlined orange) take place in the
bathroom (shaded light red).

ADLs are detected within this SMM. For this the segmentation and recognition
problem needs to be addressed. The segmentation uses temporal and graph
structural criteria. One temporal criteria results from the fallback into the idle-state
not directly after the last appliance was deactivated, but after a time delay. In
result, if another appliance is turned on shortly after the last appliance, it will be
recognized as state sequence without passing the idle-stated. The structural criteria
detects subgraph patterns in the SMM graph. Such patterns are visible in Fig. 6.
The star pattern is dominant in the bathroom, where first the mirror light is turned
on and then alternative appliances afterwards. Another relevant pattern is the cycle
where several appliances are used in sequence (e.g. spigot, coffee maker, egg
boiler). It follows from the sequential and non-interleaving action assumption.
These subgraphs represent very dominant habits of the user and are good indi-
cators of an ADL [5].

For the recognition problem each structure is evaluated in their significance
0�GS� 1 for each ADL ai in comparison to the full SMM by computing:

Fig. 6 Semi-Markov-Model illustrating the occupants behavior. The shaded regions group states
in the same room. The underlines assign states to ADLs: orange sanitation, blue household; red
nutrition; black media; green telephone; white shopping
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GS ¼ 0:6
NmT þ NmZ

maxðNT1 ;NT2Þ þ maxðNZ1 ;NZ2Þ

þ 0:1 1� NSA

NTA þ NSA

� ffi

þ 0:2 1� rZt½ � þ 0:1 1� rt½ �:

ð1Þ

The significance combines the temporal and structural sub-criteria as summa-
rized in Table 1. The first sub-criterion of GS is the similarity of two structures. It
is calculated as the ratio of identical states and transitions in relation to the sum of
the SMM. The matching of identical states is simple as they are distinctly defined
by the set of active devices. The transitions are distinctly identified by the tupel of
source states and target states. As states and transitions are the base of a SMM, this
sub-criterion has major influence and is weighted with 60 % within the GS. The
degree of isolation rates the variation of transitions to leave or enter a structure. It
ranges from 0 to 1, while a lower value represents additional transitions to enter or
leave. The character of the previously mentioned structures is not only described
by states and transitions. To detect these structures the timestamps have to be
evaluated as well. Therefore, the similarity of timestamps and their intervals are
included in GS; too. In a pre-processing step the timestamps are normalized to fit
between 0 and 1. Human actions are more similar in time intervals than in concrete
time dates, as actions take the same duration but can be at different daytime. Thus,
the intervals are rated higher.

GS can be computed by the following algorithm that is executed for each
existing ADL ai evaluating the structure S; its states ZS and transitions TS; the ADL
ai; its states Zi and transitions Ti:

1. Compute the sets Zi and Ti of ai.
2. Compute the sets ZS and TS as the number of all states and transitions of the

structure S.
3. Compute Zm and Tm; with Zm ¼ Zi \ ZS; Tm ¼ Ti \ TS.

Table 1 Sub-criteria to evaluate structural importance

Sub-criterion Equation part

Similarity of two structures NmTþNmZ
maxðNT1 ;NT2 ÞþmaxðNZ1 ;NZ2 Þ

Degree of isolation 1� NSA=ðNTA þ NSAÞ
Similarity of time intervals 1� rZt

Similarity of timestamps 1� rt

NmZ Number of matching states
NmT Number of matching transitions
NSA Number of entry and exit transitions
NTA Number of transitions without match: NT � NmT

NT Number of transitions
NZ Number of states
rZt Standard deviation time intervals between two states normalized to an interval of 0� t� 1
rt Standard deviation of timestamps, normalized to an interval of 0� t� 1
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4. Compute NSA and NTA of S.
5. Compute rZt and rt for all elements in Zm.
6. Calculate GS from (1) with: NmT ¼ jTmj; NmZ ¼ jZmj; NT1 ¼ jTij; NT2 ¼ jTSj;

NZ1 ¼ jZij; NZ2 ¼ jZSj.

Figure 5 serves as an example structure to demonstrate the calculations steps to
gain GS. It illustrates quite well the general decision problem in detecting ADLs.
Table 2 displays the initial relevance weights Ga of the ADLs for each home
appliance. The radio, that stays on the whole time, is assigned to the media ADL
with 100 %, but the remaining appliances are most descriptive to the ADL sani-
tation, but also relevant to household and nutrition. The challenge is to auto-
matically calculate which ADL was actually executed.

Table 3 demonstrates the single values of the parameters of GS and the final
value of GS calculated for each ADL. Obviously the values of GS do not differ that
much for each ADL, but in comparison with Table 2 the ADL media has a low
value of 0.34 where the ADLs household and sanitation are rated higher with 0.37
and 0.38, respectively.

Obviously the combination of appliances is crucial for the detection of ADLs.
Thus, the radio was assigned to media with 100 %, but in combination sanitation
and household are weighted higher. These weights are used for the final

Table 2 Weighted allocation of appliances from the structure shown in Fig. 5 to the corre-
sponding ADLs

Appliance ADL Weight Ga, with 0�Ga� 1

Radio Media 1.0
Sanitation, household, nutrition, shopping, telephone 0.0

Mirror light Sanitation 0.6
Household 0.2
Nutrition 0.2
Shopping, telephone, media 0.0

Toilet Sanitation 0.70
Household 0.25
Nutrition 0.05
Shopping, telephone, media 0.0

Table 3 Calculation of each significance criterion for all possible ADL in reference of the
structure in Fig. 5

NZ1 NT1 NmZ NmT NSA rZt rt GS

Sanitation 15 16 2 2 0 0.2 0.6 0.38
House-hold 18 17 2 2 0 0.2 0.6 0.37
Nutrition 19 23 2 2 0 0.2 0.6 0.35
Shopping 2 0 0 0 0 0 0 0
Telephone 1 0 0 0 0 0 0 0
Media 6 8 1 0 0 0.2 0.6 0.34
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calculation of the most probable ADL (PADL). Both values of Ga and GS are
relevant for the recognition problem and are finally combined to calculate Gact for
all ADLs from

GactðS; aiÞ ¼ �GaðS; aiÞ 1þ GSð Þ ð2Þ

with the average �Ga of the relevance weights of each appliance in each state

�GaðS; ai; Þ ¼
X
Z2ZS

X
e2Z

Gaðe; aiÞ: ð3Þ

The temporal and structural classificator GS is used as gain factor to intensify
relevance weights that are supported by the temporal and structural criteria.
Table 4 displays the final result of Gact in comparison to the simple average
calculation of �Ga from Eq. (3). The average �Ga indicates that sanitation and media
are relatively close, but the values of Gact highlight that the sanitation ADL is the
most dominant.

The ADL with the highest Gact value is recognized as the most probable ADL
(PADL) that the inhabitant is executing with his action set. As all ADLs are
considered during evaluation also parallel ADLs can be analyzed. This is the target
of the next approach.

3.3 Training Phase: Impulse Analyzes

The SMM approach has limitations in identifying parallel ADLs. This is related to
their temporal classification in individual states and the independence assumption
of Markov models. The benefit of the presented SMM approach in contrast to
HMM approaches is that it models concurrent appliances and also sequences of
them for identifying ADLs. Conditional Random Fields have a similar approach
by considering event sequences [14]. However, the focus on sequences and the
resulting segmentation problem leads in both cases to a temporal restricted view.

The impulse approach removes the limitation and analyzes the temporal cor-
relation of events. It bases on the assumption that if two events occur in quick
succession and relate to the same ADL its significance is increased while longer
time intervals have a reduced impact. This is modeled by defining an exponential

Table 4 Calculation results
of the PADL in comparison
with averaged values of the
structure in Fig. 5

ADL �Ga Gact

Sanitation 0.43 0.59
Household 0.15 0.21
Nutrition 0.23 0.31
Shopping 0.0 0.0
Telephone 0.0 0.0
Media 0.33 0.44
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decline function for each ADL significance. It basically resembles the human
forgetting curve [7] and each ADL gets less important if it is not stimulated. If an
appliance is activated the corresponding ADLs are stimulated according to their
relevance weight. The stimulus may not drop below 20 % as long as the appliance
is active. The stimulus declines after the appliance is deactivated.

The significance IaiðtÞ of each ADL ai computes for the time t from the rele-
vance weight Gaðf ; aiÞ of each home appliance e depending on its activity via:

IaiðtÞ ¼
X
e2E

Ga e; aið Þ0:2þ 0:8e�d t�tonð Þ active;

Gaðe; aiÞbon*e�d t�toffð Þ inactive;

 !
ð4Þ

with the decline factor d; the last impulse value from active state bon and the last
event times ton and toff of the appliance activation and deactivation, respectively.

This method was evaluated with a set of events over a one day period. Figure 7
shows the plot of the ALD significances of the whole day. Figures 8, 9, 10 and 11
show zoomed details of this plot. A first example is presented in Fig. 8 that shows
the impulse of only one active home appliance. This appliance is assigned to the
ADLs sanitation, household and nutrition (nutrition) with different Ga.

More events occurred in Fig. 9 and the combination of them emphasizes the
ADL nutrition and the ADL household with a lower grade. Figure 11 shows a
similar situation in the beginning with the ADLs household and nutrition active.
From 15:06 to 15:16 o’clock the combination of appliances is clearly assigned to
the ADL nutrition. At around 15:07 o’clock some media appliance was turned on.
As it is not influencing any other ADL, it is clear that it is executed in parallel.

Fig. 7 The ADL significance levels of one day using the impulse approach
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Fig. 8 Zoomed part of Fig. 7 displaying one active home appliances that addresses three ADLs

Fig. 9 Zoomed part of Fig. 7 displaying several active home appliances which address two
ADLs. The green ADL nutrition was executed, as it exceeds the blue one
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Figure 11 shows the ADL significances for the example used in Fig. 5. The area
of each ADL’s significance per minute is summarized in Table 5 and plotted in
Fig. 12. The sum of the area of the ADL significance indicates that the media and

Fig. 10 Zoomed part of Fig. 7 displaying several active home appliances which address three
ADLs and two parallel ADLs (green and yellow)

Fig. 11 Zoomed part of Fig. 7 displaying the corresponding impulse to the example in Fig. 5
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the sanitation ADLs are the most important ones. Other ADLs such as nutrition
and household have a significant lower significance value. In addition, the ADLs
media and sanitation are executed in parallel, because their stimulating appliances
are disjunct. Figure 11 shows that the media device was active first, but over time
it fades into the background due to the exponential decline. When the sanitation
devices are used they dominate the ADL significance and are the currently active

Table 5 Area calculation for the significance of each ADL

Time [h:min] Sanitation Household Nutrition Shopping Telephone Media

10:36 42 1,210 6,405 0 0 11,752
10:37 31 906 4,796 0 0 56,493
10:38 6,202 2,767 3,397 0 0 42,902
10:39 37,831 13,896 4,760 0 0 37,378
10:40 36,171 13,160 3,879 0 0 30,190
10:41 49,923 17,978 4,363 0 0 23,867
10:42 40,225 14,470 3,474 0 0 23,870
10:43 23,558 8,480 2,036 0 0 18,980
10:44 16,912 6,088 1,462 0 0 17,389
10:45 10,202 3,672 882 0 0 12,713
10:46 6,796 2,444 587 0 0 10,157
10:47 4,476 1,611 387 0 0 8,036
10:48 3,190 1,148 276 0 0 6,925
10:49 1,930 695 167 0 0 5,070
Sum 237,491 88,525 36,869 0 0 305,722

Fig. 12 Display of the impulse area of Table 5 of the Fig. 11
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ADL. After their deactivation and around five minutes later the media appliance is
the only one remaining active and again the dominating ADL. This is the main
benefit of the approach as the currently active appliances strongly support their
ADLs while previous stimuli remain in effect, but with a lower significance. This
allows that ADL that are interrupting other ADLs can be detected as such. An
aspect that was not distinguishable in the SMM as both appliances were combined
in one state and sequence.

3.4 Comparison and Outlook

The SMM-approach is able to model that appliances are running in parallel by
combining them in states. Therefore, it does not require the sequential and non-
interleaving assumption of most other approaches. On the other hand, it can
compute the PADL only for a sequence of states and cannot well distinguish
parallel ADLs. The impulse approach does not base on a state model, but analyzes
the temporal correlations of the appliance events using a model that adopts the
human memory. The ADL significance is analyzed separately such that parallelism
and temporary effects of interleaving ADLs are easy to detect.

Current research targets to combine both models to improve the segmentation
in the SMM model by separating disjunct appliances in their own states as well as
considering the effect of temporal correlations clearly visible in the impulse-
diagrams to detect interleaving ADLs.

4 Conclusion

This paper demonstrates how smart meter data can be used as an affordable and
practical data source for human activity recognition and behavior modeling
without the need of highly integrated sensors. Two approaches where introduced.
Firstly, the SMM-approach allows training and detecting individual human habits
by analyzing the relationships between home appliances usage. Secondly, the
impulse approach adopts the human memory by using an exponential decline
function and the appliances as stimuli. It allows analyzing the relationships of
executed parallel and interleaving ADLs. Two important aspects of a humans
habits. Particularly, the daily routine of elderly is very stable and therefore qual-
ified for monitoring and modeling. The models allow doctors and care givers to
understand peoples diurnal rhythm. It improves inactivity detection and changes in
ADLs indicate the development of diseases such as Alzheimer’s. In future work
both methods will be combined in a more sophisticated model where the SMM-
structures, representing human habits, will have an impact on the process of the
impulse curves for each ADL. This will improve and individualize the detection of
parallel executed ADL in single home apartments.
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A Personalized and Context-Aware
Mobile Assistance System
for Cardiovascular Prevention
and Rehabilitation

Alexandra Theobalt, Boris Feodoroff, Dirk Werth and Peter Loos

Abstract Existing approaches for personalized regulation and adaptation of
physical activity for cardiovascular disease prevention and rehabilitation are often
based on one quantitative parameter, usually heart rate. Other influence factors
such as time of day, nutritional condition, outside temperature, exhaustion level
are ignored and greatly impede an optimal personalization. In the following an
innovative mobile assistance system is presented uses electrocardiogram (ECG)
records as parameter for personalization (an electrocardiogram is proven to be
better parameter for personalization). Moreover a ‘‘connected pedelec’’, i.e. a
bicycles equipped with an auxiliary motor which only assists when the cyclist
pedals, is used a exercise machine. Thus, for the first time automated regulation
and personalized adaptation based on ECG records are made mobile. In addition,
a holistic approach is applied which also considers other parameters for the
assistance during the exercise but also for the assistance before and after the
exercise. As a result a more holistic approach for personalized regulation and
adaptation of physical activity and individualized assistance and motivation is
provided before and after exercise.
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1 Introduction

Physical activities as a protection against coronary heart disease was firstly
examined in the mid-20th century [1]. Further research proved the relationship
between physical activity and reduction of risk of mortality and morbidity from
cardiovascular disease [2–4]. Andersen et al. conducted a study which links reg-
ular bicycling with a decreased risk of mortality [5]. The authors found out that
even after adjustment for other risk factors those who did cycle to work had a
39 % lower risk of mortality. Cycling was identified as one of the solutions to
improve health [6], since it has a functional role which does not completely rely on
self-motivation and thus can contribute to higher levels of physical activity [7]. In
addition to the benefits for the environment, transportation research considers
increased walking and cycling (together called active transportation [8]) to
improve public fitness, particularly for vulnerable populations such as children or
seniors [9]. Furthermore, the goal of the European Union (EU) is to phase out
conventionally fuelled cars in urban transport by 2050. This shows that cycling
will play a major role as shaping means of future transportation.

The growing public awareness of the health benefits and of the advantages of
cycling to solve mobility problems is also reflected in the growing market for
electric power assisted cycles (EPAC). EPACs cover two different concepts of
bicycles with an auxiliary electric motor [10]:

• Cycles equipped with an auxiliary motor that cannot be exclusively propelled by
that motor. Only when the cyclist pedals, does the motor assist. These vehicles
are generally called ‘pedelecs’ short for ‘‘pedal electric cycle’’ and they are
today the most popular in the EU.

• Cycles equipped with an auxiliary electric motor that can be exclusively pro-
pelled by that motor. The cyclist is not necessarily required to pedal. These
vehicles are generally called ‘E-bikes’.

In terms of physical activity pedelecs are of greater interest than E-bikes, since
motor assistance requires pedaling. There are different levels of motor assistance
which can be set by the cyclist. Latest pedelec models provide a mobile app to adjust
the assistance level, i.e. a mobile phone instead of the integrated control unit is
attached to the rod and sends commands about the assistance level to the motor. In
view of the rapid growth of the mobile broadband market worldwide (‘‘Mobile
broadband has become the single most dynamic ICT service reaching a 40 % annual
subscription growth in 2011.’’ [11]) the integration of a smart phone provides the
possibility of a ‘‘connected pedelec’’. Connection on the one hand allows the col-
lection of information about the user and the user’s context, since different infor-
mation sources such as motor, external sensors (e.g. electrocardiogram monitoring
device, SO2 sensor, respiratory rate sensor) and smart phone sensors (e.g. GPS or
accelerometer) can be connected to the smart phone. On the other hand, the mobile
internet connection of the smart phone allows for the transmission of the collected
information to a server which is able to process and analyse the collected information.
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2 Motivation

Recording of vital signs and their analysis in real-time for personalized regulation
and adaptation of exercise for cardiovascular disease prevention and rehabilitation
is possible only to a limited extent. Existing approaches in therapy or prevention
are often very vague, e.g. recommendation such as ‘‘running without heavy
breathing’’ or individual perception of exertion are usually given to a patient. In
other approaches personalization mechanisms are based on quantitative parameters
such as heart rate. The maximum heart is often used in training or rehabilitation
plans as a threshold which must not be exceeded during the exercise. A common
approach to determine the maximum heart rate is the equation: HRmax = 220-

age [12]. However, Robgers [13] showed that origin as well as usage of this
equation is very questionable from a point of view of sport medicine and sport
science. In general, all of the approaches applied today only consider one
parameter to individually regulate and control physical activity for cardiovascular
rehabilitation and prevention. As a result, influence factors such as time of day,
nutritional condition, prescription drug use, effects of substances such caffeine or
beta blocker, outside temperature, exhaustion, etc. are ignored and greatly impede
an optimal personalization. There are several studies that show that for individ-
ualized regulation and adaptation of physical activities the best parameter is the
electrocardiogram (ECG) [14–16]. Currently using ECG for personalization is
only possible in inpatient treatment. To achieve a regulated physical activity of a
patient, exercise on an ergometric bicycle is medical standard in rehabilitation
centers. But even there, the power of the ergonometric bicycle is automatically
adapted to not exceed a predefined heart rate. The recorded ECG is manually
analysed by a physician afterwards and thus not considered in the regulation and
control of the physical activity. In this context a connected pedelec which records
an ECG and transfers that information and other context information of a user to a
backend server for real-time analysis is an approach which neither exists for
prevention nor for rehabilitation of cardiovascular diseases. In the following,
Sect. 3 looks into existing approaches in industry and research. Section 4 describes
our approach named MENTORbike which beside automated adaptation based on
ECG data during exercise also looks into assistance and motivation of a user
before and after exercise. In this section a use case scenario and the system
architecture of MENTOR bike are detailed. The paper finishes with a conclusion
and an outlook in Sect. 5
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3 Related Work

3.1 Applications of Connected Pedelecs for Health
Applications

The German company MTB Cycletec equipped its pedelec e-Jalopy with a new
motor called Greenwheel which was developed by the Massachusetts Institute of
Technology (MIT). Greenwheel combines for the first time battery, motor and
control system in a rear wheel hub motor. Furthermore, a smart phone provides
the interface to the Greenwheel motor. It is envisioned that the e-Jalopy will be
connected via the smart phone to social networks and with other road users, be
located via the GPS integrated in the smart phone and be able to measure pollution
and recommend alternate less polluted routes in the future [17]. The Hungarian
company Gepida developed an Apple and Android app which enables a cyclist to
control the pedelec via his/her smart phone. The app displays information on
current, maximum and average speed, daily and total covered distance as well as
information on the charge status of the battery and the current assistance level. Via
GPS tracking the route can be shown on google maps. Furthermore a heart rate belt
can be connected via bluetooth to the smart phone which then can also display the
current heart rate and save it. Measured heart rate and other collected information
can be sent to medical professionals for analysis afterwards or for real-time
monitoring. In addition, the user can specify an upper and lower boundary for the
heart rate at which motor assistance is switched on or off automatically [18]. Also
the German company Kalkhoff offers automated motor assistance based on an
upper and lower heart rate threshold [19].

In summary, pulse control of motor assistance as well as transfer of monitored
information to medical professionals are basic assistance mechanisms to support
individual health prevention. However, the described approaches are mainly
focused on assistance during a ride and do not take an holistic approach for
personalized assistance. In the following research approaches for intelligent and
mobile assistance systems for personalized prevention and rehabilitation from
cardiovascular disease are analysed.

3.2 Mobile Assistance Systems for Cardiovascular
Prevention and Rehabilitation

Research on mobile assistance systems for cardiovascular applications can be
differentiated into prevention and rehabilitation application.

Ho [20] describes a mobile assistance system for prevention. It generates
recommendations during exercise based on the monitored heart rate and exercise
intensity. In addition the system can detect anomalies such as incidences of cardiac
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arrhythmia. Over- or under-exercising is monitored on the mobile handheld.
Further evaluations are conducted on a server. Based on collaborative filtering
approaches the system determines whether the exercise is suitable or should be
adjusted or replaced with another routine.

There are also examples of assistance system for general health prevention and
improved life style management or for better life style management such as weight
or stress reduction which also contribute to prevention of cardiovascular diseases
[21]. However, since they are not particularly focused on cardiovascular topics,
they are not further detailed.

Gay et al. [22] describe a mobile assistance system for rehabilitation from
cardiovascular diseases. They combine activity and bio signal monitoring (e.g.
exercise, ECG, weight, blood pressure, glucose) to generate immediate local
feedback to the user without the intervention of a health professional. In addition
health professionals can access the user’s data and carry out remote monitoring
and reporting. Furthermore, the system can detect emergencies such as life-
threatening cardiac arrhythmia or a fall and issue an emergency call. Immediate
feedback comprises information about over- or under-exercise based on heart rate
information. Mainly the system assists with the management of exercise and active
(via questionnaires) and passive monitoring (recording of vital signs) of the health
status. Deeper analysis of the data is expected from the medical professionals.

The research project HeartCycle develops amongst others personalized mobile
assistance system for exercise for users who suffered from heart failure and cor-
onary heart disease. The user is equipped with an exercise shirt that collects the
user’s vital signs during the exercise. These are transmitted in real-time to a
portable station (PDA) which also contains the training plan. The PDA processes
the collected data and provides feedback to the patient during the training based on
the training plan. At home the PDA is connected to a PC which conducts progress
analysis based on the latest information [23].

Similar to Sect. 3.1, the described examples are focused on basic feedback
during physical activity, monitoring and data transfer to medical professionals.
Feedback during physical activity is even more limited since the user is only
notified and no automated adaption is possible due to the fact that the exercise
machine is not connected. Thus, a connected pedelec provides additional benefits
due to the possibility of automated adaptation.

Improved communication with professionals and peers was a common goal
throughout the examples described above. Therefore, social networks for health
applications are examined in the following section.

3.3 Social Health Networks for Health Applications

Collaboration, flexibility, a pre-eminence of content creation over content con-
sumption and interactivity are considered the most prominent features of the social
web [24]. In this context, Barsky et al. [25] consider amongst others wikis, blogs,
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and the user comment functionality as social networking enabled technologies
relevant in the context of health application. For instance, the website British
Medical Journal Rapid Responses [26] and an user comment functionality at the
website Patient.co.uk [27] offer the opportunity to record your experience as a
patient. At Patient.co.uk a user can even rate the experience entries of others, thus
extending the peer rating functionality with a reputation management system. In
terms of wikis, wikisurgery [28] is an example of a social networking enabled
technology which aims at collaboratively building a surgical encyclopedia for
surgeons and patients. Examples of health related blogs are DrugScope DrugData
Update blog [29]. In terms of social networking sites, LibraryThing Medicine
Group [30] is an interesting example, where users with an interest in books about
medicine and medical science share content and ideas.

An example of a social community offering several social web enabled tech-
nologies is the mental health social network HealthyPlace [31]. Boulos et al. [24]
list several more examples of social networking enabled technologies in terms of
health applications for instant messaging and virtual meetings or online social
gaming. Eysenbach et al. [32] conducted a review of studies on health related
virtual communities and support groups and their effects of online peer to peer
interactions. The results lead to the conclusion that no robust evidence exists on
the effects on health and social outcomes of computer based peer to peer com-
munities and electronic self support groups. Eysenbach et al. [32] point out that
due to the growing number of virtual communities and support groups more
quantitative studies are needed in addition to qualitative studies on this topic.

An American study on social media and health conducted by the Pew Internet
& American Life Project [33] found out that collaborative filtering mechanisms of
the social web are a main feature users look for when using web 2.0 technologies,
since they search for ‘‘just-in-time-someone-like-me’’. On the other hand creation
of health content is rather low compared to the consumption of health content. The
survey furthermore found out that social networking sites are used only sparingly
for health queries and updates and that there is a surge of interest in information
about exercise and fitness. Overall, social health networks are mainly designed to
get information about health topics from professionals. Quality is ensured since
information is provided and supervised by professionals. However, information is
usually more general and more suitable to get a general understanding of a health
issue. Information about a particular health situation or issue is more likely to be
found when individual describe their experiences which is mostly via blogs.
However, in this context information sources are usually laypersons, so that
quality and thus usability of the information is questionable. A combination of
information sources consisting of laypersons with similar experiences (i.e. using
collaborative experiences) and professionals promises to improve the quality of
social health networks.
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4 A Personalized and Context-Aware Mobile Assistance
System for Cardiovascular Prevention and Rehabilitation

The approaches described in Sect. 2 were mainly focused on assistance during
physical activity. However, a holistic approach should support and motivate a user
before and after physical activity as well and connect the user with peers and
professionals. Therefore, in the following a system is described which comprises a
connected pedelec. The system called MENTORbike consists of the following
components:

• Connected pedelec
• Wireless body area network
• Sensing system (e.g. mobile electrocardiogram monitoring device, GPS, pedelec

motor)
• Central service platform on a backend server.

The smart phone connects the pedelec on the one hand with the wireless body
area network and smart phone acts as data collecting and processing device. On the
other the smart phone is connected to the mobile internet and transfers the
collected data to the service platform on the backend sever.

4.1 Use Case Scenarios

MENTORbike provides great benefits in transitional situations in rehabilitation
and for motivational aspects in prevention of cardiovascular diseases.

In rehabilitation the fact that the pedelec is a connected exercise device and thus
can be adapted automatically makes it possible to take monitored and regulated
exercise outside for the first time. Duration of training, power in Watt and maximum
heart rate with which a patient should exercise are indicated in a rehabilitation plan.
In order to set a fixed power level usually ergonomic stationary bicycles are used. In
addition, the patient’s heart rate is monitored during the exercise by a physician who
can intervene if the heart rate exceeds the prescribed limit. With the connected
pedelec adjustment of power and heart rate monitoring can be automated and taken
safely outside. The patient can start exercising with a fixed connected pedelec inside
where he/she can get used to the automated adaptation of power, heart rate moni-
toring and the user interface of the smart phone. When the user feels secure and strong
enough, the connected pedelec can be taken outside for rehabilitation exercise. Thus,
the patient greatly benefits in the transitional phase from inside to outside training or
exercise at home. Moreover, patients with different rehabilitation plans can cycle
together with a trainer. Vital parameters of the members of the exercise group are
transferred to the trainer’s smart phone. The system alerts the trainer based on the
individual rehabilitation plans when there are deviations from the plan.
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In prevention the transition between stationary and mobile usage greatly ben-
efits the motivation of a user. In case of bad weather training can be conducted and
monitored inside. For outside training the connected service platform can provide
mobile services based on the user’s context in addition to the automated adaptation
of the motor. For instance, location-based services such as the next bus station to
go home due to the fact that the user over-exercised, or next resting points (e.g. a
restaurant or cafe) can be provided based on the monitored user situation.
Furthermore, similar to the rehabilitation scenario the pedelec enables cycling in a
group with different fitness level. This community aspect is transferred from real
to virtual world by offering a MENTORbike social network. Following the
conclusions from Sect. 2.3 this social network will provide the opportunity of
communication and information exchange with health professionals and peers. A
user will be able to give physicians, trainers, etc. access to collected data. Based on
for instance the recorded ECG, a physician will be able to conduct long-term
monitoring of the training progress and its effects on the user’s heart. A trainer will
be able to for instance to improve the training plan based on the monitored
progress. Furthermore, the user will be able to post the routes he cycled, set up
training meetings, etc. Here, the system can recommended for instance suitable
training partners based on similar fitness level or or provide a user with suitable
cycling routes which match his/her route profile. Also access to suitable services
such as diet plans or services about cycling and health topics can be better
recommended to a user based a user profile which a user specifies in the beginning
but will be also learned by the system from the monitored user interactions.

4.2 System Architecture

Figure 1 depicts the architecture of MENTORbike fun which aims at assistance
with prevention of cardiovascular disease. The system consists of a mobile side
and a server side. The mobile side contains all external sensors from ECG device
and pedelec and additional sensors such as blood pressure and oxygen saturation
sensor. With the pedelec sensors the exact amount of power applied by user and
the exact amount of power added by the motor can be determined. With the
additional information from the ECG device on heart rate and ECG and further
information from external sensors much more detailed analysis about the training
can be conducted and as a result also an improved personalization is possible.

The smart phone contains internal sensors such as GPS or acceleration and the
mobile MENTORbike app. The mobile app controls the pedelec motor based on
the collected context information of the user which is partly processed on the smart
phone in the application logic component. Furthermore, the smart phone sends the
collected information and evaluation results to the MENTORbike server side. The
service platform serves as a single entry point and the interaction facade decides
what actions to pursue. Via the push notification component on the service plat-
form the smart phone can be addressed from the server side. Also external services

168 A. Theobalt et al.

http://dx.doi.org/10.1007/978-3-642-37988-8_2


such as facebook or google+ are connected to the service platform. Other web
services such as bus schedule, location-based services, etc. can be integrated via
the web service interface. HL7 interface provides the connection to the medical
information system of a hospital or the physician. The web modul enables the user
to access his data and the virtual community via a PC, since in MENTORbike
cross-modal access to the MENTORbike is envisioned. Also it provides an
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interface for medical professionals to access the collected information of their
patients. The authentication and role management component ensure security and
privacy of the collected data and data exchange and access. Extensive analysis of
the collected data is conducted on the analysis server. Here, the action facade
provides the REST interface to the service platform for data exchange and decides
how to process the received data. The search and recommendation component
contains mechanisms such Bayesian networks for context analysis and content-
based and collaborative recommendation mechanisms to detect suitable recom-
mendation objects (e.g. services, training plans, training partners, etc.) for a user.
The indexing component contains a semantic knowledge base and a semantic index
of recommendation objects. A hybrid search and recommendation approach is
envisioned based on traditional and semantic mechanisms. The cluster data base
saves and manages the collected information about all users.

Figure 2 depicts the architecture of MENTORbike Reha which aims at assistance
with rehabilitation of cardiovascular diseases. The difference to the architecture of
the MENTORbike fun is the integration of another mobile device. For the monitored
exercise scenario in a group outside with a therapist, the therapists tablet to monitor
patients’ vital signs is included. As a result, the user interface of the patients’ smart
phone is much simple than for the MENTORbike fun. Since the user is monitored by
a medical professional, only basic information such as heart rate, speed or current
position on a map are depicted.

5 Conclusion and Outlook

The paper describes a intelligent and connected pedelec which assist a user with
the prevention of cardiovascular disease and the rehabilitation from it. The great
advantage of the connected pedelec is the application of electrocardiogram (ECG)
for the individualized adaptation instead of the heart rate. Furthermore, the pedelec
enables an automated adaptation based on ECG records outside. Also a more
detailed monitoring of applied power of the user and added power by the motor
compared to stationary ergometric bicycles is possible. The possibility to connect
further sensor transforms MENTORbike into a assistance systems which considers
much user information than existing systems. The service platform provides the
assistance and motivation also before and after exercise and support a user with the
management of further activities in addition to exercise for the prevention of or
rehabilitation from cardiovascular diseases.

The next steps are first user evaluation via questionnaires and system demon-
strators to get feedback about user interface and functionalities at an early
development stage of the system.
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GlobalSensing: A Supervised Outdoor-
Training in Cardiological Secondary
Prevention
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Abstract The GlobalSensing system has the aim to supervise (bicycle-) hiking of
a group of patients in a cardiologic rehabilitation by taking advantage of user-
friendly components. A smartphone application, the patient component, records
the vital data and data of the training by using a sensor-broker. These data is
transmitted via internet to the group leader and to the cardiologist. This arrange-
ment offers the possibility to monitor the data in real time, to ensure an optimal
individual training and to protect the patient against overloads.

1 Introduction

Cardiovascular diseases are still 41.1 % of all deaths, the leading cause of death in
Germany [1]. Especially at older people these diseases often lead to death. A total
of 92 % of the dead from the cardiovascular system’s disease were 65 years and
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older [1]. In the year 2008 these morbidities caused a total of 15 % of medical
expenses by 37 billion euros for the prevention, treatment, rehabilitation and care
in Germany [2]. Because of this background the meaning of primary and sec-
ondary prevention increases.

Morbidities of the cardiovascular system are caused up to 90 % by the car-
diovascular risk factors: hypertension, dyslipidemia, diabetes mellitus, obesity,
physical inactivity and distress [3]. Cardio respiratory fitness constitutes a health-
protective factor. ‘‘Fit People’’, people with a high performance, have a longer life
expectancy [4]. Regular physical activity reduces the risk of a cardiac event by
positive physiological adaptations [5] and is associated with a reduction in car-
diovascular morbidity and mortality [6]. Physical inactivity is a major modifiable
risk factor [7], but at the same time an increasing lack of movement in Germany is
reported [8].

Therefore the cardiac rehabilitation focuses at the physical activity training of
cardiac patients. The efficiency of a traditional rehabilitation after discharge from
hospital is largely documented and generally acknowledged. The learned strategies
should be continued, however it was found in several studies that the cardiac
rehabilitation, as a multidisciplinary intervention, improves the functional capacity
and psychosocial resources after a cardiac event. Studies indicate, however, that
this success is not a long term effect [9]. Outpatient heart groups are the only offer
of cardiology secondary prevention. However, these groups are not represented
nation-wide and temporally inflexible, so that only 13–40 % of patients with
cardiovascular diseases do participate [10].

Innovative solutions have to be created for this gap. Concepts in the area of
Ambient Assisted Living by IT-based systems can fill this gap in the future.
Because of these recent developments, the chair 4 of the Technical University of
Dortmund and the Schüchtermann-Schiller’sche Kliniken in Bad Rothenfelde
developed a hiking application as a part of a two-semester project, which allows
patients after curative treatment in a cardiac rehabilitation clinic, to attend
supervised outdoor endurance training.

Within this project the approach to motivate patients with cardiovascular dis-
eases for a regular endurance training by cycling or hiking was put into practice.
Healthcare professionals and computer science students developed an app for a
smartphone, which is connected by a mobile data connection to the terminal of the
group leader and the clinical application, so that the data of the participants can be
tracked and monitored in real time. The vital signs of patients are detected by an
ECG chest strap and transmitted via a Bluetooth connection to the appropriate
phone.

The system is designed to enable the cardiologist and the group leaders the
possibility to control online training parameters like intensity (speed), time, heart
rate, ECG data (heart activity) and body temperature of the patient’s during the
hike, intervening early in the training process and to prevent overexertion and
under exertion and further cardiac events. Thereby heart patients loose their
anxiety to exercise and become more safety and body awareness.
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Additionally the application features an automated alarm system of the vital
data. The cardiologist can enter vital data thresholds. If these were over- or
underrun, the physician â€‹â€‹receives an alarm message and he is able to send
instructions such as ‘‘Go slower’’ to the patient currently. For the documentation of
the train and vital data a report of each session will be generated. These reports
were sent to the medical application for further training supervisions.

The project is based on the results of ‘‘OSAMI—Open Source Ambient
Intelligence Commons’’, which was funded by the Federal Ministry of Education
and Research in Germany (ITEA2) [11].

This paper first introduces related work and afterwards discusses the require-
ments and possible solutions to the system. The following sections describe the
system and its architecture in detail concluding with first test results of the system.

2 Related Work

An important area in the context of IT-based assistance systems is the mobile
support for health maintenance. There are numerous solutions that have been
created to promote fitness. One example is SportsTracker [12], which provides a
smartphone application and an associated community. Users can plan trainings or
exchange experiences on the website. The application records the user’s pulse in
athletic activities if an appropriate pulse belt is available, as well as the distance
covered using the GPS signal. The data can be viewed during and after the training
session and can be uploaded to the website. There the training sessions can be
managed, compared to other ones or shared with other users. Other similar projects
are Smartrunner [13] and Runtastic [14], which also focus on sport and social
networking, but yet not offer medical assistance.

At least a virtual assistance for training exercises is offered by the Mobile
Personal Trainer (MOPET) [15]. This project not only records and analyzes data,
but also focuses on motivation and guidance. A virtual trainer provides detailed
instructions how to perform a certain exercise or gives acoustic navigation hints
during a run workout. The measured pulse data directly influence those instruc-
tions. That way the user can be motivated to increase speed at low physical
loading.

All these platforms have in common that they are oriented to private sporting
activities and meet no stricter medical requirements.

For some time, systems are being developed that allow remote monitoring of
patients in their familiar surroundings. On that point, certain vital signs of patients
are recorded continuously via wireless medical sensors and passed on a mobile
device, on which the data are processed and forwarded to a medical facility. By
way of example, the system of JK Pollard et al. is mentionable that allows medical
personnel to view live data and compare it with historical data [16]. Such systems
are useful if an automatic detection of emergencies is too unreliable or technically
still very difficult.
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Other systems are able to recognize emergencies independently, such as falls or
cardiovascular events, and then to submit the patient’s current location with the aid
of GPS or other location-based data. An example is the AMON project by Urs
Anilker et al. [17], which was specifically designed for cardiac and pulmonary
patients with high medical risk. The ‘‘Wearable Multiparameter Medical Moni-
toring and Alert System‘‘ combines multiple sensor data in order to increase the
detection rate of emergencies on a suitable level. Furthermore, special attention
was paid to the unobtrusiveness of the sensors so that they can be worn around the
clock on the body without interfering in everyday life.

3 Requirements and Solution Approaches

For the envisaged project GlobalSensing it was necessary to meet various social,
technical and medical requirements:

• Social requirements

– Easy usage of the patient application:
The target group of rehabilitation patients spans a big amount of persons who
potentially have little experience in dealing with modern media. To solve this
problem, an easy to use smartphone application for patients will be developed.
All settings are made remotely by a group leader or a physician and sensors
are integrated via Plug and Play functionality.

– Building trustfulness:
In the sensitive area of medical applications, the mediation of trust is a
necessary prerequisite with respect to a high user acceptance. The central-
ization of the medical supervision can arise, however, the feeling of not being
optimally cared. To avoid this, the supervising physician can contact the
group leader and each patient for individual feedback during the workout.

• Technical requirements

– Achievement of data security and privacy:
Sensitive patient data are subjected to high requirements of data security and
privacy. To meet these criteria, patient data are transmitted via secure con-
nections to the server and are stored in a database. Access to these data is
based on the RBAC principle [18] that ensures access only to authorized
persons. A backup system prevents the loss of data and a resulting mistrust.

– Dealing with unreliable data connections:
Hiking in rural areas increases the risk of unreliable or nonexistent UMTS
network coverage. To counteract this problem, the data of a hike are collected
on the smartphone and are submitted live to the server while connected. In
case of loosing the connection, the live data must be transmitted with priority
when reconnected. In the non-supervised period, the data must be analyzed
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automatically and patients must be informed about the exceedance of the
threshold values.

– Managing sensors and smartphones:
For an easy usage of the patient application, newly paired Bluetooth sensors
must be registered automatically and unregistered in case of loosing the
connection. The unique combinations of smartphones and sensors must be
clearly assigned to individual patients to ensure a supervision of different
groups and patients.

• Medical requirements

– Supervised hiking and cycling training:
Core of the GlobalSensing system are training sessions supervised by medical
professionals. Groups of patients are led by a group leader, who takes on the
on-site first aid. For an easy supervision, patients are ordered within the Group
Leader and Cardiologist Applications by their constitution through an auto-
matically analysis of the vital data. In case of critical values, the cardiologist
can give advices to the group leader or directly to the patients.

– Recording of data:
For the acquisition of physical constitution in the course of cardiac rehabil-
itation and prevention a broad spectrum of medical sensors is supported.
These are pulse, ECG and SpO2 sensors. GPS sensors are used for location
determination, virtual sensors can be used for integrating weather information
or for aggregated senors.

– Analysis and visualization of vital data:
The data recorded in the course of training sessions are automatically ana-
lyzed for threshold exceedance. This facilitates the supervision of patients and
ensures a safe operation. A detailed evaluation of finished trainings is offered
only in the physician application.

– Avoid confusion for patients:
In the area of eHealth applications, confidence and the sense of security are an
important part [19]. For this reason, not all vital signs of a patient during a
hike or an ergometer training are displayed. Particularly, the display of the
ECG curve is reserved for medical professionals.

4 System Architecture

The system consists of two distributed subsystems, the sensor broker and the
application system.
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4.1 Sensor Broker

The Sensor Broker acts as gateway between sensors and applications. It collects,
filters, processes, transforms, multiplexes and forwards sensor data values and data
streams to a plurality of applications providing independency between sensor data
and application needs: the broker is a mediator between sensors and applications in
a multi-domain setting, where sensors, devices, other infrastructures, applications,
providers of used services, users and other principals involved can belong to
different organizational, security, trust, technical and application domains.

The Sensor Broker consists of distributed software components which reside on
server computers and terminals, like intelligent devices and smartphones. As
depicted in Fig. 1 the sensors are assigned to Sensor Hub components, which
manage the sensors and provide access to the sensor data for applications. Sensor
Registry Servers operate directories of sensor attribute data, sensor type metadata
and sensor adaptor software. Moreover, Authorization Servers provide an integral
user and access privilege management to sensor owners, suppliers of sensor
adaptor software and users of applications.

Usually, an application needs a sensor of a certain type and location, e.g., an
ECG-device, connected to a certain user. Therefore it retrieves a corresponding
sensor from a Sensor Registry Server which in turn verifies the access privileges
and informs the application about the managing Sensor Hub, which mediates the
sensor data to the application. Figure 2 depicts that process of finding and binding
a sensor between an application and a Sensor Hub under participation of a Sensor
Registry Server and an Authorization Server.

Communication: The communication between the different components of the
Sensor Hub as well as the communication between applications and Sensor Hub
components applies the REST paradigm [20] and is based on XML messages. The
message types are defined by means of RelaxNG schemes [21]. All messages are
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permission
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check permissions
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Fig. 1 Sensor broker: components and usage

180 T. Janus et al.



exchanged via SSL connections. Sensor Broker components and applications are
identified by UUIDs.

Sensors and adaptors: Besides of single sensors, the Sensor Broker supports
sensor platforms and virtual sensors. A sensor platform contains a combination of
sensors where each can be used as single sensor (e.g., the Zephyr HxM BT heart
rate monitor provides speed and distance data in addition to heart rate and R to R
interval data). A virtual sensor merges and processes data of several sensors in
order to implement a logically defined sensor (e.g., the GPS positions and weather
web service retrievals can be linked and provide a virtual local weather sensor).

A Sensor Adaptor is a software module which is specific to a sensor type. It
controls the basic communication with the sensor, manages the sensor configu-
ration and supports the data conversion between device and broker format. Sensor
Adaptors are implemented as OSGi bundles [22] and thus can be loaded and
activated on demand at runtime.

Sensor registry servers: The Sensor Registry Servers act as information center
of the Sensor Broker system. They cooperate and provide a sensor type metadata
repository, a sensor type adaptor implementation repository and a sensor directory.
An application which is looking for certain sensor data can request various
information about existing sensor types and available sensor instances, particularly
about the sensor data semantics and the address of the managing Sensor Hub.

The information is managed under application of the Semantic Sensor Network
Ontology (SSN) [23]. Thus complex queries are supported combining different
aspects of sensors (e.g., an application can ask for all known weather data sensors

application sensor registry authorization server sensor hub

search for sensor (aST, pulse)

request permissions (aST)

receive permissions

list of pulse sensors

request sensor data (aST, SID)

req. permissions (aST,hST)

receive permissions

pulse values

stop data transfer

request security token (AID, pwd)

receive security token

Fig. 2 Process of finding and binding a sensor
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of a certain geographic region). Moreover, due to the ontology employment,
sensor data is not static and new sensor types and sensor instances can be added
during runtime dynamically. In that case, a Sensor Hub which establishes the
instantiation of a sensor of a new type retrieves the appropriate adaptor software
module from the adaptor implementation repository.

Sensor hubs: A Sensor Hub manages a (possibly dynamically changing) set of
assigned sensors which are physically near to the hub. It contains the necessary
adaptor modules and like a device driver exclusively manages the configurations
and performs the low level access to its sensors. Moreover a hub takes care that all
of its sensors are registered in the Sensor Registry Server system.

Towards applications, a Sensor Hub manages bindings between applications
and sensors. The bindings can be established and released dynamically on demand
of the applications.

Particularly Sensor Hubs which reside on mobile devices temporarily may lose
network connectivity. In that case, a Sensor Hub can buffer sensor data and defer
its delivery until connectivity is resumed.

Depending on type and location of a sensor, it may be attached either with a
mobile device or with a server computer. Therefore we developed an Android
embedded service implementation as well as an application server Servlet
implementation. Particularly there are vital data sensors which are attached to
smartphones via wireless Bluetooth connections.

Authorization server: An authorization server manages the sensor access
privileges of system components and applications under fine-grained distinction
between several data and configuration access modes.

When a Sensor Hub or a Sensor Registry receives an application request, it in
turn requests an application privilege check from the Authorization Server. The
Authorization Server verifies the requestor’s identity (password authentication),
checks the privileges and responds with a corresponding security token. Each
security token has limited lifetime. During its lifetime, it asserts the privileges of
the bearer and thus reduces the frequency of authorization requests.

Users: In the main, there are three types of Sensor Broker system users:
applications, sensor owners and adaptor software suppliers. Applications request
temporary bindings with sensors which support the retrieval or the streaming of
sensor data to the application. Sensor owners provide sensor equipment and
manage their physical connection to a mobile device or a server computer.
Moreover they administer the assignment to a Sensor Hub and determine the
corresponding access privilege entries of the Authorization Servers. Adaptor
software suppliers consider the types, the physical connections and the operating
software environment of sensors and provide appropriate adaptor software mod-
ules in form of OSGi-bundles.

Scalability: The Sensor Broker is designed as a distributed system of cooper-
ating servers which in principle can support a world-wide and application-inde-
pendent sensor infrastructure. Registry and authorization servers perform load
sharing. Information and load distribution particularly can be based on a hierar-
chical structuring of geographic regions.
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4.2 Application System

The Application System (depicted in Fig. 3) consists of a central Server Applica-
tion, and the Client Applications: Cardiologist, Group Leader and Patient
Applications. The Group Leader Applications reside on the tablet computers of the
group coaches, the Patient Applications reside on the smart phones of the patients
and the Cardiologist Applications reside on desktop computers. The Server
Application is installed on a central server computer.

All application components access sensors via the distributed Sensor Broker
system. Moreover, there are REST-based client/server-interactions between the
Client Application and the Server Applications.

The communication embodies a star topology, the Client Applications com-
municate only with the central server but not with each other. Moreover, the client/
server-interactions apply the polling paradigm. The clients periodically request
information updates from the central server. Thus interactions are initiated by
clients only and are addressed to the Application Server. That meets the needs of
Network Address Translation (NAT) and dynamic address allocation mechanisms
employed by mobile internet providers.

Implementation issues: The Server Application is implemented in C# using
the Microsoft.NET Framework and tailored to a Microsoft Windows Server
environment. The Cardiologist Application is a C#.NET software, too, but tailored
to Windows desktop computers. The desktops computers preferably shall dispose
of several monitors in order to facilitate the simultaneous monitoring of multiple
patient groups.

The Group Leader Application and the Patient Application are implemented in
Java as Android applications and take profit from the Android conceptions of
Activities and Background Services.

Fig. 3 The application
system
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Data transfer: The Cardiologist Application (in the modus of online moni-
toring) as well as the Group Leader Applications periodically poll data updates
from the Server Application and vice versa report local status and vital parameter
data to it.

The Patient Applications transfer local sensor data according to the LIFO
principle, i.e., the youngest data is transferred first. That is due to the changing
quality of mobile internet connections (particularly during walks in the woods).
There are phases in which the data volume supersedes the available bandwidth and
then current data has priority in order to reduce the delay of the newest vital
parameter data. The older data, which may be obsolete for online monitoring,
however, is buffered and transferred in phases of better connection quality at least
after the end of the outdoor training. Thus, the whole training history is available
on the server and can be evaluated by the cardiologist later on.

Since the Patient Applications very frequently report vital data to the Server
Application, messages, the Server Application sends to Patient Applications need
not to be polled but the Server Application piggy-backs them on its responses to
the vital data notifications of the clients.

5 GlobalSensing System

The GlobalSensing system is divided into components tailored to the three user
groups: The Patient Application, the Group Leader Application and the Cardiol-
ogist Application.

5.1 Patient Application

The Patient Application provides the functionality to perform a supervised train-
ing. For this purpose, every patient must be equipped with a smartphone con-
taining this application. It performs both the transmission of sensor data to the
application server, as well as a monitoring of vital data. With respect to the target
group, the installation and administration effort for the patient was reduced to a
minimum. The individual steps of a workout with the Patient Application are
briefly presented in the following:

When the patient has received his assigned smartphone by the group leader,
launching the application is sufficient for starting the training session. At the
beginning, all types of mandatory sensors which have to be connected with the
smartphone are listed (see Fig. 4). This can be for instance a pulse or an ECG
sensor type. Are all sensors connected, the application indicates the group leader
its readiness for training start, who finally starts the training.

During the training the Patient Application lists data of the distance covered,
the elapsed time and the average speed (see Fig. 5). Furthermore the current pulse
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is displayed and a classification to one of the three physical constitution areas
(green, yellow or red). In case of the red one, regardless of whether the pulse is too
low or too high, an emergency alarm is triggered, which calls the patient to stop
and to contact the group leader. Additionally, manually transmitted notifications
by the supervising physician are displayed visually and acoustically. When the
group leader ends the training, patients are notified visually and acoustically as
well. A short summary of the current training data is displayed together with mean

Fig. 4 Patient application:
the login screen

Fig. 5 Patient application:
the training view

Fig. 6 Patient application:
the borg input
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values of the last training’s data (see Fig. 7). This helps the patient to assess his
today’s performance roughly. Finally, the patient is asked to specify a Borg value
[24] for the training, which is an important clue for the cardiologist about the
subjective intensity (see Fig. 6).

5.2 Group Leader Application

This application enables the group leader to create a training, to supervise it, to
receive messages from the cardiologist, to contact the trainees in case of emer-
gency and to end the training.

Fig. 7 Patient application:
the history view

Fig. 8 Group leader app:
training setup
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Figure 8 illustrates the various possibilities for the training setup. On the top,
you can specify which patient owns which smartphone for the next training ses-
sion. Due to this, the patient must not log in for identification. Below you can
choose if you are going on a hike or start a cycling tour. The drop down menu
specifies the level of detail of the vital data displayed in the Patient Application.
After pushing the start button, the system waits until the patients have connected
all sensors and the training is supervised by a physician before the training starts.

The training view lists all patients who are participating the session (Fig. 9).
The heart symbol shows the current pulse of each patient. If it exceeds or falls
below the specified thresholds, the background is colored orange or red, depending
on whether the pulse is in the hard or soft threshold (see Fig. 10). The emergency
button notifies the supervising physician. Choosing one of the listed patients opens
the detail view. Here additional personal data of the selected patient are displayed,
e.g. the weight, the height and also current values of further sensors. If the patient
is wearing an ECG sensor, a special view is available which visualizes the ECG
bend.

Fig. 9 Group leader app:
training view

Fig. 10 Group leader
application: a list entry for a
single patient
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5.3 Cardiologist Application

This application enables the cardiologist a live monitoring and control of trainings.
The collected data are recorded and can be analyzed afterwards in the training
history. Moreover the application offers functionalities for managing patients,
users and smartphones.

All running trainings and those waiting for a supervisor are offered in a list
view. Selecting one of them opens the view for live supervision. An overview lists
all sensor values of the participating patients (see Fig. 11). For a quick and easy
medical assessment of the patient’s constitution the sensor values are colored
(green, yellow, red). The thresholds for each sensor were specified by the cardi-
ologist in the forefront. A traffic light highlights the most important sensor value
for a medical assessment, in this case the pulse value. Furthermore, the sensor data
history of the last 30 s is displayed. It is visualized by a horizontal colored bar
under the sensor. At every time, the physician can influence the training by
pressing the ‘‘slower’’ or ‘‘emergency’’ button which sends a notification to the
group leader. An additionally entered text specifies the problem in detail. Details
of the patients are displayed after selecting one of them out of the list view. Those
details are personal information and medical information like medication and
diagnosis. Processes of sensor values are visualized over a specified period
(Fig. 12), colors ease the classification in thresholds.

All sensor data, events and notifications are stored in a data base persistently
and are accessible for the cardiologist. Next to common information about the
training—the distance covered, the duration and weather conditions—all sensor
data, the events and notifications are visualized graphically. By selecting a time
period, it is possible to zoom into the diagram. Single sensors can be hidden or

Fig. 11 Cardiologist
application: sensor overview
for a patient

Fig. 12 Cardiologist
application: process of a
pulse sensor value for 60 s
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enabled to get a lucid illustration. All data are colored regarding the thresholds (see
Fig. 13).

The management part offers the functionality to create, modify and delete users
which can access the Cardiologist Application. Additional to common data, you
can specify a role based access control. Next to users, you can also manage the
patients, e.g. assigning sensors to them and specify thresholds for each sensor.
Finally, every smartphone, used in the GlobalSensing system is indexed and
labeled for an easy assignment to patients.

6 Evaluation

This evaluation was aimed to verify the technical reliability and the acceptance of the
application in terms of design, usability and ergonomics of the surface for a defined
target age group. The study was conducted using the ‘‘cognitive walkthrough’’ [25].
This method is a usability inspection method, which is allocated to the analytical
evaluation processes. At this juncture (semi-) finished systems were tested by users
under real conditions. Users need to think through tasks and activities. Subsequent
questionnaires and interviews can discover existing problems and improvement
opportunities [26].

The target group of this project are people with cardiovascular diseases. These
patients, who will use the device, can be divided into two groups. The first group
would be former patients of cardiac rehabilitation, who got information while the
rehabilitation about the application and were recommended to use it. Familiarities
with this medium can not be expected from these former patients. The second
group consists of people, who are interested in the system itself. In this group is an
assumption of familiarity with this instrument. The distribution of the age of the
study participants corresponds to current rehabilitation statistics. According to the
report of cardiac rehabilitation 2012 increases the rehabilitation services in men
from the age of 36 and in women from the age of 61 continuously [27].

Fig. 13 Cardiologist application: excerpt of a training session in the history (pulse and ECG)
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Overall 12 participants, including 5 women (41.7 %) and 7 men (58.3 %) were
tested in the age range of 42 years up to 65 years (average 56 ± 2 years). All
subjects knew smartphones, four (33.3 %) of them own a smartphone and ten
(83.3 %) participants reported that they know how to use a touch screen. One
(8.3 %) subject announced that he or she wears a belt to measure the heart rate
while exercising.

The evaluation starts with a presentation of the GlobalSensing system com-
prising a live demonstration. Thereafter, the participants tested the Patient
Application itself. The Cardiologist Application and the Group Leader Applica-
tions were served by professional staff. Finally, all subjects filled out a usability
questionnaire with 17 questions about the acceptance and user friendliness of the
system and the graphical user interface. The results were pretty good.

The implementation of the different applications worked properly. Both could
be used in all functions described without failures. In addition to the technically
satisfactory operation of an application, it is important that the graphical user
interface is clearly and attractively. The results of the questionnaire indicated
helpful suggestions for the further development of the system.

The majority of the subjects (58 %) rated the interface as easy and clearly to
read and to use. The other participants had only slight problems in understanding
the instructions, which can be remedied in an update version. One subject criti-
cizes the size of the script, which would be too small to read out. All participants
were able to track the start and end of the training session by the group leader.
Finally, the participants were asked whether they like this kind of training. The
results are shown in Fig. 14. Without exception, all subjects would recommend
this (cycling) hiking application to patients with cardiovascular diseases.

7 Conclusion

The user study clearly demonstrates that the main objectives of the GlobalSensing
system were achived, to motivate patients with cardiovascular disease to a regular
physical activity and, to give them safety at the same time.

Fig. 14 Results of question
number 13: ‘‘Do you like this
kind of training?’’
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One prerequisite for safety is a stable internet connection. Fading connection
qualities and complete link failures are important environmental characteristics.
Although the GlobalSensing system ensures that all data will be transferred as
soon as possible and the most current data are prioritized, the routes must be
selected carefully with respect to the availability of the mobile internet. Otherwise,
lacking connectivity may hinder the live monitoring. An interesting solution for
that problem would be a satellite backpack, carried by the group leader, that
provides a wireless access point for smartphones.

The likewise important medical requirements regarding a meaningful moni-
toring of individual training sessions and an age-appropriate user interface are met.
Helpful suggestions to improve the system were obtained by the study and will be
evaluated on participants of ambulatory heart groups on a next stage in the
practical field test.
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Representation of Integration Profiles
Using an Ontology

Ralph Welge, Bjoern-Helge Busch, Klaus Kabitzsch,
Janina Laurila-Epe, Stefan Heusinger, Myriam Lipprandt,
Marco Eichelberg, Elke Eichenberg, Heike Engelien,
Murat Goek, Guido Moritz and Andreas Hein

Abstract The Integration and commissioning of AAL systems are time con-
suming and complicated. The lack of interoperability of available components for
Ambient Assisted Living has to be considered as an obstacle for innovative SMEs.
In order to ease integration and commissioning of systems knowledge based
methods should be taken into account to enable innovative characteristics of AAL
systems such as design automation, self-configuration and self-management.
Hence, semantic technologies are suitable instruments which offer the capability
for mastering the problems of interoperability of heterogeneous and distributed
systems. As an important prerequisite for the emergence of knowledge-based
assistance functions a standard for unambiguous representation of AAL-relevant
knowledge has to be developed. In this paper, the development of an AAL-
ontology is proposed as a formal basis for knowledge-based system functions.
A prototype of an AAL specific ontology engineering process is presented through
the modeling example of a formal representation of a sensor block which is part of
an AAL-Integration Profile proposed by the RAALI consortium.

1 Interoperability in the Context of Ambient Assisted
Living

In order to enable senior citizens to grow old gracefully in independence from
other people and institutions, it is mandatory to reconstruct their familiar envi-
ronment in respect to their specific restrictions and demands. Technical solutions
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and services adopting the domain of AAL take the key position for the success to
overcome the effects and implications of the demographic change. Due to their
often overwhelming system architectures and their similarity to ambient intelli-
gence solutions in general, the integration, installation and putting into operation
of AAL-assistance systems is complex and elaborate. Due to the fact that most of
the specific AAL-components are currently still remaining in the development
process, standardized elements, parts and multi-sensor/multi-actuator networks
from the building automation, telemedicine and ICT are applied for the orches-
tration of the hardware substructure of human centered assistance systems.
Thereby, experts for the system deployment and installers are faced with still open
interoperability issues. Manufacturers of AAL-system have either to rely on pro-
prietary solutions or to care about a large number of partial disjoint standards and
norms.

Nowadays, the obvious lack of interoperability regarding AAL-systems and
components is commonly stated as one significant obstacle for innovation and
development, especially for SME’s. One promising approach to find a sufficient
solution regarding interoperability criteria is granted by methods and techniques
from the semantic web. Semantic technologies offer a couple of ideas and strat-
egies to handle large, complex, heterogeneous and decentralized systems. Thereby,
only the introduction of methods of knowledge processing is appropriate for the
attainment of worthwhile targets as design automation, self-configuration of
autonomous, distributed systems and the fully automatic self-management of
AAL-systems. But initially, a machine-recognizable, formal representation for the
unambiguous description of system-related knowledge has to be created. After
that, necessary processes of deployment, launching and management of AAL-
systems can be supported by knowledge based services. This chapter proposes the
development of an AAL-ontology as a formal representation for knowledge-based
system components. As an example, the preferred ontology engineering process is
outlined through the modeling of a function block covering a RAALI-integration
profile for sensor components. Hereafter, the prototypal executed ontology engi-
neering process is the springboard for the integration of domain experts within the
standardization process of AAL-ontologies.

Paper structure: In Sects. 1.1–1.3, the reasons for the use of ontology-based
approaches for the representation of AAL-integration profiles including general
the development effective properties of AAL-systems are explained. Section 2
deals with the state of the art regarding standards and norms and in addition,
methods and techniques for the system design from the domain of telemedicine
and building automation. Thereby, semantic based technologies which are suitable
for the representation of integration profiles are objects of special attention.
In Sect. 3.1, the first results from the funded BMBF-project Roadmap AAL-
Interoperabilitaet—RAALI, the integration profiles, are part of the discussion. The
ontology engineering process itself is subject of Sect. 3.2. This includes an
expanded modeling example of a sensor node by the function block based
approach and the aid of descriptive methods, depicting the current state of
research.
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1.1 Relevant Properties of AAL-Systems

Current AAL-systems have distinct specific attributes in comparison to classic
technology developments. This fact regards the development process of compo-
nents as well as the stepwise integration of such systems. Therefore, following
aspects have to be considered:

(a) AAL-systems do not have a product life cycle in the terms of classical sys-
tems. In respect to the paradigm of an aging environment/home, it is necessary
that the components are selected due to the altering needs of their residents.
This implies that the assistance is mutable. From this point of view, the
interplay of system components whose market entries are temporally wide
apart from each other is an important property of aging environments. Fur-
thermore, the different stages of an AAL-product as development, launching
and the usual runtime can be associated by cyclic interacting processes which
need to be synchronized.

(b) Common AAL-infrastructures are heterogeneous and characterized by the
orchestration and integration of unusual components which typically do not belong
to the domain of AAL. A complete setup of services and components from one
single manufacturer or company is currently not available. Therefore, actual
AAL-approaches subsume many devices of different distributors which lead
directly to a significant workload for system integrators. These experts must handle
about components from the telemedicine, building automation, ICT and probably,
proprietary sensor solutions like UWB-sensors for vital sign acquisition.

(c) Mainly, AAL-systems depend on the integration of existing components.
AAL-system deployment is therefore characterized by the use of descriptive,
integration oriented methods because usually the system designer isn’t an
expert in the specific domain of the target component. (e.g. not an expert for
building automation) and hasn’t got any knowledge about the implementation.

1.2 Application Based Integration Profiles

One promising approach for the realization of interoperable systems is the defi-
nition of application based integration profiles. In the last ten years, these profiles
have been approved in the area of medical IT. As a reference, the surveillance of
vital signs in home care domains utilizing integration profiles from the Integrating
the Healthcare Enterprise-Initiative (IHE) and the Continua Health Alliance
(CHA) is a vivid example of practice [1–3]. These profiles describe the compo-
nents including their interfaces by the aid of common standards in order to achieve
the required Plug’nPlay functionality. The project RAALI adopts the principles
behind these profiles to the domain of AAL. In addition, the development of a
library of function block, covering manifold devices and software services of
AAL, is part of the work in order to simplify the outline of complex AAL-systems.
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1.3 Knowledge Management as a Way to Solve
Interoperability Issues

In order to overcome current innovation obstacles, it is promising to pursue three
main objectives:

• Simplification of the AAL-system deployment process through design
automation.

• The initial start-up by the aid of self-configuration approaches.
• Maintenance of running AAL-systems by techniques of self management.

In accordance to current interoperability issues, the semantic technologies take
a decisive role because the included knowledge bases services are appropriate to
solve problems evoked by system runtime, heterogeneous structures and the
diversity of system components. The interaction of the different stages in the AAL-
product lifecycle as deployment, integration, initial start-up, maintenance and
operation is the main reason for lifelong knowledge management. The introduction
of knowledge based systems for design automation and the reuse of gained
knowledge about the engineering process is crucial for the consecutive procedures
of self-management and self-configuration.

1.4 Ontology Based Approaches for Life-Long Knowledge
Management

The essential part of every knowledge based system is an ontology. Ontologies are
known as a promising concept to describe a thing (resp. AAL-integration profile)
or an object in a universal manner so everybody including machines gets a better
understanding about the feature of interest and its properties. Logic based lan-
guages as OWL 2, established reasoning infrastructures for the implementation of
inference processes and in addition, a couple of valid tools are a solid basis to start
from. The introduction of an AAL-ontology, however, requires special consider-
ations; the complexity of single AAL-components and complete AAL-systems is a
challenge for ontology design. Each available technical component can be an
element of an AAL-system if this system is designed for the specific functions of
the high level application context. The apparent dynamic of AAL-systems pre-
vents the design and finalization of AAL-ontologies. In addition, the large number
of existing and pronounced products complicates the definition of a universal
system of concepts. On the other hand, it is essential to evaluate and maintenance.
AAL-ontologies continuously if they are determined to take the key role within a
knowledge management infrastructure for the warranty of stable system functions
during the development process or during runtime. To fulfill these demands in a
sufficient manner, it is essential to integrate manufacturers, designer, system
architects and installers within an unending standardization process.
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2 State of the Art

2.1 Description Methods

2.1.1 Description Methods for Medical IT-Solutions

As mentioned in Sect. 1.2, the definition of use case based integration profiles for
the realization of interoperable systems has been approved in the area of medical
IT. These complementary integration profiles belong to a higher level of
abstraction compared to established communications standards. Well known
application scenarios from the health care system are the integration profiles from
the initiatives Integrating the Healthcare Enterprise (IHE) and the Continua
Health Alliance. In order to achieve a maximum of interoperability by the sys-
tematically use of standards, the IHE was founded by user and companies in 1998.
For this purpose, the typical work flows in health care institutions were modeled
and adopted to integration profiles which cover the transactions between the
involved IT-systems in accordance to internationally accepted standards of bio-
medical technics.

2.1.2 Description Methods for Building Automation

Typical aspects of building automation components and topologies are described
by the standard IEC 61499 [4]. This standard comprehends the definition of a
system itself, device, application and function block. The automation system can
be described via a network of distributed sensor-/actuator components which are
dedicated to a distinct process. The representation regards hierarchical aspects
which is essential for the decomposition of the system due to a arbitrary number of
levels. The aspect of decomposition can be applied for processes and components
as well as for function blocks which encapsulate applications on a lower level (e.g.
driver). Based on the input–output orientation, it is easy to combine and link
different objects. The processing is executed within the basis-function blocks; the
execution control charts of these elements are connected. Thereby, a automaton
based approach including event chains resp. state sequences can be implemented.
The IEC 61499 standard provides a textual representation as well as a non-stan-
dard graphical representation for the system design itself. In the field of building
control the VDI guidelines 3813–3814 regulate with 48 different function block
types for sensors, actuators, HCI, etc. algorithms the system design. The VDI
guideline 3813 enables the description of so-called automation schemes, which
can be used as a rough draft in the planning phase. This means that system
designers can focus on the functional relationships of the design and must not care
about the detailed implementation knowledge. Thus, the VDI 3813 grants a
technology-independent specification of systems and their interaction.
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2.1.3 Description Methods for ICT-Systems

A basic task in the modeling of information processing systems is the mapping of
distributed processes and their communication. There are manifold possibilities for
the modeling of often transforming, embedded technologies and systems. Basically,
one can distinguish between constructive and declarative/descriptive methods.In
the ICT sector, constructive methods are preferred. Constructive methods provide
language elements which are important for the deployment of a first abstract system
model. In the following step, the model can be defined, configured and imple-
mented by semi-automatic or fully-automatic procedures. In the area of ICT one
well known language is Specification and Description Language (SDL). SDL [5]
leads directly to the development of a system structure which is called hierarchical
decomposition (refer to Fig. 1) whose integral parts finite consist of CEFSMs
(Communicating Extended Finite State Machine). Furthermore, in order to improve
the modeling process, the target is an ideal machine with infinite resources like
memory, processor time and program threads. This leads together with the mes-
sage-orientated communication between the processes (analogous to UML State
Charts) to a loose coupling of the CEFSMs. The result is a hierarchically structured,
automaton-based model with a message based communication. A recent, more
powerful language, but with a much broader focus is the Unified Modeling Lan-
guage (UML). UML builds also on an automatic model based on.

Fig. 1 SDL-block diagram
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2.2 Semantic Technologies

In the context of modern information systems as an ontology is the explicit
specification of conceptualization of an application area considered [6]. In
accordance to the general understanding of information sciences, ontologies are
technical artifacts [7–9, 16] which are composed of a vocabulary and the coherent
explicit assumptions regarding the meaning of the vocabulary. For the description
of the vocabulary, logic-based languages can be used with their most prominent
representative, the Web Ontology Language (OWL).

2.2.1 The Ontology Language OWL 2

The logic-based ontology language OWL [10] is a W3C recommendation from
2004 with the successor OWL from 2009. One central target of OWL is the
description of complex ontologies; for practical use there has to be a balance
between the inference and the expressiveness. The widespread standard OWL-DL,
a predecessor of OWL-2, is based on the expressive description logic SHOIN (D).
OWL-DL includes the semantics of the class description logic Attributive
Language with complement (ALC) plus transitive roles (r+), whereby the class
ALCr ? is abbreviated with S. Other language elements H (sub role relationships),
O (closed classes), I (inverse roles), N (number of restrictions) and D (data types).
The standard OWL2 of the W3C has a lot of modifications compared to OWL-DL
which became necessary due to practice with OWL-DL. Based on the logic
SHOIN considering a number of restrictions, the logic SHOIQ was designed. On
this basis, including expansions and language features which influence the han-
dling but not the expressiveness of the dedicated language, the OWL-2 SROIQ
underlying logic has been developed.

2.2.2 Basic Ontologies

In [11] several types of ontologies were introduced. There is a distinction between
top-level ontologies, domain ontologies, task ontologies and application ontolo-
gies. Thereby, it has been proven that it is much more effective to separate
common knowledge from domain specific knowledge and to store it within top-
level ontologies. Basic ontologies, also known under the terms upper ontology,
top-level ontology, foundation ontology and hyper ontology describe common
knowledge that should be used on all domains and applications. Examples for
basic ontologies are DOLCE, OpenCyc and Sumo. DOLCE is a result of the so-
called WONDERWEB project which has been accomplished by Nicola Guarino
and his team from 2002 to 2004. This in OWL formulized and in several versions
available ontology is still the central pattern for the design for basic ontology
approaches. A widespread used basic ontology is DUL (DOLCE ? DnS Ultralite).
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DUL is a differentiated axiomatized framework which offers all the basic concepts
and roles for the modeling of systems such as physical artifacts, abstract etc. The
generic approach of DUL allows use in any application area.

2.2.3 Ontology Design Pattern

Ontology Design Pattern (ODP) are modeling patterns which can be suggested as
implementation independent solutions for commonly recurring problem classes
[12]. ODPs gained prominence in the context of the Description and Situations
(DnS) Fontology. DnS is context-sensitive description of types and relationships
while expanding the descriptive characteristics of DOLCE. Content ontology
design pattern are primarily discussed in the context of DnS.

2.2.4 Sensor Ontologies

From the abundance of the currently available sensor ontologies, the exemplary
representation of the W3C Semantic Sensor Network Ontology (SSN) is best suited
for the creation of AAL ontologies because this ontology is a direct result from the
analysis of most of the relevant existing sensor ontolgies. From the work of the OGC
Sensor Web Enablement under the name [14], a service-oriented architecture and
and a couple of standards have emerged. Inter alia there are four languages, which
deal with capabilities of sensors, the measurement variables and other characteris-
tics. Besides the classification of sensors and a process-oriented view of measure-
ment systems, interoperability and data exchange are discussed. However, the
semantic interoperability for the construction of self-organizing sensor networks is
still not supported. The goal of the SSN—W3C Semantic Sensor Network Incubator
Group was to create an abstract view of sensor networks. The main objectives of the
work were the self-organization in terms of installation, management and retrieval as
well as the understanding of a sensor network and its data by services of higher order.
In the first stage of the development, an ontology for the representation of single
sensors and complete networks for the usage within web applications was designed.
The classification of the sensor components themselves as well as the coherent
conclusions regarding their properties, related measurement values, the origin of
sensor data and the orchestration of sensor nodes is supported by the development
macro tools. It is aimed to adapt the existing standards of the Open Geospatial
Consortium (OGC) . The SSN ontology is based on domain ontology as a basic
ontology. It is an alignment of the SSN ontology and the DOLCE UltraLite Upper
Ontology to normalize the ontology structures. In addition, it is aimed to integrate
other ontologies and linked data resources. Sensor networks are completely different
from IT systems (e.g. SOAs). Therefore, for the completion of the SSN ontology it is
essential to regard the event driven characteristics as well as the spatialtemporal
context of the data to consider. In addition, the ontology does not cover specific
application domains, measurement units, time and space, and mobile aspects.
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3 Methodology

Actually in respect to the state of research, there are no common techniques for the
description for AAL technologies which cover the entire spectrum of the necessary
technologies for all possible AAL applications. For this reason, in the following an
approach is proposed, which can serve as a graphical representation of integration
profiles.

3.1 Block Diagrams for Integration Profiles

After a survey and deep analysis of existing AAL-systems and components, a
function block based description method for heterogeneous distributed systems
was proposed by the RAALI-project (refer to Fig. 2) which implements graphical
representations for services, actuators or sensors. Thereby, the general function
block (FB) is only defined by input–output relations similar to simple mathe-
matical functions with parameters and return values, and serves as a blueprint for
much more complex structures e.g. block types as sensors or HCIs. Expanding the
general FB by a sensory component, graphically characterized by an additional
input, the function block for a sensor is fully described. An actuator is described in
the same manner—only the direction of the input–output indicating arrow is
opposite and the index switches from S (sensor) to A (actuator). In the case of a
user interface (HCI—Human Computer Interface), there is a bidirectional arrow
that symbolizes both user input and system output. If the feedback path is
removed, the HCI is reduced to an actuatory or a sensory component. Besides the
pure graphical representation each component is described in detail a separate
report. Through the connection of the inputs and outputs of the individual com-
ponents, it is possible to arrange them into a logic and functional sequence. This
requires conformity of the respective affiliated inputs and outputs. To reduce the
complexity of real scenarios by a higher level of abstraction, the encapsulation of
functional related components through super blocks is beneficial. By this way, it is
possible to aggregate individual functions to complex structures only by the
adjustment of the input–output relationships. For additional details about the use of
function blocks refer to [15]. The selected form of description is available by a
informal representation. For the introduction of automatic assistance functions as
design automation or the self-configuration of AAL-systems, it is necessary to gain
a formal representation of AAL-integration profiles.

3.2 Engineering Process of an AAL-Ontology

In addition to the block diagrams for the AAL-integration profiles presented in
Sect. 3.1, as an output of the project Standardisierung eines semantischen
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Laufzeitsystems zur Foerderung der Interoperabilität von AAL-Komponenten a
formal representation has been proposed. Thereby, the expertise of the included
ontology engineers is as important as the involvement of domain experts who hold
the knowledge about the area to be modeled. In similarity to the software engi-
neering area, diverse engineering approaches focused on interdisciplinary devel-
opment processes have been established. An OTK methodology for the design of
ontology based knowledge management infrastructures based on CommonKADS
was proposed by [16, 17]. In accordance to classical project management methods
the ontology engineering process consists of the consecutive steps feasibility
study; kick off, refinement, evaluation and application and evolution. Usually, this
process is iterative and executed by multiple times. In the following the devel-
opment of the prototype is described. For this reason, the region under examination
is restricted to a non-representative group of users, stakeholders and experts.

3.2.1 Feasibility Study

During the Feasibility Study possible applications and solutions were identified
and analyzed due to their applicability and relevance for practice by the users and
stakeholders. The following applications have been selected as the basis for much
more complex scenarios:

• Device Discovery and Selection.
• Data Discovery and Binding.

In order to preserve the proximity to existing components at the beginning a
sensor was modeled instead of a general function block. The core element of the
feasibility study is the collection of data sources. Own project experiences and
conducted expert interviews allow a reduction of the set of relevant sensors for
AAL. The DIN standard 1319–1 .. 4 [19] provides valuable information regarding
the general characteristics of sensors, measurement methods and data analysis,
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Fig. 2 Block diagrams for AAL-integration profiles
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allowing a structural point of view to such systems. In particular for sensor
ontologies, there exists a lot of information from the OGC and the W3C Sensor
Network Incubator Group. As the same in the area of AAL, it is aimed to abstract
complex sensor network infrastructures and their binding to IT-systems also as the
encapsulation of services. While the actual prototypical engineering process is
based more on methodological sources, future approaches primarily will integrate
expert knowledge, manufacturer knowledge and product knowledge.

3.2.2 Kickoff-Phase

In accordance to [20] an ontology requirements specification document (ORSD)
was provided at the beginning of ontology development.

Objectives and the Role of the Ontology: It became apparent that two dif-
ferent views at one and the same function block are required. The system inte-
grator has a purely conceptual view at a function block. At this point it is important
to note that the system integrator is thinking about a specific measure and
description for the entity heart instead of the biological unit itself including
parameters which describe the coherent sequential values of heart beat. This
means, it is only important to distinguish between different measurement and
description concepts and to refer to associated data bases. Following concepts
were selected for the reference of sensory databases. The concepts (see Table 1)
are incorporated into a so-called description pattern—one ontology design pattern
which is suitable to represent descriptions consisting of manifold concepts.How-
ever, automatic support functions require a pure technical view which describes
the physical device completely—this fact implies a description of device proper-
ties, parameters and values, measurement processes and the communication
interfaces. Contrary to the conceptual view which describes the intention of a
function block, the technological view is dedicated for the provision of detailed
information for the automatic knowledge processing (e.g. for the identification of

Table 1 Concepts from the integrator’s perspective

Concept Example

Domain Building automation
Procedure Conditions, plan
Aim of measurement Detection of residents
Target value Status variables (door closed)
Location Room
Measurement frame 5 h campaign
Platform EnOcean
Operation model concept Measurement principle
Interface concept wired/wireless communication, 802.15.1 BT, 802.15.4/Zigbee
Product line-up wired/Identiy of the manufacturer, product family
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interoperable sensors which deliver data to a processing function block. Both
views are mutual complements.

Methodology: The main structural idea deals with the description of the var-
ious function blocks by ontology modules. Thereby, a function block is a graphical
representation of an ontology module. Thinking about an orchestration of different
functions blocks covering a scenario or in particular an AAL-application, this
array of blocks is equivalent to the ontology with additional meta-information. For
the modeling, the usage of OWL 2 and DUL - DOLCE ? DnS Ultralite (for the
basic ontology) was selected. Based on the work of Gangemi [12] each function
block is projected by a so-called ontology design pattern (ODP). In order to
improve the interoperability of parallel approaches all ODP-concepts and ODP-
roles are derived from the basic ontology DUL (DUL-Alignment). The last step
consists of the differentiation of the function blocks. The semantic part of work is
done by a device specific implementation of sensor-ODP.

Competency Questions: In addition to non-functional demands the specifica-
tion of competency questions (CQ) is decisive for the success and impact of the
whole engineering process (refer to Table 2). The competency questions give a
first impression about the necessary vocabulary, its classes and roles. Due to the
questions it becomes clear which answer shall be derived from the upcoming
ontology. This is exactly the point where the SSNs had been expanded [13].

Concept Retrieval: Finally, the ontology relevant objects are derived from the
responses to the competency questions and the questions itself. Due to the fact that
the W3C SSN-ontology has been adapted to this procedure, the vocabulary exists
of integration oriented concepts and roles.

Refinement-Phase: One important step in ontology engineering is the refine-
ment phase, essentially for the transform of semiformal ontology into a machine-
recognizable representation. In order to formalize the ontology, two fundamental
methods are recommended by [16, 17]: The Top-Down method as well as the
Bottom-Up-method. The Bottom-Up-method is based on procedures and tools for
the automatic text analysis. If documents contain all the system relevant infor-
mation, the semi- or fully automatic generation of taxonomies leads to the com-
plete summary of concepts of a domain. Due to the fact that all possible concepts
will be regarded, a consecutive process much more focusing on the aspects of
central issues will be executed which induces many efforts due to system com-
plexity. For this reason the bottom-up method is not used. On the other hand, the

Table 2 Competency questions

Use case class Competency questions

Data discovery and
linking

Which observations are sufficient to criteria as domain, task,
measurement object, location, time window, platform, operation
model, network interface and identity

Device discovery and
selection

Which devices are sufficient to criteria as domain, task, measurement
object, location, time window, platform, operation model, network
interface and identity
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preferred top–down approach leads from an abstract view on the emerging
knowledge model to an increasing specialization of concepts and roles.

In this context, the reuse of established basic ontologies like DUL as well as the
W3C domain ontology SSN is beneficial for practical usage. This condition allows
the construction of self-consistent, evaluated conceptual framework which can be
expanded systematically by the consideration of the competency questions. For our
approach, we selected a couple of diverse ODPs including the DnS pattern as the
most important one. The DnS-pattern (refer to Fig. 3) consists of a distinct pattern
describing situations (S-ODP) and a description pattern itself (D-ODP). The
D-ODP is used to associate concepts (DUL: Concept) by the aid of the role (DUL:
uses concept) with a context, represented by (DUL: description). It can be inter-
preted as an abstract, conceptual description of a context e.g. a sensory data
source. The S-ODP is used for the technological view. In the S-ODPs, the mapped
situation is expressed by a sum of entities (DUL: Entity) under the usage of the
role (DUL: is setting for). The DnS-ODP is a composition of both pattern and
relates a description (DUL: description) to a situation. Thereby, it is possible to
relate single entities of the S-ODP to concepts of the D-ODP and associate them
with a specific context. The competency questions typical for this pattern are:

• Which sensor situation complies with the sensor description?
• Which sensor descriptions can be accomplished by a sensor situation?

The classes and roles from the W3C SSN ontology were applied due to com-
patibility aspects (refer to Fig. 4). In order to improve the conceptual view (from

Fig. 3 DnS pattern (www.ontologydesignpattern.org)
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AAL-system integrators), additional classes have been introduced which were
derived from the class DUL: Concept (refer to Fig. 4—dotted area). The intro-
duced classes are not physical objects and therefore not derived from DUL:
Physical object. The classes care about the process of information exchange and
cover universal properties of sensor components and their data for the imple-
mentation within the context itself. The concept Domain Concept relates the entity
feature of Interest to a specific context.Through the D-ODP, it is possible to
integrate the instance of a usual, network-compatible scale within the context of
the application dry-weight monitoring—the instance gets a context related role.
Thereby, entities can be embedded within various situations and get a context
independent meaning. If the entity telephone is an integral element of an emer-
gency indication system, there exists also an entity for other possible contexts
(account of telephone charges). But however, by the classification of the universal
component telephone through the concept emergency indication devices, the
telephone gets its role within the context emergency indication system. In the
following section the new concepts from the prototypical engineering process are
introduced. In particular, it is expected that the knowledge will be extended by
repetitive runs of the process considering domain experts. The concepts are
therefore only a basis of discussion. Contextualization of measurement objects:

• Domain Concept specifies a domain within a finite set of AAL-domains (BA,
telemedicine). Domain Concept contextualizes the SSN class Feature of Interest,
which super class can be either DUL: Event or DU: Object. By this way,
Domain Concept associates an arbitrary object or event with a domain.

• Task Concept contextualizes the SSN class Feature of Interest with the focus on
the planning of the measurement campaign. Best practice suggestions from
manufacturers are expected (specific application regarding exact rules for the
handling).

Contextualization of object properties:

• Objective Of Measurement Concept relates properties of a measurement object
to the target of application (The detection of residents in a room through the
evaluation of BA sensors like door contacts).

• Objective Of Measurement Concept describes the result of the measurement or
the feature extraction process (possibly complex processes executed over dif-
ferent data processing layers).

• Physical Quality Concept associates the properties of a measurement objects
with the characteristics of the measurement process itself.

Contextualization of the sensor:

• Location Concept is responsible for the spatial definition of the operation area.
Possible instances are indoor or outdoor. A fine granular differentiation is
planned within the taxonomy itself.
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• Time Series Window gives information about the data properties regarding time.
This is important for the interpretation of dynamic processes and various
contexts.

• Technology Platform Concept is a concept for the limitation of the inference
based search processes. The examination area is restricted to a subset of
available AAL-components which can be associated to a distinct technology
platform. The concept contextualizes DUL: Sensor, a physical object executing
real measurement processes. Furthermore, the concept is appropriate for the
description of home automation concept from a systemic perspective. This
means that a building automation system of a manufacturer X which implements
LON and an IP-based control level and provides a BACNet-IP interface is
mapped to a sensor in accordance to the BACNet-standard. This implies that
larger infrastructures can be subsumed by data points, named by the term sensor.
For real scenarios, it is obvious that specific implementation characteristic
should be considered in practice.

• Operation Model Concept describes concepts for sensor functions, result classes
and working principles Network Interface Concept contain interface concepts
for e.g. the wireless communication. In particular, the restriction to standards
enables a limitation of the examination area.

• Identity Concept enables the system integrator to search for components of single
manufacturers or second source products during the design of non-interoperable
AAL-systems. Thus, the Identity Concept is another approach for specialization
outside the taxonomy.

Formalization: For following reasons it was possible to skip the usual first steps
in ontology development (creation of the taxonomy):

• A basic ontology following DUL was used.
• A complete domain ontology was available (SSN).

Instead, the taxonomy has been extended to the classes described above. All
necessary parts were taken from the DUL-vocabulary. Considering the upcoming
meetings with domain expert, any prognoses regarding new concepts cannot be
made. But however, new concepts will be specializations of super concepts (e.g.
contained in DUL). The refinement phase is closely associated with the evaluation
phase. Detected errors from the different evaluation processes (user-, technologi-
cal- or ontological view) enter a cyclic repetition of the refinement phase for
successive improvement.

4 Discussion of Results

After the completion of the first prototypical refinement phase, as an integral part
of an AAL-ontology a formalization of a sensor function block was derived.
According to technological aspects the ontology module was analyzed and will be
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evaluated through subsequent expert workshops. Referring to [16] evaluation
approaches regarding the technical view, the user position resp. the application
view and the ontological view (deployment view) will be executed. Analysis and
evaluation from the technological perspective: In addition to the analysis of lin-
guistic conformity several modeling problems regarding the satisfiability of class
definition have been fixed by the aid of different inference machines. The analysis
of the runtime properties of the coherent inference processes, of consumed
memory and the scalability due to the growth of A- and T-box is the next step after
finishing the expert workshops and the implicated model modifications and
instantiations of real products. The start of the evaluation of the prototype
regarding the user perspective is planned for the first workshop. There is the
question whether the defined ontology meets the requirements gathered in
the previous steps. At this point it is beneficial to refer to the central ORSD and the
related competency questions. The result of the workshop is still uncertain.
Analysis and evaluation from the modeling perspective: An acclaimed approach
from 2000 for checking the consistency of ontological taxonomies is the Onto-
Clean method. OntoClean works with expressions from the classical philosophy
(e.g. essence, rigidity, identity, unity) and proposes the establishment of a meta-
notation for the ontology classes. A meta-notation expands every conceptual part
of an ontology through the appendage of coherent properties due to consistence
criteria. In particular for concepts which are interrelated by super/-subclass rela-
tions. For further details refer to [21]. The analysis of taxonomies and their
evaluation will be executed after the integration of the expert workshops.

5 Conclusion and Outlook

The research results of the BMBF-project RAALI provide a graphic based
description approach for the deployment of AAL-systems. But however, for the
technical support in accordance to the principles of design automation, it is
indispensable to formalize the RAALI integration profiles. Therefore, this chapter
focuses on the prototype of an ontology engineering process which is determined
to collect and aggregate AAL-specific knowledge through expert interviews and
workshops, ending with the formalization of the gathered information. After a
successful test case, the proposed ontology engineering process will be repeated
with experts from the area of building automation, telemedicine and telecommu-
nication. By this way, a representative impression of the expert knowledge
adopting the involved disciplines of AAL can be achieved and formalized to an
ontological representation. The processes will be repeated several times to increase
the quality of knowledge significantly. It is assumed that these expert workshops
end in June 2013 in form of a proposal for the standardization of AAL-ontologies.
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Methods and Tools for Ontology-Based
Configuration Processes of AAL
Environments

Tom Zentek, Alexander Marinc and Asarnusch Rashid

Abstract In the last few years, technologies with a semantic middleware were
established under the AAL platforms. These technologies simplify the reaction to
various and rapidly changing needs of assisted elderly. Building on this established
semantic basis, the set-up and configuration of individual use cases can be simplified.
Up to now it is hardly possible to set up an AAL environment without technical
knowledge. This paper presents how the process of set-up and configuration of AAL
environments based on ontologies could proceed. The support starts with the
developers of the use cases, continues with the integration in the middleware and
ends up in the maintenance during operation. At the end, different configuration
support tools based on the semantic middleware universAAL will be described.

1 Introduction

In the last few years, the care for the elderly as well as the support of caring
relatives and the nursing personnel has advanced significantly with the help of the
socio-technological approaches of Ambient Assisted Living (AAL). Use cases
have and are still being developed for different ‘‘need’’ scenarios [1]. Thus, it is
possible to cover the rapidly changing requirements of this group much better.
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However, it is shown, that there will never exist just one solution for all need
scenarios.

In current research approaches, the necessary adaption of the AAL environment
to the person in need of care is only possible with expert knowledge [2].

For their support, the use cases utilize interconnected sensors and actors that
pass on their information to a middleware. For instance, a door lock mechanism
might be connected to electronic devices and remind the house resident of the
stove still being switched on when leaving the apartment.

Even in a simple use case there is a variety of possibilities to adjust the use case
to the resident and his environment.

Which devices are to be monitored? Are there several alternatives to leave the
apartment? How is the reminding message supposed to be delivered to the resi-
dent? What should be done in case the resident does not react to this message?
Presently, these are all questions that still require a complex configuration of an
expert and thus interfere with the expansion of AAL systems.

In the following chapters, an ontology-based approach to this problem as well
as the implementation and the first evaluation will be presented.

Chapter 2 begins with the description of the configuration requirements in the
individual aspects of an AAL environment as well as the correlating problem-
solving approaches from other domains.

The configuration process that was developed based on these considerations
will be demonstrated in Chap. 3. It begins with the developer of use cases and ends
with maintenance operations that influence the configuration of the AAL envi-
ronment. Out of this, ontology-based approaches will be presented that reduce
complexity by means of a simple configuration and thus significantly simplify the
construction of an AAL environment.

Subsequently (see Chap. 4) tools based on the solution and their implementa-
tion will be presented and finally will be evaluated in Chap. 5.

2 State of the Art

In order to gather the configuration requirements of AAL environments correctly,
the entire process from planning to daily use needs to be considered. Furthermore,
the applied framework affects the possibilities in configuration.

Due to the consolidation and fermentation of a variety of AAL frameworks that
had been developed in research projects over the last years [3–7], one can suggest
that today semantic middlewares have established themselves. These use formal
languages such as OWL, OW-S and BPEL to gather declarative knowledge, ser-
vice requests and skills as well as procedural knowledge in a machine readable
form and to realize use cases. So far, this formal description has been a very
suitable but idle basis for configuration aspects.

In literature, one can find approaches for ontology-based configurations in other
domains.
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In [11], Ardito et al. describe how orthogonal data sources can be connected for
configuration purposes by means of ontologies and mapping processes. Other
papers (see [12]) attempt to simplify configurations with the help of a reasoning
based on a semantic description. However, none of these approaches in its present
form is directly applicable to AAL and the requirements involved.

Further interesting preliminary works can be found in the field of smart homes.
For instance, there are publications [13, 14] about the configuration and personali-
zation of intelligent houses adjusted to the residents’ requirements. Unfortunately,
semantic approaches and a medical context in terms of AAL are not an issue at this
so far.

3 Configuration Requirement and Conception
of Configuration Processes for AAL Environments

A reference model for AAL home environments [8] was applied to investigate the
configuration requirement of AAL environments and semantic middlewares. For
the analysis, it had to be partially extended and instantiated.

The model describes four phases for the integration of use cases in an AAL
environment:

1. Planning
2. Installation
3. Configuration
4. Maintenance.

Each of these phases is fragmented into individual process stages and associ-
ated components that support the configuration process. Furthermore, the reference
model served as a basis for expert interviews.

Hereby, the most important roles that are involved in the integration of use
cases could be identified: end user, developer, case manager, technician (for fur-
ther information see [9]).

Depending on the process stage of the reference model, different requirements
can be shaped for each of those roles. Altogether, four general and seven technical
requirements were identified pointing towards the configuration aspects (for fur-
ther information see [10]).

Subsequently, the individual roles of the concerned parties and the requirements
together with the AAL environment and the middleware were allocated to the
individual configuration components.

The precise analysis of the individual configuration components is particular-
ized in [2]. Therefore, in terms of an overview only the most important aspects
concerning the integration of a new use case are described in Fig. 1.

The developer programs the software (AAL application) of the AAL use
case (e.g. warning of the stove being switched on when leaving the apartment).
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Here, one has to take into consideration which items need to be adjusted to the
resident and the environment later. These parameters should be imported into a
suitable configuration file at an early stage.

Furthermore, a use case might need additional sensors (e.g. measuring elec-
tricity consumption) and/or actors (e.g. giving a warning). Thus, the manufacturer
should enclose detailed meta information to facilitate the configuration.

Human resources can form the third part of the AAL use case, when their
service is part of a use case (e.g. contacting the nursing personnel when warning is
ignored). According to the given example, the configuration information for
contacting other persons would be helpful in in case of an emergency.

All three components could be brought together and sold in an online store by a
case manager, who has got the possibility to bring the individual use case compo-
nents together in a suitable number and scaling and who can form the interface
between end user and technician. In order to accomplish this task, he will add further
configuration information to his adequately compounded use case if necessary.

Subsequently, the technician integrates the use case into the AAL environment
with the help of a configuration program (control center, CC). When doing so, he
uses the information enclosed to configure the use case to the special user require-
ments. It is decisive not to forget that in many cases one person assumes several roles
in the process and operates with a variety of configuration components.

3.1 Configuration Files

At many interfaces, the exchange and the transfer of configuration information is
performed by the help of computer files. Figure 1 terms the most important
interfaces and files.

Fig. 1 Overview of the configuration requirements in AAL environments
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A use case is represented by a *.uAAL file. This is an archive that contains all
the required information. The case manager assembles the use case and adds
further information. The mandatory part of the *.uAAL is compounded of:

• Application
• Configuration file of the application
• Meta information of the application
• End user license agreement.

A large variety of further configuration information concerning human
resources or integrated hardware can be added optionally.

The composition of new higher-value use cases by combining already existent
use cases is supported by an additional XML file.

The developer generates a configuration file apposite to his AAL application.
When doing so, he should be provided with the possibility to generate it auto-
matically from the source code which is performed with the help of annotations
and leads to an XML configuration file.

The completed *.uAAL file can be exchanged between case manager and
technician and be integrated into the system. For this purpose the middleware has
to provide a configuration program (CC) that processes the *.uAAL. This program
assists with the instantiation of the parameters given in the configuration file and
creates a property file. The newly installed use case accesses this file to operate
adequately.

Furthermore, the configuration program supports the middleware in mainte-
nance tasks. By focussing information, tasks such as deinstallation or exchange of
defect or outdated hardware can be easily accomplished.

3.2 Configuration Ontologies

Besides configuration files for the exchange of information, in an onotology-based
system all information is stored in a semantic representation. There is one ontology
describing AAL environments and one illustrating user profiles (extract see
Fig. 2). Furthermore, each use case can extend the semantic representation by its
own information in form of ontologies.

Especially the formal, machine readable description helps facilitating the
configuration process decisively. Information that is already available in the sys-
tem does not have to be entered again and new knowledge can be generated.

Many of the semantic information in the system are reflected in other config-
uration components. Thus, the configuration program of the middleware does not
have to replace or exchange a stove sensor that is already integrated in other use
cases for a new memory case but can reuse it.

Semantic services provide information on the abstract possibility to scan the
status of the stove.
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Already when assembling the appropriate use case, the case manager is pro-
vided with information concerning the existent persons (user profile ontology;
Fig. 2) of an AAL environment. The users’ preference or demand of assistance can
have some influence more easily and an already existent care-giver can perform
new tasks in other use cases.

The description of the AAL environment (AAL space profile) also supports the
case manager; when selecting a suitable use case for a resident the costs can
already be estimated, as it is known which hardware is already implemented in the
AAL environment and which one still has to be integrated due to the local
circumstances (e.g. monitoring several exits).

Besides the reduction of complexity, an ontology-based configuration also
helps to save expenses and to facilitate the processes of integration.

Fig. 2 Ontology of the user
profile [2]
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4 Implementation of the Configuration Processes Using
the Example of UniversAAL Living Labs

Having identified all the important configuration components, some tools that have
been developed are presented in the following chapter. Each tool supports a single
configuration component and the associated role. All tools together form a tool
suite for configuration. Figure 3 presents the tools that are described in the
following subchapters.

The configuration extractor (CE) supports the developer in generating a
configuration file for his use case. Having been successfully uploaded to the online
store, the use case can be integrated into an AAL environment. This process is
supported by the control center (CC) which generates the required property files
and extends and instantiates the ontologies.

The implementation of the tools was made on the semantic middleware
universAAL [7]. This is a knowledge-based service infrastructure that is currently
being developed in an EU research project and is operating in eight associated
Living Labs.

4.1 Support During Development

Having demonstrated how developers participate in the configuration, it is now to
be presented how they can be assisted by suitable tools.

The CE tool was developed for this purpose. It offers the possibility to transfer
source code parameters that are highlighted by comments to a configuration file.
Several tags are utilized to perform this task. The most important ones are
\listpanel[, \panel[ and \element[ which structure individual records. After
reading the comments the CE provides the possibility to carry out some adaptions
or extensions. Later, this will help the CC to display the configuration parameters
in an appropriate way. Figure 4 shows the CE’s GUI for the adaption of the
parameters and the meta information (e.g. help, text, label). Furthermore, the CE
provides an expert mode. In this mode the configuration file that is to be developed

Fig. 3 Overview over the developed tools
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can be edited directly in an XML format. As soon as all input has been completed,
a configuration file is generated following the scheme in Fig. 5 and taking up the
tags that have already been described.

Fig. 4 GUI of the CE

Fig. 5 XML scheme of the
configuration file of the CE
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4.2 Support During Integration

After the use case has been distributed via online shop (see Fig. 3), it can be
integrated into the middleware with the help of the CC.

First step of the integration is the installation. For this purpose the use case file
(*.uAAL) is opened and it is ensured that it contains all the required files. Sub-
sequently, the end user license of the uAAL-file is shown to the user. After receipt
of the license, the configuration file generated by the CE is opened. According to
its defaults a GUI is generated asking the user questions concerning the configu-
ration of the use case. (see Fig. 6). With all specifications being complete the CC
generates a property file, if necessary, and extends and instantiates the ontologies
for the use case. Subsequently, the use case’s software is installed and started as
appropriate. The CC records all the installation steps for possible maintenance
tasks.

4.3 Support During Maintenance

The components for maintenance (see Fig. 6) are at the end of the integration of
use cases and are always available during the operation of the AAL environment.
Many maintenance tasks use information from previous configuration steps or
intervene actively in the configuration of the environment.

The most important implemented component is the use case manager (overview).
It gives an overview over currently installed use cases and keeps many information

Fig. 6 GUI of the configuration tool (CC)

Methods and Tools for Ontology-Based Configuration Processes 221



on hand (e.g. involved software components, version number, involved configura-
tion files). Furthermore, it can be seen which use cases are presently active in the
AAL environment.

While the use case manager only accesses information, they are actively
modified by the uninstaller. This component removes a use case with all its data
and the modifications of the system configuration (e.g. ontologies). Here, the
removal of the use case from the use case manager happens, too.

5 Results of the Evaluation

During the first evaluation the feasibility of the developed configuration processes
was to be verified with the help of experts in a real environment. Secondarily, the
usability of the applied tools was also investigated. To achieve these goals, the
method of the Living Labs was chosen. This method offers the possibility to test
the implemented processes and to advance the conception [15, 16]. For the more
special field of mass deployments in general, there is a paper [17] which confirms
the suitability of Living Labs for this purpose. Thus, it is perfectly possible to
investigate configuration processes with the help of Living Labs.

In our experimental assembly, the middleware and the CC (see Fig. 6) from the
project universAAL were installed in eight Living Labs. The task had been to
upload a new use case from the online store and to integrate it into the middleware
with the help of the CC (see Fig. 3). The task was successfully completed when the
use case was subsequently working in the AAL environment. Each Living Lab
received an instruction how to use the configuration tools alongside the process.

The feedback was collected in the form of a questionnaire. Up to this point,
there is feedback from four out of eight Living Labs. All use case integrations were
performed by developers. Additionally, all four were experienced with the
middleware. In 75 % of the cases, the task was successfully completed. In one
case, the integration was canceled for unknown reasons. Apart from this, there
were no problems in any of the integrations and only once an authorized developer
was consulted for a request.

In the free text fields, suggestions and proposals for an improvement of the tools
and the configuration process were made.

6 Prospect

The next step will be the progression of the CC and the configuration process
based on the results of the evaluation.

Apart from the parts of the process that have already been tested, there are tasks
to approach such as an extensive planning of the configuration especially for much
wider scenarios with a large amount of use cases. For this purpose, a simulation of

222 T. Zentek et al.



the environment can help to meet the users’ requirements much more precisely and
to prevent an unnecessary expenditure of time and costs.

Furthermore, it is necessary to think about the initial equipment of the AAL
environment. The middleware, too, has to be installed before use cases can be
integrated and used. Especially this basic functionality involves a significant
expenditure of configuration.

However, the most interesting step for the moment is the more intensive uti-
lization of the middleware’s semantic interiority for the configuration of use cases.
Only by this, a massive simplification (as it is shown in Sect. 2.1) can be achieved.
Furthermore, it is considered, to generate configuration files already in the CE
instead of XML-files. In order not to burden the developer with the complete
modeling of the very same, an ontology repository is thinkable, from which a
suitable configuration technology can be selected and extended if necessary. The
same should be considered for hardware and human resources.

These ontologies can be parsed all the same in the CC to generate a configu-
ration GUI. After the input of the configuration parameters, the instances can be
entered into the semantic middleware more easily. By means of an appropriate
matching and reasoning the information content in the middleware about the AAL
environment rises quickly. This increase in information can then be utilized in all
places with configuration requirement.
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The Robot ALIAS as a Database
for Health Monitoring for Elderly People

Tobias Rehrl, Jürgen Geiger, Maja Golcar, Stefan Gentsch,
Jan Knobloch, Gerhard Rigoll, Katharina Scheibl,
Wolfram Schneider, Susanne Ihsen and Frank Wallhoff

Abstract Health plays an important role with increasing age, therefore keeping
track of health data is a very essential task for elderly people. Many different
Information and Communication Technology systems were developed to measure
health data. We integrated a health monitoring system on a mobile robotic plat-
form, which is designed as communication platform for elderly people. To realize
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this health monitoring system on a robotic platform for elderly people, it is
important to address their needs and wishes, therefore, a user survey was con-
ducted to figure out important issues relevant for elderly people. Taking the out-
come of the user survey into account and following a generic design principle, a
health monitoring system was realized, which features sensor-based and manual
input for single or multiple users. The system interaction is browser-based and
allows remote access to the health data stored on the robotic platform for autho-
rized persons.

1 Introduction

The intended purpose of the AAL-Joint Programme project Adaptable Ambient
LIving ASsistant (ALIAS) is the development of a mobile robotic platform (see
Fig. 1), which should be able to interact with elderly people and thus offer assis-
tance in their everyday life situations [1, 2]. Consequently, the robotic platform
aims to support people living alone at home or even in residential homes for the
elderly and prevent them from becoming lonely. ALIAS shall interact with elderly
users, monitor them and provide social inclusion and assistance in the daily routine.

One aspect of the project is health monitoring, thus, a database concept for
health monitoring of vital functions was developed for the ALIAS robot. The
ALIAS project has a user-centered design approach, therefore a user survey was
conducted to determine important features of the database. The recorded vital
functions were stored on the robotic platform, however, a remote access for the
data is also possible, therefore a web-based approach for recording and visualizing
the data was chosen.

Fig. 1 The ALIAS robot
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In general, for elderly people, living and staying healthy is very important.
Elderly people are more vulnerable to diseases and their quality of life is strongly
affected by their health. Elderly people suffer from many diseases. Table 1 shows
some of the most widespread diseases among elderly people according to a study
performed by Hellström [3]. For this study, 448 persons (294 female, 152 male)
who were dependent of help by others were questioned.

In this table, many different diseases are listed which affect elderly people. With
the scope of the project, the ALIAS robot can assist elderly people whose quality
of life is restricted by diseases by providing a wide spectrum of functionalities.
Some of the diseases in Table 1 are not in the scope of the ALIAS project, for
example everything that has to do with physical assistance. The main purpose of
the ALIAS robot is to communicate and it has no physical manipulators. Thus,
diseases like musculoskeletal diseases or hip fracture cannot be addressed by the
project. However, some of the diseases are dealt with in the ALIAS project. By
providing a multimodal dialog system, the ALIAS robot can help people suffering
from ear or eye diseases, for example. People suffering dementia can be assisted by
providing reminder functions and cognitive assistance.

In this paper the development and realization of a health monitoring system for
the ALIAS robot is described. Together with additional systems for recording
health data, the ALIAS robot can impersonate a helpful assistant to record, monitor
and store health data.

Important health data include vital signs like body temperature, pulse rate (or
heart rate), blood pressure, and respiratory rate. By providing a system for mon-
itoring of these data, the ALIAS robot can assist elderly people suffering from
diseases like hypertension, Diabetes Mellitus, Cerebrovascular disease (which can

Table 1 Most widespread
diseases among elderly
people (given in percentage)
according to [3]

Diseases Percentage

Musculoskeletal disease 45.2
Other circulatory disease 38.8
Eye disease 34.5
Hypertension 20.8
Heart attack 20.7
Disease of the joints/arthritis 14.2
Bronchitis/emphysema/Asthma/other

respiratory disease
13.7

Diabetes mellitus 13.4
Urogenital disease 12.9
Infections 11.5
Hip fracture 10.3
Ear disease 9.7
Rheumatic disease 8.7
Dermatosis 9.0
Cerebrovascular disease 7.7
Metabolic disease 6.4
Dementia 5.0
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be caused by hypertension) or diseases of the circulatory system. The recorded
biosignals can be inspected by authorized persons from remote through the ALIAS
system, e.g. a person’s doctor or relatives. Additionally, the signals might be saved
for later on-site inspection.

The remainder of this paper is organized as follows: Sect. 2 describes related
work for health monitoring. In Sect. 3 relevant physiological parameters are
introduced. The results of the user survey for creating a database concept for health
monitoring are presented in Sect. 4. The system design is delineated in Sect. 5. In
Sect. 6 the developed database concept is explained. The system interaction is
topic of Sect. 7. Use cases for the health monitoring are presented in Sect. 8. The
paper ends with a conclusion.

2 Related Work

According to the progressive prevalence of diseases with increasing age, there are
many activities to apply Information and Communication Technologies (ICTs) for
compensating age-related diseases or providing health care. These ICT-systems
need to take special requirements like reduced cognitive capacities, sight loss,
hearing loss and minor experience with interactive systems of elderly people into
account.

There exist many solutions for health monitoring. An overview over different
health monitoring systems is given in [4, 5]. This includes systems for remote
monitoring, for example the system presented in [6] called MOMEDA, a per-
sonalized medical information system. In [7], a wireless PDA-based system is
presented. It is designed for use during intrahospital transports of patients. Phys-
iological data are recorded and visualized on a screen. In [8] ubiquitous wireless
computing is considered, where different sensors measure various values of all
kind of sorts. These sensors are combined to an Infrastructure For Elderly
Assistance as the task for the future where the sensors serve as health indicators or
full-time attendants. This approach is supported by [9] with the Mobile Robot
Peekee II representing such a mobile infrastructure, here a mobile robot incor-
porates the sensors, thus no changes in the environment have to be conducted.
MobiSense is another mobile health monitoring system for ambulatory patients
introduced in [10]. This system is able to detect postures of people like lying,
sitting and standing while it is also able to manage its’ own resources like re-
configuration of parts. Another health or activity monitoring system is shown in
[11], this physical activity monitoring system has a built-in vital sign measurement
and fall detection. Again, this system includes a wearable device collecting
physical and activity data with various sensors, e.g. a 3-axial accelerometer. A
similar approach has already been introduced in the year 2000 in [12] with pre-
senting a Home Telemonitoring Framework, which is divided in two categories:
the daily activity monitoring category for the elderly and the vital sign monitoring
category for patients recovering at home. Thus, the home care needs were
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separated in different levels. The system itself was divided in the home monitoring
unit mainly responsible for the data storage, a hospital monitoring center and a
communication network connecting these components.

It can be seen, that the topic of health monitoring has a lot of different aspects,
and, therefore many different technical systems providing different solutions were
developed. One important factor is the type of health data, which is used for the
health analysis.

3 Physiological Parameters Relevant for Elderly People

For health monitoring systems, there are many potential biosignals to record. The
most important physiological parameters are the four standard vital signs: body
temperature, blood pressure, heart rate (or pulse) and respiratory rate.

Several other biosignals have been proposed as fifth or sixth vital sign, but none
of them has been officially universally adopted. Examples include the oxygen
saturation, pupil size, equality and reactivity to light, perception of pain, blood
glucose level, Body Mass Index (BMI) or galvanic skin response (GSR).

3.1 Vital Signs

The four standard vital signs are body temperature, blood pressure, pulse rate (or
heart rate) and respiratory rate.

Body temperature [13] is measured with a thermometer and can be an indicator
for several abnormalities. Average core body temperature is 37.0 �C. Elevated
body temperature can be a sign for a systemic infection or fever but can also be
caused by hyperthermia. Temperature depression (hypothermia) can be caused by
alcohol consumption or dehydration, for example. When measuring and inter-
preting body temperature, it is always important to review the trend of the patient’s
temperature. This makes the ability of a system like the ALIAS health monitoring
system to record and store biosignals a very important feature.

Blood pressure is recorded as two values: a high systolic pressure and the lower
diastolic pressure. The difference between these two values is called the pulse
pressure. The blood pressure can be measured using an aneroid or electronic
sphygmomanometer. Normal blood pressure values are 120 mmHg (millimeters of
mercury) for the systolic and 80 mmHg for the diastolic. The systolic being
constantly over 140–160 mmHg is defined as elevated blood pressure (hyperten-
sion), whereas low blood pressure (hypotension) is generally considered as systolic
blood pressure less than 90 mmHg. Using a device like the ALIAS health moni-
toring system, thresholds can be set to supervise blood pressure. The pulse is the
physical expansion of the artery. Its rate is recorded as beats per minute and can be
measured at the radial artery at the wrist or at other places of the human body.
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Another way to measure it, is by directly listening to the heartbeat using a
stethoscope. The normal reference range for an adult is 50-80 beats per minute.
Respiratory rate [14] is the number of breaths per minute. A normal adult’s rate is
between 12 and 20 breaths per minute.

3.2 Physiological Data Processing With ALIAS

The health data can be transmitted to the robotic platform directly by a recording
system or by a user who recorded the data on his own and stores it via the
multimodal ALIAS user interface into the database. Examples are blood pressure
and body weight. The ALIAS health monitoring system can then perform several
tasks with these data. The system can store data in a short-term or long-term way,
provide statistical analysis of the data, and visualize these data.

4 User Survey

For innovation processes it is essential to integrate the perspectives of the potential
users into the development of the mobile platform [15]. Therefore, the relevant and
heterogeneous target groups have to be considered. Only then it is possible to
implement their needs and preferences to the robotic platform [16, 17]. The
acceptance of health monitoring modules in general and the discussed database in
particular have been investigated in a quantitative user survey with 79 senior
students (35 women/44 men) in 2011. The mean age of the polled seniors was
70 years.

The seniors estimated the possibility of health monitoring as positive (50 %),
some are not sure (27 %) and the rest (23 %) are skeptical about modern health
monitoring technologies. Among the skeptical persons, the reasons for this
rejection were that they consider themselves as ‘‘too young’’ to use such a help and
they want to test the database first to value the personal benefit. Unfortunately this
was not possible in this setting.

Also the survey evaluates what kind of health data should be recorded and
saved on the mobile robot platform (see Table 2). The results show that seniors are
more open to the measurement of the pulse (61 %) and the blood pressure (63 %)
than to the measurement of the vital data such as breathing (47 %), weight (46 %)
and body temperature (46 %). It was striking that more than every fourth senior
does not want the weight to be measured. Altogether the desired data can be
summarized with the following statement of a senior ‘‘if it is important for a
certain kind of illness’’. Some participants were so enthusiastic that they wish to
store further data e.g. MRT/CT-picture files, important blood values etc.

The survey showed that seniors prefer a comfortable and safe way of using the
health database. Almost half of the participants wants that the medical devices are
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directly connected to the robot so that the data can be saved automatically (44 %).
23 % are uncertain about this technology and the rest refuses the automatic data
saving and transfer generally (23 %). Nevertheless, the seniors are skeptical about
a password-secured electronic health record. Only every third participant wants to
save the health data on an external server. Reversely, more than 70 % of the
seniors would save the data on the hard drive of ALIAS at home. It remains to be
seen if the seniors—as soon as they recognize the potential and the personal benefit
of the electronic health record—give higher approval ratings.

For the interaction with the system, it is very important to the seniors that they
can examine their data entry before it is saved (for 78 % seniors this should be
included in any case). Because of that when the robot is developed it should be
paid attention to summarize the data in synopsis before it is actually saved, to
announce the storage and to let this be confirmed by the user. Another point for the
interaction is presentation of the stored data, 71 % of the seniors wish a presen-
tation in graph form and 74 % a presentation in table form, respectively.

Altogether, it could be seen that seniors are open for health monitoring or
concepts for physical monitoring of vital functions, but first they have to get
familiar with a technical assistant system to save their health data. Some seniors
pointed out that for this purpose ALIAS has to be ‘‘reliable’’. That is for the target
groups a crucial point of view.

5 System Design

In order to properly design the health monitoring within ALIAS, it is necessary to
identify what the system should realize from the users’ point of view, therefore the
user survey was conducted, see Sect. 4. The derived design decisions for the
system are introduced in the following. The decisions concern the recorded health
data (via sensors or manual entry) and how the user interacts with the system in a
general way, therefore, different activity diagrams will be presented to explain the
proceeding.

Table 2 Health data that should be recorded on the mobile robot platform

In any case (%) Indifferent (%) In no case (%)

Pulse 61.2 28.4 10.4
Blood pressure 63.4 25.4 11.3
Blood sugar 54.7 29.7 15.6
Weight 46.3 26.9 26.9
Body temperature 45.5 37.9 16.7
Breathing 47.0 36.4 16.7
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5.1 Recorded Physiological Data

The database for the ALIAS health monitoring comprises the following entries: (1)
blood pressure with the systolic and diastolic value, (2) blood sugar, (3) heart rate,
(4) respiration, (5) temperature, (6) weight.

For all these values minimum and maximum values for alarm triggering were
defined. For the weight the body mass index (BMI) was chosen to provide the
corresponding minimum and maximum values. In the following Table 3 the
minimum and maximum values for the health data are shown.

The ALIAS health monitoring has two different sensor systems to obtain health
data. The first system is the g.tec g.MOBIlab [19], the second system is the Zephyr
HxM BT [20]. The first system is a professional medical device providing a lot of
different features, whereas the second one is a consumer device, which is easier to
handle. Both sensors are shown below in Fig. 2.

The g.tec g.MOBIlab system records the following biosignals and physiological
features: electrocardiograph (ECG) (with several corresponding values like hear-
trate (HR) heartratevariability (HRV) etc.), galvanic skin response (GSR) and
respiration.

The Zephyr HxM BT system records the following biosignals and features:
heart rate, speed and distance.

Table 3 Minimum/
maximum values for the
recorded health data
according to [18]

Value type Maximum value Minimum value

Systolic 140 105
Diastolic 90 60
Blood sugar 110 70
Heart rate 100 60
Respiration 20 12
Temperature 37.5 35.8
Weight (BMI) 24.9 18.5

(a) (b)

Fig. 2 Integrated sensors, a g.tec g.MOBIlab, b Zephyr HxM BT

232 T. Rehrl et al.



In addition to the sensors, the user can also enter health data manually into the
database. The user is able to manipulate the following entries manually: blood
pressure, blood sugar, heart rate, respiration, temperature and weight.

According to the results of the user survey (see Sect. 4) the recorded data is
stored on the robotic platform and not on a remote server. However, a remote
access for the data is also possible, since a web-based approach for recording and
visualizing the data is chosen, thus authorized persons (doctors, relatives) are able
to access the data if they have the permission.

5.2 Activity Diagrams

Activity diagrams are used to visualize the corresponding processes the system
needs to perform in order to realize the interaction between system and user. In the
following, the diagrams for entering health data will be shown and briefly
explained. There are two ways of entering data into the database: sensor-based and
manually.

For the sensor-based entering, the user initiates live data recording, therefore
between the two sensor devices can be chosen: g.tec g.MOBIlab or Zephyr HxM
BT, respectively. When a device received the user input, the data recording is
started, the data is queued, until enough data are stored to start the monitoring and
the corresponding visualization. After a dataset value has been displayed, the
system stores it into the underlying database. When the user chooses to stop the
recording and forwards his choice to the system by pushing a button on the screen,
the logging, monitoring and storing of the data is stopped abruptly and thus the live
visualization is finished. The corresponding activity diagram is shown in Fig. 3.

For the manual data entry, there is one special case, since for blood pressure
three values (systolic level, diastolic level, heart rate) have to be entered. For all
other health data recorded with the proposed database, only one value has to be
entered. According to the user survey (see Sect. 4), the user wants to check the data
before they are finally stored in the database and additionally a warning message
should be shown if critical values (see Table 3) are exceeded. In the following
only the activity diagram for the blood pressure data entry is shown, since the
proceeding for the single value health data follows that scheme.

When the blood pressure entry is initiated by the user, the system waits for the
systolic and diastolic values as well as the heart rate to be entered. After the user
has entered these values and pushes the confirm button, the system displays the
entered values again to the user and offers him/her two options: The first option is
to edit the data in case the entered values turn out to be wrong. In this case, the
values are aborted and again the system waits for new values to be inserted. During
this process, the underlying database is never touched, so the system makes sure
that the database does never contain any false values. The second option for the
user is to confirm the values he/she entered. Only if the values are confirmed by the
user, the system stores the data into the database. At the same time, the system
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checks if the entered values are alarming, i.e. if one (or more) of the values are
either lower than the minimum value stored in the database or higher than the
corresponding maximum value (see Table 3). The corresponding activity diagram
for the blood pressure entry is shown in Fig. 4.

6 Database Concept

6.1 Basics

There are different types of databases available and they provide different kinds of
features, more extensive information about databases can be found in [21, 22]. In
general a database is a collection of data, which has a certain kind of interrelation
and can be accessed via a specific set of functions or programs. For databases a
specific architecture was defined comprising three different layers (see Fig. 5):

Live Data Initiated

Logging/Monitoring/Storing Data Started

Logging/Monitoring/Storing Data Stopped

Logging/Monitoring/Storing Data Started

Logging/Monitoring/Storing Data Stopped

Live Data Finished

[Zephyr selected][Gtec selected]

[Stop Logging Selected][Stop Logging Selected]

Fig. 3 Live data entry
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Blood Pressure Entry Initiated

Systolic, Diastolic Values and Pulse Entered

Data StoredAlarm Initiated

Values Aborted Values Confirmed

[Confirm Values][Abort Values]

[Case: Alarming Values]

Fig. 4 Manual data entry: blood pressure example

Fig. 5 Abstract layers of databases
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physical layer (containing the data file on physical disk drives), logical layer (first
abstraction level: data is represented in a common abstract structure form) and the
external layer (second abstraction level: the form of the data accessed by the
users). Different database models (flat-files, Hierarchical Model, Network Model,
Relational Model, Object-Relational Model, etc.) have evolved over time, the
ALIAS health monitoring database follows an object-relational approach.

6.2 Database Concept for the Health Monitoring

The database concept for the health monitoring system envisioned for the ALIAS
project has to fulfill several properties, which are relevant for handling health data
of elderly people. First, the data should be stored over longer time periods enabling
to perceive changes in the course of the data (e.g. blood pressure). Second, the
database should be able to handle different users and their related health data (this
is relevant for the usage of the ALIAS system in care facilities). Third, the health
data should be accessed either directly on the ALIAS system or via remote access,
thus enabling doctors and the authorized health care providers to access the health
data.

In order to achieve a generic, resource-efficient database, an elaborate database
concept has to be developed. Figure 6 depicts the generated database concept
consisting of the following entities: user, dataset, dataset value and dataset value
type. These four entities will be described in the following.

User: In order to enable various users to share the same ALIAS robot, the table
user was created. Here the user id, corresponding to the login name, is used as the

Fig. 6 Database concept for the health monitoring
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primary key of the user. This ensures that each user can be uniquely identified by
his chosen user id, at the cost that no two users can choose the same id. Fur-
thermore, the user has to choose a password. The user id and the corresponding
password are used to grant registered users access to the database and into the
system. In addition the following information about the user is provided by the
user-entity: First Name, Last Name, Birthday, Height, Gender, Language,
Font size, Login and Password (hashed). Finally, a user can be associated with
various datasets. This is realized by a one-to-many relationship between a user and
datasets.

Dataset: In order to uniquely identify a dataset, it contains an automatically
generated dataset id. The timestamp enables to reconstruct, at which date and time
a dataset was recorded. Furthermore, a dataset has a foreign key which assigns it to
a specific user. A single dataset can contain multiple dataset values, which is
realized by a one-to-many relationship between dataset and dataset values. The
dataset relation is necessary, because a sensor may record multiple biosignals and
extract many health features thereof at one time.

Dataset Value: The automatically generated field dataset value id allows to
reference each dataset value in a unique way. In order to differentiate between
multiple connected sensors, from which dataset values are transferred to the sys-
tem, the field channel is invented. The field feature allows capturing further
information of the sensor, if necessary. The dataset value itself is stored by the
field rate and the sensor from which the dataset value is originated is captured by
the field source. The dataset values table contains two foreign keys. The first
assigns the current dataset-value to its corresponding data set. The second assigns
a specific dataset-value-type to it.

Dataset Value Type: The dataset value type-table enables the resource-
effective and generic framework to be realized: This table holds the various dataset
value types that can be recorded, for example blood pressure, respiration or heart
rate. These different types are recorded only once and are then assigned to the
dataset values. It contains the field data type name, which also acts as a unique
identifier for the dataset value type. Further information about the dataset value
type can be stored in the field about, if necessary. The fields minValue and
maxValue define the thresholds of the lower and upper alarm limits if any is set.

7 System Interaction

The ALIAS health monitoring module is provided as a web application, which
means that it runs in a web browser. Thus, it is possible to allow remote access to
the data, so that it can be inspected by authorized persons (i.e. a person’s doctor,
relatives etc.). The integration into the ALIAS dialog system is easily realizable,
because a web browser is integrated into the graphical user interface (GUI) of the
ALIAS system. For the manual data entry it is possible to use the touchscreen of
the ALIAS robot or apply speech input.
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In the following several system interaction steps will be described. The first step
registration, is not intended to be done by the user, but in cooperation with either
the nursing staff (in case the system is used in care homes), or together with a
person of trust (relative, doctor) (in case the ALIAS system is used at home).

Registration: The registration is necessary to create an account for a user in the
database, so that the data can be stored. The following data are required for the
registration procedure: first name, last name, birthday, height, gender, language
and font size. Additionally, the user has to choose a login, which serves as a unique
identifier (i.e. user id) and a password, which is stored in hashed form. These two
values serve in the future for logging into the system. When the user pushes the
Create-Button, the system checks, if the login is already assigned (no two users
can choose the same login). Therefore, if the login is already assigned, the user has
to choose another one. Otherwise, the account is created and the user data are
stored into the underlying database. The registration mask is shown in Fig. 7.

Login: Before any manipulation on the system can be performed by a user, he/
she needs to log him/herself into the system by using his/her chosen login and
password. The login procedure is only possible, if an account was already created
by the user. When the user pushes the Login-Button after he/she inserted his/her id
and corresponding password, the system checks, if the values are correct. If they
are not, an error message is sent to the user. The user can repeat the login pro-
cedure or press the button Forgot your password? to recover the login. The login
mask is shown in Fig. 8.

Fig. 7 User registration
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After a successful login, the home display is shown in the web browser (see
Fig. 9). This home display consists of a menu bar, where health data entries are
shown, within the field Live Data, the connected sensors can be started.

Live Data Entry: For the live data recording the user has to selected one of the
sensors first. After one of the sensors was selected, the live data recording starts.
All recorded channels are shown, therefore the charting library Highcharts [23] is
used. An example for visualization of a recording of health data from the g.tec
g.MOBIlab sensor is shown in Fig. 10.

In general, Highcharts offers a good possibility to add interactive charts in a
web application. Furthermore, Highcharts is compatible with all modern browsers
like Chrome, Firefox, Opera etc. and it also supports the iPhone/iPad, besides it
offers numerous chart types like line, spline, area, areaspline, etc. and allows
multiple modifications.

The recording of the live data follows the What You See Is What You Get
(WYSIWYG)-principle, since a recorded session is displayed in the same way as it
was shown while the recording, because there were no additional points recorded
or skipped during a live recording.

Manual Data Entry: The manual data entry consists of three steps: In the first
step, the data values are entered by the user. Afterwards the user has the possibility
to check his/her entered values. The final step consists of the data storage in the
database. In the following these three steps are exemplary shown for blood pres-
sure data entry. In the first step the user has to select blood pressure in the home
display. Afterwards the overview for the blood pressure is presented (see Fig. 11).

Fig. 8 User login

Fig. 9 Home display (larger on the actual screen)
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This overview consists of three entries: adding data, displaying data for a specific
time frame (week, month), display data since a specific date.

For the blood pressure three values have to be entered: systolic pressure, dia-
stolic pressure and heart rate. After all data entries were provided the user has to
press the Add Data-button to proceed to the next step. In this step, all the entered
data is displayed (see Fig. 12) and the user has now two possibilities: Either he/she
can edit the data once again, in case he/she made a mistake while the data entry, or
he/she confirm the entered values.

After the user confirmed the entered values, he/she gets a confirmation on the
screen, see Fig. 13, that the values are now stored in the database.

Presentation of Stored Data: The user has two possibilities to view previous
data, he/she can choose to display the data by selecting a timeframe or by inserting
a specific date. In addition to time selection, there are two different presentation
styles: presentation in table form (see Fig. 15) and presentation in graph form (see
Fig. 14). This procedure for the visualization was wished by the users (see Sect. 4).

Fig. 10 Live data recording: g.tec g.MOBIlab

Fig. 11 Manual data entry: entering blood pressure values
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Fig. 12 Manual data entry: confirmation of blood pressure values

Fig. 13 Manual data entry: blood pressure values storage

Fig. 14 Data presentation via graph
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The realization of the system interaction sticked to the user survey from Sect. 4.
The system design and interaction followed the wishes and needs of the elderly
users. In general, the health monitoring on the ALIAS robot is designed in a
generic way, since the system is designed for usage by multiple users in nursing
homes or for a single user.

8 Use Cases

Different kinds of use cases are thinkable depending on the task and the wishes of
the user. In general, there are two kinds of categories of use cases. The first kind of
case provides a direct feedback of the obtained data towards the user, whereas the
second kind is more related to monitoring operations. These monitoring operations
can be subdivided into a long-term monitoring, acquiring health data for a longer
time period, to obtain data, where small irregularities can be more detectable, the
second category is short-term monitoring, where the health data is recorded for a
couple of minutes.

8.1 On-line Cases

Exercising with ALIAS The health data are directly provided as feedback for the
user, while performing a physical exercise. The online feedback can help the user
to rate his/her personal performance and might adjust his/her training according to
the health data.

Fig. 15 Data presentation via table
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Gaming with ALIAS The health data can be shown while the user is playing
with ALIAS, so either the level of physical effort can be estimated for instance by
playing with the Nintendo Wii, or it is possible to extract the stress level as well as
the state of the mental effort during gaming. If necessary and desired the data even
can feed back to the games, for a closed loop control of the parameters defining the
difficulty of the game levels, with the aim to optimize (maximize) the performance
level of the user.

8.2 Monitoring Cases

Diary Monitoring of Vital Functions The diary monitoring of vital functions
provides the possibility to create a profile of specific vital functions over time. This
profile can be used to estimate the change of the vital functions of the user with
external events. For instance, a cardio-training is set up for the user to enhance his/
her fitness, thus a change of the resting pulse rate can be detected. Another pos-
sible example is to track the influence of different drugs on the vital functions.

Long-Term Monitoring The objective of long-term monitoring is to detect
small irregularities in the health data of the user for a longer monitoring period
(e.g. 24 h).

9 Conclusion

In this paper a health monitoring system is presented, which is part of the robotic
platform ALIAS. The design of the health monitoring system followed a user-
centered approach, thus a survey was conducted to gain information about wishes
and needs of elderly people with regard to: what kind of health data shall be
recorded, where shall the data be stored, what are important steps for the system
interaction. The outcome of the survey was considered in the realization and
implementation of the database, additionally, the database was designed in a way
that it can be applied to multiple user in nursing homes or a single user living
alone.
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Part V
Interaction



Visual and Haptic Perception of Surface
Materials for Direct Skin Contact
in Human–Machine Interaction

C. Brandl, A. Mertens, J. Sannemann, A. Kant,
M. Ph. Mayer and C. M. Schlick

Abstract Due to the high demand for technical support systems to preserve the
personal mobility of elderly people, this study evaluates the visual and haptic
perception of ten materials for direct skin contact of the forearm in human–
machine interaction. The expectations and requirements of 48 subjects are ana-
lyzed for different age groups and correlations between the different sensory
stimuli are investigated. Results are recommendations for so far less common
materials that have achieved a high level of acceptance as well as evidence for
difficulties in the merely visual presentation of new products and materials.

Keywords Perception � Surface material � Skin contact � Acceptance �
Human–Machine Interaction � Elderly people � Mobility aid

1 Integration of Technology in the Care Processes
of Elderly People and People in Need of Care

Due to the demographic change the care of elderly and people in need of care
becomes particularly challenging. In the future the amount of elderly people
unable to look after themselves is expected to rise [1]. As this development is
accompanied by a decreasing working population, the likelihood of a shortage in
the nursing personnel and home care staff is increasing [2].
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The approach that is pursued by Ambient Assisted Living (AAL) is to enable
restricted people to live longer independently at home with help of assistive
technologies. Just like communication—and monitoring devices that are designed
for special needs [3], technology is meant to support and maintain the mobility of a
person in his domestic environment. Electric wheelchairs and walking frames are
established solutions to enable autonomous locomotion, but there is no universal
solution to support all relevant steps for personal mobility in everyday life (see
Fig. 1) [4]. Especially due to age-related loss of muscle [5] and the biomechanical
demands on the musculoskeletal system [6] the transfer from a sitting to a standing
position and vice versa is a motion that a lot of people cannot realize themselves
without help although they can walk autonomously or with support [7].

As these two steps are part of the transfer from bed to a wheel chair also elderly
people and people with disabilities of the musculoskeletal system, who cannot walk
by themselves, would profit from a technical device that supports sitting up and
down. Therefore the concept of such a ‘‘universal’’ mobility aid for an active support
of personal mobility was developed in a user-oriented process. The functional
principle is based upon resting on the forearms close to the body to ensure an
ergonomic flux of force throughout the whole motion. The person does not have to
change his position in order to move directly after sitting up. Based upon the
knowledge that existing technical devices are only used seldom due to a lack of
acceptance [8] an empiric study (N = 48) was performed to study the acceptance of
different materials when the subjects lean on their forearms. As part of the devel-
oping process the goal was to analyze the Human–Machine Interaction in respect to
the direct contact on the forearms. Therefore the following problems were evaluated:

• What are the expectations and requirements of potential users regarding the
contact surface of a mobility aid?

• How are the different chosen materials assessed by the users?
• In how far does the purely visual perception comply with the bimodal percep-

tion (visual and tactile)?
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Fig. 1 Systematization of the steps of personal mobility in relation to the frequency and physical
stress
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2 Related Papers and Basics

In preparation for the study many other studies and papers have been found that
discuss the haptic perception of different surfaces. However these studies have
been made for different fields of products, e.g. automobile interior [9] or clothing
[10] or basic studies that discuss different influences on haptic perception [11]. The
focus of these studies is the perception on the finger tips or palms which cannot be
transferred to the forearm.

Another related field that is discussed in many other papers is the integration of
technology in health care. These works deal mainly with the currently used
systems in the care for the elderly or the transport of patients [12, 13]. Some works
also deal with the ‘‘being touched’’ by a robot but in these cases the reaction of the
participants was only tested with one kind of material [14] or the technical systems
had totally different functions [15]. Therefore no valid conclusions can be drawn
over the perception of different materials on the forearms of elderly people. The
following paragraph describes the main function and factors of haptic perception
on the forearm and which of these are relevant for the design of the study.

2.1 Physiology of Haptics

The somatosensory system is in charge of recording the information from the skin
surface, the locomotive system and the intestines of humans [16]. Whereas the
perception of the intestines is neglected in the following, the other two aspects will
be described in detail.

The sense of touch is build up of two subsystems. The sense of skin (see Fig. 2)
records information on vibration, pressure, heat, cold and tissue damage (pain).
The proprioception (the sense of the locomotive system) is capable of determining
the location and movement of extremities and the impact of external forces.

2.1.1 Function of the Skin Senses

The Merkel–Ranvier cell complex registers as most important stimulus pressure. It
is a slow adapting system with a small, sharply limited, receptive field which means
a high spatial resolution for mechanic impulses. Therefore experts draw the con-
clusion that especially these cells are responsible for the perception of the hardness
of an object when it is touched with the fingers. Ruffini corpuscles detect pressure as
well but they are even more sensible for shear forces. They adapt slowly and have a
large receptive field which causes a low spatial resolution. During the resting on a
material shear forces should occur in correlation to the coefficient of friction which
could be registered by the Ruffini corpuscles. Meissner- and Pacinian corpuscles are
relevant for the registration of vibration. When a finger is moved over a textured
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surface vibration occurs, which is registered by the receptors. The assumption is
that these cells record the roughness of a surface. Cold receptors detect a negative
discrepancy to the indifference temperature (*30 �C). The used materials are at
room temperature (*21 �C) so a reaction of the cold receptors can at least in the
beginning of the resting contact be assumed. A large-area contact supports the
impression of a cold surface. The free nerve endings react to great pressure in
combination with a deformation of the skin in the contact area thus the impression
of grip and a certain stickiness can be explained [16].

2.1.2 Functioning of Motion Sensors

The proprioceptors record the position and the movement of extremities as well as
the acting forces. The joint receptors detect a stretch of the joint capsule whereas
the Golgi tendon organ detects muscle tension. It is assumed that during the resting
and touching a force that is correlated to the coefficient of friction is produced
between the surface and the upper arm and fingers. Depending on how great the
reaction forces are in respect to the pressing forces the according receptors should
be capable of detecting the resulting resistance and thus indirectly the coefficient
of friction [16].

cold receptor

warm receptor free nerve 
endings

Meissner´s
corpuscles

Pacinian
corpuscles

Ruffini
corpuscles

Merkel-Ranvier
cells

hair follicle
sensors

Fig. 2 Touch receptors
of the skin [16]
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2.1.3 For the Study Irrelevant Somatosensory Senses

Some sensory cells could be declared irrelevant for the study as they do not
influence the perception of a surface. Warm receptors for example detect a positive
discrepancy with an indifference temperature of 30–45 �C. The analyzed materials
were not preheated but placed in the study with room temperature. As the room
temperature of about 21 �C is far below the indifference temperature the warm
receptors could be neglected in this analysis. Hair follicle sensors record a
movement of the body hair. It cannot be excluded that these have a part in the first
contact with the surface but trough a standardized experimental design the first
contact was equalized and therefore has no influence on the variance of the case
study. The hair follicle sensors can also be neglected in the touching experiment
because the finger tips are hairless [17].

3 Methods

In order to answer the research questions, with regard to the perception of direct
skin contact with different surface materials through technical support systems, a
five-stage study design was developed:

1. Gathering of general expectations and requirement of different surface material
attributes. (independent from materials)

2. Determining the optical perception and assessment of various materials
3. Evaluation of a 20 s passive contact of the underarms with various materials

concerning the temperature cognition (blindfolded) forced by the instructor
4. Evaluation of contact perception by active resting on the forearms (blindfolded)
5. Bimodal exploring of surface material (visual and tactile perception)

To compensate learning effects and non-quantifiable interactions between the
various materials, the order of the material appearance to the study objects was
permuted according to Latin Square.

3.1 Study Subjects

To analyze relevant parameters for the product design the divergent experience,
personal circumstances and the range of capacities within the potential target
group must be taken into account already at the study planning process. To
determine valid and applicable recommendations for the selection of a specific
material for the contact surface of a mobility support, the study profiles were
adequate distributed concerning socioeconomic status, workplace, living situation,
and required special assistance. This minders the homogeneity of the samples, but
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on the other hand the applicability of the study increases through generic findings.
All subjects participated on a voluntary basis without any compensation.

In total 48 person ($ = 26, # = 22) between the age of 52 and 93 years par-
ticipated in the study (M = 82.3; SD = 8.1). The captured items related to the
medical history revealed four participants with a diseased central nervous system
(8 %), one participant with skin disease (2 %), and 17 participants with a limited
visual acuity (35 %), whereas only four participants (8 %) showed limitations
despite using visual aids. Concerning limitations in the personal mobility it
appeared that 67 % of the participants perceived it ‘difficult’ or ‘nearly impossible’
to get up from an armchair or tub. While only 22 % reported getting up (or sit
down) from a chair and toilet as difficult compared to the previous assessed cir-
cumstances. 68 % of the study participants reported ‘no problem’ or ‘slight
problems’ with getting up from a bed and 47 % had difficulties to climb stairs. The
descriptive analysis shows that different starting positions—without human or
technical support—cause diverse barriers for elderly people.

3.2 Study Performance

Various survey tools were developed in order to quantify the expectations and
perception of the participants prospectively and during the study. Negative for-
mulating was avoided to prevent stigmatizing by the participants during the study
(i.e. ‘health restrictions’ instead of ‘disease’ or ‘appearing challenges’ instead of
‘difficulties’) [18].

3.2.1 Participants’ Profile and Expectations

Not only demographic factors were captured, but also information in terms of
relevant diseases, possible restrictions in the ability to see and personal mobility
of the participant were assessed via a questionnaire. In the following block of
questions the expectations of the participants regarding the surfaces for direct skin
contact with a mobility aid were gathered with a six-stage Likert scale for the
ten subsequent attributes: ‘good grip’, ‘inconspicuous’, ‘soft’, ‘easy to clean’,
‘comfortable’, ‘clean appearance’, ‘robust’, ‘pleasant warm’, ‘not scratchy’ and
‘precious’.

3.2.2 Perception of the Surfaces

Before initiating physical contact with the surfaces the participants were asked to
evaluate the visual appearance of the materials by means of semantic differentials
with a six-stage Likert scale. The items used are ‘cheap/high quality’, ‘slippery/
maximum grip’, ‘hard/soft’, and ‘warm/cold’. Therefore materials were placed

254 C. Brandl et al.



with one meter distance in a slanted position in front of the participant. For this
study the front side of the equipment was placed at the tables’ edge centered before
the participant. The evaluation of the participants was reported in a written form
during the experiment by the instructor.

Through passive contact the participants were asked to rate the perceived
temperature for each material. Therefore the instructor forced physical contact on
the underarms of the participants with a 20 s constant pressure.

Following perceived temperature was assessed through physical contact by
bracing the arms on the surface. Thus additional aspects were determined which
were measured with a six-stage Likert scale. The participants therefore got the
instruction to lean their upper part of the body over the equipment and to stress
their underarms with the highest possible portion of their body weight. The
handhold should further be held.

In the previous describes study steps, the participants wore blindfolds so only
somatosensory stimulants influenced the evaluation of the different materials. The
last step assessed the cognition of the participants during the bimodal exploring
with the same four semantic potentials as in the visual perception. For this the
blindfold was removed after announcement. The participants were asked to
examine the material in front of them for approximately 20 s visually, but also by
the use of their hands. In the end the participants were requested to give an opinion
on the ability of the material to be used for a mobility aid.

3.3 Experimental Setup

For the experimental setup it was necessary to enable passive contact with the
material surface through the instructor and to ensure adequate stability of the
equipment during the active leaning on the underarms. Therefore a rotary arm
construction pursuant to the relevant anthropometric measures (DIN 33402-2) was
constructed (see Fig. 3). The carrier plate for the material samples can be fixed at
15� so that the participant is always enabled to lean over the material sample with
the same angle.

Fig. 3 Experimental setup as
CAD draft
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3.3.1 Surface Material

Before deciding on specific material samples for the contact surface firstly an
analysis was initiated in order to find out which materials are used in health care by
different manufacturer for their equipment. It appeared that only a limited number
of materials are used for direct skin contact (i.e. arm rests of wheelchairs). Solid
materials out of plastic and respectively cushions covered with fabric or (artificial)
leather have the widest dissemination. Next to these established comparatives
more materials were identified, that were already used in different fields. The total
of ten chosen materials can be classified in two groups (see Table 1): the first
group contains only solid materials, whereas the second group consists of different
material covers, which are fixed on identical polyurethane plastic foam (volu-
metric weight of 14 kg/m3) carriers (see Fig. 4). Due to the fact that the material
samples are partly inhomogeneous material combinations and the material thick-
ness of the solids are not uniform, it was not possible to use valid evidence based
parameters from corresponding datasheets in terms of thermal characteristics and
static friction.

3.3.2 Measurement of Material Characteristics

As these factors will probably have an influence on the perception of the surfaces
through the participants, these characteristics were objectively recorded with the
help of measurements and then related with each other. The conducted measure-
ments only illustrate a heuristic approach, which should point out the relative
relation between the materials in order to match them with the subjective perception
of the participants.

Thermal Characteristics

To assess the perceived temperature in the study after 20 s skin contact adequately,
the cooling of a reference object in compliance with DIN EN ISO 10456 in a
defined period was recorded and represents an objective benchmark. The
measurement instrument was an infrared thermometer (TFA-Dostmann Pro Scan
Laservisier 31.1118) fixed on a tripod. A 79.8 g polished aluminum plate with
1 cm height and 6 cm diameter was used as reference object. The reference object
was heated up to 55 �C and placed on each material sample. The temperature
measurement was carried out at point t0 directly after the heating. The measure-
ment was repeated at t20 and t30 after 20 respectively 30 s and the differences
(D20 and D30) to t0 were determined (see Table 2).

All measurements were carried out two times. Measurement repeats show that
differences of temperatures are below 1 %.
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Static Friction

To facilitate the correlation between the semantic differential ‘slippery/maximum
grip’, evaluated by the user, and the objective characteristics of the different
surface materials, the static friction was assessed with a heuristic measurement.
Therefore an Inclined Plane Test was accomplishes, which procedure is in
accordance with the method described by DIN EN ISO 12957-2.

The already under Sect. 3.3.2.1 described polished aluminum plate was used as
reference object. The process was conducted the following way: first, the reference
object was placed on the particular material sample. Afterwards the sample was
inclined until the reference object started to slide. The measured angle a was
assessed with an angle meter (DMW 40L by Bosch) with a measuring tolerance of
±0.1�. Each measurement was repeated five times and the arithmetic mean was
determined (see Table 2).

3.4 Subjective Perception of Material Parameters
of the User Study

As to be seen in Table 3 the cold receptors for temperature stimulus lies between
15 and 30 �C. The subjective perception of cold is assessed during the passive
contact of underarm and material as well as during the actively resting of the

foam inlay

covering

carrier plate

Fig. 4 Material samples
with covering

Table 2 Overview of the measured temperature loss and the static friction coefficient

Material D20 D30 l mean

Sponge rubber 0.35 0.55 0.33
Lambskin 0.55 0.9 0.33
Fabric 0.9 1.35 0.32
Neoprene 0.95 1.2 0.27
Natural cork 1.06 1.6 0.23
Artificial leather 1.25 1.65 0.79
Rubber 2.5 3.25 0.58
Wood 2.5 3.4 0.22
Plastic 3.15 4.15 0.2
Aluminum 16.4 21.2 0.45

Visual and Haptic Perception of Surface Materials for Direct Skin Contact 259



underarms on the material. The identified material parameters were heat exchange,
heat conductivity, and heat capacity. These parameters might influence the
refrigeration of the skin. Merkel–Ranvier cells and Ruffini corpuscles as well as
free nerve endings are able to capture pressure stimulus.

The identified material parameter in this case is the hardness. Ruffini corpuscles
in compliance with Golgi tendon organs and joint receptors are able to gather
reaction force on the skin and the human locomotive system.

During the resting on the forearm and bimodal exploring the participants were
asked to report in this regard. The approximate material parameter, which influ-
ence the subjective perception are, static- and dynamic-friction coefficients.

3.5 Experimental Variables

Independent variables are the different material surfaces as intra-subject factor.
Age and personal mobility of the participants serve as control variables. Depen-
dent variables are the four semantic differentials ‘cheap/high quality’, ‘slippery/
maximum grip’, ‘hard/soft’, and ‘warm/cold’ both assessed during visual per-
ception and during bimodal exploring.

3.6 Hypotheses

With regard to the dependent variables following hypotheses were proposed and
evaluated during the user study:

Table 3 Allocation of subjective assessed stimuli and resulting material parameter

Body part Stimulus Occurrence
in study

Derivable parameter

Cold receptors Temperature (15–30 �C) Passive contact
Resting on

forearms

Thermal conductivity
Heat transfer
Heat capacity

Merkel–Ranvier
cells

Pressure Bimodal exploring
Resting on

forearms

Compression hardness

Ruffini
corpuscles

Free nerve
endings

Ruffini
corpuscles

Shear forces Resting on
forearms

Static friction
coefficient

Golgi tendon
organs

Forces on the locomotive
system

Bimodal exploring Sliding friction
coefficient

Joint receptors
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H1: The perception and assessment of material characteristics in the form of
semantic differentials during bimodal exploring differs for all materials.
H2: The purely visual assessment of the material characteristics differs from the
assessment after the bimodal exploring in semantic differentials.

4 Results

4.1 General Requirements for Contact Surfaces
and Direct Skin Contact

Figure 5 describes requirements and priorities elderly persons have concerning
surface materials for technical support systems. They were requested during the
first project phase independently from material conditions. It emphasized that all
participants prioritize ‘good grip’ as the most important factor. This characteristic
shows the highest mean value (M = 5.72) and the smallest standard deviation
(SD = 0.71) of all items, which points out a consensus in terms of the relevance of
a secure and controllable interaction, independent from age or mobility.

The second highest priority, an inconspicuous presentation of the surface
(M = 4.9, SD = 0.83), is a significant indicator for the fear to be recognized as
frail and dependent [19]. Characteristics in the field of comfort such as ‘com-
fortably warm’ or ‘not scratchy’ (M = 2.13, SD = 1.12; M = 2.04, SD = 0.95)
were reported as less important. Lowest priority has been given to the character-
istic ‘precious’ (M = 1.17, SD = 1.60). It is clearly recognizable that the average
user does not use assistive technologies as a status symbol.

Looking at the control variable ‘age’ and corresponding requirements in terms
of material characteristics, tendencies showed that with increasing age safety
characteristics (‘good grip’, ‘robust’) and convenient handling (‘easy to clean’) are
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prioritized in contrast to younger participants. A reverse effect is proven for
characteristics related to comfort (‘soft’, ‘comfortable’, ‘not scratchy’), since the
participants tend to prioritize these characteristics the lower their age is.

Tendencies concerning the influence of the personal mobility were identified.
People with limited personal mobility (more than three steps of the personal
mobility rated as ‘difficult’ or ‘hardly possible’) graded characteristics which focus
on perception of third parties (‘inconspicuous’ and ‘precious’) higher. This may be
due to the fact that corresponding support systems are needed on long-term and
stigmatizing can be reduced through inconspicuous and precious design [20].

4.2 Perceived Surface Characteristics

In Fig. 6 the results of visual perception and the perception during bimodal
exploring of the ten different surface materials are represented. A correlation
analysis for each material shows only occasionally strong correlations (r [ 0.50)
between perception after visual assessment and after bimodal exploring with
regard to the four examined semantic differentials. Only for common materials
(aluminum, wood, plastic, fabric) correlate visual evaluation and evaluation after
skin contact significantly related to semantic differentials. Therefore participants
often perceived materials differently through touching then through visual
assessment, unless they did have experience with comparable materials. The
results let assume that the evaluation of elderly people often not reflects the real
characteristic in terms of innovative material characteristics they only are able to
assess visually. Hence the hypothesis H2 can be verified.

Through this effect the acceptance of new systems can be negatively influenced,
as in any case a discrepancy exists between reality and subjective perception. Thus
products may be refused by the user due to wrong or negative expectations even
before use or as a consequence of unfulfilled expectations and disappointment.

A single factor variance analysis with repeating measures (ANOVA) of the
evaluation of the assessment through bimodal exploring was performed with
regard to the perception of semantic differentials by examined materials. For long-
term acceptance by the user it is crucial to have interaction between visual and
tactile perception because this reflects the influences during the use of a potential
mobility assistance best [21]. At this point in time a grading concerning the
suitability of a certain material for a surface of a mobility assistance tool is not
applicable and only different perceptions are described objectively. Grading in
terms of suitability from perspective of the user is provided in Sect. 4.3 with regard
to the prioritized characteristics in Sect. 4.1.

It turned out that significant differences exist for the semantic differential
‘slippery/maximum grip’ within the different materials (F = 7.43; df = 9;
p \ 0.01). As a result natural cork, rubber, sponge rubber and fabric were graded
with maximum grip, whereas plastic, neoprene and aluminum were perceived as
very slippery.
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Also huge significant differences (F = 6.50; df = 9; p \ 0.01) exist for the
semantic differential ‘cold/warm’ between the ten tested materials. Natural cork
was perceived as warmest followed by lambskin and sponge rubber. Aluminum,
wood and plastic was perceived as cold as expected.

For the semantic potential ‘hard/soft’ likewise significant differences were
identified (F = 5.44; df = 9; p = 0.03). However, Fig. 6 shows a strong cluster of
the materials to very hard (aluminum, plastic, wood, rubber) and very soft (lambskin,
artificial leather, sponge rubber, natural cork and fabric). The conducted paired
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sample t Test with Bonferroni-correction within these clusters does not result with a
significant difference for all combinations.

For the semantic potential ‘cheap/high quality’ significant differences were
verified (F = 7.21; df = 9; p \ 0.01). Rubber and plastic were experienced as
very cheap, whereat aluminum, artificial leather, lambskin and neoprene were
graded high-quality.

Consequently it was possible to identify a significant effect of the independent
variables on the dependent variables—the perceived material characteristics, for
all semantic differentials. Due to the fact that not all factor levels for ‘hard/soft’
differ significantly, the Hypothesis H1 must be rejected.

4.3 Assessment of Surface Suitability

For the final assessment of the suitability of a material for a mobility aid from the
participants perspective, the four semantic differentials introduced in Sect. 4.1 were
weighted as well as the suitability from the participants perspective (see Table 4).
The semantic differentials ‘slippery/maximum grip’ was allocated to the requirement
‘good grip’, ‘hard/soft’ is in accordance with the requirements in Table 4 (materials
arranged downwards according to the meeting of requirements). ‘Soft’ surface
materials ‘cold/warm’ corresponds with the characteristic ‘pleasant warm’. ‘Cheap/
precious’ was weighted in accordance with the prioritizing of the requirement
‘precious’. The results show that next to the established materials such as sponge
rubber, also natural cork and lambskin reach a high acceptance among the users. The
target group specific requirements were even better met as with the standard mate-
rials. Cork for example is already used in different situations with high mechanical
load for example as floor covering or as handlebar grips (see www.ergon-bike.com).
Especially rather unknown materials show the previous described pattern, that
materials which are only visually assessed are not perceived adequately.

4.4 Evaluation Alignment of Objective
Material Characteristics

The collected relative material parameter static friction and thermal characteristics
partly differ strongly from the subjectively perceived material characteristics.

Although natural cork has the third lowest static friction coefficient it was
evaluated to have the best possible grip. Artificial leather was measured with
highest static friction coefficient and was evaluated through the user only low
above the average. From these results the conclusion could be drawn that the
standard technical methods to assess material characteristics are not sufficient in
order to determine the user preferences concerning the contact surface for the
underarms adequately. The usage of an aluminum reference unit was not able to
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represent the perception during strong pressure contact. It was further not possible
to simulate conclusions from the perceived friction with human skin. Especially
sweat as liquid, which may lead to adhesion effects, and the different age
dependent characteristics of the skin were hard to picture [22]. The evaluation of
the thermal characteristics in terms of the measured cool down of the reference
unit, is an indicator for the specific thermal transition during direct skin contact
with one of the surface materials. The model further is only partly suitable to make
a statement concerning the preferences of potential users. The sponge rubber for
example was measured with the lowest cooling, but it was not perceived as most
comfortable in terms of warmth. This phenomenon may be explained with the fact
that the reference unit was too light to produce full contact with the surface and
therefore an isolating air cushion hindered the thermal activity.

5 Summary and Conclusion

The conducted study gives specific references towards the material selection for
the surface of a mobility aid with direct skin contact. In this context relevant
connections and problems between the purely visual and the haptic perception of a
surface could be determined.

Safety and the inconspicuousness are clearly the most relevant factors for the
target group which answers the research question which requirements the target
group has on the contact surface. Characteristics such as comfort or especially the
value play a minor role in the requirements.

Materials that are often used in this domain were often rated extremely negative
and a high discrepancy between the perception and the scientifically measured
parameters could be detected.

A significant finding for the construction of new assistive systems is the fact
that the visual perception does not correlate with the haptic perception of mate-
rials. This effect was detected more strongly for materials that the subjects did not
have contact with before. This is due to the lack of experience the test person has
with these surfaces.

Summarizing there can be said that especially the use of natural products has a
very high acceptance in the senior population. The participatory approach towards
finding new materials and design parameters can help to increase the acceptance of
technical support systems and thus the potential of the integration of technology
into the treatment process of elderly people and people in need of care.
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Human-Robot Interaction: Testing
Distances that Humans will Accept
Between Themselves and a Robot
Approaching at Different Speeds

Alexander Mertens, Christopher Brandl, Iris Blotenberg,
Mathias Lüdtke, Theo Jacobs, Christina Bröhl, Marcel Ph. Mayer
and Christopher M. Schlick

Abstract Service robotics has great potential for helping people to live inde-
pendent lives in their own homes. However, if this potential is to be fully exploited
in the near future, research and development cannot limit itself to solving the
technological challenges involved. The only way to develop service robots that
people will accept is to get potential users involved in the process as early as
possible. With that in mind, this study investigates human-robot interaction from
the perspective of a service robot approaching the user at varying speeds. We
developed an empirical study to measure the distance that humans will accept
between themselves and a robot when approached by that robot. The results show
that the robot’s speed and the test subject’s body position significantly affect the
accepted distance. We also found that the physical appearance of humanoid ser-
vice robots has no substantial bearing on the accepted distance.

Keywords Human-robot interaction � Service robot � Acceptance � Speed

1 Introduction

While the use of robots is accepted practice in many areas of industry today,
service robotics still has many problems to overcome. To date, the spectrum of
tasks performed by service robots has been limited to providing simple services.
Current research (e.g. ARMAR, Care-O-bot� 3, DESIRE, Justin and RIBA),
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however, is developing and testing ways of having robots perform complex tasks.
These projects are increasingly focusing on health and nursing care. In domestic
settings, mobile service robots have great potential for helping people live inde-
pendent lives in their own homes for longer. This might include transferring
physically strenuous activities to the robot, or using the robot to compensate for
existing impairments in the user’s mobility.

Unlike industrial robotics, service robotics is oriented towards humans. It is
therefore important to know as much as possible about what potential users want
from the technology, and to pay sufficient attention to these needs when devel-
oping the systems. Developers must take account of user requirements concerning,
for example, the kind of human-robot interaction that necessarily occurs when
using a robot. In an industrial setting, humans and robots often work in separate
areas. But this is often impossible for the kinds of tasks a service robot carries out.
To perform their tasks, service robots move around freely within their user’s living
space. As a result, the design of human-robot interaction plays a decisive role in
whether or not users accept the technology.

One of the first steps in human interaction with server robots is the user seeing
the machine and identifying it as a robot. Next, the user will apply their own
mental models to produce expectations about the robot’s function and behaviour.
The way that these first steps unfold depends largely on the physical appearance of
the robot.

Robot designs are generally classified according to how much they resemble a
human. The two ends of the spectrum are ‘‘machine-like’’ and ‘‘human-like’’. The
‘‘uncanny valley’’, a qualitative model often used in the design of service robots,
describes familiarity as a function of the degree of human-likeness in relation to
movement or lack of movement [1]. Because a causal relationship exists between
familiarity and acceptance, the literature often speaks specifically about how a
robot’s appearance or behaviour affects whether or not a user accepts it [2]. A
recognised goal in robot development is to positively influence acceptance by
producing an anthropomorphic appearance [3]. However, anthropomorphism does
not always benefit acceptance—it can actually confuse users [4]. A robot’s
appearance can therefore affect acceptance or familiarity to differing degrees.

Alongside appearance, behaviour is also important when it comes to developing
effective robots [5]. According to the ‘‘uncanny valley’’ model, these are the two
main factors influencing familiarity. Depending on how human-like it is, a mobile
robot can produce a much higher or lower level of familiarity than a stationary
robot [1]. With regard to acceptance, robot behaviour is considered more important
than key physical aspects (e.g. its size and design) and more important than its
ability to produce facial expressions and gestures [4].

If a person likes a robot’s overall appearance but rejects its behaviour, this can
result in a certain level of disappointment [6]. Unlike robot appearance, the field
has yet to succeed in producing authentic anthropomorphic robot behaviour (e.g.
gestures, facial expressions and motor functions). A robot that closely resembles a
human will thus disappoint users when they interact with it, since its behaviour
does not back up the expectations that its appearance creates. To avoid this kind of
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disappointment in the following empirical study, we deliberately chose a robot that
did not look human.

For service robots to be able to perform their tasks satisfactorily, they must
interact with humans in the same space.

With this in mind, Walters et al. investigated the distance that people consid-
ered comfortable to maintain when approaching a stationary robot to interact with
it [7].

Irrespective of that distance, service robots must be able to come within reach
of humans when performing fetch-and-carry tasks. These are especially important
for people with limited mobility. As a result, the way in which a robot approaches
a person is a crucial factor to consider when designing human-robot interaction.
The following section will present the current state of scientific knowledge on the
effects of various robot-human approaches, and will use this information to
develop research questions and relevant hypotheses.

Our aim was to develop and carry out an empirical study investigating the
factors that influence the distance that people will accept between themselves and
a service robot approaching them.

2 Current State of Scientific Knowledge

A further study by Walters et al. shows that about 40 % of subjects tolerated
shorter distances between themselves and an approaching robot than they did
between themselves and another person (human–human interaction) [8]. We can
therefore assume that these subjects did not perceive the robot as a social being [8].
This finding shows that it is important to consider a robot’s appearance when
setting the distance at which humans and robots will interact. Another study, this
time by MacDorman, showed that the degree of human-likeness affects how eerie
or familiar a person considers a robot to be [9].

In the study’s conclusion, however, MacDorman says that the perceived
human-likeness is not the only factor affecting how eerie or familiar a person finds
the robot [9]. Therefore, in what follows, we will present other factors that might
influence the accepted distance.

The study by Walters et al. measured the spatial distance at which 28 test
subjects of varying ages became uneasy in the presence of an approaching, non-
humanoid robot [8]. However, the distance sensor stopped the robot automatically
when it was 0.5 m away from the subject. This means that the study was unable to
investigate the human response to the robot at close range. If we compare the
results of this study with those produced by humans approaching a stationary
robot, we find that there are differences in the distances measured. Mizoguchi et al.
investigated different speeds of approach and found that the faster the robot
approached the person, the larger the acceptable distance was [2]. They also found
that when the robot approached at the same average speed but with different speed
profiles, it affected the level of familiarity that subjects felt towards the robot [2].
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The appearance and speed of a robot affect user acceptance. It is therefore
important that even at the stage of developing the technology for service robots,
sufficient consideration is given to the design of their appearance and behaviour.
The standard DIN EN ISO 9421-210 describes a process for designing usable
interactive systems. It recommends taking the intended use as the starting point for
developing these kinds of systems, and to pay attention to it throughout the entire
process. In ambient assisted living situations, a variety of scenarios exist in which
service robots could conceivably help humans. In these scenarios, the user might
be standing, sitting or lying down. Different body positions alter people’s per-
ceptions. For example, if the angle of the head changes, it can cause a person’s
subjective judgement of the vertical to deviate from the objective situation [10].
The position of the body also affects the time needed to get out of the way of an
approaching robot. If a person is lying down, it will take more time and effort to
move out of the robot’s path than it would if they were standing up. This influence
on the distance that a person will accept between themselves and an approaching
robot can be described as perceived safety. Developing safety mechanisms to
protect humans from harm is an important issue in the field of human-robot
interaction as a whole [11–13]. It has also been shown that robot behaviour affects
the way in which users perceive safety [14].

Furthermore, it makes sense to consider that age might affect a user’s ability to
interact with technological systems. Numerous effects of this nature have been
found to apply to computers. The effects can be the result of age-related changes in
physical and mental abilities [15]. Well-known factors include a person’s attitude
to technology [16], their knowledge and experience of technological systems [17],
and their technology-related self-efficacy [18]. The interaction of these elements is
underpinned by the individual’s overall affinity for handling electronic devices
[19]. A final hypothesis will therefore address how age affects the accepted dis-
tance between human and robot.

To summarise, research in the field of human-robot interaction relating to robot
approaching human should focus on the following:

• Influence of different, non-anthropomorphic physical appearances of robots
• Influence of different speeds and speed profiles
• Influence of the intended use on interaction with the robot

Past studies were carried out as Wizard of Oz experiments, which could have
had a non-quantifiable impact on the results. The investigator stopped the robot
when the subject expressed that wish. The distances measured in this way do not
reflect the actual accepted distances, which is why we optimised the methodology
for our study. Further, existing studies have mostly been unable to investigate
human-robot distances of less than 0.5 m, even though the robot must enter this
space if it is to come within reach of the person.

272 A. Mertens et al.



3 Acceptance

In this context, acceptance means the active willingness of the person in question
to make use of a state of affairs that they perceive to be new. This state of affairs,
or innovation, includes complete services, ideas, products and processes—as well
as specific characteristics (e.g. design, quality, interfaces and behaviours). The
decision on whether or not to accept a given innovation can vary depending on
who is judging the situation. The crucial factor here is how the person processes
information [20], as this helps them compare their expectations with the way
specific characteristics actually appear. Decisions on whether or not to accept
individual characteristics culminate in an overall decision on whether or not to
accept the innovation. This means that changing a single characteristic can affect
overall acceptance. And because the expectations that a person has of the inno-
vation can change over time, these too can affect overall acceptance [21]. Most of
the changes can be represented by the different phases of acceptance [22]. These
phases are divided into: motivation, awareness, first contact, and use. If, for
example, a person in the awareness phase sees a very human-like robot, they will
have significantly higher expectations of witnessing anthropomorphic behaviour in
the subsequent phases (cf. Sect. 1).

For developers to design the characteristics of an innovation in such a way as to
ensure optimal acceptance, they must be aware of the factors that determine
acceptance. Depending on the innovation in focus, the literature discusses a variety
of influences that can affect acceptance [23–25]. Overall, the terms (perceived)
usefulness and (perceived) ease of use are posited as the primary factors that
determine acceptance.

The test subjects in the following study assumed the role of a user of a service
robot. We selected subjects who had no experience with the service robot in
question, and little experience with robots in general. This meant that the empirical
study covered the phases of motivation, awareness and first contact.

4 Methodology

Our empirical study investigated, for a number of variables, the distance that
subjects would accept between themselves and an approaching robot. We used the
Care-O-bot� 3 (Fig. 1), a service robot that performs tasks which require it to
interact with humans. It can fetch and carry household items and drinks, lay the
table, and open drawers and doors. The Care-O-bot� 3 is not humanoid—its
design deliberately avoids human attributes. The robot’s functions are split
between the front and back. The ‘‘working side’’ faces away from the user and
houses all the technical components (e.g. its manipulator) that cannot be covered.
The ‘‘serving side’’, which has no visible technical components, is where the
human–machine interaction happens. This side has a fold-away tray, which
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functions as the main interface between the user and the robot. In addition to
transporting objects, the tray also has an integrated touchscreen which is used for
inputting and outputting information. The Care-O-bot� 3 is approximately 1.45 m
tall and occupies a 0.6 m diameter floor space [26].

4.1 Task and Test Subjects

To carry out the task, subjects were given a button which they could use to stop the
robot. The subjects held the button in both hands as the robot approached them.
They were asked to press the button as soon as they felt that the distance between
themselves and the robot was unacceptable.

Thirty test subjects aged between 20 and 75 (�x : 43:33a; SD:19:01a) took part in
the empirical study. The participants, 17 women and 13 men, were divided into
three age groups. AG1 had 15 subjects between 20 and 39, AG2 had eight subjects
between 40 and 59, and AG3 had seven subjects between 60 and 75. Asked to state
their highest educational qualification, 13 subjects said that they held university
degrees, while 11 said it was their Abitur (university entrance examination taken at
German secondary schools). Two held doctorates, and two had completed an
apprenticeship. Two other subjects said that their highest qualification was the
Mittlere Reife (roughly equivalent to GCSEs in the UK or a high-school diploma in
the US) and, respectively, a qualification from the Handelsschule (vocational

working side with
folded away tray

working side with
unfolded tray

serving side with
folded away tray

Fig. 1 Three views of the Care-O-bot� 3
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business high school). Eleven subjects said that they work in the field of tech-
nology or science. Ten subjects said that they work or used to work in the field of
social studies or the humanities. Nine said that they work or used to work in
business or administration.

4.2 Independent and Dependent Variables

The following independent variables were considered as within-subject factors: the
robot’s appearance (e), the robot’s speed (v), the subject’s body position (k) and
the robot’s task (a). The age group, also an independent variable, was considered
as a between-subject factor.

The distance that the subjects accepted between themselves and the
approaching robot was measured as a dependent variable.

4.2.1 Robot Appearance

The front and back of the robot look different and serve different purposes. To see how
each side influences the user, the investigators had the robot approach the subjects
with each side showing in turn. As Fig. 2 demonstrates, neither side is humanoid in
appearance. One side is more aesthetic, while the other looks more technical.

4.2.2 Robot Speed

Section 2, which dealt with the current state of scientific knowledge, discussed
how the speed and speed profile affect the distance that subjects are willing to
accept between themselves and the robot. Therefore, it seemed sensible and

e1 = working side e2 = serving side

Fig. 2 Factor levels in the
robot’s appearance
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necessary to consider both of these variables. With this in mind, we carried out the
empirical study with three constant speeds and two speed profiles.

The robot’s top speed is 0.75 m/s. DIN EN ISO 10218-1 considers 0.25 m/s to
be a safe speed if the robot is making hazardous movements. At the moment, this
standard only applies to industrial robots. But DIN EN ISO 13482, which is
currently being drafted, will expand it to apply to non-industrial, non-medical
household and assistive robots. We therefore used 0.25 m/s as the minimum speed
for our service robot. The third constant speed (0.5 m/s) is the mean of the
maximum and minimum speeds. The robot’s maximum acceleration is 0.8 m/s2.
This means that it covers:

• 0.04 m to accelerate to 0.25 m/s
• 0.16 m to accelerate to 0.5 m/s
• 0.35 m to accelerate to 0.75 m/s

At all three of these speeds, which are shown in Fig. 3, the robot travels in a
uniform motion.

We used the two speed profiles to investigate whether subjects would accept
less distance between themselves and the robot when it had a non-uniform motion
than they would when it moved in a uniform way, where the average speed was the
same in both cases. To make it theoretically possible to reduce the accepted
distance, we developed the speed profiles so that the robot travelled at a higher
speed when it was further away from the subject and at a lower speed when it got
closer. We achieved this by reducing the robot’s speed as it approached the sub-
jects. The difference between the two speed profiles was based on the following
considerations. One profile was smooth so that it would protect the technical
components in the drivetrain (e.g. electric motors and fan belts) and thereby extend
the robot’s lifetime or make it possible to produce relatively cheap drivetrain parts
for service robots in the future. The other profile was graduated so that the subjects
could clearly see that the robot was slowing down. Both profiles had an average
speed of 0.5 m/s. This meant we could compare the results with those for the
constant speed of 0.5 m/s.
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Fig. 3 v-s graph of the three constant speeds
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For both profiles the robot’s maximum acceleration was 0.8 m/s2. At the start,
the robot accelerated to the maximum 0.75 m/s. It covers about 0.35 m before it
reaches that speed. We calculated the speed profiles for the remaining distance to
the subject. In the smooth profile, the robot decelerated evenly from 0.75 to
0.25 m/s. The graduated profile involved three equal stages of motion at speeds of
0.25, 0.5 and 0.75 m/s. Between these, there were two downward ‘‘ramps’’ where
the robot decelerated at 0.8 m/s2. Figure 4 shows the two speed profiles.

The five factor levels of the independent variable speed are described as
follows:

• Speed v1 = 0.25 m/s
• Speed v2 = 0.5 m/s
• Speed v3 = 0.75 m/s
• Speed profile v4 = smooth
• Speed profile v5 = graduated

4.2.3 Body Position of the Test Subjects

With regard to an ambient assisted living environment we considered the positions
standing, sitting and lying (Fig. 5) to be best-suited to testing the most common
scenarios in which a service robot would support its user.

4.3 Procedure

We conducted the empirical study in four stages:

• Preliminary interview
• Introduction
• Distance measurement
• Concluding interview
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Fig. 4 v-s graph of the two speed profiles
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The preliminary interview, which we conducted before introducing the robot,
established the subjects’ demographic details, their experience with robots and
their affinity for technology [21].

During the introduction stage, the subjects were allowed to inspect the robot. In
a structured interview, the subjects discussed how they felt about the robot and
were encouraged to think about how it works. At the end of the introduction stage,
the test subjects had all received the same information on how the robot works and
on the tasks it performs.

During the distance measurement stage, we recorded the extent to which the
independent variables affected the distance that the subjects would accept between
themselves and the approaching robot. The subjects were positioned—either
standing, sitting or lying—so that each of them began the test at the same distance
from the robot’s starting position. As shown in Fig. 6, a desk for two investigators
was set up to the left of the test subject. One investigator was tasked with starting
the robot and recording the distances. The other investigator was responsible for
safety during the test.

The safety plan consisted of three separate levels. First, the speeds and speed
profiles were programmed in such a way that the robot would automatically stop as
soon as it got within 0.1 m of the test subject. Second, a distance sensor would stop
the robot if it got closer than 0.1 m to the subject. Third, the investigator
responsible for safety could use an emergency stop button to abort the test man-
ually. The robot began approaching each of the subjects from five metres away.
The subject pressed a button to stop the robot when they felt it got too close.
The distances recorded reflect the shortest distance that the subjects accepted

standing sitting lying

Fig. 5 Factor levels of the body positions adopted by test subjects
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between themselves and the robot. The distances were measured via the robot’s
sensors, which have an overall accuracy of ±0.02 m. The independent variables
were altered one by one during the course of the experiment. To avoid knock-on
effects, the changes were made according to a Latin square design. Thus, the two
factor levels for the robot’s appearance, five for its speed and three for the sub-
ject’s position gave a total of 30 different approaches. The robot carried these out
with the tray folded away.

In the concluding interview, subjects answered questions about their impres-
sions of the robot and, again, about their affinity for technology [21]. They also
evaluated the speeds and speed profiles.

4.4 Hypotheses

Based on research into the current state of scientific knowledge, we posit the
following hypotheses:

H1: The robot’s appearance significantly affects the distance that the subject will
accept between themselves and the robot.
H2: The robot’s speed significantly affects the distance that the subject will accept
between themselves and the robot.
H3: The subject’s body position significantly affects the distance that the subject
will accept between themselves and the robot.
H4: The subject’s age group significantly affects the distance that the subject will
accept between themselves and the robot.

Fig. 6 Test set-up for distance measurement
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4.5 Accounting for Age-Related Differences
in the Measured Distances

The sensors on the Care-O-bot� 3 allowed the investigators to record the distances
at the point in time when the subjects pressed the button. But this does not
precisely reflect the actual distance that they accept, as it takes a little time for
them to react and press the button. Reaction time is the time it takes a person to
react to a given stimulus. A stimulus can come in a variety of forms and can target
different receptors or senses. In the case of our study, a visual stimulus (distance)
triggered a motor response (pressing the button). The reference value for the
average reaction time for a motor response triggered by a visual stimulus is 220 ms
[27]. However, because reaction times change throughout a person’s life and
because this study included people of different ages, we considered the reaction
times differently depending on age. Following Haas [28], we recorded the reaction
time for each person based on their age and gender. The distance that the robot
covered within that time (sreaction) was calculated for each subject at each speed
and then subtracted from the distance measured for a given approach. Table 1
shows some examples of the distance travelled in the reaction time.

Therefore, the effects of age on human performance, which primarily concern
reaction time in this empirical study, do not affect the dependent variable because
this was accounted for in the distances measured.

5 Results

The results from the distance measurement stage are presented separately to those
from the preliminary and concluding interviews.

Table 1 Influence of reaction time (treaction) on the distance travelled by the robot during this
time (sreaction) as a function of the subject’s age (A) and gender (G), and of the robot’s speed

A G v (m/s) treaction

(s)
sreaction

(m)

20 Female 0.25 0.203 0.051
20 Female 0.75 0.203 0.152
20 Male 0.25 0.170 0.043
20 Male 0.75 0.170 0.128
75 Female 0.25 0.305 0.076
75 Female 0.75 0.305 0.229
75 Male 0.25 0.285 0.071
75 Male 0.75 0.285 0.214
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5.1 Accepted Distance Between Human and Robot

The three null hypotheses (H01, H02 und H03) were checked using a multifactor
analysis of variance with repeated measurements, as the subjects were tested
multiple times in the various factor levels. The null hypothesis was rejected at a
significance level of a = 0.05. We investigated the influence of the three factors
appearance (e), speed (v) and body position (k).

All the requirements for a multifactor analysis of variance were fulfilled, with
the exception of sphericity [29]. Mauchly’s sphericity test found that only the
factor concerning body position fulfilled the sphericity requirement. For the other
factors, we used the Greenhouse-Geisser correction to degrees of freedom. Table 2
shows the results of the multifactor analysis of variance. There were no significant
interactions between appearance (e), speed (v) and body position (k).

The analysis shows that the appearance factor (i.e. whether the robot approa-
ched the subject with its serving side or working side showing) had no significant
influence on the distance (F(1.29) = 0.197, p = 0.660, gp

2 = 0.007). This means
that we cannot reject null hypothesis H01.

The results for the factor speed (F(2.077; 60.235) = 237.175, p \ 0.001,
gp

2 = 0.891) show that the speed significantly affected the distance that the sub-
jects would accept between themselves and the robot. Thus, we can reject null
hypothesis H02 and adopt the alternative hypothesis H2. The post hoc tests with a
Bonferroni correction show that all the speeds, except v1 and v4, differed signif-
icantly (p \ 0.001). Speed v1 (�x ¼ 0:821) and speed profile v4 (�x ¼ 0:830) pro-
duced near-identical mean distances. The mean distance of speed profile v5

(�x ¼ 0:71) is actually significantly (p \ 0.001) shorter than the mean distance of

Table 2 Results of the three-factor analysis of variance with repeated measurements for the
distance that subjects will accept between themselves and the approaching service robot

Source Sum
sq.

df F p gp
2

e 0.18 1 0.197 0.660 0.007
Error: 2.599 29
v 31.287 2.077 237.17 \0.001 0.891
Error: 3.826 60.235
k 9.845 2 13.665 \0.001 0.320
Error: 20.894 50.431
e * v 0.023 2.759 0.399 0.737 0.014
Error: 1.695 80.025
e * k 0.016 1.467 0.145 0.799 0.005
Error: 3.270 42.551
v * k 0.202 5.281 1.854 0.102 0.060
Error: 3.158 153.16
e * v * k 0.049 4.529 0.482 0.772 0.016
Error: 2.942 131.355
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the slowest constant speed, v1 (�x ¼ 0:821). On average, the slower the robot
approached, the closer the subjects allowed it to get to them. However, the robot
got closest to the subjects when it approached using speed profile v5.

The analysis also shows that the subject’s body position significantly
(F(2.58) = 13.665, p \ 0.001, gp

2 = 0.320) affects the distance they will accept
between themselves and the approaching robot. Thus, we can reject null hypoth-
esis H03 and adopt the alternative hypothesis H3. In the post hoc tests with a
Bonferroni correction, the mean distances between standing and sitting, and
between sitting and lying differed significantly. No significant difference existed
between standing and lying. Figure 7 shows the mean distances as a function of
the two significant effects.

The analysis also included the between-subject factor of age group. The different
age groups were found to have no significant (F(2.27) = 0.700, p = 0.505) influ-
ence on the distance accepted. This means that we cannot reject null hypothesis H04.

5.2 Preliminary and Concluding Interviews

All 30 subjects had already heard, read or seen something about robots. Most of
them mentioned robots that have appeared in films (e.g. R2D2 and Transformers),
industrial robots (e.g. those used in automotive factories) and domestic robots (e.g.
for vacuum cleaning). Two of the subjects had personal experience of robots
through contact to the field of industrial robotics. None of the subjects had ever
heard of the Care-O-bot� 3. Thus, in terms of acceptance of the Care-O-bot� 3, all
30 subjects were in the awareness and first-contact stages at the beginning of the
empirical study.

The study recorded the subjects’ affinity for technology in terms of a person-
ality trait [21] before and after the test. The subjects were asked to rate 19
statements using a five-point Likert scale, ranging from 1 (strongly agree) to 5
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(strongly disagree). The subjects’ affinity for technology in the preliminary
interview (�x ¼ 2:56; SD ¼ 0:39) hardly differed from the results recorded in the
concluding interview (�x ¼ 2:54; SD ¼ 0:41).

In the concluding interview, the same Likert scale was used to rate the subjects’
statements as had been used for the initial assessment of their affinity for tech-
nology. The responses produced the following results:

• The statement ‘‘I had a positive impression of the appearance of the Care-O-
bot� 3’’ had an average rating of �x ¼ 2:30 and a standard deviation of
SD = 1.02.

• The statement ‘‘The Care-O-bot� 3 did not look dangerous’’ had an average
rating of �x ¼ 1:73 and a standard deviation of SD = 0.83.

• The statement ‘‘I think it is important that a robot has different sides for different
functions, and that these sides do not look the same’’ had an average rating of
�x ¼ 3:01 and a standard deviation of SD = 1.41.

The subjects were divided on how they felt about the appearance of the Care-O-
bot� 3, though the results do show a slight positive tendency. It was very clear that
the Care-O-bot� 3 did not look dangerous to the subjects, as on average they gave
it a rating of at least 2 (agree). Subjects were divided on whether or not they felt
that distinct-looking sides for different functions were important. It is therefore not
possible to draw a conclusion on this point.

In the concluding interview, subjects were asked to say which of the speeds and
speed profiles they preferred. Of the 30 subjects, 86.7 % said they preferred the
speed profiles v4 and v5 (where the robot slowed down as it approached) to the
three constant speeds v1, v2 and v3. The results on which profile the subjects
preferred were quite evenly split: 53.3 % voted for speed profile v4 (smooth
deceleration), and 46.7 % voted for speed profile v5 (graduated deceleration).
Results for the constant speeds v1, v2 and v3 showed that 77.7 % preferred v2,
13.3 % preferred v1, and 10 % preferred v3.

6 Summary and Outlook

The results of the empirical study on the robot can provide guidance for designing
robot behaviour (H2) and appearance (H1) with respect to the minimum distance
that humans will accept between themselves and a robot. The different body
positions that the subjects adopted during the test (H3) covered the different
contexts in which a person would use the robot. These results also provide
guidance for robot design.

The study found that the constant speed level significantly influenced the dis-
tance that the subject would accept between themselves and an approaching robot.
The results show that the slower the robot travelled, the closer the subjects allowed
it to come. Therefore, if a service robot can only (e.g. for technical reasons) move
at constant speeds, it should travel as slowly as possible when around people. But
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in situations where the robot is working at a reasonable distance from humans, it
can move faster to increase its efficiency.

It is possible to reduce the distance that people will accept between themselves
and the robot, without slowing the average speed, by using speed profiles where
the robot decelerates as it approaches. The study showed that the smooth decel-
eration profile (v4) was associated with a significantly shorter distance than the
constant speed v2, even though the average speed was the same in both cases. The
graduated deceleration profile (v5) reduced the distance even further than the
smooth deceleration profile (v4). It therefore makes sense to use a graduated profile
in cases where the robot has to get very close to the user. The subjective rating of
the two speed profiles in the concluding interview shows no clear preference
among the subjects for one profile over the other. Therefore, the design guidance
only takes the objective measurements into account.

The study found that the robot’s appearance had no significant influence on the
accepted distance. Going to great lengths to change the appearance of a non-
humanoid service robot so that things like technical components and manipulators
are no longer visible will therefore do nothing to encourage users to let the robot
come closer.

The subjects’ body position significantly influenced the distance they were
willing to accept. The results suggest that, contrary to what might be expected, the
influence is not linked to the time needed to potentially move out of the robot’s
path. If it was, then the robot would have got closest when the subjects were
standing, with sitting and lying coming in second and third respectively. It is more
likely that the influence is related to the size of the image formed on the retina. The
size of the retinal image of a real object changes depending on the viewing angle
and distance. The results indicate that this affects the accepted distance. Subjects
allowed the robot to come closest when they were seated, which is the position
where the image on the retina is smallest. The image is slightly bigger when a
person is standing, and subjects kept the robot further away here than when sitting.
The furthest distances were recorded for lying down, when the image is at its
largest. Subsequent studies should therefore investigate a possible correlation
between the image formed on the retina and the distance people will accept
between themselves and the robot in order to understand why body position is an
influencing factor.

The study found that age did not affect distance. It therefore appears unnec-
essary to develop separate robot behaviours or appearances for different age
groups. However, it should be noted that the test subjects were highly homogenous
in terms of their experience of robots and their affinity for technology. The study
was unable to establish what effect their prior knowledge and associated mental
models had on the outcomes. It is therefore inadvisable to generalise the results
beyond the sample tested.

With regard to the methodology used, the study achieved a high degree of
validity and objectivity thanks to the consistent study design and the permutation
of the factor levels. The distances shown in this study are, unlike the findings of
other studies, the actual distances that the subjects accepted. This is because we
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recorded individual reaction times, measured how far the robot travelled in that
time and then subtracted that value from the distances measured. By taking
account of age—and gender-related reaction times like this, we ensured that the
results were not skewed by the way aging affects the speed at which the subjects
pressed the button. The fact that the test used a fully functional robot, and was thus
not a Wizard-of-Oz experiment, further enhances the generalisability of the data
and makes the study stand out from many experiments conducted in the past.
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Display of Emotions with the Robotic
Platform ALIAS

Jürgen Geiger, Ibrahim Yenin, Frank Wallhoff and Gerhard Rigoll

Abstract Emotions are an important communication channel and therefore,
human–machine interaction can be enriched by displaying emotions. Especially
for a robotic system designed for technology-inexperienced users as in an AAL
context, display of emotions is a good way to increase the familiarity with a
technical system. In this contribution, we describe how the robotic head of the
robotic platform ALIAS is used to display emotions. In the project ALIAS, the
robot is equipped as a communication platform for elderly people. Emotions are
used to enrich the human–machine interaction. ALIAS can thus better adapt to its
users during a dialogue. The robotic head has several degrees of freedom to display
different facial expressions. Five different facial expressions corresponding to five
different emotions have been developed. In a user study it was tested, how humans
perceive the displayed emotions. The results are promising, however, the absence
of a mouth makes it difficult to design emotions which can be recognized by
humans very robustly.
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1 Introduction

Emotions are an important aspect of human–human communication. Based on the
work of Freud, Zimbardo and Ruch describe communication in an ice berg model
[1]. Thereby, only 20 % of communication consists of a visible part, which
involves facts and figures. The larger part consists of non-visible aspects like
personality, fears, conflicts and emotions. In communication, emotions have the
functions of dialogue control, transmission of information, social bonding, com-
petence and personalisation. This model concerns mainly human–human com-
munication. But since it is desired to make human-robot interaction as natural as
possible, it is necessary to include emotions in a human-robot dialogue. While
industrial robots are not well-suited for the display of emotions, especially robotic
platforms in the fields of AAL, health care, entertainment or service robotics can
be enriched by emotions.

There are several tasks a companion robot can perform to support elderly
people. Physical assistance is not addressed here in the context of social robotics
but it is definitely a future key selling point. The ability to lift or carry things or act
as a mobility aid are important features but need more stable technical solutions to
be able to be employed without safety risks. In its function as a communication
platform, a robot can serve several duties. It can interact with its elderly users,
provide cognitive assistance and promote social inclusion. Communication plays a
major role for a social robot for elderly people. In order to keep the human-robot
dialogue lively and attractive, emotions can be applied as an additional commu-
nication channel. Emotions are not only used to give feedback about the current
state of the robot, but also to equip the robot with a certain human-likeness. Thus,
emotions help to enrich the human-robot dialogue and to reduce anxiety of
communicating with a technical system.

1.1 Related Work

Several robots with abilities to display emotions have been developed. In Fig. 1,
four examples for robotic platforms that can display emotions are given.

(a) (b) (c) (d)

Fig. 1 Different examples of robots capable of displaying emotions
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EDDIE (Emotion Display with Dynamic Intuitive Expressions) [2], displayed
in Fig. 1a is a human-like robotic head. It has 23� of freedom at its eyes, eye
brows, ears, mouth and jaw. Additionally, two animal-like features are mounted in
order to strengthen the ability to display emotions. EDDIE is also developed with
child-like characteristics (e.g. the large eyes). The basic emotions joy, surprise,
anger, disgust, sadness and fear can be displayed with EDDIE. In [3], a robotic
platform based on EDDIE that enriches a multimodal human-robot dialogue with
emotional feedback was described.

Similar to EDDIE, the robotic head Kismet [4] (Fig. 1b) resembles a human
head, but without any additional animal-like features. Kismet has 15� of freedom
at its eyes, eye brows and lids, neck, ears, lips and mouth. It can display the
emotions happiness, sadness, surprise, anger, calm, displeasure, fear, interest and
boredom.

Compared to the robotic heads described so far, Sparky [5] (Fig. 1c) is rela-
tively small with its dimensions of 60 � 50 � 35 cm but it consists of a whole body
and not only a head. With its cartoon-like character, the uncanney valley [6] can be
dodged. In order to display emotions, Sparky has only ten degrees of freedom: Its
eye brows and lids, top and bottom lip, neck, back plate and wheels are movable.
The tiltable back plate can be interpreted as an animal-like feature. Sparky can
display the emotions happiness, sadness, anger, surprise, fear, curiosity, ner-
vousness and sleepiness.

The robot dog AIBO [7] (Artificial Intelligence robot, Fig. 1d) is an already
commercially available robotic platform. It has 20 actuators and can move its
mouth, head, ears, tail and legs. AIBO displays not only separate emotions, but
complete behaviours, which are exploring, demanding and giving attention, fear,
playing, learning and seeking protection.

Further examples for social robots capable of displaying emotions are CERO
[8], FEELIX [9], VIKIA [10], PARO or the Sony Dream Robot.

All of the presented robotic platforms have different features to display emo-
tions, where especially the mouth, eyes and eye brows play an important role.

1.2 Overview

The robot ALIAS is designed as a communication platform for elderly persons
[11]. Therefore it is well suited for the incorporation of the ability to display
emotions, to enrich the human-robot dialogue. Since it has no mouth, it is espe-
cially difficult to display emotions with ALIAS. Five different emotional facial
expressions have been developed and evaluated with the robotic platform ALIAS.

In Sect. 2, we present the robot ALIAS and the hardware of the head of the
robotic platform. The implemented emotional facial expressions are described in
Sect. 3. Experimental results are presented in Sect. 4 before conclusions are given
in Sect. 5.
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2 Robotic Platform ALIAS

2.1 The ALIAS Project

In the project ALIAS (Adaptable Ambient Living Assistant1), the robotic platform
ALIAS is equipped as a communication platform for elderly people. ALIAS is a
mobile robot system that interacts with elderly users, monitors and provides
cognitive assistance in daily life, and promotes social inclusion by creating con-
nections to people and events in the wider world. The system is designed for
people living alone at home or in care facilities such as nursing or elderly care
homes. The function of ALIAS is to keep the users linked to the wide society and
in this way to improve their quality of life by combating loneliness and increasing
cognitively stimulating activities. In a first series of field-trial experiments, the
robotic platform was already tested with elderly users [12].

To fullfill it’s goals, ALIAS is equipped with several capabilities: An easy-to-
use and fault tolerant human–machine interface is achieved by employing auto-
matic speech recognition (ASR) together with a module for natural language
understanding (NLU). Communication is enriched through the utilization of per-
son identification methods using voice and face and laser-based leg-pair detection.
In order to promote social inclusion, services for net-based linking are employed to
link users with the wider world, enabling to maintain a wider horizon by exploiting
new kinds of on-line and remote communication techniques. Autonomous, socially
acceptable navigation capabilities enable the robot to find its way in its environ-
ment. In addition, the robot is equipped with a brain-computer interface (BCI),
enabling users like stroke patients to remotely control the system.

Several use-case scenarios are developed to showcase the different function-
alities of the robot. For example, in the ground lighting scenario, it is shown how
ALIAS can guide persons at night in the dark, using its navigation capabilities and
applying the touchscreen display as a light source. The gaming scenario has been
designed to test the human–machine interface. An entertaining game is played
through the touchscreen and can additionally be controlled by speech commands.
At the same time, ALIAS is addressing its user by employing face detection to
detect the user and hold eye-contact with him. This scenario is best suited for
integration of the display of emotions.

2.2 Hardware Setup

The hardware configuration of the robot platform ALIAS (see Fig. 2) is based on
the SCITOS G5 robot family of the robot manufacturer MetraLabs.2

1 See AAL-JP project ALIAS www.aal-alias.eu.
2 www.metralabs.com.

290 J. Geiger et al.

http://www.aal-alias.eu
http://www.metralabs.com


ALIAS is an approximately 1.50 m tall robot platform and can be divided into a
driving unit and an interaction unit. In order to approach a user, navigation is
provided by the driving unit, which uses a differential drive system. In a known
environment, the robot can localize itself, navigate autonomously and approach a
user in a socially acceptable manner using a laser range finder and ultrasonar
sensors. The interaction unit consists of a movable robotic head and a 1500

touchscreen, which is used for user interaction with the robot and is best suited as
an easy-to-use human–machine interface. In addition, it is equipped with four
microphones and two loudspeakers which can be used for speech input and output.

2.3 Robotic Head

ALIAS is equipped with a head that is used to display emotions. On top of the
head, an omnidirectional camera is mounted, which delivers a 360� image. Due to
its mounting position, the main purpose of this camera is to localize and identify
persons using face detection. The head has several degree of freedom. In Fig. 3, all
of the degrees of freedom of the robotic head are displayed.

It can be turned 360� horizontally and vertically up (15�) and down (6�). The two
synchronized movable eyes can be turned up to 8:5� in both horizontal directions and
the eye lids can be opened or closed (independent of each other) on a continuous
scale. Horizontal rotation of head and eyes is not used to distinguish between

Robotic Head

Loudspeaker

Ultrasonic sensors

Collision sensor

15'' touch display

Omnidirectional camera
Row of LEDs

Microphones

Fig. 2 Overview of the
hardware setup of the robotic
platform ALIAS, divided into
driving unit (lower part) and
interaction unit (upper part)
consisting of the touchscreen
display and the robotic head
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emotions, in order to ensure the possibility to perceive emotions independent of the
viewing angle. Above the eyes, a row of blue LEDs is mounted, which can be turn on
and off or set running or blinking with any frequency. Additionally, the brightness of
the LEDs can be controlled. In total, this sums up to 6� of freedom which are used to
display different facial expressions. Compared to other robotic heads, this is a rel-
atively small number of degrees of freedom. It should also be noted that ALIAS has
no mouth or eye brows, which are important for displaying emotions. Therefore, it
will be rather difficult to display emotions with ALIAS.

Two different computers are mounted on the robot. An industrial PC running
Linux is used to control the hardware of the robot, e.g. the driving wheels, the
collision and ultrasonic sensors and the robotic head. To control the touchscreen
display, the robot is equipped with a Mac mini running Windows. The micro-
phones and loudspeakers are also connected to the Windows PC. All modules on
both computers can communicate with each other through various interfaces. More
technical details about the robot platform ALIAS are provided in [11].

3 Emotional Facial Expressions

In addition to a neutral facial expression, five emotional facial expressions are
implemented. In this section, the concept and the implementation of these facial
expressions are described.

3.1 Concept

The basic emotions disgust, fear, joy, sadness and surprise have been chosen.
These emotions are considered ‘‘basic emotions’’ because they are said to be
represented and interpreted equally in the whole world [13]. It is important to limit
the number of different emotions in order to allow the user to distinguish between

Fig. 3 Features of the
robotic head of ALIAS. The
head can be turned
horizontally and vertically
and the eyes can be opened/
closed and turned vertically.
Additionally, above the eyes,
there is a row of LEDs
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the possible facial expressions. However, when the evaluation is performed on a
continuous scale (e.g. with arousal and valence), it is feasible to include a larger
set of emotions. Figure 4 shows how our chosen emotions are roughly distributed
in the continuous space of arousal and valence. Mapping emotions onto the two-
dimensional space of arousal and valence is a simple model to display emotions on
a continuous scale.

From Fig. 4, it can be seen that some of the chosen emotions are very near next
to each other. Therefore, it was especially carefully tried to design facial
expressions which help to distinguish between those emotions.

3.2 Implementation

The implemented facial expressions are based on human emotion display, using
the head tilt angle and eye lids. Another important feature that is used here to
distinguish between different facial expressions is the row of LEDs above the eyes.
For this feature, the settings can not be based on human emotion display. The
brightness of the LEDs is roughly correlated with arousal. Therefore higher
brightness values are chosen for joy or surprise. The frequency of the LEDs (when
set running or blinking) is another important feature. A small frequency (i.e. slow
blinking) generally expresses slowness, fatigue or lethargy, while high frequency
values indicate speed, hecticness, excitement or nervosity. Based on these
assumptions, the LED frequency was set accordingly for the different emotions.

Three exemplary facial expressions are displayed in Fig. 5. The neutral facial
expression is displayed in Fig. 5a and is characterized by slightly closed eyes and
unmoved head while the LEDs are turned on with a medium brightness. In Fig. 5b,
the facial expression showing sadness is displayed. The head is turned down with
slightly closed eyes and the LEDs are blinking with a slow frequency. The facial
expression for the disgust emotion is displayed in Fig. 5c. The robotic eyes are
completely closed and the head looks upwards.

Fig. 4 Distribution of the
five implemented emotions in
the two-dimensional space of
arousal and valence
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In order to display joy, the eyes are opened and the LEDs are set running with a
medium speed and maximum brightness. The head is slightly turned upwards. For
fear, the eyes are wide open and the LEDs are set blinking with a relatively high
freqency. Surprise is displayed by LEDs blinking with a very high frequency at
maximum brightness and opened eyes.

In Table 1, all settings of the head for the implemented emotions are displayed.

4 Experiments

A user study has been conducted to evaluate how good humans can identify the
emotions displayed by ALIAS. 12 male adult subjects, aged between 23 and 30
participated in the study. The robot was presented to the users and the five different

(a) (b) (c)

Fig. 5 Different facial expressions of the robotic head of the ALIAS platform. a Neutral facial
expression. b Sad facial expression. c Disgust facial expression

Table 1 Settings for the actuators of the robotic head of ALIAS for the implemented emotions

Emotion Head tilt Eyelids LEDs LED freq. LED brightn.

Neutral 0.0 0.85 On – 0.5
Disgust 12.5 0.0 On – 0.2
Fear 0.0 1.0 Blinking 35 1
Joy 5.0 1.0 Running 35 1
Sadness -6.5 0.81 Blinking 220 0.2
Surprise 0.0 1.0 blinking 10 1

Table 2 Human
identification rates for
emotions displayed with the
robotic head of ALIAS

Emotion Identification rate (in %)

Disgust 33.3
Fear 6.6
Joy 23.3
Sadness 38.8
Surprise 33.3
Average 27.1
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emotions have been shown five times each, in a random order. Always between
two emotions, the neutral facial expression was displayed. The subjects had to
identify the displayed emotion and could choose from a list of 10 different emo-
tions (or ‘‘other’’), which are: acceptance, anger, boredom, curiosity, disgust, fear,
joy, sadness, seriousness and surprise. The 10 possible answers are the same
Breazeal used to evaluate the robot Kismet [14]. In addition, subjects rated their
guess on a scale from 1 (very unsure) to 10 (very sure). Table 2 shows the
identification rates resulting from the user study.

The identification rates are promising, although none of the emotions could be
identified very clearly. Sadness achieves the highest accuracy with 38.8 % while
fear was only identified 6.6 % of the time. The average identification rate is
27.1 %. There was a strong variation between the different subjects. Some subjects
achieved an identification rate of 50 % while others had almost none of the
emotions guessed correctly. There are clear tendencies visible in the confusions of
different emotions. The confusion matrix is displayed in Table 3.

Disgust and sadness have been reconised as boredom very often, joy as curi-
osity and surprise as anger or curiosity. This can mainly be attributed to the
absence of a mouth, which is a very important feature for display of emotions. On
the other hand, the LEDs are the main feature that is used to differentiate between
emotions, supported by head tilt and eye lids. Most of the confusions appear
between emotions which are close to each other in the arousal-valence space,
which supports the value of our results.

5 Conclusions

We presented the robotic platform ALIAS and the implementation of different
facial expressions according to different emotions. The robotic head was used to
display five different emotional facial expressions. In a user stuy, it was evaluated
how the different emotional facial expressions of ALIAS can be recognised by
humans. While the identification rates for the emotions are not too high, it is
already very promising that with such limited hardware it is possible at all to
distinguish between different emotions. The addition of a mouth could be very
promising to increase the identification rates of emotions, as well as the intro-
duction of different colours for the LEDs. Reducing the set of different emotions
could also lead to a better separation by the human observer. Furthermore, we want
to test the influence of emotional facial expressions in a dialogue situation between
a human and a robot.
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Housing Enabling: Detection of Imminent
Risk Areas in Domestic Environments
Using Mobile Service Robots

Nils Volkening, Andreas Hein, Melvin Isken, Thomas Frenken
and Melina Brell

Abstract Because of the greying society the need of user centred care concepts
are raising. One big wish of older persons is to stay as long as possible in their own
flat. Depending on the demographic change it won’t be possible to realize com-
plete care by formal or informal caregivers especially for people living alone. One
possible way to cope this problem is to use ICT based solutions e.g. mobile service
robots. The personal in-house mobility and its preservation it is one goal to enable
staying as long as possible in her/his own flat. The concept of an automated
housing enabling assessment which is presented here is an advanced solution for
this problem. It is based on three main components: (1) Measurement and analysis
of the cognitive and physical capabilities of the user, (2) Measurement and vali-
dation of the flat and (3) Computation of areas with a higher risk to fall and advice
to remove such issues, e.g. restructuring of the furniture. The great benefit of a
mobile robot platform is that all needed sensors are mounted on the robot and it
can follow the user to make measurements at different places in the home. This
will reduce the cost and installation effort in the flat to a minimum. Another benefit
is the continuous assessment which helps to restructure the flat in a continuous
way. This helps to reduce the probability of a fall event and raise the feeling of
safety. All measurements could also be used by other assessment tools to preserve
the indoor mobility not only by preventing a fall event but also by reacting on
changes in the mobility level over time.

N. Volkening (&) � A. Hein � M. Isken � T. Frenken � M. Brell
OFFIS e.V.—Institute for Information Technology, Oldenburg, Germany
e-mail: Nils.Volkening@offis.de

A. Hein
e-mail: Andreas.Hein@Informatik.Uni-Oldenburg.de

R. Wichert and H. Klausing (eds.), Ambient Assisted Living,
Advanced Technologies and Societal Change, DOI: 10.1007/978-3-642-37988-8_19,
� Springer-Verlag Berlin Heidelberg 2014

301



1 Introduction

Industrial countries have to cope with different problems caused by the demo-
graphic change. Better medical care, health improvements and a healthier lifestyle
increase the expected lifetime of the population. Another aspect is the decreasing
birth-rate. This combination will lead to an aging society. The society has to cope
with the problem that the number of recipients of care services is growing and the
number of contributors is decreasing. An additional problem is the shrinking
quantity of younger people which take the role as caretakers. This will lead to
major economical and logistical challenges. One solution to handle these problems
is to use assistive technologies [1]. Advanced Systems can support caretakers and
assist elderly in an independent lifestyle and preserve their mobility up to a high
age. These kinds of ICT solutions could also help to recognize and react on early
signs of age-related diseases, which help to reduce the costs and manpower
demands. There are different approaches to bring these technologies to the home of
elderly people, one solution are the smart environments [2]. In this case all nec-
essary components are integrated in the home to assist the elderly in the best
possible way. Sensors and actuators will be used to provide different services to the
user and to measure the current mobility/health level. A problem of smart envi-
ronments is the high upgrade costs during the change from a ‘‘normal’’ flat into a
smart environment. This reduces the user acceptance a lot. Service robots and the
technological advancements in this sector are growing rapidly. A service robot has
the advantage that it can support the elderly by the activities of the daily life
continuously. This gives the caretakers the possibility to have more time e.g. for
social interaction with the elderly. Another benefit is that all necessary sensors are
mounted on the robot itself. So the sensors are not stationary and limited to one
place. These aspects will reduce costs and installation demands and so it will help
to increase the user acceptance and intend to play an important role helping to
manage the demand of caretakers by assisting elderly in their daily life [3]. The
fact that the mobile service robots are present the whole day enables long-term
monitoring of residents. The major merit of technological monitoring is to enable
early diagnosis and to identify and possibly prevent imminent dangerous situations
[4]. Current applications are e.g. mobility assessments, activity detection and the
autonomous exploration of the flat. By combining the approaches of these different
services we think it is possible to deliver a new approach of a housing enabling
service to increase the quality of life and the safety feeling of the inhabitants. The
next chapter will give further medical motivation, followed by the state of the art
in domestic robotics and assessments. Afterwards we will present our general
approach to housing enabling assessments in domestic environments, give a short
overview of already published work and outline a new concept on how housing
enabling may be implemented on a mobile robot platform. Finally, we will con-
clude our paper.
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2 Medical Motivation

The personal mobility is an important factor for the wellbeing of the user. Addi-
tionally, the ability to move around and to perform activities of daily life is a
fundamental requirement for an independent lifestyle [5]. Impairments of mobility
due to pathological reasons lead to more significant changes in parameters of gait
than age-related changes [6]. One of the most frequent pathological reasons of
mobility impairments are neurological diseases, especially dementia. Another
important aspect is the raising risk of falls and need of assistance indicated by
decreased self-selected gait velocity [7]. Fall-related costs are one of the major
factors influencing the proportionally higher costs to the health care system caused
by elderly people. From a clinical perspective long-term monitoring of changes in
mobility has a high potential for early diagnosis of various diseases and for
assessment of fall risk [4]. The relation between the average gait velocity and a
local gait velocity in different areas of the flat is very helpful to find hot spots with
a higher risk to fall. Additional other gait parameters like e.g. step size etc. are very
helpful too. In combination with the housing enabling assessment it may help
delaying need of care or imminent incidents like falls and thus may help saving
costs. On a more personal level early detection of hot spots may help supporting an
independent lifestyle by enabling early and purposeful prevention and may
therefore increase quality of life for affected people [31], relatives, and carers. In
today‘s health systems the potential of frequent housing enabling assessment is not
exploited. Rather, housing enabling assessments are only applied infrequently or
after an acute incident like a fall took place. This is mainly due to missing
knowledge and technical capabilities.

3 State of the Art

3.1 Mobility Trend Analysis in Domestic Environments

Environments equipped with various sensors especially from the home automation
or security domain, are referred to as (health) smart homes [8]. Only some systems
which use ambient sensors for detailed mobility analysis have been described so
far. The research focus is on general mobility trend analysis instead. Various groups
use home automation technologies like motion sensors, light barriers or reed
contacts placed in door frames or on the ceiling. Cameron et al. [9] presented a
solution with optical and ultrasonic sensors. These were placed in door frames to
determine the walking speed and direction of a person passing. Pavel et al. [10]
developed a system based on PIR sensors covering different rooms of a flat. The
knowledge of the distances between the different PIR sensors and the measurement
of the transit times is used to compute the gait velocity. Placing three passive
motion sensors in a sufficient long corridor makes those computations more reliable

Housing Enabling: Detection of Imminent Risk Areas 303



[11]. Within our own work [12] we have recently presented a new approach based
on the definition of motion patterns by usage of available sensor events. By pro-
viding an abstracted definition of the environment, physically feasible walking
paths can be computed and monitored automatically. The use of more precise
sensors i.e. laser ranges scanners have been applied to implement very precise gait
analysis in domestic environments. One approach has been presented by Pallejà
et al. [13]. The advantage of this approach is the very detailed analysis, but it has
some restrictions. The person has to walk straightly towards the scanner and on a
predefined path. In our own work using laser range scanners [14] we do not restrict
a person’s walking path while measuring. So far we need only the computation of
self-selected gait velocity in the different areas. This approach is highly precise and
does not require any predefined knowledge but is more expensive to implement
compared to the approach using home automation technology.

3.2 Mobility Assessments Using Service Robotics

Service robots combine ideas of different fields of robotic research into one system
to target at a specific application. Most available platforms are still in (advanced)
research states. Fields of interest in the community are acting autonomously in
home environments [15], learning of environmental factors and user behavior [16]
and as well as robot designs itself [17]. Within our own work [18] we have
recently presented a new approach to enhance mobile robot navigation in domestic
environments by the use of mobility assessment data. An application of the
potential field method for mobility trend analysis and the precise measurements of
human movement trajectories by a laser range scanner have been implemented
(see Figs. 1 and 2). The advantage of a mobile robot is that it acts as a kind of
mobile infrastructure. It can bring the needed sensor technology to the optimal
place for monitoring, as introduced in [19]. The robot will start with an observation
phase. During this phase the robot stands at a safe place in the initial room of the
home environment and observes the human behavior and environment.

Collected data is used to compute the safety criteria. After that phase the Robot
will travel to the different optimal observation slots and measure the different gait
parameter. The gait velocity in different areas of the flat could be very helpful for
the housing enabling assessment.

3.3 Housing Enabling

The housing enabling assessments is quite popular in the Scandinavian countries.
The aim of this assessment is the rating offlats and their surroundings referring to the
personal health status of the inhabitants [20]. This rating gives advice if the flat with
its furniture etc. is not suitable for the resident. The housing enabling assessment is
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split into three parts. The first part is the descriptive part to collect some general
information about the flat and the condition of the user. The second part is the
evaluation of functional limitations and dependence on mobility aids. Detailed
information about medical condition of the user is collected e.g. severe loss of sight

Fig. 1 An example path of the user from the bedroom to the kitchen which was recorded during
a mobility assessment by the mobile robot

Fig. 2 The example path from Fig. 1 is highlighted with grey scale, darker slower gait velocity
related to the average gait velocity, brighter near to the average gait velocity
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or limitation of stamina. The last part is based on different questionnaires which are
related to the flat and the surroundings. Each question is weighted to the different
diseases e.g. ‘‘Heavy doors without automatic opening’’ has high impact if the user
has a problem with her/his upper extremity skills or has to cope with the loss of
stamina. After completion of all questions it is possible to compute [21] the score of
the flat in relation to the actual health status of the user [22]. It is also possible to adapt
the flat related to the rating [23] in order to reduce the risk of falling.

3.4 Limitation of the State of the Art

As shown in Sect. 3.1 most of the systems use ambient sensors to observe the user
not continuously. This means that only presence at specific known points is
measured. The problem of this kind of monitoring is that it can only measure the
mobility in an indirect way. The result could be only used for trend analysis
instead of a precise assessment to determine the mobility of a person. For precise
assessments of the mobility laboratory equipment is needed. But this is too large or
complicated to install it in the domestic homes. Also the prices for such systems
are too high to bring them to home environments as well. Within the domain of
health care and rehabilitation service robotics there are quite few systems com-
mercially available. Further, there is no robotic system that is capable of doing
housing enabling assessments and tries to present advice to reduce the risk of
falling. The current ‘‘offline’’ housing enabling tests suffer from some drawbacks.
The estimation of the personal disorders and the investigated flat depends highly
on the skill of the person executing the test. It is very difficult to rate the medical
condition in its entirety for a person you see e.g. the first time. The adaption of the
flat is a criterion which is also based on the experience of the supervisor. This
could lead to different or insufficient results. Furthermore this assessment is mostly
done after an accident has happened or to score new flats and not as a continuously
assessment. In summary there is currently no system or approach available that is
capable of doing precise and continuous housing enabling assessments in domestic
environments and that is learning from the user’s behavior/mobility to get optimal
assessment results.

4 Approach

Our new approach to provide an automated and long-term housing enabling
assessment will be a combination of mobility assessments, activity detection and
autonomous exploration of the flat. By combining the approaches of these different
services we think it is possible to deliver a new approach of the housing enabling
service to increase the quality of life and the safety feeling of the inhabitants. A
mobile robot will thereby act as a kind of mobile infrastructure bringing the
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needed sensor technology to the optimal place for monitoring, as introduced in
[24]. Main goal of our approach is that the robot can be delivered via postal
package and placed into the environment without any installation. To perform
services and assessments without compromising the safety of the owner, we will
use our approach as introduced in [25].

4.1 Mobile Robot Platform

As mobile robot, the current Florence platform [26] is used. It depended on a light
modified Turtlebot Kit [27] from Willow Garage. Additional to the 3D Microsoft
Kinect Sensor, a laser range scanner is mounted on the Robot. Two different
models are used, a Hokuyo URG-04LX or a Sensorio LZR-U901 laser range
scanner. The second one has four measure planes with a tilt angle shift between
planes of approximately 2�. We will use these four measure planes to optimize the
leg detection and the precision of our gait analysis approach [14]. For controlling
the robot platform a Lenovo X130e a netbook is used with an AMD E-300
1.3 GHz dual-core CPU and 2 GB RAM. Ubuntu 11.04LTS is used as operation
system with ROS Electric as a middleware software for controlling the robot
hardware. To get more information about the user activities a HomeMatic bundle
is used to communicate with the home automation devices e.g. from the OFFIS
IDEAAL Living Lab. This additional information will be used to detect the
activities of the user.

4.2 Identification and Clustering of Obstacles

During the automated exploration, we will update our 3D map of the flat and try to
identify and cluster all obstacles into three categories: moveable, unmoveable and
unknown. Moveable objects are for example chairs, tables etc. On the other side, a
board will be classified as unmoveable. All Objects that could not be classified
automatically will be clustered as unknown in the first iteration. There are different
approaches to classify these objects. We will test an interactive method where the
user is asked and an automated version which tries to learn from the user if she or
he moves that object over the time or not. This information about an object
together with the detailed information from the map will be used to compute the
prescore of current environmental barriers and some other possible configurations
as a part of the housing enabling assessment (Fig. 3).
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4.3 Data Fusion of Different Assessments to Raise
the Quality

To optimize and personalize the score we use the current health status of the user.
We will combine these results with different results from the gait assessments e.g.
the current gait velocity, step size and gait stability in the different areas of the flat.
Related to the raising risk of falling if the resident is repeating to slowdown his or
her self-selected gait velocity [7] potentially high-risk areas can be identified. Also
the relation to different environment barriers [28] e.g. carpets or other soft surface
and other gait parameters help to identify hotspots.

As can be seen in the Fig. 4, two areas with a potential high risk to fall
(hotspots) have been found. To rise to quality of detection of these regions, we try
to combine also information from the activities of daily life [29]. In our example
path we have found a potential dangerous area in the kitchen. If the ADL indicates
that at the same time the user starts to prepare a meal, we could discard this area.
The reason for the slower gait velocity was the preparation of the meal. After that
step we have only high risk areas which should be related to obstacles. If moveable
obstacles are in these areas, the user will be informed that she/he should remove
this obstacle to reduce the risk of fall events in this area.

Fig. 3 The plan and the furniture of the flat after the obstacle identification. Dark Grey Static or
unknown obstacles. Light Grey Moveable obstacles
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5 Concept

As a first step towards realizing our new approach to housing enabling assessments
in domestic environments utilizing a mobile robot we present a new concept for
enhancing the prevention of fall events. Our main goal is to enable the robot to find
hotspots and to find an optimal solution to remove these hotspots by adapting the
flat. One quality criteria is the amount of removed hotspots, another quality criteria
should be the necessary amount and kind of adaption. The concept combines our
previous work [24], i.e. the precise measurements of human movement trajectories
by a laser range scanner [25]. This concept enables the robot to learn from human
behavior while assessing him or her at the same time. Currently the concept
is based on the assumption that the robot is able to access a complete map of its
environment. In the future, this map will be created while exploring the envi-
ronment using 3D Simultaneous Localization and Mapping (3D SLAM) tech-
niques. In short, the robot first measures the environment and localizes itself within
the environmental map. Afterwards, the second step is to identify and cluster
obstacles required for the following housing enabling assessment step. Then the
human’s gait velocity in general and at different areas in the flat is measured. Areas
with slow gait velocity are analyzed and hotspots identified in the fourth step.
Afterwards, the plausibility of hotspots is investigated by checking the obstacles in
these areas and ADL at this time. Possible solutions to remove or reduce the
hotspots are computed and advice is given to the user.

Fig. 4 The two red areas marked Hotspots, areas with a potential high risk of falling
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5.1 Environment Recognition

Within the first step the robot utilizes its laser range scanner and its 3D Scanner
(Microsoft Kinect sensor) in order to measure the surface of its current sur-
roundings. Ideally no moving objects are within the scan range during this step.
Otherwise the robot has to distinguish between measurements belonging to static
and moving objects utilizing one of various available approaches [30]. Measure-
ments belonging to static objects are then transformed from the local coordinate
system of the robot into the global coordinate system of the environmental map.

5.2 Obstacle Identification

The second step starts by identifying obstacles and barriers required by the next
step of the housing enabling assessment. Identification e.g. carpets on the floor and
clustering these obstacles in one of three categories (moveable, static and
unknown). Also the general analysis of the flat, like measurement the width of
doors or insufficient manoeuvring areas around white goods is part of this step and
belongs to the indoor environment part of housing enabling. It based on a ques-
tionnaires with 100 different points to rate the suitability of the flat. We will try to
implemented most of these questions in this part of our approach.

5.3 Movement Trajectory Measurement

As soon as a human enters the scan range of the robot its movement trajectory is
measured. Again, the robot has to distinguish between trajectories belonging to the
moving human and measured values of static objects. Measurements belonging to
moving persons are transformed into the global coordinate system of the environ-
mental map. These measurements are then used to compute the movement trajectory
of the human. Additionally, the measurements are used to perform a mobility
assessment of the human computing various spatio-temporal parameters of human
gait. However, this enhanced assessment is not within the focus of this approach.

5.4 Identification of Hotspots

After we have detailed information about the environment and the gait velocity in
general and especially in different areas of the flat we can compute hotspots.
Hotspots are areas with a high difference between average gait velocity and local
gait velocity. These areas refer to points with a high risk of imminent fall events
[9].
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5.5 Plausibility Check

To increase the precision and use of these hotspots, we make a plausibility check
for each point. Therefore we map the hotspots to the 3D map and analyze if any
obstacles are in the common area. Also the activity of daily life will be included,
e.g. in Fig. 4 we have found two hotspots, one located in the floor and one in the
kitchen. During the plausibility check further information will be added e.g. that
the user typically prepares meals at this place. So the gait velocity was not reduced
by an obstacle but by preparing a meal. So this Hotspot is no longer valid and
could be removed from further computation.

5.6 Compute and Show the Best Adaption

Now we are able to calculate advice for the adaption of the flat to remove these
hotspots. Therefore we will look at obstacles in the surrounding of the hotspots and
if they are moveable or not. If they are moveable the service will compute different
scenarios e.g. remove the obstacle at all or relocate the obstacle. For all scenarios
the algorithm will calculate the new housing enabling score for the flat. Probably
the best score is always the solution when the obstacle is removed completely. But
in the most cases this solution has the lowest user acceptance, because most elderly
don’t want to change their flat too much. To reach a higher acceptance of the test,
we define quality criteria which rate the amount of adaption and the kind of
adaption. But the main goal is to raise the safety for the user in their own flat by
reducing imminent fall event caused by environmental obstacles (Fig. 5).

Fig. 5 Remaining hotspots after the plausibility check
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6 Conclusion

A new concept for enhancing the housing enabling assessment by using a mobile
robot and mobility assessments was presented. The concept is a first step towards
realizing our approach to housing enabling assessment which utilizes a mobile
robot as mobile software platform and its 3D scanner and laser range scanner as
measurement devices. Our main aim is to enable the robot to find areas with a high
risk of falls and giving solutions to remove or reduce these areas. Therefore we
introduced the concept of hotspots which describe potential high risk areas near to
the human‘s typical movement trajectories. The presented concept combines our
previous work, i.e. the potential field method for determining movement patterns
and the precise measurements of human movement trajectories by a laser range
scanner. The overall flow of the concept has six steps:

– Measurement of the environment and self-localization within the environmental
map,

– Identification and clustering of obstacles,
– Measurement of the human’s gait velocity in general and at different areas of the

flat,
– Identification of hotspots and plausibility checking of hotspots,
– Computation of possible solutions to remove or reduce the hotspots,
– Presenting the best solutions to the user related to the quality criteria.

We already implemented first parts of the algorithm; the next step will be a
complete implementation on a mobile robot platform (‘TurtleBot’by Willow
Garage) and an evaluation of the system with test persons in real flats.
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Mobile Video Phone Communication
Carried by a NAO Robot

Paul Panek, Georg Edelmayer, Peter Mayer, Christian Beck
and Wolfgang L. Zagler

Abstract In the project ‘‘Knowledgeable SErvice Robots for Aging’’ (KSERA)
an AAL system with a socially assistive robot (SAR) for old persons and persons
with Chronic Obstructive Pulmonary Disease (COPD) has been developed. One of
the elements of the system is a LED-projector module carried by the small
humanoid NAO robot. This module is used as additional output element to extend
the human–machine-interface by projecting text, graphics and videos on walls next
to the user. As relevant use case, focus is on mobile video communication with
family members, friends and also with service centres and medical authorities.
Laboratory tests with the prototype by end users and a workshop with experts from
the care domain were done. Results show the relevance of this solution for AAL
applications, in particular for social communication and in emergency cases.
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1 Introduction and Aim

Assistive robots are an upcoming approach to support the independence, safety and
social connectedness of older persons [1].

This paper describes mobile video communication as it was developed in the
KSERA Project [2–5]. A LED projector module, which is carried on the back of a
NAO robot [6], is used as output device for visual content. In the following, a short
overview on the development of the module is provided, followed by details of the
implementation and preliminary evaluation of the mobile video-communication
prototype.

2 User Requirements

The project deliverable D1.1 Scenarios, Use cases and Requirements [7] describes
the user-requirements towards the system with means of scenarios and specific use
cases. Regarding mobile video communication and the projector module which is
carried on the robot’s back, the following requirements are the most important
ones:

• Solutions for users who feel isolated and miss social contact, support of ‘social
connectedness’, contact to family members and friends;

• Supporting communication with medical authorities and professionals, alarm
calls in case of emergency (e.g. falls);

• Motivation to do physical exercises;
• Mobile interface which approaches the user autonomously in the living

environment.

These points show the necessity of an audio and video connection between
primary user (old persons and persons with COPD in their own home) and sec-
ondary users (e.g. health care professionals, family members and friends).

3 Mobile Projector

The humanoid robot NAO [6] is used as an interface between the users and the rest
of the KSERA system [3]. The robot is capable of moving independently towards
the users wherever they are in their home.

In the KSERA project the robot is additionally integrated into an assistive living
environment. Monitoring the activity and the health status of the user is possible as
well as measuring and analysing environmental parameters (e.g. air quality outside
the home) [8]. There is also an interface provided to eHome, an intelligent assistive
living environment system [9, 10]. This interface was used during the tests
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described below, to adjust the lighting in the test-room in order to conform to the
needs of the projection.

Since the used robot is rather small compared to a human being (58 cm in
height) it is not able to transport devices for human–machine-interaction such as
touch-screens or tablet-PCs as were used in similar projects [11–16]. The NAO
robot is also not strong and large enough to hand a smart-phone or PDA to a sitting
or standing person.

The robot has built-in cameras which can be used for a uni-directional video
connection (cf. work of Bäck et al. [17]). To our knowledge there is up to now no
satisfactory solution for bi-directional video communication using such a small
humanoid robot. The innovation presented in this paper is a newly developed
LED-projector module which is carried by the robot on its back [18] (see Fig. 1).

The path of rays of the LED-projector that is used in the module (Fig. 2, light
grey) is deflected by a small mirror due to space constraints in the module housing.
Therefore, the projected image is a mirrored image of the original visual content.
Dedicated software takes care of pre-processing the video information in order to
project a correct image.

The most important parameters of the developed module (Fig. 1) are shown in
Table 1 (more details can be found in [19]). Based on the user requirements the
LED projector module is used to present the following information:

• Videos, e.g. physical training;
• Text and pictures, e.g. weather forecast, appointments, air quality;
• Video communication with friends, relatives, emergency centres.

Fig. 1 Prototype of the KSERA LED-projector module (left); projector module mounted on
back of NAO (right) [19]
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The information that is to be projected and the information flow from and to the
projector module is controlled by the intelligent KSERA Server [3] via an
appropriate interface [19]. The projector component is responsible for visualisation
of the information.

Fig. 2 Projector-module
(with vertically mounted
integrated LED pico-
projector) and path of rays of
the projection

Table 1 Updated specification of LED-projector module [19]

Specification Remarks

Physical dimension
Weight 430 g
Size 35 9 80 9 150 mm (+45 mm for mirror and ext. antenna)
Mounting mechanism
Position on robot On NAO’s back
Mechanism for fixation Magnets for easy and quick mounting/unmounting
Autonomy of operation
Internal battery 2 ‘Kokam single cell 1500HD 20C’ 1,500 mAh, 3.7 V
Power supply (charger) 12 V DC; 5 A
Range Up to 5 m free line of sight for wireless video transmission
Operation time About 1 h
Projection
Brightness 30 ANSI Lumen
Resolution WVGA (854 9 480 Pixel)
Contrast 1,000:1
Content Text, graphic, video
Focus Manual focus
Projection area (at 1 m distance) Wall, image size: 37 x 53 cm2; height above floor 50 cm
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4 Mobile Video Communication

The developed research prototype allows for video communication between the
KSERA user at home and a service centre, other private homes, mobile phones and
landlines and thus fulfils the need for remote support from physicians or care
persons and offers extended possibilities to foster social contacts (friends, family
members). The open SIP standard for internet telephony is used. An external SIP
server provides the functionality to connect to the public telephone network
(Fig. 3).

The LED-projector module prototype was tested with experts and end users in
laboratory settings [20] before it was provided to the project partners for extended
tests under real life conditions. Figures 4, 5 and 6 give an impression how the
LED-projector module was used in a controlled setting in the laboratory.

The robot is steered by the KSERA system to a place in the apartment which is
known to the system and offers enough free space for projection. After the robot
has been aligned by the system (distance to projection area 1 m ± 10 cm, per-
pendicular to it ±5�) projection of relevant content can be started.

Fig. 3 Simplified architecture of the mobile video communication in the KSERA project
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5 Operation Modes

The prototype allows for different modes of operation [21]. These modes are
chosen according the specific needs of the users:

• Visualisation of text, graphics and videos: pre-recorded videos for physical
training (callisthenics etc.), complex textual messages (e.g. personal reminder,

Fig. 4 Set up of test-room in
laboratory (see also Fig. 5).
Couch (for user), chair (for
supervisor of test), NAO
facing test-person (green) and
direction of projection
(orange). Table with
touchscreen for stationary
video communication

Fig. 5 Mobile Video
communication in laboratory
setting: NAO carries LED
projector module on its back
and uses it together with its
integrated head-camera for
video communication
between user (sitting) and
service centre
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day’s schedule, air quality) are projected onto a wall next to the user. Tests in
laboratory setting have proven that projected information provides additional
benefit compared to speech output [20], especially if the content is complex.

• Bi-directional video communication: The projector module and the integrated
camera in the robot’s head serve as output and input for a video telephone (see
Figs. 4, 5). Added value exists in particular in emergency situations—e.g. if the
user has fallen. In this case the video-phone can walk up to the user on its own.

In order to be able to compare to the ‘state of the art’ and to demonstrate more
applications of the KSERA system, an additional communication module without
a projector was used during the laboratory trials:

Fig. 6 NAO robot projects
image of service center on a
wall next to the user

Fig. 7 Stationary
touchscreen terminal with
NAO robot as ‘motivator’
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• Stationary video communication: Only the stationary touchscreen-terminal
(without NAO) is used.

• Mixed mode video-communication: (a) a stationary touchscreen-terminal is used
for communication and (b) the NAO robot is placed next to it to act as a
motivator whose task it is to motivate the user to do some video calls (Fig. 7).

• Uni-directional video communication: This is similar to the bi-directional video
communication. The head camera of the robot is used to pick up the image of
the user and transmit it to a service centre, however the beamer module is not
available, and thus the user cannot see the operator of the service centre (cf.
work of Bäck et al. [17]).

6 Workshop with Experts

In addition to the trials in a laboratory setting with old persons and experts [20] a
workshop was done with experts from the care domain [21]. The aim of this
workshop was to evaluate the quality, user friendliness and added value of the
mobile video communication of the KSERA system.

The workshop was held in a laboratory at Vienna University of Technology.
Three high ranking experts from mobile care, occupational therapy and daily care
of chronically ill persons took part. After a short introduction of the state of the art
of assistive robots and the overall goals of the KSERA project, the possibilities of
video communications were demonstrated. The experts gave their input regarding
the system and the video-communication in particular in a free round of discus-
sion. During this discussion also ideas about usage of the system or enhancing
possibilities were presented.

The experts rated the audio and video quality of the connection as sufficient for
the presented emergency scenario and for general video communication. This
coincides with the results of the laboratory tests [20] where also end user evaluated
the image quality as sufficient. The possibility of getting a better impression of the
emotional status of a user in case of an emergency compared to an audio only
connection was rated as particularly useful.

Additionally it is possible for an operator in a service centre to get a better idea
of the severity of an emergency situation even if the user is no longer able to
communicate. Detection of an emergency and establishing the connection to the
service centre was not part of the workshop and was considered fully functioning.

Applications which were rated very useful are reminders to do physical exer-
cise, calendar function for the daily schedule, as well as the capability of the
system to motivate to social contacts. Another application which was rated very
useful was to motivate users with film and/or movement of the robot to perform
regular physical exercises or to guide them through such exercises.
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7 Discussion

The developed LED projector module and the mobile video communication
functionality that could be realized with this module, result in enhanced abilities of
the NAO robot regarding human robot interaction (HRI) and support that can be
provided to primary users.

At the beginning of the project, focus was on development of the module and its
contribution to satisfy the user needs motivate for physical exercise and mobile
interface which is able to meet the user wherever they actually are [18].

Based on this first prototype the extended second prototype also contributes to
the user needs for social contact with friends and family members and for simple
possibilities for emergency calls or for communication with professionals or health
care organisations [21].

One obvious limitation of the projector module is the low brightness of the
projected image. The luminous flux of the used pico-projector is 30 lm and thus
much lower than the one of a standard projector (e.g. 2,500 lm). For this reason
pico-projectors can only be used effectively inside a building, without direct
sunlight on the projection surface and with an overall low level of ambient
lighting. Since the KSERA system offers also an interface to eHome, an assistive
environmental control system [9, 10], this was used to lower room lighting level
during the time of projection. It can be assumed that future projectors with higher
luminous flux will overcome this limitation. It will be possible to project overlay
information on real objects and therefore enhance the ‘reality’ of the user [22].
This augmented reality potential could also be useful for the KSERA target users.

8 Conclusion

A prototype of a mobile projector module which is carried by a small humanoid
robot was built and tested. Within the KSERA system this module makes it
possible to project information onto a wall while the robot is communicating with
the user of the KSERA system. The persistence of the visual information (com-
pared to speech output) could be evaluated by end users and experts as being
useful and relevant for the AAL context. The second prototype successfully
integrated video communication to enable the users to get in contact with friends,
family members, informal carers or a service centre. As video input for this the
head camera of the robot us used, output is provided by the developed projector
module on NAO’s back.

Tests and workshops with users and experts from the care domain confirmed the
added value of the mobile solution for video communication as provided by the
NAO robot in the KSERA system.

Three LED projector modules were built and provided to the project partners
for further tests of the whole KSERA system in a near to daily life setting.
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The Robot ALIAS as a Gaming Platform
for Elderly Persons

Jürgen Geiger, Thomas Leykauf, Tobias Rehrl, Frank Wallhoff
and Gerhard Rigoll

Abstract Entertainment is an important aspect of social robots in an AAL context.
Especially for elderly people, a robot can be the right platform for entertaining
games. This paper describes the robotic platform ALIAS as a gaming platform.
In the project ALIAS, a robot is equipped as a communication platform for elderly
people. One aspect of the project is to provide cognitively stimulating games using
a natural human-machine interface. Therefore, a computer game with multiple
interaction channels is integrated on the robot ALIAS. The robot has a touchscreen
with a graphical user interface where the game Tic-tac-toe can be played. Addi-
tionally, the game can also be controlled by speech commands, whereby a speech
dialogue system is employed. In order to enrich the human-machine dialogue, the
robot uses face detection to control its gaze behaviour and look at its conversational
partner. This demonstration scenario can be seen as a first approach to evaluate a
multimodal user interface using haptics and speech in conjunction with a cognitive
dialogue system.
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1 Introduction

With growing progress in the field of robotics and human-machine interaction,
more elaborate robotic applications can be developed. One possible field of
applications for a home robot is entertainment robotics, where games play a major
role. Especially for elderly people in the Ambient Assisted Living (AAL) context,
a robot can be the right platform for entertaining games. Compared to a
conventional electronic entertainment systems like a video game console or a
tablet PC, a robot can provide several advantages. Due to its human-like and
friendly appearance, a social robot is appealing to elderly persons who might
otherwise be reluctant to use technical systems. In addition, a convincing human-
machine interface employing innovative communication channels leads to a higher
user acceptance. Therefore, with an easy-to-use human-machine interface (speech
control) and its appealing appearance, a robot is the ideal platform to approach
users who are not so technologically adept.

There are several tasks a companion robot can perform to support elderly
people. Physical assistance is not addressed here in the context of social robotics
but it is definitely a future key selling point. The ability to lift or carry things or act
as a mobility aid are important features but need more stable technical solutions to
be able to be employed without safety risks. The other important field of appli-
cation for robots in AAL is communication. In its function as a communication
platform, a robot can serve several duties. It can interact with its elderly users,
provide cognitive assistance and promote social inclusion. In order to stimulate
cognitive activities, entertainment games can be the right manner. Equipped with
an easy-to-use human-machine interface and embedded in a robotic system with an
appealing appearance, entertainment games are well suited to encourage elderly
people to perform cognitive stimulating activities.

1.1 Related Work

One of the most famous entertainment robots is Aibo [1], which is designed as a
pet dog. The robot Paro is a robot in the form of a baby harp seal and is used as a
therapeutic agent in the care of people with dementia. It was also used to study the
social interaction among elderly people [2]. Robotic assistants have also been used
in therapy for children with autism [3].

There are several research projects which follow similar goals as ALIAS. In [4],
the robot Maggie is presented which is used as a gaming platform. In the Com-
panionAble project [5], a mobile robot platform is combined with Ambient
Intelligence technologies to provide a companion for elderly people. The project
ExCITE [6] has the goal to develop a mobile robotic platform for telepresence
applications. A service robot designed to help humans in the household is
developed in the Care-O-bot 3 project [7].
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In [8] it was examined how robotics could support the independent living of
elderly people. Entertainment robotic systems are useful for preventing loneliness
and for therapeutical applications, especially for elderly people.

1.2 Overview

In this work, we present the robotic platform ALIAS in its functionality as a
gaming platform. Using the touchscreen of the robot, the game Tic-tac-toe can be
played. Alternatively, the game can be controlled with speech commands. The
robot will also answer with speech messages. To enrich the feedback with natural
behaviour, the robot uses face detection to always looks at its conversational
partner. All these software modules are controlled by the dialogue system. The
choice for Tic-tac-toe as a simple strategy board game and the possibility to
control the game via touchscreen or speech commands leads to an easy-to-use
human-machine interface where no instructions for the user are necessary.

The rest of the paper is structured as follows: In the following section, the
robotic platform ALIAS is presented. The employed dialogue system is described
in Sect. 3. In Sect. 4, the implemented game is presented, before a conclusion is
given in the last section.

2 The Robot ALIAS

2.1 The ALIAS Project

In the project ALIAS (Adaptable Ambient Living Assistant1), the robotic platform
ALIAS is equipped as a communication platform for elderly people. ALIAS is a
mobile robot system that interacts with elderly users, monitors and provides
cognitive assistance in daily life, and promotes social inclusion by creating con-
nections to people and events in the wider world. The system is designed for
people living alone at home or in care facilities such as nursing or elderly care
homes. The function of ALIAS is to keep the users linked to the wide society and
in this way to improve their quality of life by combating loneliness and increasing
cognitively stimulating activities. In a first series of field-trial experiments, the
robotic platform was already tested with elderly users [9].

To fulfill it’s goals, ALIAS is equipped with several capabilities: An easy-
to-use and fault tolerant human-machine interface is achieved by employing
automatic speech recognition (ASR) together with a module for natural language
understanding (NLU). Communication is enriched through the utilization of

1 See AAL-JP project ALIAS www.aal-alias.eu.
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person identification methods using voice and face and laser-based leg-pair
detection. In order to promote social inclusion, services for net-based linking are
employed to link users with the wider world, enabling to maintain a wider horizon
by exploiting new kinds of on-line and remote communication techniques.
Autonomous, socially acceptable navigation capabilities enable the robot to find its
way in its environment. In addition, the robot is equipped with a brain-computer
interface (BCI), enabling users like stroke patients to remotely control the system.

Several use-case scenarios are developed to showcase the different functionalities
of the robot. For example, in the ground lighting scenario, it is shown how ALIAS can
guide persons at night in the dark, using its navigation capabilities and applying the
touchscreen display as a light source. The gaming scenario which is described in this
work is used to test the human-machine interface. An entertaining game is played
through the touchscreen and can additionally be controlled by speech commands.
At the same time, ALIAS is addressing its user by employing face detection to detect
the user and hold eye-contact with him. The hardware and software setup of the robot
as used in the gaming scenario are described in this section.

2.2 Hardware

The hardware configuration of the robot platform ALIAS (see Fig. 1) is based on
the SCITOS G5 robot family of the robot manufacturer MetraLabs.2 It is an
approximately 1.50 m tall robot platform and can be divided into a driving unit
and an interaction unit. In order to approach a user, navigation is provided by the
driving unit, which uses a differential drive system. In a known environment, the
robot can localize itself, navigate autonomously and approach a user in a socially
acceptable manner using a laser range finder and ultrasonar sensors [10]. The
interaction unit consists of a movable robotic head and a 1500 touchscreen, which is
used for user interaction with the robot and is best suited as an easy-to-use human-
machine interface. Additionally, it is equipped with four microphones and two
loudspeakers which can be used for speech input and output.

The robotic head has five degrees of freedom (head pan and tilt and eye pan plus
two eye lids) and additionally, a row of LEDs for additional user feedback is
mounted on it. On top of the head, an omnidirectional camera is mounted, which
delivers a 360� image. Due to its mounting position, the main purpose of this
camera is to localize and identify persons using face detection and identification.

Two different computers are mounted on the robot. An industrial PC running
Linux is used to control the hardware of the robot, e.g. the driving wheels, the
collision and ultrasonic sensors and the robotic head. To control the touchscreen
display, the robot is equipped with a Mac mini running Windows. The microphones
and loudspeakers are also connected to the Windows PC. Thus, all dialogue control

2 www.metralabs.com
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and speech processing modules are also running on the Windows PC. All modules
on both computers can communicate with each other through various interfaces.
More technical details about the robot platform ALIAS are provided in [11].

2.3 Software Overview

To provide an optimal multimodal interface for a gaming platform, the mobile
platform is equipped with several software modules. An overview over the
involved software modules is shown in Fig. 2.

The central module is the dialogue system (running on the Windows PC). It
communicates with all other modules. Automatic Speech Recognition (ASR) is
used to give commands to the robot, and answers are created using the speech
synthesis module (text-to-speech, TTS). The dialogue system is described in detail
in Sect. 3. The touchscreen is used to display the graphical user interface (GUI) for
the game, which is handled by the gaming engine. Additionally, the touchscreen
serves as haptic control channel. The gaming engine controls the Tic-tac-toe game
including the artificial intelligence for the computer player. A face detection
module is running to localize users and to control the robotic head. As a result, the
robot always looks at its conversation partner. This guarantees for natural
behaviour of the robot. All the involved software modules are described in detail in
the next sections.

Robotic Head

Loudspeaker

Ultrasonic sensors

Collision sensor

15'' touch display

Omnidirectional camera
Row of LEDs

Microphones

Fig. 1 Overview of the
hardware setup of the robotic
platform ALIAS, divided into
driving unit (lower part) and
interaction unit (upper part)
consisting of the touchscreen
display and the robotic head
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3 Dialogue System

The dialogue system is the most important software component of the robot. It is
the connection between all other modules. For example, it controls speech input
via automatic speech recognition, speech output via speech synthesis, the gaming
engine (leading through the different steps of the game) and the GUI.

In Fig. 3, a complete flow chart of a speech dialogue situation is displayed.
After starting the game, the dialogue system controls the proceeding. First, the

user is asked to make his next turn. After the user chooses his field on the playing
board, he is asked for a confirmation (yes/no) before his symbol is placed. This
behaviour helps to compensate errors of the speech recogniser, which makes it
possible to play the game without any unwanted moves in the game. Following the
user’s turn, the implemented computer AI is used to determine the next turn of the
computer player. Depending on the current state of the game, appropriate speech
synthesis commands are used, e.g. to start the game, to ask the user to take his turn
in the game (which is repeated after a certain interval) or to notify the winner at the
end of the game. Speech recognition is used to record the commands of the user.
Alternatively, the user can also make his choice by directly clicking on the
touchscreen. Speech recognition and synthesis are realized through the commer-
cial software DialogOS (see http://www.clt-st.de/produkte-losungen/dialogos/)
which uses the VoCon 3200 speech recognition engine.

3.1 Automatic Speech Recognition

In this scenario, automatic speech recognition (ASR) can be used to choose a space
on the 3 9 3 playing board. Speech is recorded by the microphones built in around
the touchscreen, so no additional handheld or headset microphone is necessary,

Hello
Robot! 

TTS

Face 
Detect

ASR
Dialogue
System

Robot 
Control 

GUI

Touch
Screen

Gaming
engine

Fig. 2 Software modules for
the described gaming
scenario. User input/
perception modules are
displayed in green, action/
output modules in blue
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providing a hands-free communication. However, since the display (where the
microphones are attached) is close to the user position, the sound quality is very
good. Figure 4 shows a flow chart of the ASR module. Whenever input from the
user is expected, e.g. to make a turn in the game, the ASR module is activated.
Voice activity detection (VAD) is used to detect an utterance, which is then
forwarded to the recognition process. In the recognition process, a dynamic
grammar and vocabulary (adapted to the current dialogue state) are used. This
behaviour is controlled by the dialogue system. Therefore, in each dialogue step,
only a specific set of commands can be recognized.

Fig. 3 Complete dialogue flow chart for the Tic-tac-toe game, including TTS (speech synthesis),
speech recognition and the computer player AI

Fig. 4 System overview of speech recognition including voice activity detection (VAD)
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The recognised sentence is then processed by the dialogue system. Several
commands are possible to address the different fields on the playing board, e.g.
‘‘bottom left’’ or ‘‘left bottom’’. For answering of yes/no questions, also several
utterances are possible.

User studies have been conducted to find out the different commands the users
would use when not being instructed about possible ASR commands. These
commands were then chosen to be implemented into the grammar of the ASR
system. Therefore, the implemented grammar and vocabulary cover a broad range
of possible user input and the ASR module is not limited to a fixed small
vocabulary. To use the ASR system, no additional training phase (e.g. to perform
speaker adaptation) is needed for the user. Thus, the ASR system is easily usable
out-of-the-box without any instructions for the users.

3.2 Speech Synthesis

The robot uses a TTS module to communicate to the user. Any possible text can be
converted into spoken language. Four different voices can be chosen: For English
and German, each a male and female voice are possible. The voices are clear and
easily understandable for humans. Speech synthesis is used at various points in the
scenario, e.g. to welcome the user at the beginning of the game. Then, in each turn
of the game, the user is asked for his decision. After the answer of the user, he is
asked for a confirmation (yes/no). At the end of the game, the outcome (win/loss/
draw) is also communicated by the TTS module. In order to design the dialogue
rich in variety, for each possible TTS command, several variants are implemented.
This brings more lifelines into the dialogue, especially for dialogue steps which are
repeated several times (e.g. asking for the input of the user).

3.3 Touchscreen

The touchscreen is used to display the GUI of the Tic-tac-toe game. Using the 1500

touchscreen is a simple way to provide an easy-to-use human-machine interface.
In addition to using speech commands, the game can also be controlled via the
touchscreen. Thus, two natural interaction channels are provided to communicate
with the robot.

3.4 Gaze Behaviour

In order to provide a human-like behaviour of the robotic head, a vision-based
attention system (similar as in [12]) is employed to control the gaze behaviour of
the robotic head. A face detection module is used to localize the face of the
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conversational partner and turn the head and eyes of the robot towards the user.
When the user moves his head, the robot will follow this movement. Constant
movement of the head and eyes makes the robot appear more lively and attractive.

3.4.1 Face Detection

Face detection is the task of determining if and where in an image faces are
located. Sensor data (usually from a camera) are the input to the system, while
coordinates of regions containing faces (usually bounding boxes) are the system
output. Typically, scaling and rotation parameters of the detected faces are not
provided. To detect faces, the approach of Viola and Jones [13] using adaptive
boosting and a Haar cascade classifier is employed. This approach is effective and
fast and achieves high detection rates. The fast processing speed is based on three
facts: first, the applied Haar-like features computed on a so-called integral image,
second, adaptive boosting (adaBoost), and third, the cascade structure of classifiers
(with increasing complexity). The features used in the cascade classification
structure are called Haar-like features, because the have resemblance with Haar-
Wavelets. The results of the computation of the Haar-like features represent cer-
tain characteristics of the input image: edges, texture changes, borders between
light and dark image regions. Using these features, adaBoost is applied to select
and combine several weak classifiers in a cascade resulting in a strong classifier
capable of detecting human faces.

In our system, the image from the omnidirectional camera on top of the robotic
head is used as input to the face detection system. The camera consists of four
individual cameras whose images are merged together to a 360� image. Images are
recorded with a frame rate of 15 images per second. Therefore, persons standing at
any angle around the robot can be detected. First, all recorded images are trans-
formed to greyscale, since the employed face detection system uses greyscale
images. Then, faces are detected using the approach of Viola and Jones. Only the
hypothesis with the highest probability is returned, in the form of a rectangle as a
bounding box of the face. This means that only one face is detected at a time, which
is always the largest face in the view. This makes the assumption that in a multi-
person scenario, the interaction partner is always the person with the smallest
distance to the camera, which should be true most of the time. In order to speed up
the detection process for subsequent images, the information about the current
position of the face is utilized. For the following frame, not the whole image is
searched for faces, but only a bounding box around the last position of the face.

3.4.2 Head Control

The position of the detected face is then used to control the robotic head. Adjusting
the head’s pan and tilt angle and the pan angle of the eyes, the robot tries to hold eye
contact with the user, using a human-inspired motion model for the coordination
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between head and eye movement [14]. From the coordinates (in pixels) of the
detected face within the camera image, the corresponding world coordinates are
obtained using the known geometrics properties of the camera setup. These coor-
dinates are then used to direct the robot’s head and eyes towards the middle of the
face.

The targeted head pan angle (horizontal angle) can simple be computed using
the x-position (in pixels) of the detected face within the camera image. As long as
the difference between the target viewing angle and the current viewing angle is
below the maximum pan angle of the eyes (8.5�), only the eyes will be moved. For
larger angular changes, head movements are utilized: the pan angle of the eyes is
turned back to zero and the head pan angle is set to the target viewing angle.

To determine the head tilt angle is more complex, due to the fact that the
camera is not positioned in the robot’s eyes. The geometric setup for controlling
the robotic head’s tilt angle is shown in Fig. 5.

The distance d of the face to the camera is estimated based on the height (in
pixels) of the detected face, assuming an average-sized face. The height offset h of
the face is computed with known opening angle of the camera of 45�. With known
distance e of the eyes (in their initial position) to the camera, distance d of the face
to the camera, and height offset h, the required tilt angle a can be determined
exploiting the geometric properties of the recording setup:

a ¼ atan
eþ h

d

� �
ð1Þ

The target tilt angle is smoothed over time in order to account for outliers
resulting from erroneous estimation of d. Then, this angle is used as a target angle
for the robotic head.

The chosen implementation of the face detection together with the properties of
the hardware actuators of the robot is fast enough to provide fluid head and eye
movements. Employing such a motion model results in natural-looking head
movements.

Fig. 5 Geometry of the
setup for controlling the head
tilt angle according to the
position of the detected face
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4 Use Case: Tic-Tac-Toe Game

Tic-tac-toe (also known as noughts and crosses) is a simple two-person strategy
game. On a 3 9 3 playing board, players alternatively mark the spaces with their
symbol (circle or cross). The first player to mark a horizontal, vertical or diagonal
row with three of his symbols wins the game. If neither player manages to mark a
row of three symbols before the grid is full, the game ends in a draw.

This game was chosen for integration because of the simplicity of its rules, the
short playing time and because it is widely known. For almost none of the users, an
explicit explanation of the rules is necessary. It is not very tedious to play one
round of the game (compared to, e.g. chess) and even after playing a couple of
rounds, the user will not be bored too quickly. In addition, the game is well suited
for speech control due to the possibly limited vocabulary. Beyond some com-
mands for game settings and to start a new game, only nine different decisions (one
for each field) are possible.

4.1 Graphical User Interface

The implemented graphical user interface (GUI) of the game is shown in Fig. 6.
To keep the GUI simple and neatly arranged, it consists of the 3 9 3 playing

grid and buttons to start a new game and to adjust the game settings. The current
game settings are always displayed on the main window. The game can be played
either by two human players against each other or versus the computer player.
When playing against the computer played, it can be chosen if the computer or
human player should begin. In addition, there are two different game engines for
the artificial intelligence available.

4.2 Game Engine

Two different kinds of game engines have been developed to control the computer
player of the Tic-tac-toe game. Using a set of rules, an optimal strategy can be
applied, which always leads to a win or draw. A simplified version of this optimal
strategy has been implemented. Therefore it is very challenging (but not impos-
sible) to win against the computer. In addition, to give the human player a better
chance to win the game, a simple computer strategy is integrated, where always a
random field is chosen. Using the settings button from the main GUI, the user can
choose between these two degrees of difficulty.
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5 Experiments

Preliminary experiments have been conducted with users to test the design of the
GUI and the dialogue system including speech control. The GUI was rated very
good and especially the large buttons were commented positively. Using speech
control was judged to be very convenient and fault-resistant. The integrated
human-inspired head movement model was very well appreciated. This behaviour
equipped the robot with a certain human-likeness and brought it to life. In general,
the system was highly appreciated and accepted by the users and due to the design
of the dialogue system, it showed a high robustness against speech recognition
errors. Further experiments will show the influence of the head control module on
the likability of the robot.

6 Conclusions

We have described our robotic system ALIAS which, within the ALIAS project, is
equipped as a communication platform for elderly people. One aspect of the robot
is entertainment. Therefore, we integrated a simple strategy game with an easy-
to-use interface. The game can either be played by directly using the touchscreen
or via speech commands.

Fig. 6 Graphical user
interface of the integrated
Tic-tac-toe game
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The robot can be used to play the game without any need for instructions: The
rules of the game are known to almost everybody, the ASR needs no training phase
and covers most of the keywords the users will naturally use, and in addition, the
game can also by played by using the touchscreen. This leads to a high acceptance
of the system and provides the possibility to study the user behaviour when facing
a robot without any given instructions.

The presented robotic system is easily extendable and the involved components
can be used to develop more entertainment applications. More complex demon-
stration scenarios using the components described in this paper are in development.

In the future, we will use the features of the robot (e.g. the row of LEDs) to
display basic emotions, which leads to a higher immersion.
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Part VII
Community Conclusions



Can the Market Breakthrough in AAL be
Achieved by a Large Scale Pilot?

Mohammad Reza Tazari and Reiner Wichert

Abstract Ambient Assisted Living is still on the cusp of a mainstream break-
through, even though the market potential is tremendous. As barriers to the success
of AAL, (Wichert et al. in How to overcome the market entrance barrier and
achieve the market breakthrough in AAL. Ambient Assisted Living. Springer,
Berlin, 2012) mentions the lack of viable business models as well as the lack of
ecosystems around common open platforms. Considering the fact that the EU has
supported the development of universAAL as a true candidate for such common
open platforms, this paper describes the next logical step towards the rollout of
AAL throughout Europe based on this platform so that the foundation stone for
the emergence of a self-organizing ecosystem is laid. In order to elaborate the
feasibility of such rollouts, the European Commission published in early 2012 a
CIP-ICT-PSP call for piloting AAL in large-scale based on interoperable plat-
forms, where the winner was the proposal ‘‘make it ReAAL’’ that builds on
universAAL as the common open platform. In addition to the applications coming
with the universAAL Platform, the local vendors from each pilot region will offer
their AAL products and services to the participating pilot sites. This means that a
two-way adaptation is supposed to be addressed in ReAAL: on one hand, the
universAAL native applications can be adapted to the requirements of the pilot
sites, and on the other hand, the existing applications from the pilot regions can be
integrated with the universAAL platform. Each Pilot site will then be able to select
from this portfolio, those applications that are more suitable for their planned
intervention. The mission of ReAAL is in this context to find out if the adaptation
of a product to a common platform is economically reasonable when a company
plans to enter the market with a new product idea. Based on this, ReAAL will
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hopefully show the cost-effectiveness of interoperable solutions compared to both
vertical isolated solutions and comprehensive but closed systems. This should pave
the way for the emergence of an ecosystem around a common open platform and
based on that for the market breakthrough of AAL through interoperability.

Keywords Market potential of Ambient Assisted Living � Business model � AAL
reference platform � Standardization � Market breakthrough � Large scale pilot

1 A Long Way to a Common Approach

Due to the changing demographics the European Commission as well as near all
national funding organizations see the necessity to support assisted technologies
through huge funding instruments. Despite its tremendous market potential,
Ambient Assisted Living is still on the cusp of a mainstream breakthrough. A lack
of viable business models is considered almost unanimously to be the greatest
market obstacle to a broad implementation of innovative AAL systems [1]. The
consequence has been that the European Union has invested significant resources in
RTD to build open platforms, resulting in platforms such as MPOWER [2], Persona
[3], and SOPRANO [4]. These platforms provided very promising results, but they
were fragmented in terms of what particular needs they addressed and duplicated in
terms of implementing much of the same functionality. The European Union called
for a project to collect these promising results into one European open technology
platform for independent living application development.

As a result, the integrated project universAAL [5] was launched in 2010.
universAAL provides a free and open source software platform for developing
independent living applications. The platform consists of a middleware, a set
of ‘‘manager’’ components, and tools that facilitate its usage and configuration
(cf. the universAAL developer depot [6]). universAAL establishes new market
possibilities, especially for small and medium enterprises to sell their products as
interoperable solutions which can be integrated with other solutions from other
vendors easily in order to share data and functionality.

But, despite the great universAAL achievements, the market breakthrough of
AAL is still not on the horizon. The companies are still hesitating to productize
prototypes resulted from R&D. What are the reasons for this waiting position?
We discussed this question in a workshop organized by AALOA [7], the AAL
Association and the European Commission [8]. Almost all participants agreed that
profitable business models are missing. The RoI is too low and due to the small
selling numbers the prizes are too high. Therefore, the other companies see no
chance for their products and the whole community circles and no progress can be
seen.

Another result of this workshop has been that a common open platform could
help to break the circle. Having the universAAL platform as an existing example
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of such open platforms, a roll-out of this platform in large scale will be the next
logical step: nobody has tried so far to compare directly the cost of application
development based on interoperable semantic platforms against use-case-specific
approaches with point to point connections. Consequently, a calculation of cost for
AAL in large scale roll-outs could be feasible.

2 The ReAAL Mission

Following the above findings, the European Commission published a CIP-
ICT-PSP call for a piloting project to show the benefit of open platforms with
concrete numbers. ReAAL was the project which succeeded. The project intends
to deploy a critical mass of Ambient Assisted Living applications and services for
ca. 7,000 users in seven EU countries, based upon the universAAL platform,
previously developed with EC support, with the intent of kick-starting the market
for interoperable AAL services, applications and devices. ReAAL will facilitate
the emergence of an AAL ecosystem by showing the platform usefulness, and
spreading the related technical knowledge through an associated community of
interest. Here, ReAAL will establish a multi-dimension evaluation methodology to
measure the impact of the deployment of the AAL ecosystem in terms of the
social, economic and health indicators. Such an ecosystem will, on the one-hand,
allow commissioners to make investment decisions knowing that they will have
support from other users of the acquired technology in an open-interoperable
ecosystem, and that they will avoid vendor lock-in. On the other hand, the
‘‘standardized’’ platform will provide application vendors and service providers
with a common basis on top of which they can invest and develop their business.
This will be particularly helpful to the SMEs who are typically unable to make the
sustained investments necessary to develop complete proprietary systems.

ReAAL has now the mission to try to test and to know at the end, if AAL at all
could be rolled out with blanket coverage in whole Europe in the future. Therefore
we need to know how much time is needed to spread the AAL applications and
products in other regions when they are adapted to a common platform. On the
other side it is needed to know, if the adaptation to a common platform is
economically reasonable before a company wants to enter the market with a new
product idea. Thus our hope is that we know at the end if interoperability is a
reasonable way to follow or not.

The beneficiaries will be those people who wish to be able to avoid dependency
on nursing homes, preferring to continue to live independently in their own homes.
ReAAL will be realized via 14 pilots, each with a different focus. Assistance might
be needed in any aspect of daily life, from health safety and security to social
integration and mobility support. Other users involved in the pilots will have
different needs or interests in the participation: Technology providers will validate
the use of a platform as a leverage to develop more cost-efficient, innovative and
mature technology. Service providers will look for a better efficiency and a better
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quality perceived by their customers in the provision of the services. Policy makers
will require results to analyse the Return of Investment of the public procurements.
All these needs are being addressed by the set of objectives of the ReAAL project.

ReAAL will launch the usage of the universAAL open platform in real life and
enable service providers to deploy interoperable services avoiding vendors-locks.
Different scenarios can be foreseen: In case the service operator wants to integrate
one of the actual services in place, the technology providers will use the guidelines
and training material to create the bridge with the platform. After the intercon-
nection, the service will be able to take profit of the interoperability features of the
platform and provide information to other services or integrate it in a more
complex value chain.

In case of a new service to be operated, the designers can create more inno-
vative and cost effective solutions without the necessity of starting from scratch.
The developers will have in mind the reuse of the technology already deployed
that can be useful for their purposes. In case of the delivery of one of the native
services of the platform, the procurement officers will have the guarantee that a
proven technology with a large capability of extensibility and integration has been
chosen.

Each service provided to end-users will be tailored to the specific needs of the
target community. This will be done by the application developers and service
providers. The intent is that the ReAAL ecosystem becomes self-sustaining, with
developers developing applications and services either on a prospective basis, or
having been commissioned to do so. Those organizations (public bodies or
commercial entities) wishing to provide AAL services to end-users will either use
applications in the application store of universAAL, or commission technologists
to develop bespoke applications.

Current partners of universAAL participating in this project will be in the better
position to exploit commercially the knowledge acquired during the creation of the
platform and the experiences learned after the pilot operation. The platform is
being delivered under an open source license and one of the results is the creation
of the guidelines for the integration of services in the platform. In this sense, the
results of the project can be adopted (and this is one of the objectives of the
project) by any company interested in the participation of this growing market.

The particular services supported by this project will be operated after the
deployment by the same service providers that are behind them, that is, the
municipalities in Badalona, Baerum, Madrid, and Odense, the health sector asso-
ciation in Rotterdam called RijnmondNet, the regional authorities in Auvergne and
Puglia, and the private construction project developer AJT (cf. the ReAAL con-
sortium under www.cip-reaal.eu), with the technical support of the stakeholders/
technology providers identified during the first phase of the project. The technical
responsible of the pilots should have an eye into future releases of the platform and
they will be encouraged to participate in the developers communities that are
supporting the platform e.g. AALOA [9], which is a community that fosters the
creation and harmonization of open AHA technology platforms throughout Europe.
So far, there are over 100 promoters and supporters of this community, and 5 open
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projects have been started. This initiative is essential for ReAAL to mitigate the risk
of relying on one single project.

ReAAL has mobilized key stakeholders from the universAAL project,
including the universAAL coordinating organisation (SINTEF), the technical
manager organization (UPVLC), and the runtime platform work package manager
organization (Fraunhofer), which together will turn existing RTD results into
tangible assets for the regions.

ReAAL will also contribute to other EU platform initiatives such as the Future
Internet Public Private Partnership [10] and initiatives like fi-ware [11] that aim to
advance the global competitiveness of the EU economy by introducing an inno-
vative infrastructure for cost-effective creation and delivery of services, providing
high QoS and security guarantees. It must be possible to use technology building
blocks developed elsewhere in related domains so that the independent living
SMEs do not fall in trap of relying on isolated technology that is incapable of
being integrated into the wider realm of future technologies. This is a core part of
future proofing the partner region initiatives.

3 Huge Challenges Have to be Solved

Because the domain of active and independent living is about the daily life of
people who might need assistance to be able to avoid dependency on nursing
homes and continue to live independently in their own homes, its scope cannot be
limited to only certain applications. Assistance might be needed in any possible
aspect of daily life, e.g., health, safety and security, daily activities such as per-
sonal hygiene, home cleaning, shopping and cooking, comfort and entertainment,
social integration, support of mobility, reduction of costs and avoiding waste in
consumption (bridge to energy efficiency), etc. This complex spectrum of possible
needs and offers is referred to as the domain of Ambient Assisted Living (AAL).
From an investment point of view, the AAL market should allow each individual
in danger of losing independency to pick the set of applications and services over
time based on the different needs that arise with ageing.

In many of the EU member and associated states, the public sector at the
regional and municipal levels is increasingly willing to invest in AAL technology
in order to get prepared for the socio-economic consequences of the alarming
demographic change. Knowing this, technology vendors approach these bodies
with the claim to have the best solution in order to benefit from the corresponding
budgets and penetrate the related market. Obviously, this is a natural procedure;
however, the public sector needs certain criteria that help to optimize the return of
investment, for example (1) they want their technology investments to be future-
proof and are looking for evidence from other regions on what is the best tech-
nology to invest in, what are the related costs, what are the effects, etc. and also
they want to know the implications of choosing a specific standard, (2) they want
to know the related best practice and lessons learned resulted from relevant
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experiences made by other investors, (3) they want proven frameworks based on
which they can evaluate certain aspects of the technology (in use) in order to make
proper investment decisions. Additional they want (4) to avoid vendor lock-in; i.e.,
they want to put technology or parts thereof into frameworks that allow the
changing of all or parts of a solution, if necessary. But not only the investors would
like to avoid vendor lock-in, no single vendor can provide all the solutions needed
either, as a matter of fact. Therefore, creating a single point of service for the
maintenance of all deployed solutions becomes very difficult, if not impossible,
when the solutions do not relate to each other in any way (i.e., are not based on
same technologies and core platforms). In such a situation, maintenance costs will
become a major cost factor for the investors.

On the other side, application vendors and service providers (usually regional
SMEs) do have to be very cautious with their investments because the market
conditions are still not very clear so that management decisions, also with regard to
technological trends, can become very critical; in emerging markets, companies
might become a frontrunner with just one right decision in the right time or miss
the boat by just little hesitation or one wrong decision. SMEs usually agree that
stable ecosystems around common open platforms will help to at least mitigate the
technological risks but, as mentioned in the beginning, they are not strong enough
to invest in such platforms themselves, especially (1) they are obviously concerned
with maintaining the technology that is currently providing their revenue stream,
and would need a very strong argument to change their technological foundations
(platforms). (2) Typically, small companies that have all their resources involved
in making the next releases of their products and services, have little or no capacity
for research and try and error. (3) Many are sceptical to adopt technology from EU
projects as there is limited evidence, low number of industry users, lack of support,
etc.

The partial funding under the call was a unique opportunity for the ReAAL
buyer partners to deal with these challenges in a cooperative action involving
many major existing programmes and their stakeholders. The shared investment
and experience within ReAAL is probably one of the few alternatives for estab-
lishing related shared knowledge portals providing best practices and replication
guidelines to the investors. It will also provide the SMEs with the chance of
influencing the further development of a serious candidate platform for the
deployment of independent-living applications and services.

4 Relevance to EU Stakeholders and Standards

Current independent living solutions are characterized by a lack of interaction
between the demand (seniors, professional and familial caregivers, insurance
companies) and supply (large industry, SMEs, research) [13]. That means that
services offered in the domain often fail to fit into the workflows of the domain. On
the other hand, the user and demand side does not have enough knowledge of the
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potential in the technological services that are available. ReAAL will overcome
this shortcoming by building on the findings of the recently finished European
Project BRAID [14] that consolidated the results of four European roadmap
projects, to one consolidated roadmap that will ensure domain fit of the ReAAL
results.

In order to support the interaction between software and devices in the inde-
pendent living domain, standards are emerging. Moreover, the open platforms are
creating implementations of these standards in the form of components that can be
applied by SMEs and regions. universAAL, for instance, builds components that
will help independent living applications to integrate with devices that support the
Continua standards [15] and ZigBee support for OSGi [16] (which is a subproject
of AALOA).

5 The ReAAL Objectives

With the universAAL platform as the technical basis, the ReAAL set of pilot sites
will focus on eight objectives. Through achieving this set of objectives, ReAAL
will effectively be contributing to the wider objectives of the European Innovation
Partnership on Active and Healthy Ageing (EIP-AHA). In the following, this
relevance has been highlighted for each objective separately:

5.1 7,000 Users in Seven European Countries

The first objective is to deploy at least seven applications and services in support
of independent living for ca. 7,000 users in seven European countries in order to
reach scales that promote the ReAAL experience as the ultimate reference for
future investments. Here the relevance for EIP-AHA will be to scale-up and
generate critical mass at EU level as a key for successful implementation and to
help older people to stay independent and more active for longer.

5.2 Initial Portfolio of Applications

The second objective is to establish an initial portfolio of independent-living
applications and services around the universAAL platform that can use the large-
scale deployments as an evidence for promoting both the platform and the
applications towards achieving a first market breakthrough. The application-level
services deployed will comprise any existing relevant product or service that the
involved pilot sites are considering for deployment, all developed independently
from the universAAL platform. The corresponding applications can be migrated to

Can the Market Breakthrough in AAL be Achieved by a Large Scale Pilot? 349



the universAAL platform or in any other form use its capabilities for achieving
interoperability. This type of applications and services will demonstrate the
openness of the platform and the cross-domain interoperability also with existing
systems, on one side, and are the instrument for the involvement of a whole value
chain consisting of local stakeholders, on the other side. Therefore, targeted
market stakeholders in this case are mostly social service providers and SMEs that
want to integrate their existing products and services or develop new ones using
the universAAL platform resources.

Furthermore universAAL ‘‘stand-alone’’ AAL Applications are developed
within the universAAL project that do not necessitate the involvement of entities
beyond the circle of informal carers and users’ own social networks. Examples are:
‘‘Agenda and reminders’’,’’Safe environment at home’’, ‘‘Help when outdoors’’,
‘‘Food and shopping management’’, ‘‘Medication management’’ and ‘‘Long Term
Behaviour Analyser’’. Targeted users are mostly older people and their family
members. And finally universAAL ‘‘enhanced’’ AAL Applications which are
developed within the universAAL project that do necessitate a service provider in
order to be operated. Examples are: ‘‘Health management’’, ‘‘Nutritional
Advisor’’, ‘‘Personal safety’’. Targeted users are social and medical service pro-
viders, and the older people as their consumers.

As result the relevance for EIP-AHA will be to harness innovation and foster
growth and expansion of EU industry; enhance deployment and take up of
interoperable independent living solutions based on open standards; promote wide
availability of open and flexible solutions and tools for building independent living
applications and services.

5.3 Initial UniversAAL Ecosystem

A further goal is to establish the necessary circumstances for the emergence of an
initial universAAL ecosystem by showing the platform usefulness and spreading
the related technical knowledge. For this purpose, the ReAAL ‘‘seller’’ partners
will set up a full exploitation environment of universAAL consisting of the uStore
and Developer Depot, the runtime platform components running over native
Android, Windows and Java, training courses, coaching and technical support
during adaptation, and platform maintenance services. Thereby, develop a moni-
toring and evaluation concept for the adaptation of products and services to the
universAAL platform. Here the relevance for EIP-AHA is to harness innovation
and foster growth and expansion of EU industry; promote wide availability of open
and flexible solutions and tools for building independent living applications and
services; increase the breadth, depth and speed of the knowledge/know-how
transfer and exchange of good practices across different levels.
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5.4 Multi-Dimension Evaluation Methodology

At pilot, national and EU levels, establish a multi-dimension evaluation method-
ology to measure the impact of the deployment of the universAAL ecosystem,
including indicators for the assessment of the socio-economic impact (care pro-
vision costs), the ethical and legal impacts (autonomy, dignity, privacy, compli-
ance with laws), the market impact (ROI), the quality of life impact (active,
healthy, and independent), and the user experience impact (achieved level of
consistency while not restricting the type and number of the applications).

For EIP-AHA will this be relevant for developing comprehensive socio-
economic evidence on impact from innovation; to provide new evidence on the
return on investment of open and personalized solutions for independent living of
older people supported by global standards and interoperable platforms; and for
shared methodologies for evaluation and validation of innovation.

5.5 Procurement Policies, Quality Assurance
and Deployment Strategies

Objective 5 will be to collect and spread a set of best practices associated with
procurement policies and procedures, contract supervision and quality assurance,
deployment strategies and the associated organizational aspects, as well as the
related business and financing concepts. Foster knowledge sharing and pilot-
to-pilot exchange of ideas, services and experiences with the organizational
aspects of the delivery of services for older people. Additionally, use the uStore for
service advertisement and transfer.

The relevance for EIP-AHA is to increase the breadth, depth and speed of the
knowledge/know-how transfer and exchange of good practices across different
levels; creating a repository of documented good practices (evidence-based)
enabling easy/user friendly access and wider dissemination of available high-
quality evidence in the area of active and healthy ageing (e.g. a dedicated portal);
enabling mutual learning and exchange, with the use of innovative tools and social
networks within European networks committed to healthy and active ageing.

5.6 Evidence of the Values of Open Platforms

Another objective is to provide evidence of the values of open platforms by
explicitly organizing showcases for platform adaptability and system extensibility,
cross-application resource and capability sharing, consistent user experience,
shared mechanisms for localization (adaptation to cultural, ethical, and organi-
zational context) and personalization (adaptation to the personal context) as well
as shared mechanisms for system and data security.
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Here the relevance for EIP-AHA will be to develop comprehensive socio-
economic evidence on impact from innovation; provide new evidence on the
return on investment of open and personalized solutions for independent living of
older people supported by global standards and interoperable platforms.

5.7 Evidence of the Values of Open Platforms

Objective 7 is to validate the effectiveness of the value chain and derive replication
guidelines for different business and organizational setups, depending on the needs
per pilot site, service provider and end user category.

The relevance for EIP-AHA is to pool socio-economic evidence on return of
investment and viable business models for innovation; assess potentials for return
on investment in reusing of viable business models; develop and disseminate
guidelines on sustainable financing and business models based on open standards.

5.8 Consolidate the Business Model of UniversAAL

The last objective is to refine and consolidate the business model of universAAL as
a mandatory step for the planning of the sustainable exploitation immediately after
the end of project.

Finally the relevance for EIP-AHA is to pool socio-economic evidence on
return of investment and viable business models for innovation; assess potentials
for return on investment in reusing of viable business models; develop and
disseminate guidelines on sustainable financing and business models based on
open standards.

The envisioned added value of ReAAL is twofold: (1) deliver the ultimate
reference guidelines for the replication of larger deployments, and (2) pave the
path for the platform sustainability and the enlargement of the universAAL
ecosystem. For this reason, the further exploitation of these two concrete expected
values will comprise the exploitation plan of the ReAAL partners.

The innovation promised by ReAAL is the revolutionizing of the way investors
plan their approach to the deployment of active and independent living applica-
tions and services by allowing to switch from buying isolated vertical solutions to
planning evolvable sets of interoperable applications according to the specific and
changing needs of individuals, this way achieving the breakthrough in the domain
of independent living.

As cited previously, the operational plan of EIP-AHA [10] complains about
existing solutions being ‘‘largely proprietary, based on single provider design’’ that
‘‘cannot be easily adapted to multiple and changing users’ and organizational
needs’’. ReAAL will allay these concerns by building on interoperability standards
that support the emergence of adaptable multi-vendor solutions and by delivering
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the evidence of the positive socio-economic, market, and quality-of-life impacts of
common open platforms that facilitate the development of affordable and flexible
ICT solutions in support of an active and independent living.

6 Long Term Viability

The main outcome of the ReAAL project will be the assessment of the univers-
AAL platform and architecture, as viable and cost-effective solution to create an
ecosystem of services and independent living applications for an active and
healthy aging. In order to provide this evidence we should, first of all, guarantee
the sustainability of the platform used in all the pilot sites. This is not simple
because there are many conflicting interests among all the stakeholders involved as
developers or adopters of innovation: Supply side actors like SMEs prefer to have
a closed proprietary solution they can market on regional area and let them slowly
grow over time; Ad-hoc solutions are currently built with those ‘‘isolated’’ tech-
nologies, which are inevitably specific and restricted; Vertical solutions are
quicker and can create a niche market but horizontal solutions can open interesting
possibilities beyond the capability of vertical ones.

However, SMEs cannot assume the risk of developing a horizontal solution. In
addition, these stakeholders are reluctant to adopt new solutions because they still
have to capitalize their own investment already done in this emerging sector. In
this situation another conflict raises among secondary and tertiary stakeholders:
regional institutions that need to provide social services have to avoid technology
lock-in effects in contrast to vendors of solutions that prefer the creation of niche
market in which they survive by dominating with their ad hoc solution.

While this situation can be sustained by regional institutions to help the creation
of an emerging local market in which SMEs couldn’t survive alone, in the long
term the technology lock-in effect could undermine the adoption of innovative
solutions. This situation of excess inertia has been studied is comparable to the
issues may occur with the standardization of a product: ‘‘there are often benefits to
consumers and firms from a standardization of a product… but standardization
benefits can trap industry in an obsolete or inferior standard when there is a better
alternative’’. In fact, ad hoc solutions can be considered as ‘‘de facto’’ standard at
regional level, because of the historical fragmentation of the health care system in
all the European countries.

7 Implementation

An important challenge of ICT PSP projects is that they can hardly end up with a
manageable size of their consortia. In case of ReAAL, we had to take this warning
more seriously because we wanted to maximize the project impact and hence had

Can the Market Breakthrough in AAL be Achieved by a Large Scale Pilot? 353



to balance between the number of countries, on one hand, and achieving greater
impact, on the other hand.

In the early stages of building the consortium, over 20 regions from 13 different
countries were willing to join the project. Based on certain criteria, such as the
existence of related well-established local programmes and initiatives and
the involvement and diversity of the local stakeholders within their own budgets,
we finally selected 12 pilots from seven countries to be included. However, even
12 pilots with an average of 5 partners per country would exceed the objectives of
consortium building in ReAAL so that we decided to try to reduce the number of
partners per pilot to only 2 (one pilot leader and one accompanying technical
expert) by a hierarchical management model. The idea is that ReAAL concentrates
on macro-management across all pilots/nations (coordination and harmonization
of project activities) in order to guarantee that the project goals can be achieved,
thereby delegating micro-management at pilot/national level to the corresponding
lead. This result in an abstract situation as depicted in the Fig. 1.

An advisory board consisting of representatives from IEC SG5, ETSI M2M,
AGE, AALOA, European office of the Continua Health Alliance, AAL JP, the
Network of European regions (CORAL), has been set up that will be invited to all
of the consortium meetings. Their role should be to monitor and give advice about
the achievement of the objectives from above and delivery of the exploitable
results in order to make sure that the ReAAL experience becomes the ultimate
reference for large-scale deployment in the domain of active and independent
living.
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8 Next Steps

For European research projects, it is not straightforward to see all the exploitable
results of the whole project as a ready to market product, but it is worth to say that
universAAL was conceived as a consolidation process of older European projects
that had worked in this domain for several years. Even with this claim there is no
evidence of the maintenance and sustainability of the platform released by
universAAL.

Moreover, ICT technologies change quickly today, and older projects need
always some updating that may introduce new weakness and new attestation of the
robustness has to be produced. Obviously, all this will cause costs which can be
covered only if some business is formed around the technology to maintain. In
case of the universAAL platform, the ReAAL project is a unique opportunity to
cope with such common issues because it (1) helps the platform to reach the status
of a product, (2) bespeaks its benefits, and (3) creates an initial portfolio of
applications with proven benefits that can help to penetrate the market and form
the needed business with the universAAL platform.

In this context, it is obvious that the actors involved in the development of the
open platform face problems with the exploitation of the project results. Partners
from research and academia can create coalitions with the SMEs involved in the
consortium only if they can propose concrete business plans to their headquarters;
this is also a necessary condition for the creation of innovative start up or spin off
companies.

And now that universAAL will have its final release during 2013, the AAL
community, especially those who signed the Lecce Declaration [17], should be
curious in ReAAL outcome. This will put a lot of pressure on this project, but we
hope that it will pave the long desired outcome and face the long, rocky road to
reach the enthusiastic goal of overcoming the market entrance barriers and achieve
the market breakthrough in AAL.
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